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Preface

The 17th International Conference on Product-Focused Software Process Improvement
(PROFES 2016) brought together software researchers and industrial practitioners to
Trondheim in Norway, during November 22–24, 2016. The hosting organization was
the Department of Computer and Information Science (IDI) from the Norwegian
University of Science and Technology. It is notable that this was the first time the
PROFES conference was held in Norway, which is a country known for its advanced
IT services and infrastructure. Norway is quickly becoming the hotspot of ICT
development and innovations in Scandinavia. In the spirit of the PROFES conference
series, PROFES 2016 focused on how the challenges of improving software devel-
opment within the different practice areas such as requirements, design, construction,
testing, maintenance, process, methods, management, etc. The conference has always
encouraged submissions of research papers based on empirical evidence ranging from
controlled experiments to case studies and from quantitative to qualitative studies.

This year we received 82 submissions of which 24 were selected as full papers and
21 as short papers. The scientific works were strictly scrutinized by international
Program Committee members. Scientific papers in the PROFES conference received
three or four reviews each.

As a novelty for 2016, we introduced a new track for the conference called “Radical
Challenge Track.” The intent was to draw ideas from the scientific and professional
software communities who are searching ways to build the next paradigm for software
development. The contributions in such a track are less scientific in their nature but are
argued in a compelling way. We wanted to provide an opportunity for the community
to present ideas that generate discussion and have the capacity to push the field forward
in an unexpected way. The submissions were still to be peer-reviewed to ensure the
quality and they were to be included in the technical conference proceedings. Both full
papers and short papers on radical challenges were welcomed. However, it appears that
the community is not ready for such track because we did not receive any submissions
under the heading of radical challenges. We were able to attract a few papers dealing
with the future of computing and were thus able to conclude the conference with these
presentations and a panel dealing with issues of tomorrow. We will continue to
motivate the community and especially the more senior scientists to begin undertaking
ambitious endeavors dealing with tomorrow’s challenges. We are well aware of the fact
the digitalization process, Internet of Things, and big data require a lot of software to
run them effectively and such issues should be raised under discussion sooner rather
than later.

Another topic in the academic circles in the past years, which also includes the
PROFES community, is the participation of the industrial community in the discus-
sions, presentations, and experience sharing. Since 10–15 years ago, the development
has actually been heading in the opposite direction. Industrial practitioners appear to
organize themselves organically among certain topics quite effectively and are less



keen in participating in classic scientific conferences. PROFES 2016 recognized this
and organized tutorials on topics and themes of industrial interest. There were nine
tutorials held on topics such as regulated software development, DevOps, lean start-
ups, innovation, and software security. Scientific software engineering research needs
industrial attention to survive and prosper.

The keynote speakers this year were of high quality. Mikko Terho is the CTO for
Mobile Software and the site manager of Huawei’s R&D center in Finland. As one
of the founding board members of Symbian, at the time the leading open mobile
operating system, Mikko Terho has had a significant influence on, and made a sub-
stantial contribution to, the development of the mobile industry as a whole. He was one
of the few persons who were appointed as Nokia Fellow. Dag Sjøberg is Professor in
Software Engineering and works at the Department of Informatics in University of
Oslo in Norway. He is one the brightest software researchers around and has had a
significant impact in the field. Dag Sjøberg sees that software systems form the
foundation of the economic, political, social, cultural, and scientific spheres of modern
information society. Such systems are, for example, crucial to solving global human-
itarian and environmental problems.

We are thankful for having had the opportunity to organize PROFES 2016 in
Trondheim. The Program Committee members and reviewers provided excellent
support in reviewing the papers. We are also grateful to the authors, presenters, and
session chairs for their time and effort that made PROFES 2016 a success. We are
especially thankful to Prof. Letizia Jaccheri, the head of the Department of Computer
and Information Science at NTNU, for providing the conference with the financial
backing and helping in the organization. We would like to thank the PROFES steering
group members and organizations (University of Oulu, VTT Technical Research
Centre of Finland and Fraunhofer IESE) for the guidance and support in the organi-
zation process. Finally, we would like to thank the NTNU IDI’s student and staff
volunteers for making PROFES 2016 an experience that will live in the memory of the
participants for years to come.

September 2016 Pekka Abrahamsson
Andreas Jedlitschka
Anh Nguyen Duc
Michael Felderer
Sousuke Amasaki
Tommi Mikkonen
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The Relationship Between Software Process,
Context and Outcome

Dag I.K. Sjøberg1,2(✉)
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Abstract. Most practitioners and researchers agree that when developing soft‐
ware, process affects product, and the usefulness of a process depends on the
context. However, which processes are most useful for a specific company or
project is generally unknown. When studying the relation between context,
process and product, one challenge is that experiments often lack realism, which
makes the transfer of results to industry difficult. In contrast, most of the important
factors vary beyond the researcher’s control in case studies, which makes it diffi‐
cult to identify cause and effect relationships. This paper reports a study where
realism was combined with control over certain context and process factors. Four
companies developed the same system, and the price varied by a factor of six.
Certain patterns of relationships were expected (expensive company, low cost,
schedule overrun); others were unexpected (cheap company, maintainable system
because of small code). The community needs to identify the most important
relationships among process, context and outcome.

Keywords: Software process improvement · Controlled multiple-case study ·
Software industry · Theory · Software engineering folklore · Measurement

1 Introduction

I am regularly contacted by various organizations for help regarding their software
processes. They range from small, private companies to large, public sector agencies,
some of whose projects failed to the order of hundreds of millions of euros. These
organizations are not interested in general, overall principles regarding process; they are
interested in what would work for them. They expect us, as researchers in the field, to
know “what works for whom, where, when, and why” [1].

In a few cases, I have immediate suggestions for improvement, such as introducing
automated testing if the number of defects is out of control. But in most cases, I cannot
propose anything without working with the organization for some length of time. Iden‐
tifying and measuring the factors that should be taken into account when proposing
process changes are far from trivial; the software engineering literature does not give
much help in concrete settings. The current body of knowledge is mostly too general or
too specific; see Fig. 1.
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Fig. 1. Useful theories and patterns

Software engineering folklore guides processes to some extent. For example, a
collection of “laws” and principles that have emerged over the years can be found in
[2–4]. One of the laws stated by Endres and Rombach [4], attributed to the work by
Boehm [5], is: “Errors are most frequent during the requirements and design activities
and are more expensive the later they are removed.” This “law” encourages processes
that emphasize the analysis and design phases. However, what does this mean in prac‐
tice? Should one spend, say, 10 to 30 percent of the total effort of a development project
in these phases? Because of varying contexts, software engineering folklore is often
contradictory. For example, much effort has been devoted to developing process models
that include a large number of activities, practices and roles together with formal,
detailed project documents. In contrast to such heavy processes are the light processes
recommended in agile development.

Few empirical studies in software engineering discuss the contexts to which the
results may be generalizable. Experiments in software engineering generally have few
subjects and almost all of them use convenience sampling [6]. Most case studies are of
single cases, and few attempt to generalize the results through theories with a well-
defined scope of validity [7]. Surveys collect people’s subjective opinions, which are
based on knowledge and experience gained in specific contexts. The results of surveys
also need to be related to theories to become generally useful.

Nevertheless, a premise in software engineering is that there is a relationship between
software processes and success of a project or task. The success is typically described
in terms of the quality of the delivered software, how long it takes to develop it and how
much it costs. It is also commonly agreed that this relationship is moderated by the
context of the processes, as illustrated in Fig. 2. It is reasonable to assume that an optimal
process varies with context; for example, a small team may not benefit from activities
designed to help large teams.
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Fig. 2. Relationship between process, context and outcome

The ideal model would be a deterministic one, in which a set of given context and
outcome parameters would determine the optimal process, and a given process and
context would determine the outcome. However, it is unlikely that we will manage to
develop such models given that software development is a mostly human activity and
we are unable to describe human behaviour deterministically in general, even though
certain theories describe human behaviour in specific situations, for example, the pros‐
pect theory [8].

Although we are far from a scenario where we can fully determine which process
gives which result in a specific context, our community can improve in identifying
patterns and proposing theories for the relationships among process, context and
outcome. This paper reports on a study that is an ongoing attempt in that direction.

2 Design of Study

The empirical software engineering community conducts both controlled experiments,
which focus on cause and effect, and case studies, which focus on realism. How to
identify cause–effect relationships in realistic settings is a challenge. What if we hire
several companies to develop the same system and see what happens? Some years ago,
our research group had such an opportunity. We needed a web application to store
information about all the empirical studies of the group. We developed a requirement
specification and sent a call for tender to 81 consultancy companies and received bids
from 35 of them. A study of this bidding process was reported in [9].

The striking difference in the bids, given that we provided a well-defined 11-page
requirement specification, led us to use price as the selection criteria. We wanted to study
the effect of price on process and outcome. Thus, in four price segments, we selected
the company that appeared most likely to develop a good system based on the quality
of the bid documents. The companies are named A to D in this paper, in the order of bid
price; see Fig. 3.

The Relationship Between Software Process, Context and Outcome 5



Fig. 3. Four out of 35 companies selected for development

The data sources in this study are comprehensive. They include daily time sheets on
tasks and subtasks of each developer, weekly snapshots of all documents including
source code produced during the projects, full history provided by the configuration
management and issue tracker tools and other information collected from defect logs,
e-mail communication and team interviews.

From this study, we published an investigation on reproducibility and variability in
software engineering [10] and a study of effort estimation based on use case points [11].
The code developed by the four companies has also been used in follow-up studies on
maintenance metrics [12] and effects of code smells [13]. (In this paper, the companies
are named according to bid price, while in the papers already published, the order was
alphabetic. Company C is now Company A, Company A is now Company B, and
Company B is now Company C. Company D remains Company D.)

A detailed investigation of the effect of process and context has not yet been
published. Initial results are reported here.

3 Context

We controlled parts of the context to make them the same for all the companies; other
context factors were specific to each company. The controlled ones included:

• Requirement specification
• Application domain (web document management)
• Functional size of the system (57 unadjusted use case points [11])
• Low complexity of system
• Customer (our research department)
• Programming language (Java, Javascript and SQL)

6 D.I.K. Sjøberg



• Tools (IDE: Netbeans or Eclipse, Build & Deploy: Ant, Configuration management:
CVS; note that these tools were selected by the companies themselves but they
happened to be the same by accident)

• Team composition (1 project manager and 2 developers, except in Company B, which
had 1 developer and 1 interaction designer)

• Uniform interaction between development team and customer (e.g., use of same issue
tracker, acceptance tests by the same customer team)

• Intermediate skill level of the developers

Regarding skill level, we selected the developers on the basis of their CVs. All of
them had at least three years of formal education in programming and three years of
industrial experience with the technology to be used. Ideally, we should have tested the
developers using a validated skill evaluation instrument [14], but in the absence of such
an instrument at that time, the developers were tested for their Java skills by taking part
in a one-day exercise in which they performed the same Java programming tasks used
in a former experiment [15]. Their performance was thus compared with that of 77 other
Java programmers. Similarly, the developers were tested for their design skills by taking
part in a half-day UML exercise where they performed the same tasks used by 28 persons
in a former experiment on use cases and class diagrams [16]. We did not observe any
clear relationship between the skills of the team and project outcome.

Table 1 shows context factors that varied among the companies. Some factors were
specific to the development organization; others were specific to this development
project. Note that the bid by Company D, of 69,000 euros, shown in Fig. 3, was nego‐
tiated down to the 56,000 euros, shown in Table 1.

Table 1. Varying context

Aspect Variable Company A Company B Company C Company D
Development 
organization

Size (# 
employees)

Appr. 8 Appr. 100 Appr. 25 Appr. 13,000 
worldwide

Nationality Domestic Domestic Domestic International
Ownership By employees Private By employees Listed

exchanges
Location Bergen Oslo Oslo Oslo, 20 

countries
Process
models

Light Intermediate Intermediate Heavy

Project Firm price 8,750 20,000 45,380 56,000
Agreed time
schedule

41 days 55 days 73 days 62 days

Estimated
effort

100 hours 220 hours 341 hours 650 hours

Allocation Part-time Part-time Part-time Full-time
Co-location No No No Yes

The Relationship Between Software Process, Context and Outcome 7



The table shows several internal relationships among the factors. Company A is small
and can therefore only run fairly small projects with small teams. Their organization-
level process models are therefore light. The low price offered to build the system is
followed by an expectation of a short lead time, a low number of effort hours, and the
need for the developers to work on several projects in parallel. At the other end, Company
D is large and has a heavy organization-level process model. The high bid allows higher
estimated effort and allows developers to work full time on this project.

4 Processes

As an example of process data, Fig. 4 shows the number of hours the companies spent
on various development activities. Note the one-to-one correspondence between the
effort spent on the activities “Implementation” and “Analysis and Design”. There is no
indication here that much effort spent on analysis and design reduces the effort needed
on implementation, or vice versa. Remember that the amount of functionality is fixed.
Figure 5 shows the hours spent on the activities as the projects were running.

Fig. 4. Effort spent on various activities
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Fig. 5. Effort on activities along the way

5 Outcome

The outcome of a process or project may be measured along many dimensions. For the
four systems, we assessed reliability, usability and maintainability. Reliability was
measured by investigating the defects found over a period of two years when the systems
were operational [10]. The usability was measured through a dedicated experiment [17]
and maintainability in a follow-up experiment [13]. Table 2 shows the results and also
includes measurements of effort and lead time.

Table 2. Outcome variables

Aspect Variable Company A Company B Company C Company D
System Reliability Poor Good Good Fair

Usability Fair Good Fair Good
Maintainability Good Fair Poor Fair

Effort Actual effort 315 hours 562 hours 894 hours 796 hours
Overrun effort 215 % 155 % 74 % 22 %

Lead time Actual lead time 79 days 87 days 90 days 65 days
Overrun lead time 93 % 58 % 23 % 5 %

The Relationship Between Software Process, Context and Outcome 9



6 Relationships

Did the rather extreme price differences, of a factor from 1 to 6, lead to corresponding
differences in outcome? Generally not. Company A had given the lowest bid and
accordingly spent the least effort on the whole development, particularly on analysis and
design and on testing. In a sense, this company developed a “quick and dirty” solution,
but the small size of their Java code led to the most maintainable system. The low number
of lines of Java code trumped other maintainability metrics [12]. On the other hand, the
low focus on testing resulted in the least reliable system and required us as a customer
to spend much more effort on testing than we did for the other companies. In total, we
spent almost twice the number of effort hours on Company A as we did on the other
companies, which to some extent reduces the cost savings of hiring Company A.
Furthermore, we were a competent customer; an incompetent customer might have
resulted in a failed project.

Company B scored best on the system quality dimensions on average. Given the next
lowest price, one may consider their project as the best value for money.

Company C over-designed their system, which resulted in excess code size, which
in turn resulted in poor maintainability. But they scored top on reliability.

Company D had relatively heavy processes and a highly competent project manager.
The developers worked full-time and were co-located. Their project seemed to have full
control all the way and resulted in the lowest lead time and very little overrun.

We have observed many other relationships among context, process and outcome,
but much analysis remains. We hope to reveal interesting patterns that may shed new
light on existing theories or be the basis for new theories.
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Abstract. Software companies face high pressure to develop innovative
products and services at increasing speed. However, a traditional new
product development (NPD) process is not always a sufficient means
for doing this. We report experiences from an explorative multiple case
study covering eight cases from four companies of different sizes and
business characteristics. Each case aimed to streamline the development
of a product or service innovation in a Lean startup manner as an alter-
native to the traditional NPD. We present eight life-cycle paths that
together exemplify the use of the five organizational alternatives, such
as internal startup and company subsidiary. Driving force to choose the
organizational alternative is novel business endeavor rather than being
depended on the company. Using even multiple organizational alterna-
tives is possible during the innovation life-cycle as long as the speed and
independence for the innovation is achieved.

Keywords: Internal startup · Lean startup · Subsidiary · Institutional
entrepreneurship · Intrapreneurship · Case study · Industrial experience

1 Introduction

Software companies face high pressure to develop innovative products and ser-
vices at increasing speed. The traditional new product development (NPD)
process, such as presented by Cooper [1], seeks to enable the creation of new
innovative products. However, the NPD process is fuzzy and difficult from the
beginning [2]. In particular, NPD is a complex higher-order capability that
involves multiple organizational functions, capabilities, and competencies [3].
However, forming a traditional NPD program may not be always a sufficient
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to take care of the full life-cycle of developing and commercializing a new soft-
ware product — creating new innovations may require more flexibility in terms
of experimentation and learning from failure than is characteristic of the tra-
ditional NPD process [4]. For example, fast-paced, revolutionary, or disruptive
innovations could be done differently, as exemplified by startups.

Recently, new means have emerged to reshape the work done in the tra-
ditional NPD programs. For example, Customer development [5] and Lean
startup [4] are methods that try to streamline the innovation development
process. However, in order to be able to gain the benefits of such methods, soft-
ware companies need to establish ways in which to carry out the Lean startup
process. Different types of company ventures — seeking to efficiently capture
and monetize new innovations outside established business lines — can be used
for this purpose [6]: For instance, the software company can incubate the idea in
a separate strategic unit and, later, form an internal startup or even a separate
subsidiary to effectively search for new business [7].

However, the experiences on different types of company ventures are still
scarce. The research problem addressed in this paper is the structures and life-
cycles of means of going beyond the traditional NPD. To shed light on the topic
from the industrial perspective, we carried out an explorative case study about
NPD programs that decided adopt also the other than traditional NPD structures
over their life-cycles. Based on the eight cases, we describe and synthesize (1) the
structures that were established, (2) the points in the life-cycles when decisions
were made about the structures, and (3) the justifications for the structures.

The paper is organized as follows. Section 2 describes the life-cycle of an inno-
vation program as background. Section 3 outlines the research method. Section 4
provides the case accounts. Section 5 analyses the findings. Section 6 provides
discussion in the light of related work. Section 7 concludes.

2 Background: The Life-Cycle of an Innovation

For the scope of an innovation project, the four stages can be mapped and
summarized as follows (Fig. 1):

Idea stage: The innovation program should focus on gaining a detailed under-
standing of the problem or need that it wants to tackle. At the end of this stage,
the startup should have a holistic understanding of the problem domain, and a
minimal viable product (MVP) or concept to initiate concept validation with real
customers and users. Ideas are handled as hypotheses that need to be validated
using the MVP to collect customer feedback. The primary goal is learning.

Problem/solution fit: In this stage, the innovation program should focus on
further developing the concept as an optimal solution for the first lead users and
customers. The MVP offers a path of very rapid iteration of customer require-
ments followed by testing and validation. This stage is called ‘going from 0 to 1’
by Peter Thiel [9]. Experimenting with (innovative ways of) customer acquisition
is the second key activity of this stage.
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Fig. 1. Four stages of the startup life-cycle [8].

Product/market fit: Once the optimal solution for the lead users is ready
and the innovation program has been able to acquire new customers and users,
its focus should move to customer retention and further generation of the busi-
ness model. In this stage, the innovation program should particularly focus on
retention, the business model, and a pricing strategy.

Scaling: When the innovation program has found a scalable business model,
the focus should shift to actual scaling. In this stage, the innovation program
should focus on accelerating the business. The acceleration typically requires
large investments in marketing and business development. This stage is called
‘going from 1 to n’ by Thiel [9].

The four stages form a value chain: No idea creates value until you embody
it in a product or service; no product or service captures value until you embody
it in a business model and pricing strategy; and no business model becomes
sustainable until you figure out distribution.

The lengths of these phases vary largely, and the stages can partially overlap
and are not clear-cut. It is also not possible to set a deadline for product/market
fit. By moving from one stage to another, the risks are reduced because assump-
tions are validated. This is of paramount importance, because markets are simply
unpredictable for innovative products and services. According to our experience
from the field, the main focus of each innovation program typically follows these
stages over the startup life-cycle. Furthermore, they are similar to other life-cycle
models presented in [4,10,11]. If the project does not succeed, it will face its end
and discontinue: That can take place during any of these phases.

3 Research Method

The research follows the explorative case study methodology, meaning a study
about a contemporary phenomena in industry [12]. As the research topic is
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emergent, the selection of cases was done opportunistically and purposefully on
the basis of innovation programs that the authors were familiar with in order to
explore different kinds of cases. The main criterion for selecting the cases was
that they did not follow a traditional NPD program but started to apply some
other kind of organizational alternative during the life-cycle. However, the idea
stage started within an existing company rather than as an independent start-
up in each case. The study was carried out to investigate the following cases:
F-Secure’s F-SOS, DF-Data, Freedome, Key, Lokki and Sense; Qentinel’s Quality
Intelligence (QI); Aptual’s Johku; and OP Financial Group’s Pivo. These are all
Finnish companies developing software-intensive solutions.

The collected data was qualitative and relied mostly on interviews. The Johku
and QI cases were each based on a one-hour interview with the CEO of the com-
pany. During the interview, the interviewee was asked to describe the life-cycle of
the case. Additional clarification questions were asked during the interviews. Two
researchers conducted the interviews and took notes. Sense, Freedome, KEY and
Lokki are based on the interview with the responsible vice president at F-Secure
as well as interviews with two representatives from each of these cases. Pivo
is based on an interview with the head of New Business Development who has
been responsible for Pivo from the start. All these interviews were carried out by
researchers who did not work in the case company. F-SOS is based on a previous
case study by one of the authors [13,14] complemented with re-analysis and an
additional informal interview with a key person in F-SOS. Moreover, two of the
authors have been a part of or had a supporting role in the five cases (Lokki,
Key, Freedome, Sense, and DF-Data). These authors’ participatory role in these
programs were used to enrich the data. Furthermore, the authors have gained
additional informal knowledge about the cases through personal collaboration.

Based on the acquired data, case accounts to summarize each case were
constructed. The accounts were read for corrections by at least one representative
of each case: Typically, the interviewee or alternatively someone equally familiar
with the case read the account.

We analyzed each of the cases along the life-cycle as introduced in the previ-
ous section as follows. For each case, we identified the organizational alternatives
that the case applied. Furthermore, we analyzed the decisions and justifications
to understand the rationale for each decision. The analysis was carried out in
a bottom-up manner, so that different organizational alternatives emerged and
were formulated as we analyzed the cases. As different organizational alternatives
emerged over the life-cycle, we were able to illustrate and synthesize the paths
that the cases had taken in a two-dimensional space. Finally, we cross-analyzed
and synthesized the rationales, decision points along the paths and benefits over
different cases.

4 Case Descriptions

F-Secure F-SOS. F-Secure Corporation is an Internet and cyber security com-
pany. F-Secure founded a company subsidiary called F-SOS to establish a new
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business concept and model. F-SOS used F-Secure’s existing technology with-
out developing the core technology further and even without direct access to
the technology. Rather, the key idea was to build new service-oriented business
and service concept based on the existing technology. The first release was not
especially successful, but a year later the second solution’s release showed major
success. After being in operation for one year, the F-SOS service and solution
were merged back into the F-Secure mother company and the solution became
strategically important, and eventually the most important of F-Secure’s busi-
ness areas for several years. The key idea of the solution was to build a Software as
a Service (SaaS) business model around F-Secure’s existing technology. Around
the same time, F-Secure reshaped its business by discontinuing other product
offerings. Later, F-SOS operated inside F-Secure as its own unit and the cross-
functional F-SOS team tried to establish other similar SaaS-type solutions that
turned out to be moderate successes, at best.

F-Secure DF-Data. F-Secure has a subsidiary called DF-Data for testing and
validating any new kinds of product or business concepts. Although products and
services are developed and marketed under this incubating subsidiary’s brand,
these products are using the subsidiary as a test bed without generating any
revenue. Overall, DF-Data operates as an incubator, for example to explore
and test social media marketing practices; to test beta products; and to test
concept products and technologies. All this is accomplished without the risk of
sacrificing the mother companys brand name. The company has been used as
the publisher of beta versions for several products, such as FS Cloud and FS
Protection. Product concepts include Secure Selfie Camera, Funny Hat Stickers,
and Snapwallet: Photo Safe, that are available as apps for Android smartphones.

F-Secure Lokki. Lokki was the first internal startup that F-Secure established
within the business organization. The company strategy renewal in 2012 iden-
tified Family Protection to be a prospective new security product and business
area. A new family location-sharing service concept was developed by a small
concept design team. The company leadership team decided to productize the
concept and bring it to the market with a rapid schedule, and the guidance
from the company CEO to the concept creation team leader was to “work like
a startup!”. The Lokki service reached some tens of thousands of users through
moderate marketing efforts but it was eventually ramped down as it did not
fit well enough within the company’s strategy framework. The learnings of the
internal startup way of working, together with some of the software features
are being deployed and further developed as part of current F-Secure consumer
security and privacy products and services. The Lokki service itself was open
sourced and Lokki is currently managed by University of Helsinki.

F-Secure Freedome. The second F-Secure internal startup, called Freedome,
was founded within the company strategy unit. The startup’s product leveraged
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some existing technologies, while some parts were developed from scratch. After
the commercial launch of the MVP, the internal startup was seen as a great
success in terms of the defined objectives such as the number of downloads and
new users, as well as positive reviews. The internal startup was later integrated
into the F-Secure consumer business organization. More recently, the product
has been adapted for business customers and has been subject to other kinds
of market and channel extensions, e.g. from B2C to B2B. However, the scal-
ing of the business from consumers to B2B customers has not been completely
straightforward due to different customer needs and expectations.

F-Secure KEY. The idea of the third internal startup, KEY, was incubated as
a technology proof-of-concept within the company strategy unit. After a strategic
decision, the internal startup was transfered to the consumer security business
organization. The initial hypothesis for the product was to compete in the direct
consumer business (B2C), but after this was found to be an uphill battle against
the dominant incumbent players, the more lucrative B2B2C channel was chosen
as the primary business opportunity. At the moment, various business models
are being experimented with, ranging from a standalone product to using the
product as a tactical add-on in a larger security service bundle.

F-Secure SENSE. By the strategic decision of the company management,
the fourth internal startup, called Sense, was founded at F-Secure. A significant
investment is being made to develop a security software and hardware solution
to protect new kinds of IoT (Internet of Things) devices in smart homes. The
hardware product developed in-house is the first of its kind for F-Secure. How-
ever, an essential element of the total product has been developed using existing
F-Secure software security technology. The product is currently available for pre-
ordering and the internal startup team is currently finalising the MVP to start
commercial deliveries.

Qentinel Quality Intelligence (QI). Qentinel is a quality assurance company
and most of its services are based on knowledge-intensive consulting. Around
10 years ago, Qentinel started to plan to shift its business toward a more sophis-
ticated understanding of quality through the concept of value, resulting in a
traditional NPD program (2007–2008) that eventually became known as QI. QI
was a drastic change for Qentinel because the objective was to develop the com-
pany’s own products and services with protected IPR that was different from
Qentinel’s existing consultancy-based business model. However, the project was
not a business success at first, and the existing business of Qentinel continued to
be successful, which hindered the concept development of the new business. In
2008 the strategy work of Qentinel resulted in establishing runtime quality mon-
itoring in information systems as a new area as one of its three strategic areas. A
company specialized in the technical monitoring of IT services was acquired in
2011. This technology-based service became a key part of the QI offering, and at
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the same time was expected to finance the development of the other parts of QI.
However, the QI project was still relatively time-consuming and used resources
from the other profitable consultancy-based business with constant cash flow.
The organizational culture hindered rather than boosted the development of QI.
To clarify the role of QI, Qentinel ended up turning QI into an internal startup
staffed with dedicated people. This somewhat clarified QI’s identity. Less than a
year later, Qentinel decided to restructure its organization. As part of this, the
QI internal startup was moved to a separate corporate subsidiary. Although the
move caused some uncertainties at first, things started to go better. QI obtained
independence without the burden of the old organization and the QI employees
realized that they had the sole responsibility for acquiring new prospects and
customers. At the moment, QI is growing but its business is not yet making
profit because of the heavy development investments.

Aptual Johku. Aptual is a small company that focuses on creating better
marketing communications and exploring new frontiers for its customers. The
company has historically carried out customer-specific projects that it has fur-
ther developed and commercialized. This has resulted in a set of small solutions
that have each had a good problem/solution fit for a single customer. However,
a poor product/market fit has required a significant amount of customer-specific
work with the next customers for scaling. Therefore, Aptual decided to narrow
down its number of solutions to three. One of these three was Johku, which
is today a software-based solution for travel service providers, such as cottage
renters. The intial version of Johku was developed as a typical Aptual NPD
project. However, Aptual carried out different kinds of analysis about the mar-
ket, resulting in a decision that the value proposition of Johku needed reshap-
ing and sharpening as a part of a significant development project. As a result,
Aptual decided to establish an internal startup for Johku that was financed by
the two other revenue-generating solutions. The essence of the internal startup
was to make an explicit internal investment and clarify the role of Johku as
an upfront investment in development rather than trying to productize existing
projects. The internal startup developed an MVP and started to search for prod-
uct/market fit. A startup that takes care of Johku was spun off very recently.
While the startup considers the existing MVP to be ready for scaling, validation
from larger markets is lacking.

OP Pivo. The OP Financial Group is the largest of the major players that
dominate the Finnish banking market. Three to four years ago, the company
recognized the importance of mobile payments but the topic did not find a clear
owner in the organization. A team familiar with mobile payments was established
and they started working on the problem. A new research and development unit
was set up in the city of Oulu, far from the headquarters, because there was
a lot of experience available due to the citys past life as one of Nokia’s major
sites in Finland. Most people were new hires, but the owner of the problem was
an OP Financial Group veteran, bringing in a wealth of banking experience.
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The team started using the Lean startup paradigm relatively strictly, and was a
an internal startup inside the OP Financial Group. The Lean startup method-
ology was found to be successful, but it also became clear that if one follows
the model strictly, it is a very disciplined model and one needs to be prepared
for it. Initially the team created a set of assumptions, which looking back were
all wrong, and they were changed later in the project. However, fast learning
is key in the setup – being initially wrong does not matter as the Lean startup
methodology tests the assumptions early and then brings in end-user feedback
to re-direct the project. Currently, Pivo is its own company with its own man-
agement, being separated from the OP Financial Group so that the app can be
used by customers from any banks.

5 Analysis

Decisions need to be taken at the company level regarding the types of innovation
programs to be used. In particular, the decision-makers need to understand that
a traditional NPD program is only one option, while other alternatives exist. In
this section, we analyze the organizational alternatives to the traditional NPD
program that were identified from the cases. As another orthogonal concern,
we use the life-cycle phases of an innovation program from the stage of idea
incubation to that of business scaling, and map the path through the phases and
structures of the cases. The key decisions and rationales are also analyzed along
these paths. Finally, we highlight the key benefits of applying other structures
than the traditional NPD program that have emerged from the cases.

5.1 Organizational Alternatives

The following structures were observed in the cases. The difference between the
alternatives is that the relative independence from the parent company increases
as we progress through the list. The cases that apply each structure is summa-
rized in Table 1.

– NPD (new product development) project. This is broadly any kind of
traditional innovation or development project or programs for products or ser-
vices within a company relying on established structures. It typically includes

Table 1. The structures and supporting cases.

Structure Case

NPD (All)

Internal startup Freedome, Key, Lokki, Sense, Johku, Pivo

Company subsidiary QI, F-SOS, Johku, Pivo

Company startup Johku

Incubating subsidiary DF-Data
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the company’s strategic work and follows the company’s established practices
and structures. We differentiate an NPD because all cases were selected so
that the start was in an NPD.

– Internal startup. Internal startups take place within a company but work
much more independently than an NPD, even entirely independently. As a
results, internal startups have different levels of freedom from the companys
standard policies.

– Company subsidiary. A company can found a child company to take care
of an innovation program. A subsidiary is fully owned by the originating com-
pany. Such a subsidiary has more freedom, responsibilities and financial incen-
tives than an internal startup.

– Company startup. Innovation programs can also take place in more indepen-
dent startups of which the originating company has no full control. However,
often the originating company or its owners have influence over or ownership
of the company startup, and a company startup still has ties to the origi-
nating company: For example, employees can have working contracts in both
companies or work through subcontracting arrangements.

– Incubating subsidiary. A variant of the company subsidiary is an incuba-
tory subsidiary. The subsidiary is not founded for one particular innovation
program, but the same subsidiary exists continuously and a series of innovation
projects are carried out within it.

5.2 Rationales and Success Factors

There were varying rationales for establishing an alternative structure to the NPD
program, but one common characteristic was that something novel or a significant
change to the existing business was being planned. F-SOS developed a new SaaS-
based business model. Sense had some new features such as including hardware
and targeting new kinds of devices, although its main functionality was basically
the same as other security products. DF-Data focused on different kinds of new
concepts. Sense, Freedome, Key and Lokki each targeted new markets, although
they were strategically in the same security business area. In general, these three
products were considered internally as completely new offerings rather than fea-
tures of existing products, even though some existing technology was utilized. The
Aptual’s internal startup Johku was a means to make an investment decision and
to give Johku the independence, freedom and resources to develop the new solu-
tion as well as a change in business model. Similarly, gradually moving QI through
the phases of traditional NPD program, internal startup, and subsidiary seems to
have been a successful business model transformation and service development
path. Nevertheless, founding a subsidiary does not necessarily explain the recent
success of QI fully. During the transformation, the QI offering has also matured,
the market seems to be more ready, and the technologies used within the major
digitalization trend have shaped the business environment.

When establishing any of the alternatives to a traditional NPD program, a
certain level of independence was looked for, and the independence seems to have
been a prerequisite and a success factor in all cases. The structural alternatives
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are not better or worse per se, but rather a means to an end. Independence needs
to be realized by a clear mandate to be able to work toward the objectives. Inde-
pendence also minimizes the disturbances of the existing organizational culture,
resulting in less unnecessary interaction.

One means of establishing an organizational structure as well as a factor
positively affecting success seems to be the use of external people such as new
recruits in these organizational alternatives. The external people are not tied
to the old organizational culture and business models. For example, F-SOS had
many new recruits in the team and likewise Pivo recruited most of the team
from outside of OP group.

There is a risk, especially in establishing an internal startup, that it may
remain too close to the existing business areas whereas a corporate subsidiary,
being relatively more independent, can be a means for assuring independence.
Business lines do not seem to natively support novel or disruptive ideas that can
even be destructive to their current business or ideas beyond their current goals.
This is exemplified by the QI case, where the organization did not initially real-
ize the value of QI. Established business organizations also tend to be primar-
ily focused on the short term or quarterly business priorities, not allowing a new
business or product entry to be developed and iterated sufficiently, and a revenue
stream may be expected too soon, when the new product is still going through the
Problem/Solution Fit phase, as with Lokki. Business lines seem to focus on evolu-
tionary ideas and concepts rather than revolutionary ones. As the CEO of Qentinel
stated, “The more successful your business is, the more likely your transformation
is to fail”. If the business is successful, there is less pressure to change or invent
something new, and the organization may not necessarily want a change. However,
there is then a risk that a competitor can establish a new business and take over the
market. Thus, it seems that a strategic or research unit is a good choice for internal
startups when business lines are inhibiting rather than catalyzing structures. The
more radical or disruptive the innovation is, the better a corporate subsidiary or
other means of being made independent can be, as indicated by F-SOS and QI.
Even in more general terms, independence seems to be a good indication for good
operations or freedom from existing hindering or controlling practices.

5.3 The Different Paths

Combining the organizational alternatives described above and the life-cycle
phases results in a two-dimensional space through which each innovation pro-
gram takes its path. This space and the paths of each program within the space
are illustrated in Fig. 2. The horizontal axis shows the different phases as well as
the progress but does not indicate the absolute length of the phases, e.g. in terms
of months, but is roughly propositional in relation to the phase length, such as
whether transformation was carried out at the beginning or end of the phase.
For example, the life-cycle of Lokki and QI are presented in this same figure
but the life-cycles were roughly one and eight years, respectively. The vertical
axis lists the different organizational alternatives as described above. The verti-
cal position of different paths within each box has no meaning. Due to the case
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Fig. 2. The paths that different cases have taken through organizational alternatives
over the life-cycle of the cases.

selection, all paths start as a traditional NPD program. Some of the cases apply
several structures. Direct vertical lines over structures is used for illustrative
purposes for changes while horizontal lines indicate that a structure is applied;
for example, F-SOS that became a subsidiary from NPD without being internal
startup in between. The end of a line as an arrow indicates that particular cases
are still in progress, while Lokki has been discontinued at F-Secure and the code
has been open sourced.

In the following, we elaborate key points of the phases and decision points
along the paths.

Origins of the idea. As all cases represent an alternative means for structuring
an NPD, the ideation phase was typically carried out as part of the strategic work
within the company in the form of an NPD program or a pre-phase for such a
program. After the idea had reached a certain degree of maturity, an alternative
structure to the NPD program was established. An incubating subsidiary was
also used in DF-data, but even then, the ideas followed the company’s strategic
initiatives due to its close links to the main company. QI relied partially on M&A
for part of the technology, but even then the strategic work was the basis for the
idea that the M&A decision supported.

When to make the change. It is feasible to even incubate the idea for a long
time as a traditional NPD program but the idea phase seems to be a good point
at which to make a change. That is, all of the cases resulted in an organizational
alternative other than a traditional NPD program during the idea phase through
the establishment of an internal startup or a subsidiary. However, the length of
ideation and the maturity of the idea differed largely. For example, especially QI
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but also Freedome and Key were ideated and were a part of strategic process
for a long time as a traditional NPD program. On the one hand, the QI case
indicates that delaying the decision does hinder the progress. On the other hand,
it is unclear whether too immature a concept can survive on its own too early.
In contrast, Lokki was established as an internal startup relatively quickly as
the result of a strategic initiative.

Multiple changes. Although making several changes is not necessarily the
optimal strategy, multiple changes can be a less risky method and suitable for
certain situations. QI started as an NPD followed by an internal startup and
finally ending up becoming a subsidiary; and Johku started similarly as an
NPD followed by an internal startup but was finally spun off to an indepen-
dent startup. The development of QI might have been slowed down as an NPD
and internal startup, but the slow progress allowed the idea to mature and was
not in the end that delaying to the progress. For Johku, the multiple changes
were justified by investment decisions and the changes do not seem to have had
too much of an effect. Moreover, unlike in the other cases, the leaders of QI and
Johku were also the CEOs of their parent companies, and therefore, had more
power to make decisions and changes.

The end of the life-cycle. The structural alternatives can be temporary.
An internal startup in particular typically has a limited lifetime. At the end
of the life-cycle, the developed innovation can be brought back into the main
company or a spinoff company can be established, for example. However, only
some of the studied cases are at the end of their life-cycle: F-SOS was turned
into a scalable business within the existing business line, but F-SOS has later
been able to repeat the success only moderately; Lokki was discontinued in F-
Secure during the internal startup stage on the basis of a strategic decision and
open sourced; DF-Data products have not been discontinued but not all of them
are being developed actively and some are being used for other purposes such
as testing and learning new marketing strategies; and Key and Freedome have
been brought back to the business lines and are searching for a scalable business
model within them.

It seems that after the end of the life-cycle of the alternative structures,
being too closely related to business lines can be problematic, especially for
novel innovations. A reason for this could be that, especially if the resulting
innovation is not mature enough, it does not fit into the daily routines and
objectives of the business line. In fact, one important consideration during the
end of the life-cycle is whether the appropriate home for the developed concepts
lies in the existing business lines, or is it worth establishing a new business line
for the new innovation or a subsidiary to take care of the business, as is the case
with QI and Johku.

The length of the life-cycle. The length of the life-cycle and phases can vary
largely. Too fast progress in terms of finding solutions before fully understanding
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the problem or aiming at scaling before appropriate market fit that is, rushing
to the next life-cycle phase too early seems in general to not be recommended, as
for any innovation program. For example, a too early search for a scalable model
and merging into a business line might have taken place in Freedome before a
proper market fit was found, whereas the long idea stage of QI matured and
helped to clarify its value proposition. In particular, at the end of the life-cycle
of an organizational alternative such as an internal startup, it seems that the
solution should have completed the objectives of the phases properly in addition
to finding a relevant home.

In general, it seems that internal startups should continue until at least the
product/market fit stage has been reached properly, while corporate subsidiaries
and other more independent entities should continue at least until the scaling
stage.

5.4 Benefits

Effects to the innovation program. The experience from the cases show
that, one the one hand, the alternatives to NPD, such as internal startups and
subsidiaries, can be more undisciplined as well as radical and quicker to test
something new. The independence of an innovation program means minimizing
the disturbances from, e.g., other employees, management, and even customers.
The existence of fewer such interfaces mean faster speed that then enables fast
changes and faster learning. On the other hand, compared to startups that do
not have any back-up from the originating company, they can be financially in
a better position to not rush, for example starting scaling too early, which adds
interfaces and naturally slows the team down.

Effects to the existing business. A successful innovation can even be a boost
to the existing business. In the case of QI, the main business ended up with
a new business area to complement their current business. F-SOS drastically
changed the business models of F-Secure toward the SaaS model, even in other
business lines. Although not everything results in flourishing new business, the
cases show several other benefits and usages. Lokki continues its life as open
source. Funny Hat Stickers from DF-Data was first developed as a funny add-on
to cloud services, but once the F-Secure cloud services had been discontinued,
there was no strategic use for Funny Hats. However, the Funny Hat Stickers app
had users and worked on its own. Thus, Funny Hat Stickers was changed to be
a testbed for trying new things such as learning and testing the usage of social
media channels for various purposes.

6 Discussion

In recent years, new methods and models have been introduced to tackle the
challenge of bringing new products to market in a timely manner. While digital
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products can be distributed globally by even the smallest startups, competi-
tion to find scalable business models fast enough is getting tighter. Customer
development [5] and lean startup [4] seek to answer to this need where methods
like the NPD stage gate model [1] or the new concept model for Fuzzy Front
End (FFE) [15] fall short. Emphasizing interaction and testing hypotheses with
real customers to gain validation before investing heavily in development, Lean
startup takes advantage of global digital markets as a test bench for new product
innovations. However, these experimental methods also need specific attention
to avoid biases that result in false validation [16]. Moreover, utilizing such meth-
ods in established companies often requires more freedom for the executing team
in order for them to be able to react quickly to the insights gained. Company
ventures can enable the development of new business with more freedom while
fostering entrepreneurial culture [17] and also enable the recruitment of talent
to complement the current skillset inside the company [6].

This paper introduced four alternative organizational structures for tradi-
tional NPD: Internal startup, company subsidiary, company startup, and incu-
bating subsidiary. While none of the study’s alternatives are novel, the findings
from the selection and usage of each alternative offer practical insights from the
Finnish companies. In fact, one of the alternatives, internal startup, was used in
six out of eight of the study’s cases during the life-cycle of new business endeav-
ors. Indeed, there is a growing interest in initiating internal startups, or at least
adopting the principles of the Lean startup method in software companies. To
our knowledge, however, internal startups have not been widely studied (with
that term) in the software business research field. On the other hand, the term
and idea of the intrapreneur have been used in large software companies for over
thirty years [18]. Edison et al. [19] have recently studied internal startups in
one of the companies that is also part of our study. Their study focused on the
characteristics and implementations of internal startups, whereas our findings
emphasize that the internal startup seems to be a suitable but only a temporary
organizational structure in the early and middle phases of NPD.

Previous work exists on the factors that determine whether new business
opportunities are exploited by starting a new venture for an employer (i.e.,
nascent intrapreneurship) or independently (i.e., nascent entrepreneurship) [20].
In our study, the former refers to internal startups and the latter to company
spinoffs, such as subsidiaries and startups. Individual, organizational, and prod-
uct characteristics all affect the decision to exploit an opportunity via intrapre-
neurship or entrepreneurship [20]. Our findings highlight that the decision does
not have to be one or the other. A software company can also begin a business
endeavor with intrapreneurship and move to entrepreneurship later. Actually,
one of the cases shows that the order can also be the other way around. This
implies that decision-makers need to continuously evaluate, not just at the begin-
ning, the alternatives for organizational structures over the life-cycle of NPD.

In the four cases of our study, spinoffs (either company subsidiaries or star-
tups) were created. Interestingly, all of them have been successful business-wise
so far. Based on our findings, however, we cannot draw the conclusion that
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company subsidiaries or startups are always a better choice business-wise than,
for instance, internal startups. However, Rice et al. [6] and Mazur [21] conclude
that depending on business goals and available funding, spinning out can bring
advantages in terms of more flexible funding possibilities as well as increased
motivation through increased freedom, responsibility, and personal risk. In addi-
tion, it can be beneficial to recruit experienced venture capitalists and other
experts to advise the new spinoff [6]. Chammanur and Yan also claim that
spinoffs are associated with an increase in long-term operating performance [22].
According to them, however, an incumbent management team is required to give
up control to a rival management team in the case of a spinoff, which may moti-
vate the incumbent management team to work harder to avoid loss of control.
Interestingly, however, companies are announcing increasing numbers of new but
smaller and smaller spinoffs [23]. Indeed, a small spinoff will not take a lot of
power from the incumbent management team. Our study’s findings also showed
that the parent company’s CEO can become the leader of the new spinoff.

Our findings are exploratory and preliminary representing cases only in one
country. Further studies on the same topic in different countries are recom-
mended. Our findings also raise further research topics. First, what are the busi-
ness performance differences between internal startups and company spinoffs
over the NPD life-cycle? Secondly, if internal startups (or Lean startups inside
corporations) are becoming increasingly popular, how can we better integrate
the strengths of spinoffs, such as financial freedom and incentive mechanisms,
into those internal startups?

7 Conclusions

We presented an explorative case study of innovation programs applying dif-
ferent organizational alternatives than traditional new product development
(NPD). We outlined the life-cycle of such innovation programs along their path
through the life-cycles of ideation, problem-solution, product/market fit and
scaling the business. Along this path, we showed how an innovation program
approach can apply different structures: internal startup, component subsidiary,
company startup, or incubating subsidiary. Finally, we elaborated on the nature
of different decision points, changes, and prevailing mechanisms.
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Abstract. Requirements are often divided into functional requirements
(FRs) and quality requirements (QRs). However, we still have little
knowledge about to which extent this distinction makes sense from a
practical perspective. In this paper, we report on a survey we conducted
with 103 practitioners to explore whether and, if so, why they handle
requirements labeled as FRs differently from those labeled as QRs. We
additionally asked for consequences of this distinction w.r.t. the devel-
opment process. Our results indicate that the development process for
requirements of the two classes strongly differs (e.g., in testing). We
identified a number of reasons why practitioners do (or do not) distin-
guish between QRs and FRs in their documentation and we analyzed
both problems and benefits that arise from that. We found, for instance,
that many reasons are based on expectations rather than on evidence.
Those expectations are, in fact, not reflected in specific negative or pos-
itive consequences per se. It therefore seems more important that the
decision whether to make an explicit distinction or not should be made
consciously such that people are also aware of the risks that this distinc-
tion bears so that they may take appropriate countermeasures.

Keywords: Quality requirements · Functional requirements · Survey

1 Introduction

In literature (e.g., [9,13–15,18]), requirements are often categorized in functional
requirements (FRs), quality requirements (QRs), and constraints. FRs are char-
acterized as “things the product must do” contrasting QRs as “qualities the
product must have” and constraints as “organizational or technological require-
ment”. Although this categorization is common sense to some degree, there are
still debates about the precision of the categories (e.g., [7]). There are other aca-
demic groups that suggest to rather distinguish between behavior (e.g., response
times) and representation (e.g., programming languages) [3].

In a previously conducted study [6], we analyzed 11 requirements specifi-
cations from industrial environments with a particular focus on requirements
labeled as “quality”. We found out that (i) there is a distinction between QRs
c© Springer International Publishing AG 2016
P. Abrahamsson et al. (Eds.): PROFES 2016, LNCS 10027, pp. 31–47, 2016.
DOI: 10.1007/978-3-319-49094-6 3
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and FRs in the documentations, and that (ii) many requirements labeled as
QR actually describe system behavior and, thus, could also be labeled as FR.
However, our previous investigation focused on analyzing artifacts after the fact
and we still have little knowledge about what difference it makes in a develop-
ment process if a requirement is labeled as FR or as QR and what the resulting
consequences are. In response to this question, we conducted a survey with 103
practitioners which we report in this paper.

In particular, we contribute: (i) a quantification of company practices regard-
ing the style of documenting functional and quality requirements, (ii) a list of
reasons why practitioner do or do not document FRs and QRs separately, (iii)
a list of consequences for the two styles of documentation that helps engineers
to make conscious decisions.

2 Research Objective

The goal of this study is to understand whether practitioners consider product-
related requirements labeled as FR differently from those labeled as QR. We
are further interested in the reasons for this distinction and the resulting conse-
quences for the development process. We derive the following research questions:

RQ1: Do practitioners handle FRs and QRs differently? In this RQ,
we want to analyze whether QRs are documented in practice, whether there
is a distinction in the documentation, and whether this distinction makes a
difference in the development process. To this end, we formulate the following
sub-RQs:
RQ1.1 Do practitioners differentiate between QRs and FRs in the

documentation? We want to know whether the accepted categorization
of product-related requirements as FRs or QRs is reflected in the style of
documentation as used in practice.

RQ1.2 To what extent do development activities for QRs differ from
activities for FRs? A possible consequence of a requirement categoriza-
tion is that different categories of requirements are handle differently in
the development process. We want to investigate whether this is the case
in practice and how this is influenced by the style of documentation.

RQ2: What are reasons for distinguishing or not distinguishing
between QRs and FRs in the documentation? While categorizations
only provide definitions, we are interested in the underlying reasons that lead
practitioners to distinguish or not distinguish between QRs and FRs in the
documentation.

RQ3: What are positive and negative consequences of distinguishing
or not distinguishing QRs and FRs in the documentation? A deci-
sion for or against a separate documentation may have positive or negative
consequences that practitioners should be aware of.
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3 Research Methodology

Our goal was to reach out to a broad spectrum of practitioners and capture their
perceptions of their own project environments. To this end, we used (online)
survey research as our main vehicle. We intentionally designed the survey such
that respondents required as little effort as possible to complete it; we kept
the number of questions at a minimum, the instrument was self-contained and
it included all relevant information. We further limited the response types to
numerical, Likert-scale, and short free form answers as suggested by Kitchenham
and Pfleeger [10]. As a validation of our instrument and its alignment with the
audience, we piloted the survey with three practitioners, who completed the
survey and afterwards participated in an interview, where questions and answers
where checked for misunderstandings.

3.1 Subject Selection

We deliberately targeted practitioners who work with requirements. This
includes practitioners who write requirements (e.g., requirements engineers)
but also practitioners whose work is based on requirements (e.g., developers or
testers), and also practitioners who manage projects or requirements. Our survey
was further conducted anonymously. Since we were not able to exactly control
who is answering the survey, it was especially important to follow Kitchenham
and Pfleeger’s [10] advice on the need to understand whether the respondents
had enough knowledge to answer the questions in an appropriate manner. For
this, we excluded data from respondents who answered that they do not use
requirements specifications at all, or respondents who stated that they did not
know how requirements are handled in their company. We finally offered respon-
dents the chance to leave an email address if they were interested in the results
of the survey.

3.2 Data Collection and Instrument

We started our data collection on February 4th, 2016 and closed the survey on
February 22nd, 2016. For inviting practitioners to participate, we did not select a
specific closed group of practitioners but, instead, contacted as many practition-
ers as possible via the authors’ personal contacts from previous collaborations,
via public mailing lists such as RE-online, and via social networks. In the follow-
ing, we introduce the main elements of our instrument used. The full instrument
can be taken from our online material1.

Demographics: We collected a set of demographic data from the respondents
to interpret and triangulate the data with respect to different contexts of the
respondents. The demographic data included the role of the participant, the
experience, the company’s size, the typical project size, the geographical distri-
bution of project members, the paradigm of their applied development process
1 http://www4.in.tum.de/∼eckharjo/SurveyResults.zip.

http://www4.in.tum.de/~eckharjo/SurveyResults.zip


34 J. Eckhardt et al.

All

Not documenting
QRs

Documenting QRs

No distinctionDistinction btw.
QRs and FRs

Fig. 1. Categorization of respondents by their style of documenting QRs.

(on a scale from agile to plan-driven), the industrial sector, the type of developed
systems, and the role of the requirements specification within the company. To
better understand the participant’s focus and project context, we additionally
asked respondents for the importance of different types of QRs in their projects.
The respondents were asked to assess the importance of quality factors2 taken
from ISO/IEC 25010 [8] for their typical projects on a 5-point Likert scale.

Practices of Handling QRs: As a first step towards comparing different prac-
tices for handling QRs, we asked the respondents how strongly development
activities differ between QRs and FRs in the phases requirements engineering,
architecture/design, implementation, and testing. As a follow up, we provided a
free form text field and asked the respondents to explain the differences in detail.

We were especially interested in the question whether it makes a difference
for the development process if project participants distinguish between QRs and
FRs and how this distinction is documented. Therefore, we asked the respon-
dents two conditional questions. First, we asked whether QRs are explicitly doc-
umented in their projects. If this was the case, we asked whether the respondents
explicitly distinguish between QRs and FRs in the documentation, i.e. whether
they are labeled differently (e.g., some requirements are labeled as performance
or maintainability) or documented in different sections (e.g., special sections for
performance or maintainability). The answers to these questions categorize the
responses into three groups (see also Fig. 1).

Problems/Benefits of Current Practices: Given the categorization into the
three groups, we asked our respondents for specific reasons why they do or do
not distinguish between QRs and FRs. Additionally, we asked for benefits and
problems that arise from the way they consider QRs (i.e., not documenting QRs,
mixing QRs and FRs in the documentation, or distinguishing between QRs and
FRs in the documentation). For these questions, we provided free form text fields
to be filled out by the respondents.

3.3 Data Analysis

Our data analysis constitutes a mix of descriptive statistics and qualitative text
analysis. To answer RQ1, we analyzed in particular the answers that the respon-
2 These were functional suitability, performance/efficiency, compatibility, usability,

reliability, security, maintainability, and portability.
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dents provided for the following survey questions: (i) Are QRs documented in
your typical projects, (ii) In the documentation (e.g., in a requirements specifica-
tion), do you distinguish between QRs and FRs, (iii) Considering the following
phases, how much do the activities for handling QRs differ from those for FRs,
and (iv) Considering your work, for what activities does it make a difference if
you consider an QRs vs. an FR. For RQ1.1 and RQ1.2 we analyzed the results of
the first, second, and third question, respectively. As the answers for the fourth
question are open, we analyzed the answers in detail to provide more insights in
the activities and the differences.

To answer RQ2 and RQ3, we analyzed the data our respondents provided for
the following survey questions: (i) Are there specific reasons why you do (or do
not) distinguish between QRs and FRs in the documentation, (ii) Do you experi-
ence negative consequences in your current work that result from distinguishing
(not distinguishing) between QRs and FRs in the documentation, and (iii) Do
you experience positive consequences in your current work that result from distin-
guishing (not distinguishing) between QRs and FRs in the documentation. The
answers to the questions are free text answers. To analyze the results, we coded
the provided answers in pairs of researchers to assemble a conceptual model of
reasons and consequences for distinguishing between QRs and FRs in practice.
The qualitative coding technique was chosen as recommended by (Straussian)
Grounded Theory [16], but differs in that the central categories were previously
defined following our research questions. To visualize our results from the text
analysis, we used cause-effect diagrams (also known as Ishikawa diagrams).

4 Study Results

4.1 Sample Characterization

In total, 283 people clicked on the link to our survey, 172 started the survey
(61 %), and 109 completed it (39 %). From these 109 respondents, we excluded 6
as they matched our exclusion criteria. The respondents seem quite experienced
as 93 % stated that they have more than 3 years of experience with require-
ments, 5 % one to three years, and only 2 % with less than a year. Furthermore,
a majority of the respondents work in large companies: 57 % work in companies
with more than 2000 employees, 25 % in companies with 250–2000 employees,
and 17 % in companies with less than 250 employees. However, typical projects
of the respondents showed a variety of small to large projects: 24 % stated that
in a usual project in their company up to 10 people are involved, 46 % that
11–50 people are involved, 24 % that more than 50 people are involved, and
6 % did not know. Most of the respondents (59 %) answered that their team
is distributed over multiple locations in more than one country, 23 % that the
team is distributed over multiple locations but in one country, and 17 % that
all team members are in one location. The employed process paradigm is bal-
anced between agile and plan-driven: 41 % of the respondents answered that
their development process is rather agile, 21 % that it is rather plan-driven, 37 %
that it is mixed, and 1 % did not know. The type of systems the respondents
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develop is quite balanced (except for consumer software): 24 % develop embed-
ded systems, 37 % business information systems, 5 % consumer software, and
34 % hybrid systems. Most of the respondents use requirements specifications
for in-house development (57 %), 23 % create them and an external company is
responsible for the development, and 19 % are subcontractors using requirements
specifications (e.g., as basis for development or testing).

4.2 RQ1: Handling of QRs in Practice

RQ1.1: Do practitioners differentiate between QRs and FRs in the
documentation? 88 % of the respondents answered that they document QRs
in their projects, while 12 % answered that they do not document QRs at all.
We contextualized this distribution w.r.t. the process paradigm the respondents
use in their projects. Figure 2a shows that all respondents with a plan-driven
process document QRs, while in agile processes only 77 % document QRs.

0%

25%

50%

75%

100%

Agile Mixed Plan-driven

Document QRs No QRs

(a) Do you document QRs?

0%

25%

50%

75%

100%

Agile Mixed Plan-driven

Distinction No distinction

(b) Do you distinguish btw. QR & FR?

Fig. 2. Relation between process paradigm and the style of documenting QRs.

From the respondents who document QRs (91 in total), 85 % answered that
they distinguish between QRs and FRs in the documentation and 15 % answered
that they do not. We also contextualized this distribution w.r.t. the process
paradigm. Figure 2b shows that a higher percentage of the respondents in agile
processes distinguish between QRs and FRs compared with respondents in plan-
driven processes. As a second contextualization, we analyzed the importance
of quality factors w.r.t. the style of documentation. Figure 3 shows how the
respondents ranked the importance of different quality factors for their daily
work on a five point Likert scale. Reliability and Performance/Efficiency, for
example, stand out as they are considered more important by participants who
do not distinguish between QRs and FRs.

RQ1.2: To what extent do development activities for QRs differ from
activities for FRs? Figure 4 shows how the respondents ranked the difference in
the phases requirements engineering, architecture/design, implementation, and
testing on a three point Likert scale. As a contextualization, we analyzed whether
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Distinction No distinction

Funct. Suit.

Perf./Eff.

Compatibility

Usability
Reliability

Security

Maintainability

Portability

0% 25% 50% 75% 100% 0% 25% 50% 75% 100%

Very Important Important Moder. Important Slightly Important Not Important Don't Know

53% 35%6%
47% 38% 13%

40% 48% 12%
39% 43% 16%

30% 40% 23%
23% 39% 29% 8%
22% 32% 34% 9%

9% 19% 32% 27% 10%

57% 29% 7%7%
57% 29% 14%

64% 14% 14% 7%
64% 29% 7%

36% 29% 29% 7%
29% 21% 36% 14%

36% 36% 14% 14%
21% 7% 14% 21% 36%

Fig. 3. Relation btw. importance of quality attributes and style of documentation.

there is a difference in how respondents rank the difference in the development
phases w.r.t. whether they do or do not distinguish between QRs and FRs. The
figure shows that the phase architecture/design was reported to differ stronger
by respondents who distinguish between QRs and FRs.

Distinction No distinction

RE

Arch/Design
Impl

Testing

0% 25% 50% 75% 100% 0% 25% 50% 75% 100%

Differs strongly Differs slightly Does not differ at all Don't Know

52% 31%12%
48% 31% 8%13%

27% 43% 13% 17%
23% 47% 26%

57% 21%21%
21% 43% 21% 14%

36% 43% 14%7%
14% 36% 43% 7%

Fig. 4. Relation between process differences and style of documentation.

To further detail this response, Table 1 shows exemplary statements that
respondents gave explaining the differences in the development activities.
According to the answers, there is a different maturity of the processes for treat-
ing FRs vs. QRs (see Statement A). Furthermore, when it comes to project
planning, FRs are planned in detail but QRs are considered in an unplanned
way and only documented on a high-level (see Statement B). In testing, there
are approaches for deriving test cases from FRs but none for deriving them from
QRs (see Statement C). Moreover, different stakeholders are involved in testing
QRs vs. FRs (see Statement D). In architecture and design, QRs need to be
considered early in the project as they have a high impact on the architecture.
In contrast to this, it is sufficient to consider FRs at an abstract level in early
stages (see Statement E). In the implementation, QRs need to be monitored
continuously, whereas FRs can be implemented successively (see Statement F).
In requirements engineering, FRs are more fixed than QRs as QRs can be nego-
tiated with the customer while FRs usually cannot (see Statement G).
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4.3 RQ2: Reasons for Distinguishing QRs and FRs

Figures 5 and 6 show the cause-effect diagrams for the reasons for and conse-
quences of (not) distinguishing between QRs and FRs in practice. On the left-
hand side of the diagrams, the mentioned reasons for distinguishing (Fig. 5) or
not distinguishing (Fig. 6) between QRs and FRs are indicated. On the right-
hand side of the diagrams, the mentioned consequences of the decision are shown.
The upper part contains the positive consequences while the lower part contains
the negative consequences. The different entries of the diagrams (e.g., QRs have
different nature in Fig. 5) correspond to codes that we identified in the data and
their number of occurrences. Furthermore, we structured the codes in categories
that are represented by the arcs in the diagram.

Reasons for Distinguishing QRs and FRs: The left-hand side of Fig. 5
shows the resulting reasons for distinguishing between QRs and FRs. In total,
49 out of the 77 respondents (64 %) that distinguish between QRs and FRs pro-
vided an answer to this open question. We identified 24 codes in the answers
for this question. For clarity, we only show codes that occurred at least twice in

Table 1. Exemplary answers about differences in the development process.

# Phase Answer

A. General “[QRs] are usually treated less transparent: not clearly documented, not
explicitly tested, but somehow considered in RE, design and coding as
common sense background, e.g., in terms of [QRs] considering IT
security, performance or reliability.”

B. General “FRs are documented and planned in high detail [...] Working on
[QRs] are often unplanned activities and only high level documented.”

C. Test “Test cases for FR[s] can quite easily [be] derived from functional
models or textual requirements [... but there is no] method for deriving
test cases from [QRs].”

D. Test “Test planning, preparation and execution for [QRs] are handled by
different stakeholders ([QRs] are [. . . ] strongly architecture related) and
personnel (performance and load tests are performed by specialists
usually not part of the project team).”

E. Arch. “[QRs] are often architectural drivers and therefore have to be
evaluated and considered very early in the project when defining the
architecture. Whereas in an early stage of the project a more abstract
view on the functional requirements is sufficient.”

F. Impl. “[QRs] require continuous monitoring, as achievements (e.g.,
performance) may degrade during implementation.”

G. RE “[In contrast to FRs,] [QRs] can be negotiated, if they are technically
not reachable.”
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Fig. 5.3 Reasons that we coded as QRs have different nature, Company Practice,
and QRs are cross-functional occur frequently in the category General & Project
Organization. Furthermore, in the category Design & Implementation the rea-
son Influence the architecture and in the category Validation & Verification the
reason QRs require different verification methods also occur often.

Reasons for Not Distinguishing QRs and FRs: The left-hand side of Fig. 6
shows the mentioned reasons for not distinguishing between QRs and FRs. In
total, 7 out of the 14 respondents (50 %) who do not distinguish between QRs
and FRs provided an answer to this open question. We identified 8 codes in the
answers for this question. Figure 5 shows all identified codes, which all occurred
only once in the data (except for There is no difference).

4.4 RQ3: Benefits and Problems

Benefits and Problems of Distinguishing QRs and FRs: The right-hand
side of Fig. 5 shows the consequences of distinguishing between QRs and FRs.
The upper part shows the positive consequences while the lower part shows neg-
ative consequences. In total, 45 out of the 77 respondents (58 %) that distinguish
between QRs and FRs provided answers to the open question about positive con-
sequences. Regarding negative consequences, 16 out of the 77 respondents (21 %)
provided answers. We identified 35 codes in the answers for positive consequences
and 13 in the answers for negative consequences. As shown in the diagram, the
code that we identified most in the mentioned benefits is Find information in one
place in the category General & Project Organization. In this category, there are
also other benefits that occurred frequently (e.g., structuredness of the process,
completeness of the requirements, separation of concerns, and increasing the
awareness of QRs). We coded the benefit Increased awareness of QRs also three
times in the category implementation. For validation and verification, the most
frequent benefits are Focused Tests and Explicit QRs Tests. The code that we
identified most in the mentioned problems is Traceability becomes expensive. Fur-
ther problems that were mentioned are that QRs are neglected or forgotten, that
the distinction between QRs and FRs is unclear and that the distinction results
in a weak user acceptance. Moreover, in the category Validation & Verification,
the problem Missing testability was mentioned.

Benefits and Problems of Not Distinguishing QRs and FRs: The right-
hand side of Fig. 6 shows the consequences of not distinguishing between QRs
and FRs. The upper part shows the positive consequences while the lower part
shows negative consequences. In total, 9 out of the 14 respondents (64 %) that
distinguish between QRs and FRs provided answers to the open question about
positive consequences. Regarding negative consequences, 5 out of the 14 respon-
dents (36 %) provided answers. We identified 7 codes in the answers for positive
consequences and 6 in the answers for negative consequences.

3 The complete diagram including all codes is available at http://www4.in.tum.de/
∼eckharjo/DistinctionFishbone.pdf.

http://www4.in.tum.de/~eckharjo/DistinctionFishbone.pdf
http://www4.in.tum.de/~eckharjo/DistinctionFishbone.pdf
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5 Discussion

From the results presented in the previous section, we conclude that practition-
ers are split into two groups; one advocating a distinction between QRs and
FRs and one advising against it. Interestingly, the respondents stated contrary
reasons as arguments for or against a distinction (e.g., “Both are requirements”
vs. “We distinguish them because they are different”). Similarly, we found the
same benefits stated by respondents of both parties: “If you distinguish, then
QRs are considered better” vs. “As soon as QRs are treated equally to FRs it is a
clear win-win situation such that QRs get the same attention.” Additionally, our
results indicate that it is not clear to practitioners what the difference between
both classes of requirements actually is, even though they stated reasons, ben-
efits, and problems of a distinction: “Most people have problems to distinguish
between them, so they mix” or “[Not distinguishing] avoids unnecessary con-
fusion at the requirements authors’ side. Adding the distinction QR/FR would
require additional training, QS, etc. without adding value to the projects”. Some
respondents see this as a reasons why they do not distinguish between them:
“[. . . ]There is just no real guideline how to do it”.

The most prevalent reasons for distinguishing between QRs and FRs are in
line with those that are often found in literature (e.g., QRs have a different nature
and are cross-functional, influence on architecture, require different verification
methods). However, we cannot underpin any of those reasons with negative con-
sequences in the cases where QRs and FRs were not distinguished. Therefore,
we conclude that there seems to be confusion about this topic in practice and
handling QRs seems to be driven by expectations rather than by evidence.

In the following, we will detail and discuss some conflicting or even contra-
dictory statements. We believe that these are topics that need to be investigated
further in the future, or, in case of a clear scientific position about a topic, we
need to invest more into the dissemination of the results into practice.

QR Testing – A Double-edged Sword: One of the top reasons mentioned
for distinguishing QRs and FRs was the need for different verification methods
(especially w.r.t. testing). Figure 4 also shows that testing is the activity that
differs most for QRs and FRs. When considering consequences of distinguishing
between QRs and FRs in testing, we found both positive and negative. While
some respondents said that a distinction leads to more focused and specialized
tests for specific QRs, some also stated that a distinction leads to the fact that
some QRs are not tested at all. For example, “Performance tests are recognized
as [a] key success factor by project managers” vs. “Main issue is how to handle
the [QR] tests before product release”. On the other hand, respondents who do
not distinguish between QRs and FRs also reported positive and negative con-
sequences regarding testing: “[. . . ]the mapping [of FRs to QRs] should ensure
that this testing also covers [QRs]” vs. “[When not distinguishing,] corresponding
V&V suffers”. We conclude from this that distinguishing QRs and FRs supports
the awareness for specialized tests of important QRs but, simultaneously, bears
the risk of neglecting tests for less important QRs.
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Company Practice – Never Change a Running Game: Another com-
monly stated reason for distinguishing between QRs and FRs is that this is
common practice in the company or that this is required by customers. However,
these reasons were almost never questioned or justified. For example, “[. . . ]Our
specification template prescribes a structuring w.r.t. [QRs] and FRs” or “[we dis-
tinguish] as requested by the customer”. Additionally, the respondents did not
mention any positive or negative consequences that result from complying with
customer constraints. We consider this as a sign of inadvertent handling of this
topic. It would be interesting to ask customers to explicitly state reasons why
they request a distinction of QRs and FRs.

QRs – Drivers for the Architecture: Several respondents stated that the
architecture of a system is specifically influenced by QRs. For example, “[QRs]
are often architectural drivers and therefore have to be evaluated and considered
very early in the project when defining the architecture”. This was often used as
an argument to distinguish between QRs and FRs: “The separation allows archi-
tects to get a quick (and in-depth) understanding of the QRs without needing to
know all the functional requirements”. FRs, on the contrary, were considered to
be more local and do not need to be fixed at the beginning of the project: “[It
is] easier to find[. . . ]special FRs for developing a single use case” or “[. . . ]in
an early stage of the project a more abstract view on the functional require-
ments is sufficient”. Surprisingly, some respondents stated that it has a positive
impact for the implementation when QRs and FRs are not strictly distinguished:
“[QRs] and FRs are handled as features. They are not separated, which avoids
the redesigns e.g., due to performance problems” and “[When not distinguish-
ing,] we have much more freedom during the implementation iterations[. . . ]to
find solutions that fit the customers’ expectations and the possibilities that come
with the architecture and technology we use”.

Awareness Matters: It seems that an increased awareness for QRs was con-
sidered as one of the most prominent benefits. Both parties claimed this as a
benefit of distinguishing respectively not distinguishing between QRs and FRs:
“[Distinction] ensures that [QRs] are also in the focus” vs. “[Not distinguishing]
helps keeping the team aware that the device does not only need to have certain
features, but that these features also need to work e.g., at a high temperature”.
It seems that awareness can be increased with both strategies. The crucial point
seems to be that there is a clear and explicit relation between FRs and QRs,
which leads to the following observation.

Tracing – The Good, the Bad, and the Ugly: One trade-off that we found
in the data is an inherent challenge that does not seem to be resolved in practice.
Some respondents stated that a distinction between QRs and FRs is beneficial
because it keeps associated information in one place and, thus, supports differ-
ent viewpoints on the requirements: “People who are particularly concerned with
QRs, such as architects and performance testers, find relevant information in
one place” and “As most [QRs] apply across components, they are more eas-
ily retrieved in a separate specification”. However, this benefit also comes with
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clear disadvantages considering tracing and the risk of forgetting requirements:
“Consistent documentation of relationships between FRs and [QRs] is difficult”
and “The development team needs to be fully aware about all sources for require-
ments. Ostrich strategy causes a high yield of trouble”. Respondents who do
not distinguish reported on benefits regarding the cohesiveness of their spec-
ifications: “Some documents benefit from this, as they turn more cohesive” or
“[. . . ]the feature is really ready if installed and not only 80%”.

6 Limitations and Threats to Validity

We now discuss the threats to validity and mitigation measures we applied.

Participant Selection: One limitation in the study is the missing lack of con-
trol over the respondents given that we distributed the survey invitation over
various networks. Apart from an unknown response rate, this means that we
cannot control how representative the responses are. We removed those respon-
dents from the population that stated that they do not deal with requirements.
Also, although the introductory texts explicitly stated that the survey is aimed
at addressing practitioners perspective, we cannot guarantee that all the views
taken really result from practitioners.

Survey Research: Further threats to the validity result from the nature of
survey research. We cannot control on which basis the respondents provide their
answers, the respondents might be biased, and there exists the possibility that
they have misinterpreted some of the questions or even the concept of QR/NFR.
We reduced the first threat by asking questions to characterize the context of the
respondents. We cannot mitigate the second threat, but reduced it by conducting
the survey anonymously. We minimized the third threat by conducting a pilot
phase in which we tested the instrument used and the data analysis techniques
applied.

Subjectivity of Coding: A further major threat to validity, however, arises
from the data analysis, i.e., the coding process, because coding is a creative
task. Subjective views of the coders, such as experiences and expectations, might
have influenced the way we coded the free text statements. A threat arises from
the fact that we cannot validate our results with the respondents given the
anonymous nature of our survey. We minimized this threat by coding in pairs
(researcher triangulation).

Representativeness of the Codes: Finally, one limitation stems from the
result set itself and its expressiveness. Our focus was to collect and code practi-
tioners experiences on how they consider QRs. We quantified the results to get
an overview of whether certain codes dominate others. However, a potentially
high frequency of codes does still not allow for conclusions on the criticality of
those codes. In particular, the fact that we got more answers about reason for
and consequences of a distinction between QRs and FR than for no distinction
might have distorted our interpretation of the results.
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7 Related Work

The literature on categorizations of requirements is very extensive. Major con-
tributions address categorizing non-functional requirements (e.g., [5,7,13]), of
which most rely on quality (definition) models (a detailed discussion can be
found in [6]). Pohl [13], for instance, discusses the misleading use of the term
“non-functional” and argues to use “quality requirements” for product-related
NFRs that are not constraints. Glinz [7] performs a comprehensive review on
the existing definitions of NFRs, analyzes problems with these definitions, and
proposes a definition on his own. Mairiza et al. [11] perform a literature review
on QRs, investigating the notion of QRs in the software engineering literature
to increase the understanding of this complex and multifaceted phenomenon.
They found 114 different QR classes. Contributions such as those have fostered
valuable discussions on the fuzzy terminology used and the concepts applied, but
they did not focus on the implications of these categorizations on development
processes in practice.

Chung and Nixon [4] investigate how practitioners handle QRs. They argue
that QRs are often retrofitted in the development process or pursued in parallel
with, but separately from, functional design and that an ad hoc development
process often makes it hard to detect defects early. They perform three experi-
mental studies on how well a given framework [12] can be used to systematically
deal with QRs. Svensson et al. [17] perform an interview study on how QRs are
used in practice. Based on their interviews, they found that there is no QR-
specific elicitation, documentation, and analysis, that QRs are often not quan-
tified and, thus, difficult to test, and that there is only an implicit management
of QRs with little or no consequence analysis. Furthermore, they found that at
the project level, QRs are not taken into consideration during product planning
(and are thereby not included as hard requirements in the projects) and they
conclude that the realization of QRs is a reactive rather than proactive effort.

Borg et al. [2] analyze via interviews how QRs are handled in two Swedish
software development organizations. They found that QRs are difficult to elicit
because of a focus on FRs, they are often described vaguely, are often not suffi-
ciently considered and prioritized, and they are sometimes even ignored. Further-
more, they state that most types of QRs are difficult to test properly due to their
nature, and when expressed in non-measurable terms, testing is time-consuming
or even impossible. Ameller et al. [1] perform an empirical study based on inter-
views around the question How do software architects deal with QRs in practice?
They found that QRs were often not documented, and even when documented,
the documentation was not always precise and usually became desynchronized.

In all of the investigations, FRs and QRs are treated separately, and the
investigations take an observational perspective on how practitioners deal with
QRs in that context. The goal of our study is to analyze whether practitioners
handle FRs and QRs differently, which reasons motivate the way they consider
QRs, and what consequences this has on the development process.
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8 Conclusions

In this paper, we reported on a survey conducted with 103 practitioners to
explore whether and, if so, why they handle requirements labeled as “functional”
differently from those labeled as “quality” as well as to disclose resulting con-
sequences for the development process. Our results indicate that practitioners
document QRs and most of them do make an explicit distinction between QRs
and FRs in the documentation. Furthermore, our data suggests that the devel-
opment process strongly differs depending on a distinction between QRs and
FRs, especially in interconnected activities such as testing. The rationale of
practitioners is that QRs are different to FRs, i.e. they are of different nature,
are cross-functional, strongly influence the architecture, and require different
verification methods. In our previous study [6], we found, however, that many
requirements labeled as “quality” might as well be categorized as “functional”
and prior to the study presented here, we had the simple speculation that if a
blurry distinction determines how the following development activities are per-
formed, we should find problems that arise because the activities do not really
fit the corresponding requirements. Still, our results indicate that the question
whether to make a distinction or not is without a direct linkage to negative or
positive consequences per se. Therefore, we argue that the decision whether to
make an explicit distinction should be made consciously such that people are
aware of the risks that this distinction bears so that they may take countermea-
sures.

Acknowledgements. We would like to thank M. Broy, K. Beckers, J. Mund, S.
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Abstract. Software release planning (SRP) is the problem of selecting which
features or requirements will be included in the next release or releases. It is a
crucial step in software development, which happens to be extremely complex
given the need to reconcile multiple decision making criteria, (e.g., business
value, effort and cost), while considering several constraints (e.g., feature
precedencies, resource availability). For this reason, several SRP models have
been proposed in the literature. The objective of this paper is to provide an
updated review of SRP approaches reported in the literature.

Keywords: Software release planning � Next release problem � Resource
optimization � Software evolution � Literature survey � State of the art

1 Introduction

According to Lehman’s First Law of software evolution [6], software must be con-
tinually adapted or it becomes progressively less satisfactory to be used in its envi-
ronment. Software changes are usually not implemented all together but incrementally
[5]. Major enhancements are planned and incorporated, together with other minor
changes, in each new release or upgrade. According to Sommerville [12], the main
activities in an evolution loop are feedback, impact analysis, release planning, system
implementation, and system release.

Software Release Planning (SRP) is the problem of finding the best combination of
features to implement in a sequence of releases. SRP seeks to maximize business value
and stakeholder satisfaction without neglecting the constraints imposed by the avail-
ability of adequate resources and the existence of dependencies between features,
among other constraints [11]. There are several factors that make SRP a computa-
tionally complex problem: the number of features and their interdependencies; the
number of stakeholders involved, their different levels of priority, and their conflicting
interests; the variety of variables to be considered (e.g., business value, effort, cost);
and the uncertainty and incompleteness of the available information [10].

Given its importance, many approaches to SRP have been proposed. Svahnberg
et al. [14] presented a comprehensive survey of SRP models formulated until 2008.
These models were analysed under different perspectives (inputs considered, industrial
application, etc.). Since then, other proposals have been formulated.

The goal of this paper is to update the results of the survey [14] by considering
these recent approaches to SRP. For attaining this goal, we have searched, analysed and
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discussed the different SRP models that have been proposed in the scientific literature
related to this question by performing a snowballing-based literature review.

Following the four perspectives for describing a goal in the Goal-Question-Metric
(GQM) approach [2], the goal of our study is defined as follows:

• Purpose: find and characterize
• Issue: the proposed models in the academic literature since 2009
• Object: for software release planning
• Viewpoint: from the viewpoint of project managers and software developers.

The rest of the paper is organized as follows. In Sect. 2, we introduce the research
method followed in the paper, with special attention to the snowballing procedure and
the research questions. In Sect. 3, we extract the results of the surveyed papers in
relation to the research questions. In Sect. 4, we analyse the results and provide the
most relevant observations from it. Finally, in Sect. 5 we present the conclusions and
future work.

2 Research Method

As stated above, we built on top of the knowledge gained in the Systematic Literature
Review (SLR) conducted by Svahnberg et al. [14] that surveyed the SRP approaches
proposed until 2008. We proceeded according to the following steps:

• Our research questions were based on those in [14].
• Given its high citation count and prominent venue of publication, we assumed that

any sound primary study on SRP models published in the period 2011–2015 has
cited [14]. Therefore, we based our search of primary studies on forward snow-
balling from this paper.

• For the period 2009–2010, we checked the references appearing in the papers found
in the forward snowballing. In addition, this reference analysis (backward snow-
balling) was used also to check any further relevant work in the period 2011–2015.

• Finally, we conducted an expert consultation step and added a few extra references
that were considered relevant.

The rest of the section presents in detail the research method applied under these
general guidelines.

2.1 Research Questions

In this study, we kept two of the research questions (RQs) from the SLR presented in
[14] while discarding the other two that were more specific and related to specific
interests of the authors. We also decided to decompose the two remaining RQs into
sub-RQs to structure the data collection and analysis.

The most fundamental RQ of our study is: What SRP models have been presented
since 2009? (RQ1). We decompose it into four sub-questions:
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• RQ1.1. What are the main motivations for the models?
• RQ1.2. What are the inputs processed by the models?
• RQ1.3. What are the outputs generated by the models?
• RQ1.4. What are the algorithms or techniques applied by the models?

We also want to know to what extent have the SRP models surveyed in RQ1 been
validated? (RQ2). We have decomposed this RQ into:

• RQ2.1. Are the models supported by tools?
• RQ2.2. How has been industry involved in the models?
• RQ2.3. What are the major threats identified on the models?

2.2 Selection of Studies

As mentioned above, we combined forward and backward snowballing using [14] as
starting point plus an additional final check with experts. Snowballing refers to using
the reference list of a given paper (backward snowballing) or the citations to the paper
(forward snowballing) to identify additional literature [16].

We defined the following inclusion criteria to select the relevant studies:

1. The paper is a full research paper published in any of: JCR-indexed journal
belonging to Q1–Q3 quartiles; proceedings of one of the following main software
engineering or software evolution conferences: ICSE, ESEC/FSE, ESEM, HICSS,
ICSM, ICSME, CSMR; or any JCR-indexed journal, CORE A or B conference/
workshop proceedings if at least one of the authors has an industry affiliation. In
addition, we included PROFES because it is the most recurrent venue in the papers
found by [14], together with IEEE Software.

2. The paper describes an SRP model.

The rationale about the restricted selection of venues in the first criterion is that the
most relevant studies should be found published in the most renowned journals and
conferences. The reason for which the selection of these venues is relaxed for studies
with authors having industrial affiliation is that we want to find as many as possible
proposals where a full-scale industrial validation of the proposed SRP model is con-
ducted. We think that, in line with the conclusions and recommendations given in [14],
industrial validation is a key issue when assessing an SRP model.

The process was implemented in three different iterations as depicted in Fig. 1. For
the first iteration, we used both Scopus and Google Scholar to find the references that
cite directly [14]. This search was performed on 2 October 2015 and we retrieved 56
references from Scopus, while Google Scholar provided us 101. All the references
returned by Scopus, except two, were also in the set provided by Google Scholar. Most
of the 47 Google Scholar references not included in Scopus were excluded later on (see
application of inclusion criteria below), but a few of them were considered. These ones
were references to papers published in major journals as “online first”, without being
assigned yet to a concrete journal issue.
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From the grand total of 103 studies, 81 studies were excluded by the first inclusion
criterion. The titles and abstracts of the remaining 22 studies were read to apply the
second inclusion criterion. In the cases where that information was not sufficient to
make a decision, the full text was also considered [16]. This resulted in the selection of
9 relevant papers listed in Table 1 (see the References section for full details).

For the second iteration, we used the 22 papers from the first iteration (i.e., the
selected papers before applying the second inclusion criterion) and retrieved all their
references. We retrieved 647 references overall, without taking into account any
inclusion criteria. These references included papers, books, manifestos and programs.
For the second iteration we used the same inclusion criteria, with the exception that
from the 647 references we only considered those that were published after 2008. Then
for the remaining 240 papers we applied the first inclusion criterion. Finally, the titles
and abstracts of the 125 remaining papers were read to apply the second inclusion

Fig. 1. Papers selected in each iteration.

Table 1. Papers selected from the forward snowballing iteration.

Ref. Year Paper title

M1 2012 A hybrid release planning method and its empirical justification
M2 2011 Quantitative release planning in extreme programming
M3 2013 Multi-sprint planning and smooth replanning: An optimization model
M4 2012 Solving the large scale next release problem with a backbone-based

multilevel algorithm
M5 2013 Analyzing an industrial strategic release planning process - a case study at

Roche diagnostics
M6 2013 Continuous release planning in a large-scale scrum development organization

at Ericsson
M7 2015 Software requirements prioritization and selection using linguistic tools and

constraint solvers — a controlled experiment
M8 2014 Industrial evaluation of the impact of quality-driven release planning
M9 2014 Theme-based product release planning: an analytical approach
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criterion. This resulted in the selection of 6 relevant papers listed in Table 2 (see the
Reference section for full details).

For the third iteration, we asked for additional references to experts participating in
the SUPERSEDE H2020 European project (www.supersede.eu). We received 5 pro-
posals of papers which were considered relevant in the context of this project. From
these 5 references, we discarded 3 of them: Ruhe’s book because it was not providing
new models but a compilation of knowledge [10], a paper by Durillo et al. [4] (see
justification below) and a tool demo report since it was only 4 LNCS pages long [1].
The two remaining papers are listed in Table 3.

As a result, we selected 17 papers from this period starting in 2009 until date. This
number is quite aligned with the total number of papers surveyed in [14], a total of 28
papers found in the period 1997–2008.

It is worth to mention that the second inclusion criterion left out some papers that
are relevant to the SRP field but are not directly related to the goals of this research. We
highlight four categories of papers that have not been included:

• Papers that present some experimentation (through benchmarks) on advanced
algorithms that are applied to SRP (e.g., Durillo et al. [4] performing a sensitivity
analysis of three genetic algorithms or Luna et al. [9] which surveys different
metaheuristics for solving a multi-objective based formulation of the problem).

Table 2. Papers selected from the backward snowballing iteration.

Ref. Year Paper title

M10 2009 Software project planning for robustness and completion time in the
presence of uncertainty using multi-objective search based software
engineering

M11 2010 Rigorous support for flexible planning of product release - a stakeholder
centric approach and its initial evaluation

M12 2011 Conceptual scheduling model and optimized release scheduling for agile
environments

M13 2015 Differential evolution with Pareto tournament for the multi-objective next
release problem

M14 2010 An integrated approach for requirement selection and scheduling in software
release planning

M15 2014 Bi-objective genetic search for release planning in support of themes

Table 3. Papers selected after recommendation in the SUPERSEDE project.

Ref. Year Paper title

M16 2016 Risk-aware multi-stakeholder next release planning using multi-objective
optimization

M17 2010 Analytical product release planning
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• Papers that assess the quality of SRP techniques or practices (e.g. Lindgren et al. [8]
proposing a capability maturity model for release planning or Didar-al-Alam et al.
[3] identifying release readiness improvement factors).

• Papers that focus on activities that may or must take place during SRP but do not
focus on this particular context (e.g., Lehtola et al. [7] analysing requirements
prioritization).

• Papers that add a small delta to previous publications (e.g., Szõke [15] adding
assignment of features to distributed teams which does not change significantly the
model proposed by the same author in another journal paper selected in our study).

2.3 Data Extraction and Analysis

For the data extraction we used a set of variables associated to each research question
and the metadata used for the selection criteria (see Table 4). For the analysis we
extracted data and categories as a basis for our results, and we revised the relevant
papers for each particular topic to provide valuable information.

2.4 Threats to Validity

Construct Validity. The selection of primary studies followed a strict protocol; how-
ever, the use of snowballing has some inherent, well-known limitations. The most
important threat is that snowballing narrows the search scope to the referenced papers,
therefore some papers may be left out. We consider that this threat was mitigated by the
fact that we used an SLR published in a main software engineering journal as departing
paper because such SLRs are normally cited by many researchers. A second mitigation
action was to include a third iteration based on experts’ opinion.

Table 4. Data extraction criteria

Metadata Article title
Authors’ name
Journal/conference
Retrieval search query
Date of publication

RQ1 Context What is the main motivation for the model
Models What are the inputs that the model processes

What are the algorithms/techniques used for computation
What are the outputs that the model produces

RQ2 Tool Tool availability
Study Study from academia or industry

Description of threats to validity
Adoption Model proposed in literature or in industry

Model validated in academy or in industry
Model adopted in academy or in industry
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Internal Validity. Each paper was analysed in depth by one researcher of this study;
however, it is known that it is easy to have different views or interpretations on the
same paper depending, e.g., on the research background or past experiences in similar
studies. Therefore, papers were checked by a second researcher when doubts arose.

External Validity. As in most literature reviews, this study does not aim to generalize
results because there is no statistical basis to claim that the selected papers are a
representative sample of the population (i.e., all the papers ever published about SRP).
Therefore, any claim made in this study is limited to the set of studied papers.
Moreover, the study only covers the works published in the literature, any model made
available by other means (e.g., commercial tools) has not been considered.

Conclusion Validity. We defined a precise protocol of the steps to be followed,
however as in any other literature review, we relied on the result of search engines
which may offer different results in the future. Therefore, a replication of this study
could lead to different selection of primary studies, and thus to different results.

3 Results

This section summarizes the results of the analysis of the 17 selected SRP references in
relation to the RQs formulated in Sect. 2.2.

3.1 RQ1. What SRP Models Have Been Presented Since 2009?

Eleven [M2–M4, M6, M7, M10, M12–M16] out of the 17 papers that we have
examined propose new models. The 6 remaining models [M1, M5, M8, M9, M11,
M17] are extensions of the EVOLVE II model (being itself an extension of EVOLVE)
and its implementation as a commercial tool, ReleasePlanner. Given this fact, we
analyse separately the two families in the RQ. They are summarized in Tables 5 and 6
whose contents will be detailed in the rest of this subsection. Table 6 focuses on the
customization that the different approaches propose on EVOLVE II.

Table 5. Summary of responses to RQ1: new SRP models

Ref Motivation Input
factors

Output Technique

M2 Planning in
agile

RD • EC
• SiF •
VF

Next release •
User stories • 3
priority levels

Nested knapsack problem,
solved with branch and bound

M3 Planning in
agile

RD • EC
• VF •
RF

Multi-release •
User stories

Generalized knapsack problem,
solved with branch and cut

(continued)
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Table 5. (continued)

Ref Motivation Input
factors

Output Technique

M4 Scalability RD •
B&CC •
SiF

Next release •
Requirements

Backbone-based multilevel
algorithms

M6 Scalability B&CC •
VF • RF

Next release •
Features

Human assessment

M7 Scalability SiF Next release •
Requirements •
Prioritized list

Satisfiability modulo theory
supported by NLP and AHP

M10 Robustness and
completion
time

RD • RC Tasks assigned
to developers

Genetic algorithm

M12 Planning in
agile

RD • RC
• EC •
TiC •
SiF

Multi-release •
Features

0-1 multiple knapsack problem,
solved with branch and bound

M13 Development
cost and
customer
satisfaction

B&CC •
SiF

Next release •
Requirements

Evolutionary algorithm

M14 Time schedule
+diversity of
precedences

RD • RC
• TiC

Next release •
Requirements •
Time schedule

Knapsack problem
+resource-constrained
scheduling problem, solved with
branch and bound

M15 Grouping
features by
themes

RD • RC
• EC •
SiF • VF

Next release •
Features

Evolutionary algorithm

M16 Risk
assessment and
stakeholder
prioritization

B&CC •
SiF

Next release •
Requirements

Satisfiability modulo theory

Table 6. Summary of responses to RQ1: EVOLVE II-based models

Ref Motivation Input
factors

Output Technique

M1 Dealing with
complex
constraints

RD • TeC •
RC • SiF

Multi-release
• Features

ReleasePlanner+Constraint
Programming Solver

M5 Scalability RD • RC •
SiF

Multi-release
• Features

ReleasePlanner

(continued)
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RQ1.1. What are the main motivations for the models?
Among the 11 new models, we have identified a first group [M2, M3, M12] whose

main concern is to address SRP in agile contexts, characterized by the uncertainty
related to working with estimations (e.g., project velocity) and the flexibility required
by agile projects (e.g., continuously changing customer needs, especially when the
model is intended to plan more than one iteration as [M3, M12] do). Other approaches
do also propose a solution in an agile context (e.g. [M14]) but the problems they face
are not inherent to this paradigm (e.g., different type of requirement precedencies).

A second group of new models seems more concerned in proposing solutions that
scale up in the presence of large sets of requirements ([M4, M6, M7]).

Another group [M10, M13] emphasise the contradictory nature of some SRP
objectives: robustness (defined as a solution that satisfies expectations of project
manager) vs. completion time [M10] and development cost vs. customer satisfaction
[M13].

For the remaining new models, the motivations differ: grouping related features into
themes to be scheduled preferable together [M15], considering different sorts of
dependencies between requirements [M14], taking into account the requirements
inherent risks [M16] or tightly integrating time [M14] into the solution.

For the 6 models that extend EVOLVE II/ReleasePlanner, the motivations are also
different in each case. The resulting extensions, thus, are orthogonal and comple-
mentary with respect to the others. In [M1], for example, there is the need of dealing
with requirements selection constraints that are more complex and richer than the ones
that ReleasePlanner accepted as input. In [M5], the original motivation is to apply
ReleasePlanner in an industrial case study and, as a result, a new extension is proposed
to address the problem of feature generation. In [M8, M9] the proposed extension of
EVOLVE II is driven by the need of dealing with quality aspects and features grouped
into themes, respectively. In [M11] the main aim is to promote and support the active
participation of the stakeholders in the planning process. Finally, in [M17] the moti-
vation is to define a generic framework to solve different sorts of release planning

Table 6. (continued)

Ref Motivation Input
factors

Output Technique

M8 Quality aspects RD • QC •
RC • SiF

Multi-release
• Features

ReleasePlanner

M9 Grouping features
by themes

RD • RC •
SiF

Multi-release
• Features

Graph clustering
+ReleasePlanner

M11 Active stakeholder
involvement

RC • SiF Multi-release
• Features

ReleasePlanner
+Weighting-Based
techniques

M17 Introducing data
analysis

RD •
B&CC •
SiF

Multi-release
• Features

Crowdsourcing+Data
Analysis+ReleasePlanner
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problems by applying analytical methods on a diversity of data available from internal
and external sources of information.

RQ1.2. What are the inputs processed by the models?
Here we replicate the analysis of input factors done in [14] by applying the same

taxonomy of requirements selection factors. The taxonomy is as follows:

• Hard Constraints: include those factors that may restrict the order and time when
certain features or requirements can be implemented. They are classified as:

– Technical Constraints: Requirements Dependencies (RD), Quality Constraints
(QC), and Other Technical Constraints (TeC).

– Other hard constraints: Budget & Cost Constraints (BCC), Resource Constraints
(RC), Effort Constraints (EC), Time Constraints (TiC).

• Soft Factors: include those factors that are more difficult to estimate and provide
exact numbers on. They are classified as: Stakeholders’ Influence Factors (SiF),
Value Factors (VF), Risk Factors (RF), and Resource Consumption Factors (RCF).

In Table 7 the factors appear in their original formulation and, between parenthesis,
their mapping to the taxonomy of requirements selection factors.

Table 7. Requirements selection factors per SRP model

Ref Factors in model

New models

M2 Technical precedencies (RD) • Story sizes+Velocity estimate (EC) • Preference
(customers wish) precedencies (SiF) • Story & theme values (VF)

M3 Correlation & Precedence among stories (RD) • Story efforts (EC) • Story values
(VF) • Story risks (RF)

M4 Requirements dependencies (RD) • Requirement costs (B&CC) • Customer
satisfactions (SiF)

M6 Feasibilities (B&CC) • Profitabilities (VF) • Risks (RF)
M7 Keyword prioritization by user (SiF) • Pairwise comparisons between requirements by

user (SiF)
M10 Task dependencies (RD) • Available resources/staff (RC) • Different skills (RC).
M12 Feature dependencies (RD) • Resource capacities (RC) • Business priorities and

efforts (EC) • Iteration-delivery times (TiC) • Requirement priorities (SiF)
M13 Requirement costs (B&CC) • Client values (SiF) • Client weight factors (SiF)
M14 Task dependencies (RD) • Available employees (RC) • Employee salaries and

dedications (RC) • Deadline of the project (TiC)
M15 Task dependencies (RD) • Available resources (RC) • Task efforts (EC) • Stakeholder

values (SiF) • Theme & feature values (VF)
M16 Requirement costs (B&CC) • Stakeholder values (SiF)

EVOLVE-based models

M1 Coupling and precedence dependencies (RD) • Constraints solvable by CP solvers
(TeC) • Resource constraints (RC) • Stakeholder scores to features (SiF)

(continued)
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The input factors considered in EVOLVE II/ReleasePlanner are coupling and
precedence constraints between features (RD), resource constraints (RC), as well as the
stakeholder scores to features, given for a flexible number of criteria (SiF) [M1]. Some
of the models that extend EVOLVE II/ReleasePlanner do not require extra input
[M5, M9]. In addition, [M1] accepts as input any constraint that can be also expressed
as an input of a Constraint Programming Solver (e.g., a constraint expressing mutual
exclusion between features, or productivity investments). In the case of [M8], some
quality aspects are added to the model. In [M11], the model adds a pre-selection of
candidate features from stakeholders. Finally, [M17] presents a case study where the
decision of what to release considers advanced feature dependencies, stakeholders’
predictions on feature costs, budget capacities over different time periods, and the price
that stakeholders would pay for each feature.

RQ1.3. What are the outputs generated by the models?
In the case of the new SRP models, we report three main categories of outputs.

Eight approaches [M2, M4, M6, M7, M13–M16] produce as output the list of
stories/requirements/features to be included in the next release. Moreover, in [M2] this
list is divided into three groups with different priority: must-have, should-have and
could-have stories. Going further, [M7] produces a list of prioritized requirements for
the next release. In [M14] the output combines the list of next-released requirements
with a schedule of the relative time at which these tasks should be performed by the
development teams. Two approaches [M3, M12] produce a multi-release plan, more
specifically an assignment of user stories or features to consecutive sprints. One
approach [M10] does not produce release plans but an assignment of different tasks to
different developers taking into account the specified constraints (i.e., the focus is only
on the operation release planning).

The models that extend EVOLVE II/ReleasePlanner produce the same output than
the original model/tool: an assignment of features to the releases in which they have to
be implemented.

Table 7. (continued)

EVOLVE-based models

M5 Coupling and precedence dependencies (RD) • Resource constraints (RC) •
Stakeholder scores to features (SiF)

M8 Coupling and precedence dependencies (RD) • Quality constraints (QC) • Resource
constraints (RC) • Stakeholder scores to features (SiF)

M9 Coupling and precedence dependencies (RD) • Resource constraints (RC) •
Stakeholder scores to features (SiF)

M11 Resource constraints (RC) • Stakeholder scores to features (SiF) • Stakeholder
pre-selected features (SiF)

M17 Advanced feature dependencies (RD) • Budget capacities (B&CC) • Stakeholders’
cost predictions (SiF) • Stakeholders’ willingness to pay (SiF)

58 D. Ameller et al.



RQ1.4. What are the algorithms or techniques applied by the models?
In spite of their diversity, most of the approaches build on top of a very simple

formulation of the SRP problem: calculate an assignment from a feature set {f(1), …, f
(N)} to a release plan x = (x(1), …, x(N)) such x(j) = k means that f(j) is offered at
release k. The solution is required to maximize the value of some utility or objective
function. Except for naïve assumptions, the problem becomes a multi-objective
problem and the approaches differ mainly in the techniques proposed to solve this NP
problem.

Some approaches [M2, M3, M12, M14] formulate the problem as an instance of the
knapsack problem, using some kind of branch and bound algorithm to solve it. The
number of releases to plan and the type of constraints managed configure the exact type
of knapsack (nested, generalized, …). [M14] combines this solution with additional
techniques from resource-constrained project scheduling problem solving.

Other family of approaches use optimization-related techniques. Satisfiability
modulo theory is among the preferred ones [M7, M16]. In addition, [M7] uses natural
language processing (NLP) for extracting information from requirements, and the
analytic hierarchy process (AHP) to fine-tune the prioritization of requirements. Evo-
lutionary algorithms [M13, M15] and genetic algorithms [M10] are also used to
implement the multi-objective problem. Finally, a backbone-based multilevel algorithm
was tune to the SRP problem in [M4].

On a completely different setting, [M6], which is based on a large-scale industrial
case at Ericsson for agile processes, presents a model which does not use any particular
model. In fact, one of the motivations of the case study is to overcome the limitations
posed by model-based approaches, especially in relation with the assumptions for their
application. Therefore, all the release planning is integrated in the traditional agile
lightweight agile process.

On the other hand, the EVOLVE-based models are implemented using the
ReleasePlanner tool. From these approaches:

• [M5, M8] use the tool as it is.
• [M9, M11] complement the tool with some extra functionalities. For instance,

[M11] includes a weighting-based technique to consider the influences that every
stakeholder has in each iteration requirements.

• [M1, M9] integrate ReleasePlanner with some other software component. In [M1],
ReleasePlanner is used to generate a first solution that feeds a constraint pro-
gramming solver to find the best solution with an enlarged set of constraints.
Conversely, [M9] uses the output of a graph clustering algorithm to feed
ReleasePlanner.

• [M17] embeds ReleasePlanner into a more complex system which seeks maxi-
mizing a utility function.

3.2 RQ2. To What Extent Have the SRP Models Surveyed in RQ1 Been
Validated?

To answer RQ2, following we summarize our findings for the three sub-RQs.
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RQ2.1. Are the models supported by tools?
Nearly half of the works found in this state of the art mention some kind of tool, but

is worth to differentiate those works that use a tool just to validate their approach (i.e. a
prototype or just an ad-hoc solution specific for the paper) from those that are pre-
senting a ready-to-use tool; in this second case, the most remarkable case is
ReleasePlanner, mentioned in [M1, M5, M8, M9, M11, M17] (the models based on
EVOLVE-II).

The papers that use a prototype or ad-hoc solution mention the following tech-
nologies: CP-Solver [M1], LP-Solve (an OSS linear programing tool) [M2], and
CPLEX [M3]. In general, we can see that all the academic contributions use problem
solvers to determine what features will be implemented in the next release.

The rest of papers ([M4, M6, M10, M12–M16]) did not report any kind of tool.

RQ2.2. How has been industry involved in the models?
All selected papers are academic works (i.e., all or most authors have an academic

affiliation). In 4 cases [M5, M6, M8, M10] there was one author from the industry. It is
worth noting that these works were the only ones that provide real case studies as part
of their contribution. The rest of works were validated using experiments with the
exception of [M9], which had a case study (using students).

All the proposed models except one were originated in academic research. The
exception is an approach proposed by Ericsson [M6], which is also the only one that is
being adopted by the industry (by the same company).

RQ2.3. What are the major threats identified on the models?
We found 5 papers [M5, M6, M7, M8, M10] with a wide analysis of the threats to

validity (i.e., including internal, external, construct and conclusion validity threats). In
5 cases [M1, M4, M9, M11, M15] there were some threats explained but without any
kind of structure and in 7 cases [M2, M3, M12–M14, M16, M17] there was no mention
of threats to validity.

From those that mention the threats to validity, the most recurrent ones are: lack of
testing in an industrial setting, the difficulty to generalize the results (e.g., due to the
different skills of the testing participants, variability, and different domain applica-
tions), and that some formalizations do not contemplate all the possible dependencies.

4 Discussion

In this section discuss the most remarkable observations coming from the analysis of
the results.

4.1 RQ1. What SRP Models Have Been Presented Since 2009?

One family of models prevails in the field, namely those coming from the
EVOLVE-II/ReleasePlanner proposal. This fact is not surprising due to the high
prevalence of the EVOLVE family in SRP before 2010 as reported in [14].
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RQ1.1. What are the main motivations for the models?

Pursuing scale. In contrast with the results reported in [14], we have found more
proposals aimed to scale in presence of large sets of requirements, which is a necessary
step towards a full industry application. Unfortunately, the theoretical approaches have
not been complemented with a proper validation in true industrial settings (see below).

RQ1.2. What are the inputs processed by the models?

Incomplete input factors. In a recent survey conducted through interviews with
the three companies participating in the SUPERSEDE project [13], any SRP model
should be able to deal with the following input factors in order to fit industry needs:

• For each requirement: the required effort to implement it (measured in person hours
or similar), the developer skills required to implement it, its deadline (optional), its
dependencies with respect to other requirements and its priority or its business value
assessed by its stakeholders.

• For each release: its deadline and the list of available developers, for whom it is
necessary to know:
– his/her skills (to be matched with the ones required to implement requirements)
– the amount of effort (measured in hours per week or similar) that s/he can invest

in the release.

While requirements dependencies are taken into account by almost all the studies,
other constraints like time (deadlines) are only addressed by two papers [M12, M14],
and only one other paper [M10] take into account the different (developer) skills
required and available to implement the requirements. On the contrary, soft factors like
stakeholder consideration have been considered by a great share of approaches.

RQ1.3. What are the outputs generated by the models?

Simple outputs. Most of the SRP surveyed models produce a “binary” yes/no
result that simply tells which requirements should be implemented for the next release
(s). Only in the case of the models presented in [M10, M14], a richer type of results, in
terms of requirement implementation scheduling and resource (developers) allocation,
is provided. Clearly, this latter type of results is the one that matches better with the
needs of software companies, in accordance with the input factors that they think that
should be taken into account as reported above.

RQ1.4. What are the algorithms or techniques applied by the models?

SRP as a multi-objective problem. Most approaches recognize the existence of
different and often conflicting objectives that need to be reconciled in the planning of
releases. Solutions aim at reducing the inherent NP nature of the algorithms into
linear-time implementations still able to find an optimal release plan. Experimentation
is a key instrument for these works in order to demonstrate the accuracy and efficiency
of the proposed technique.
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4.2 RQ2. To What Extent Have the SRP Models Surveyed in RQ1 Been
Validated?

RQ2.1. Are the models supported by tools?

Lack of ready-to-market tools. Only one tool (among the mentioned in the
selected papers) can be considered a ready-to-market tool, namely ReleasePlanner. In
fact, the product, while created in an academic context, is the core business of a spin-off
company created around it. On the positive side, this commercial nature may be an
indicator that there is a market share for this kind of tools. However, it is true that other
tools are available in the market (e.g., Tempo Planner, a plug-in for JIRA) but none of
them got their way into the selected papers. Another important observation is that 8 of
the selected papers (out of 17) that did not mention any tool support; this circumstance
makes very difficult to assess the suitability of these approaches.

RQ2.2. How has been industry involved in the models?

Scarce industrial contributions. Very few authors from the surveyed papers came
from industry, in most cases as providers of a case study. Only in one single case the
industrial authors were providing the SRP model. On the other hand, as commented
before, there are other commercialized tools without representation in the academic
literature. This situation may imply that the observations made in this paper are slightly
deviated towards the academic perspective because there is a part of the big picture
underrepresented in the academic literature.

RQ2.3. What are the major threats identified on the models?

Non-optimal consideration of threats to validity. For a literature survey focused
on journals and main conferences, it is a bit surprising to find as much as 7 papers
(from 17) with no mention at all at threats to validity. The absence of their analysis
hampers the applicability of the presented models.

4.3 SRP Field Evolution

It is interesting to analyse the evolution of the SRP field by comparing the results from
[14] and ours. As a first observation already stated in Sect. 4, the EVOLVE family of
SRP models keeps its prevalence. In our literature review, we have found 6 papers out
of 17 (35.3 %), less than the 16/28 = 57.1 % found by [14] but still the biggest share by
far. No other method has shown prevalence in the field since 2009. In particular, in the
case of papers not belonging to the EVOLVE family, none of the authors of models
reviewed by [14] appear in the new models that we have studied, except for the case of
[M14]. This means that although these researchers have made interesting proposals
from a research point of view, the transferability to industry is not reported.

Svahnberg et al. [14] found that most models focused on a limited set of input
factors, mainly hard constraints. Only a 57.1 % of the reviewed models considered soft
factors. In our study, 15 out of the 17 models (88.2 %) do include soft factors.
Noteworthy, soft-constraints that implied some kind of stakeholder involvement (SiF
constraints) are considered in 13 out of the 17 models (76.5 %) that we have found,
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whereas that in [14] only 7 out of 28 (25 %) took them into account. An interpretation
to this observation is that the proposals until 2008 needed to focus on algorithms able
to solve such hard constraints in a comprehensive and efficient manner, while newer
proposals could build on top of these results and focus on the business-related issues
pointed out by soft factors.

As for model validation, we have already stated in Sect. 4 that industry involve-
ment in the validation of the SRP models has decreased in the proposals found by our
study compared to those in [14]: while in [14] the amount of models validated in the
industry was 56 %, in the last years the participation of the industry has decreased to
23.5 % (4/17). This can be somewhat compensated by the fact that we have found
more models, in proportion, considering larger sets of requirements, which is a factor
supporting transferability of the models to industry.

5 Conclusions

In this paper, we have presented the state of the art on SRP models in the period
2009-2016. We have investigated two research questions analysing the characteristics
of these models and their validation state. We have used the results of a previous
systematic literature review published in 2010 [14] as main reference to our research
methodology. The main results (detailed in Sect. 4) show some progress with respect
the previous proposals in the period 1997–2008 surveyed in [14], in particular:

• Special attention to the scalability of the models (cf. RQ1.1).
• Increasing emphasis on soft factors like consideration of stakeholders and business

value (RQ1.4).

On the contrary, some other observations make evident that SRP scientific pro-
posals have not yet reached the maturity required by industrial contexts:

• Incomplete input factors considered (RQ1.2) and simple output produced (RQ1.3).
• Proof-of-concept tool support, except for the case of the EVOLVE-ReleasePlanner

family of proposals (RQ2.1).
• Poor validation due to scarce industry validation (RQ2.2) and non-optimal con-

sideration of threats to validity (RQ2.3).

We may conclude that the current state of the art claims for an increasing effort in
making SRP models closer to industry requirements like those surveyed in [13].
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Abstract. To address today’s market demands for continuous enhancement of
systems capabilities, software producing organisations have increasingly formed
or joined software ecosystems. In these complex and networked settings, they
define partnerships to complement each other’s features, acquire new skills,
divide R&D costs and share customers. Such business model entails mutual
dependence on companies for survival and effectiveness. It creates a flow of
influence among them and makes the ecosystem resemble power-law distribu‐
tions. Drawing on established concepts from Social and Behavioural Sciences,
we performed an exploratory case study of six software companies to investigate
their power-dependence relationships in an ecosystem environment. A prime
result of this research is showing that it is possible to understand how power and
dependence influence the behaviour and coordination of partner firms within a
software ecosystem.

Keywords: Software ecosystem · Open business model · Partnerships · Power ·
Dependence · Case study · Software product management

1 Introduction

Software companies have increasingly recognised that product and process innovation
alone are no longer sufficient to successfully market their technology. To stay compet‐
itive in current fast-moving economy, they have adopted innovative business models by
changing the dominant logic of doing business [26]. The emergence of cloud platforms,
the explosion of data and the development of new avenues for information have led these
firms to gradually build proprietary software ecosystems around their products. In
parallel, free software is a promising platform for open-source software ecosystems,
which are leveraged by active collaboration of community developers.

These ecosystems result from the strengthening of multiple, bi-lateral alliances
among complementors. As competitors in the IT industry and collaborators in joint
development initiatives, software firms have embraced coopetition, i.e. relationships
between companies that cooperate in some activities while compete in others. They are
constantly facing the interplay of power and dependence, which are driving forces of
their partnerships. The power exerted by companies in business-to-business contexts
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influences business models for value co-creation as well as market dominance. Hence,
power is a critical aspect of interfirm relationships in business networks [19].

This paper reports on an exploratory case study that analysed power-dependence
relationships between partners in proprietary software ecosystems. We interpret this
phenomenon in light of established work from Social and Behavioural Sciences theo‐
rists, using a conceptual framework of multiple facets of power. Furthermore, we discuss
our findings from the perspective of ecosystem governance and health [1].

Our contribution is twofold. First, we describe different power types and a structured
way of modelling power directions in a dyad. We then analyse the power flows in the
partnerships and their outcomes in the ecosystems. Second, we offer empirically
grounded knowledge and raise a theoretical discussion that is relevant for future research
on software ecosystems [9], as a growing field in software engineering (SE).

The rest of the paper is structured as follows: in Sect. 2, we present the research
fundamentals. In Sect. 3, we detail the research design. Section 4 describes the results,
while Sect. 5 discusses these findings. Finally, in Sect. 6, we conclude the paper, with
implications and future work of this research.

2 Background

2.1 Software Ecosystems

The notion of software ecosystem adopts concepts from business and biological ecosys‐
tems to analyse the dynamics of today’s software industry [2]. For Jansen and colleagues
[13], a software ecosystem consists in a set of businesses functioning as a unit and
interacting with a shared market for software and services, together with relationships
among them. It represents a disruptive open business model strategy that proposes novel
ways for a central firm to collaborate with partners, and for them to create and capture
value from the network [26].

According to Campbell and Ahmed [3], one can describe a software ecosystem from
a business, architecture and social dimension. The business dimension comprises factors
such as vision, innovation and strategic planning. It involves the definition of business
strategies (e.g. profit and revenue models) and partnership model (e.g. membership
models serving participants). The architecture or technical dimension focuses on tech‐
nological aspects of the ecosystem. It is concerned with products from third parties,
generally developed and integrated through a common platform. Finally, the social
dimension consists in the relationships among software firms/developers in the associ‐
ated social ecosystem. It includes the motivations to build alliances, rules for social
interaction, and opportunities to show and enhance actor’s capabilities [17].

There are two main types of software ecosystems: proprietary and open source [17].
In a proprietary ecosystem, the source code and other artefacts produced are protected
and new players usually need to be certified to join the network. It is the case of iOS
ecosystem, in which external developers guarantee a steady flow of apps for Apple’s
iPhone, or SAP ecosystem, in which a thriving community of resellers enables SAP to
be Europe’s largest software company. In its turn, an open-source ecosystem has a
generally flexible certification criteria and actors who participate independently from
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receiving revenues from their activity. Android is an open source ecosystem, with
participants that develop apps or plug-ins for the software platform.

Actors in software ecosystems play different roles, with specific duties. The keystone
or orchestrator is a company, community or independent entity responsible for running
a technological platform, creating and applying rules (e.g. quality standards), and
managing the participation of actors. Niche player is a company, person or entity that
complements the platform by developing specific features that customers require. Value-
added reseller (VAR) is a company that makes profit from selling ecosystem products.
Finally, users acquire and use an ecosystem solution or service to carry out their business
or perform personal activities [9, 17].

The keystone is the main responsible to orchestrate ecosystem members and coor‐
dinate development efforts on top of the software platform. Moreover, this firm is
responsible for software ecosystem governance, which involves the creation of proce‐
dures to control, maintain, or change the ecosystem [1]. It includes business and tech‐
nical aspects such as management of the platform and interfaces, definition of a sustain‐
able business model, and development of partners [25]. A successful governance
strategy leads to a healthy software ecosystem. It brings a growing number of opportu‐
nities for participants and a great ability to innovate by transforming inputs into new
products and services with lower costs [1, 10, 12].

2.2 Power and Dependence

According to Emerson [8], power is not a property of an actor or group. It derives from
the existence of a relationship, which implies on specifying over what/whom power is
exercised. The power of an actor A is thought to be the inverse of the dependence of an
actor B, bringing the idea of a power-dependence relationship: the power of A over B
is equal to, and based upon, the dependence of B upon A.

Lawler [16] considers power as a structurally based capability of an actor. Hence,
an actor can rely on a power capability (PC) to exert influence over another party. This
PC can be positioned according to French and Raven taxonomy [20], which is formed
by five core power types or bases: coercive power, expert power, legitimate power,
referent power and reward power. We depict these forms of power in Table 1.

Table 1. Main types of power [20].

Power type Description
Coercive (CO) It is based on B’s perception that A has the ability to mediate punishments for

him
Expert (EX) It is based on B’s perception that A has some special knowledge or expertise.

Obs. informational power can be seen as a specific type of expert power that
involves the control of relevant information

Legitimate
(LE)

It is based on B’s perception that A has the right to prescribe behaviour for him

Referent (RF) It is based on the identification of B with A, i.e. feeling of oneness of B with A
or desire for such identity. If A is an attractive group, B will desire to join in

Reward (RW) It is the perception that A has ability to provide rewards and benefits for B
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The total amount of power in a relationship is not fixed, but variable [16]. It means
that power is a contingent and dynamic construct, which is constantly negotiated in the
course of a relationship [15]. Hence, there may occur shifts of existing power, e.g. one
party gains power while the other’s power remains constant. Such dynamism results
from changes in an actor’s sources of power. They represent tangible or intangible
resources or outcomes that he exploits to affect the behaviour of another actor [6]. Any
change in the availability or demand for such power sources may affect power distri‐
bution in a dyad (i.e. interaction between a pair of firms).

The analysis of power is a means to explain behaviour and balance a dyad. When
mutual dependence differs, there is a power advantage for one party, e.g. if A acts as
less dependent and more powerful, B may comply with requests from A, since B is less
able to resist. By tactically manipulating his PCs, an actor can obtain a power advantage
and rebalance a relationship. Too imbalanced dyads may be dysfunctional, since a
powerful actor may pursue short-term exclusive interests. This actor may also appro‐
priate a larger portion of overall benefits accruing from the dyad [4]. In addition, certain
forms of power may not sustain long-term development of the relationship, as there shall
be undesirable exchange conditions and levels of uncertainty for one party.

Emerson’s definition is a common operationalisation of power in studies on inter-
organisational settings, with increased academic interest in recent years [18]. These
studies primarily draw on the power base theory from French and Raven, which was
originally presented in the book ‘Studies in Social Power’, in 1959, and is one of the
most adopted conceptualisations of power [7]. These authors underpin the conceptual
framework that we use in this paper to analyse power-dependence relationships between
studied companies in a software ecosystem.

3 Research Method

This research analyses the interplay of power and dependence in software ecosystems.
We translate this goal in the research question: how power and dependence manifest in
partnerships between companies participating in a software ecosystem? To answer it,
we performed an exploratory case study, which is appropriate when there is little
evidence about a phenomenon and researchers seek new hypotheses [22]. The qualitative
data collected enabled us to examine specific aspects of the phenomenon, such as situa‐
tions when a firm gains power, and decisions that reduce the dependence of a partner.
The study involved six companies that participate in a software ecosystem.

3.1 Data Collection

We collected empirical data through semi-structured interviews, which provided an in-
depth understanding of the exercise of power and the consequent notion of dependence
in an ecosystem. The interview protocol1 covered partnership strategies, technical and
social issues. We guaranteed that the same basic structure was followed in each

1 The interview protocol is available via this link https://goo.gl/LbvSLL.

72 G. Valença et al.

https://goo.gl/LbvSLL


interview, although we asked new questions according to interviewees discourse. To
map other partnerships and ecosystems, we used a snowball sampling and asked inter‐
viewees to recommend other firms and participants based on their expertise.

The case study started with the CRM Software Company, where we interviewed the
CEO and a developer. This company is a Microsoft VAR and has partnerships with the
software firms here named as Data Integration Company, E-mail Marketing System
Company, Financials Software Company and Insurance Software Company. We also
interviewed the CEOs of the Insurance Software Company and Financials Software
Company to enrich partnerships information provided by the CRM Software Company.
In addition to the interviews, we adopted the analysis method from Romano and collea‐
gues [21] to examine web-based qualitative data. We retrieved data from the websites
of these firms to analyse their product portfolio, partners, marketplace and news pages.
We also searched IT news portals, since most of these firms have an international oper‐
ation that makes them subject of evaluations from such websites.

3.2 Data Analysis

Initially, one researcher generated the interview transcripts and another researcher veri‐
fied them to validate the text, clarify interviewees’ expressions and discuss the findings.
This procedure turned the findings more concrete by reducing misunderstandings. In
addition to interviews data, we collected evidence from firms’ portals and news websites.
We adopted Thematic Analysis (TA), which is one of the most common methods for
synthesising evidence in SE and particularly useful in case studies [5]. TA aims to iden‐
tify, analyse and report patterns within data. This coding procedure generated themes
and sub-themes related to the ecosystem scenario, such as ‘technological platform’ and
‘software product management’. This structure helped us to organise the data set in rich
detail, preparing it for a conceptual analysis.

In this subsequent step, we relied on our theoretical framework, without which TA
would have limited interpretative strength. We used an abductive reasoning and adopted
established theories from Social and Behavioural Sciences (c.f. Sect. 2) to describe our
findings. We considered Emerson’s statement that power resides in the other’s depend‐
ency [8] to examine the power-dependence relationships, here represented by the part‐
nerships. We identified the power capabilities (PC) [16] held by partners, which enabled
us to denote situations of power exercise in the ecosystem. We just considered PCs
identified by our data analysis, since we are not performing a general investigation of
the companies in their segments. It means we only listed PCs supported by collected
evidence. This decision increases the validity of our study, since we kept a clear chain
of evidence while drawing our conclusions. We labelled each PC with the code Power‐
Type_CompanyCode_Number, where PowerType means the form of power exercised
by the firm (cf. Table 1), CompanyCode indicates the firm (CA - CRM Software
Company, CB - Data Integration Company, CC - E-mail Marketing System Company,
CD - Financials Software Company, CE - Insurance Software Company and CF -
Microsoft) and Number is the number of the PC (01, 02, and so on). For instance,
LE_CA_02 means the second power capability of legitimate power type exercised by
the CRM Software Company over an ecosystem partner.
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We created schemes to represent the use of power capabilities by companies in a
software ecosystem. A directed arrow indicates an activity that expresses a form of
power exercised by a firm in a given situation of the partnership. In addition, the schemes
indicate the correspondent source(s) of power used by partner companies.

3.3 Case Companies

The CRM Software Company (CA) was founded in mid 90 s. It has 30 employees and
serves about 400 customers from IT and financials markets in Benelux. The firm’s busi‐
ness model completely depends on Microsoft: it is a VAR of Dynamics CRM. It adapts
the product to different verticals by offering templates (functional modules), toolbox
(solution to build such templates) and connectors (solution that enables data exchange
between Dynamics CRM and other systems). It has focused on software integration via
connectors to act as niche player in multiple software ecosystems.

The Data Integration Company (CB) was founded in 1995 and is a leading provider
of CRM integration solutions worldwide. The company built an ecosystem around an
integration platform, which has over 1.200 partners. Integration providers get access to
12.000 clients from diverse markets after joining the partner program as VARs or system
integrators. They build their solutions on the platform or sell existing ones. Its Microsoft
partner program provides standard connectors for Microsoft Dynamics.

The E-mail Marketing System Company (CC) is a 10-year-old company with 40
employees. The company provides solutions for the marketing domain and has over
2.700 customers. Based on its e-mail marketing system, it raised an ecosystem of over
130 partners. It particularly invests in integration partners, e.g. firms that develop
connectors that allow clients to send newsletters from their ERPs or CRM systems.

The Financials Software Company (CD) has existed for more than 30 years. It is a
market leader for cloud accounting in Benelux, with 500 employees and a portfolio of
products for financial, accountancy and related domains. It has an expanding software
ecosystem around its solutions, with more than 160.000 clients. A third party can join
this network after becoming an app centre partner. Generally, partners build extensions
in the form of connectors that the firm will later offer in its online marketplace.

The Insurance Software Company (CE) is a 30-year-old firm with 180 employees.
It provides a cloud-based and modular SOA insurance system, with policy and claim
handling modules, for Netherlands, UK, Belgium and South Africa markets. It has
gradually created an ecosystem as a means to go forward in Netherlands competitive
software industry. It focuses on its competencies and relies on small implementation
partners who provide complementary features and consultants who sell its products.

Finally, Microsoft (CF) was founded in 1975 and it is the world’s largest software
vendor in terms of revenue. Its Microsoft Dynamics solution consists in a line of ERP
and CRM applications. Dynamics CRM focuses on sales, marketing, and service sectors,
relying on an ecosystem of 640.000 partners who use a .NET-based framework to build
customisations. Microsoft certifies these firms as VARs and enables them to access
cutting-edge technologies and potentially reach a base of 40.000 customers.
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4 Results

This section answers the research question by describing how power and dependence
manifest in partnerships within a software ecosystem setting. Our analysis takes the
perspective of the CRM Software Company as VAR of Dynamics CRM ecosystem and
niche player of other ecosystems, in which it provides connectors for Dynamics CRM.
We adopt the three-dimensional view of software ecosystems from Campbell and
Ahmed [3] to describe power distribution in the partnerships and introduce the power
capabilities of the companies based on French and Raven power forms [20].

4.1 Business Dimension

The business dimension involves the creation of an ecosystem vision, which generally
consists of disseminating product and platform goals to inspire participants to follow
them. This dimension embraces the definition of an innovation strategy to support the
continuous improvement of processes and products. It also includes the creation of a
strategic plan to understand how, when and who will perform the goals [3, 23]. In
particular, the keystone may open up governance policies and allow the community to
influence them. In this case, this firm gives power to partners as they start to participate
in ecosystem decision-making process [14].

The studied networks are in an expanding phase and their initial keystones (Data
Integration Company, E-mail Marketing System Company, Financials Software
Company, Insurance Software Company and Microsoft) are in charge of ecosystem
governance. It differs from open ecosystems, where this duty is generally shared in a
committee (e.g. product managers, partners and users). Keystones define how much
power is left to members and how much they keep for themselves. Frequently, studied
firms not just provide partners with a comprehensive view of the platform and product
roadmaps, but also share decision rights. For instance, the Data Integration Company
has a voting system for partners to make trade-off decisions that a product manager does.
They register feature requests to improve integration tools and assess the value of other
partners’ ideas. The keystone then shows its dependence on partners to fulfil untapped
needs and leverage ecosystem innovation, as perceived in the arguments of the Finan‐
cials Software Company CEO: “to what extent I want to be a certain product (or) leave
it to others? I said (this) when he (marketing director) asked me how to build this
ecosystem: ‘create space; if (partners) don’t have space, they gonna suffocate and there
is no money for anybody; nobody is gonna work with (the ecosystem)”.

Partners such as the CRM Software Company obtain the legitimate power to influ‐
ence management plans of the ecosystem (LE_CA_01). By sharing this power with
external actors, studied keystones allow partners to adjust ecosystem focus, e.g. tech‐
nologies to develop, features to include in future release. Hence, keystones benefit from
the convergence of development efforts in the network. Figure 1 shows this power.
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Fig. 1. Legitimate power (LE) of the CRM Software Company over keystones

4.2 Social Dimension

The social dimension of an ecosystem involves the factors promotion, utilitarianism and
knowledge sharing. Other aspects related to this perspective are recognition from peers,
reputation, learning and sense of code ownership, for instance [2, 3]. The keystone must
explore these factors and not simply open a platform to obtain extensions from third
parties. The success of a software ecosystem depends on how adequately a firm engages
with other peers and creates a collaborative and innovative environment.

By structuring a software ecosystem and positioning itself as a keystone, a firm
reinforces its expert power, i.e. superior abilities or information. The recognition of
such expertise by external actors may generate a feeling of membership and desire to
join the network. The reliance of the CRM Software Company on the vast know-how
and robust products of Microsoft (EX_CF_01) motivated the firm to define Dynamics
CRM as a foundation for its solutions. It also trusts the platform and tools of the Data
Integration Company (EX_CB_01) to develop connectors for SaaS, cloud or hybrid
scenarios, as cited by the CRM Software Company CEO: “They (Data Integration
Company) are a market leader in connectors”. Partners’ knowledge is critical for the
firm, which previously had to develop connectors from scratch, using web services.

Despite the expertise of the E-mail Marketing System Company, Financials Software
Company and Insurance Software Company, respectively, in e-mail marketing
(EX_CC_01), finances control (EX_CD_01) and policy/claim handling (EX_CE_01),
they depend on the CRM Software Company to extend their product portfolio. The CEO
of the Insurance Software Company CEO explained the importance of complementors
to fuel the ecosystem with specific features: “we have organisations such as CRM Soft‐
ware Company around us that provide additional functionality to our own (, which is)
not that special need that we want to develop ourselves”. The need for the expertise of
partners was also mentioned by the Financials Software Company CEO: “these are the
areas that we don’t cover with our own product – this is where we are going to find
apps; you won’t be able to do it without an emergent ecosystem”.

The dependence of these companies gives power to the CRM Software Company.
Hence, this firm expresses its expert power on CRM (EX_CA_01). It links Dynamics
CRM with other solutions via connectors, resells this product and enables clients to
optimise it with a toolbox and templates. “For certain verticals you have to adapt it
(Dynamics CRM); we got 4 templates (and) developed an editor where you can build
templates; there is a need for CRM and they (partners) don’t want to build it themselves;
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we build this connection; we got expertise in this product; it is integration; connector
sales”, detailed the CRM Software Company CEO.

This context describes the role of expert power in a partnership, which involves the
knowledge a firm has in a given domain, product or technology, as shown in Fig. 2.

Fig. 2. Expert power (EX) of the CRM Software Company and keystones

Microsoft and other keystones may directly promote ecosystem participants via an
associate model, which enables them to obtain and manage partners. In a proprietary
ecosystem, a partnership model defines roles and duties that external actors may play in
the network while they manipulate software artefacts and information [24]. This instru‐
ment specially states the benefits resulting from the adoption of the platform and presents
strategies to generate value from the partnership. By creating incentives, the keystone
highlights ecosystem utility and fosters partners’ engagement. In their turn, partners
enable the keystone to offer complements and access new technologies [23].

We perceived that all firms have the ability to generate advantages for a partner,
which denotes their reward power. Microsoft benefits the CRM Software Company
with Dynamics CRM VAR certification (RW_CF_01), which involves technical support
in product deployment and maintenance, and commercial support via licensing, pre-
sales and marketing actions. Moreover, it lists the solutions of the CRM Software
Company at Microsoft Pinpoint, a wide marketplace for clients to search applications
and services based on Microsoft technologies. “This one (Dynamics CRM ecosystem)
has 40.000 customers”, explained the CEO of the CRM Software Company.

Microsoft ecosystem also offers a key asset to partners: Microsoft’s strong image as
one of the world’s most valuable and successful firms. “CRM is a bigger ecosystem; if
they (partners) say ‘this is CRM Software Company add-on’, no one knows the firm; if
they (clients) see Microsoft logo, they click and buy”, argued the CEO of the CRM
Software Company. This niche player recognises Microsoft’s referent power
(RF_CF_01), using such reputation to promote its sales (Fig. 3). This visibility is far
more relevant than that of small-to-medium partners of the CRM Software Company
such as the E-mail Marketing System Company or Insurance Software Company.

An indirect benefit from Microsoft VAR certification is enabling the CRM Software
Company to reach other networks. The firm was certified as system integrator in the
software ecosystem of the Data Integration Company, which has a Microsoft partner
program (RW_CB_01). This keystone provides partners with an API and integration
tools as well as developers to support connectors’ construction. In addition, the Data
Integration Company enables partners to access an online marketplace and promotes
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their expertise by publishing customer stories involving the extensions. The CRM Soft‐
ware Company developer reinforced the success of this ecosystem: “(It) is a new plat‐
form; there are lots of partners developing connectors for it”.

The E-mail Marketing System Company grants an integration partner certification
(RW_CC_01) to the CRM Software Company. It does campaigns about the CRM Soft‐
ware Company connector on its website, where customers can buy it and receive further
assistance. Similarly, the Financials Software Company certifies the CRM Software
Company as app centre partner (RW_CD_01). The benefits include free access to APIs,
participation in workshops and developer resources. It also publishes partners extensions
at an apps centre, enabling them obtain new customers: “they have business apps from
third parties and we are one of them; (its) online (platform) is an accountancy program
(with) 160.000 customers”, described the CRM Software Company CEO. In addition,
the Financials Software Company organises business events to foster interaction among
niche players.

In Fig. 4, we represent the dynamics of reward power in the relationship between
keystones and the CRM Software Company in the software ecosystems.

Fig. 4. Reward power (RW) of keystones over the CRM Software Company

The Insurance Software Company presents partners’ products to potential clients in
pre-sales (RW_CE_01), as cited by its CEO: “in our portfolio, these products are lined
up just as our own products are; we sell (CRM Software Company) efficiency, compli‐
ance or commercial possibilities”. The partner receives a purchase order, with an agree‐
ment per client, or it may be hired as contractor in joint sales. In this specific relationship,
the CRM Software Company offers a kickback fee (RW_CA_01) once there are recom‐
mendations/potential sales generated by this partner. The CEO of the Insurance Software
Company described this agreement: “if a partner does something on his own, he
provides a kickback and you get a small percentage of (the business deal)”. Figure 5
shows reward power forces in the relationship between the Insurance Software Company
and the CRM Software Company.

Fig. 3. Referent power (RF) of Microsoft over the CRM Software Company
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Fig. 5. Reward power (RW) of the CRM and Insurance Software Companies

The studied keystones obtain reward power by increasing the dependence of niche
players on opportunities accruing from ecosystem customer base. The CRM Software
Company CEO described this context: “you are depending but on the other side you
are using big marketing machine ecosystems of very big companies; (and) the marketing
is done by those players; we are here on their website”. In its turn, the CRM Software
Company gains power once creating a dependence in the Insurance Software Company
with respect to monetary payment for deals this partner promotes.

However, the Insurance Software Company has the right to cease all opportunities
offered to a partner if his extensions do not satisfy acceptance criteria. Since these
features may pose a risk to the image of the system and affect company’s reputation, the
partner can be removed from the ecosystem. The CEO of the Insurance Software
Company draws an analogy to explain this practice: “the quality of our partners is a risk
to our brand; if you have a low battery quality, you have an issue (for the whole car);
all cars (have) rubbish (and) there is only one part that has been replaced, which is
rubbish; it has been a natural situation”. Such careful quality control may involve the
substitution of partners who offer low quality features. This penalty denotes the coercive
power of the Insurance Software Company (CO_CE_01) (Fig. 6).

Fig. 6. Coercive power (CO) of Insurance Software Company over CRM Software Company

4.3 Technical Dimension

It is imperative that the keystone coordinates the contributions of multiple and varied
actors from a technical perspective. Hence, the technical dimension embraces software
platform management in terms of domain engineering, products’ commonalities and
variabilities, among other issues. Such open software enterprise model also requires
changes in software product management processes [14], e.g. on a tactical-operational
level, the keystone shall inform partners about policies related to quality requirements,
certification and intellectual property (IP) of products in the ecosystem.
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Such rules that guide the partnerships involve implicit and explicit rights of the
companies, which configure their legitimate power in the ecosystem. The ownership
of Dynamics CRM provides Microsoft with full control of changes over system func‐
tionality. Thereby, value-added resellers cannot change core features of Dynamics CRM
(LE_CF_01). This means that the CRM Software Company can only develop exten‐
sions. Frequently, the company has to explain to clients that their customisation requests
cannot be satisfied. “We are only partners; we can’t just change (Dynamics) CRM; (it)
is a Microsoft product”, argued the CEO of the CRM Software Company.

The expertise of the CRM Software Company in CRM domain enables it to deter‐
mine how each connector will be built (LE_CA_02), as indicated by its CEO: “the whole
thing about connectors is defined by us”. The firm is in charge of requirements and
technologies specification, whereas partners generally have short influence on connec‐
tors’ development due to their usual lack of knowledge in CRM. “The [CRM Software
Company] owner is very convincing saying ‘we are the specialists, we will dictate what
the requirements are’; Insurance Software Company isn’t a CRM specialist”, cited the
developer of the CRM Software Company.

In particular, the E-mail Marketing System Company obtained the right to specify
the scope of the connector since it paid the CRM Software Company to develop it
(LE_CC_01). It demanded the CRM Software Company to follow a requirements docu‐
ment. “They had a document (with) how the connector should work; it was mainly a
connector that was placed (by us) into their requirements to get it working”, described
the CRM Software Company developer.

Although the CRM Software Company uses the platforms and app stores of partner
ecosystems to build and offer the connectors, it owns the intellectual property of connec‐
tors. Thereby, it has the prerogative to control the evolution of connectors (LE_CA_03),
as argued by the CEO: “the plan is to phase it (E-Mail Marketing System Company
connector) out, because we want to bring down our portfolio; we have a lot of little
products and we want to focus on a couple of things”.

While the CRM Software Company defines how connectors are built and maintained,
the Data Integration Company demands that the final version of the connectors go
through a certification procedure (LE_CB_01). This prerogative stems from the Data
Integration Company ownership of the technology and marketplace used by the CRM
Software Company. It also results from the fact that connectors will be available in other
firms’ sales channels, carrying the mark of the Data Integration Company.

Similarly, the Financials Software Company controls the submission of partners’
extensions to the apps centre via a lengthy quality review (LE_CD_01). “They (partners)
submit the application referral, (which) is reviewed by market and tech departments;
we request them to do a demo (to) see how it works (and) publish (in the) apps centre”,
detailed the Financials Software Company CEO.

The Insurance Software Company imposes a code restriction to partners. It has the
right to define degrees of access to source code of its system (LE_CE_01). Hence, the
CRM Software Company only deals with the system via interfaces: “so far we have not
let partners into our code base; they can adjust or add codes; change parameterisation;
(but) not customise”, cited the Insurance Software Company CEO. It denotes the legit‐
imate power of the firm to manage system architecture in the ecosystem.
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In Fig. 7, we represent the interplay of legitimate power forces among studied soft‐
ware companies. For instance, it shows that the CRM Software Company cannot apply
its power to define connector requirements (LE_CA_02) over the E-mail Marketing
System Company. This is a right of this partner due to his payment for the connector
(LE_CC_01). Therefore, the E-mail Marketing System Company supersedes the right
of the CRM Software Company to define development details.

Fig. 7. Legitimate power (LE) of keystones and CRM Software Company

5 Discussion

The previous section described the forms of power and respective sources used by the
companies in investigated partnerships. The representation of power enabled us to
understand their relationships from multiple views, such as knowledge recognition and
use (expert power), rights and roles definition (legitimate power), and benefits sharing
(reward power). This analysis of what directs power configuration is a relevant input
to propose effective business strategies and define suitable governance mechanisms in
a software ecosystem environment. Our findings reveal that certain power capabilities
allow partnerships to flourish. The keystones’ strategy of sharing decisions provides
niche players with the legitimate power to influence changes in product and platform
plans [1]. In turn, this strategy fosters innovation in the ecosystem. The keystone firms
could also nurture value creation by exercising a specific reward power: support part‐
ners with low implementation costs and even provide financial resources [25]. In addi‐
tion, external players would have an important incentive to join and stay in the network.
By adopting this strategy, keystones would reinforce their role and power position in
the expanding software ecosystems.

The legitimate power of keystones and niche players to control the platform and
complementary products reflect their rights, as rules that govern partnerships. For
instance, keystones have the right to perform quality evaluations of extensions built by
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partners, who accept this rule due to their dependence on the ecosystem. However,
keystones must ensure that these standards and certifications do not decrease the produc‐
tivity of niche players. It is not the case of the Data Integration Company, whose legit‐
imate power to review partners’ connectors implies on a lengthy certification process.
Similarly, the Insurance Software Company has the power to restrict the access to core
code of the insurance system, which constraints the development of complements and
may affect ecosystem productivity [12].

If certain exercises of legitimate power may cause conflicting relationships, the use
of coercive power can compromise the success of the business model adopted in the
ecosystem. The coercive behaviour of a keystone may promote the migration of a niche
player to another network where he could obtain similar opportunities but with less
intimidating rules. The survival rate of participants then decreases, affecting ecosystem
robustness [10]. We observed that the Insurance Software Company simply substitutes
a partner once the quality of his features may threaten the reputation of the firm and
hamper the development of its referent power. Instead of exercising such negative form
of power over partners, it should define mechanisms for them to properly develop
complements (e.g. open platform, with published interfaces, or integration services) and
guarantee their approval (e.g. quality requirements for a release).

Studied keystones also invest in the use of reward power. They provide a firm such
as the CRM Software Company with a partner certification. This often involves the
promotion of partner products in online sales channels or via recommendations to
clients. Such capability provides partners with business prospects, increasing their
market share. It reveals a governance mechanism to attract and retain firms in the
network over time by offering benefits that are critical for small players. A specific
reward power of the Financials Software Company is a key asset for a software
ecosystem to thrive: it creates incentives for partners to close new deals via workshops
and business events for ecosystem members. This keystone increases the connections
among participants once it fosters networking. Thereby, it strengthens the structure of
the network, which contributes to the robustness of the ecosystem [10].

By offering a technological platform, keystones enable third parties to fuel the
ecosystem with additional functionality. Through this strategy, partners can show their
expert power in the network. In particular, keystones such as the Data Integration
Company and E-mail Marketing System Company reinforce the expertise of niche
players by publishing successful cases about their complements. They promote the
knowledge available in the ecosystem and diffuse innovation among members [10].

Big players such as Microsoft naturally hold referent power. The strong business
reputation is a significant power capability for a keystone as it creates a feeling of respect
and admiration for the firm. To develop their referent power, other keystones may high‐
light their growing position in the market as well as the attractiveness of their platforms
and economics of their network [11]. Such promotion strategies rely on external actors
recognising the status of both the firm and the ecosystem.

In Table 2, we provide an overview of our case study analysis. It presents the
different types of power and their observed outcomes in a software ecosystem.
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Table 2. Forms of power used by companies and outcomes on the software ecosystems.

Power type Outcomes
Coercive It fosters partners’ migration to other ecosystems due to tensions entailed by

negative attitudes of the keystone, which may also directly remove members from
community

Expert It raises the trust of partners and external actors on the expert company. It enables
the firm to enter niche markets, build complements and create value for the
ecosystem

Legitimate It represents rules that guide partnerships, delineating firms’ rights and roles. Once
there is a keystone, this firm formally defines such rules, as governance
mechanisms

Referent It provides the company with strong respect and reputation, increasing its ability
to attract external actors interested in gaining visibility and opportunities

Reward It enables partners to fulfil each other’s business and financial expectations. It helps
value co-creation in the ecosystem

6 Conclusion and Future Work

The in-depth analysis of power-dependence dyads is a useful lens for researchers to
explore ecosystem partnerships. From the view of practitioners, it is a valuable tool for
firms to have insights on how to affect the resources flow, obtain a higher position in the
ecosystem or manage the degree of dependence on competitors. By analysing power
distribution, keystones can also define governance strategies that enable them to use
existing power to effectively manage the ecosystem [11].

Studied keystones foster ecosystem success by leveraging complementors: they exalt
partners’ expert power and exercise reward power by raising business in the network.
Besides, they often do not use the influence resulting from their status to apply coercive
power. They also avoid using power to take actions solely in their favour and get a bigger
slice of the pie, which could harm ecosystem performance.

The findings represent our interpretation of partners’ reality. To support credibility,
we used multiple sources of data and discussion of results among authors. Together with
details about data collection and analysis, these strategies also ensured reliability.

In future studies, we plan to (i) increase the number of participants per company (e.g.
obtain more input from technical staff about power in partnerships) and (ii) verify our
findings in final interviews (respondent validation). Our broad goal is to develop a
substantive theory to describe power exercise by software ecosystem partners.

Acknowledgement. We thank Yang Zherui Ryan for his constructive feedback on early versions
of this paper.
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Abstract. Organizations are increasingly adopting alternative organizational
models to circumvent the challenges of traditional hierarchies. In these alter-
native models, organizations have leaders instead of the traditional boss and
teams operate using self-management and peer-to-peer advice processes.
Although the adoption of these models have primarily been seen in smaller
companies and startups, examples of long-established organizations that have
adopted these models to restructure themselves and move away from their tra-
ditionally slow hierarchies are starting to appear. In this paper, we explore how
seven large software-intensive companies in the embedded systems domain are
adopting principles of non-hierarchical organizations in order to increase
empowerment. Based on our empirical findings, we provide recommendations
for how to manage this transformation and we develop a model that outlines the
steps that companies typically take when transforming from hierarchical towards
empowered organizations.

Keywords: Empowered organizations � Non-hierarchical principles �
Self-management � Autonomy

1 Introduction

In most organizations, formal structures and hierarchical layers define tasks, roles and
behaviors [1, 2]. In such organizations, job descriptions outline the responsibility and
the authority that is associated with each person and each role and there is a clear
separation between different teams, departments and divisions in the organization.
Typically, hierarchical organizations have a top-down management structure and are
characterized by centralized decision-making and strategy [2]. While hierarchical
organizations benefit from advantages related to e.g. efficiency and control, they suffer
from being slow and less responsive to rapidly changing market and customer needs. In
addition, they are often found less motivating and engaging for employees, as they tend
to restrict individual and team autonomy.
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Recently, a number of alternative organizational models have started to appear as a
response to the many challenges identified with traditional hierarchies, and to better
address the rapid changes in today’s market environment. Also, and as a major char-
acteristic, these models recognize the increasing need for organizations to attract, retain
and advance top talent by supporting employees in adopting the critical new behaviors
necessary to keep pace. Therefore, and instead of hierarchies and managers as central
decision-makers, these models focus on self-management, autonomy and empower-
ment and rather than managers they advocate leaders with the role to support and guide
the organization. Based on a number of recent examples [2–7], it is argued that
companies adopting non-hierarchical principles to increase empowerment early will
significantly improve their competitiveness.

However, although some examples exist, non-hierarchical principles and initiatives
to increase empowerment have been challenging to adopt in larger companies due to
existing structures and formal hierarchies. Typically, these organizations are large,
globally distributed and producing systems of high complexity that need to satisfy strict
certification and regulatory demands. As a result, the organizational structures tend to
be highly hierarchical and centralized.

In this paper, we report on recent attempts to adopt non-hierarchical principles to
increase empowerment also in large organizations. We explore how seven large
software-intensive companies in the embedded systems domain are adopting principles
of non-hierarchical organizations in order to increase empowerment. In our study, we
provide qualitative empirical evidence on situations in which the organizations we
studied were able to by-pass formal hierarchies by adopting alternative ways-of-working
that allowed for outcomes that the traditional structures do not support.

The contribution of the paper is twofold. First, we present qualitative empirical
evidence on how large software-intensive companies are adopting non-hierarchical
principles. Based on our empirical findings, we present four areas in which the com-
panies adopted alternative ways-of-working and how these allowed them to act more
rapidly and with increased engagement and autonomy by teams. In addition, we pro-
vide a number of recommendations that help facilitate the adoption of non-hierarchical
ways-of-working in large organizations. Second, we develop a model that identifies the
steps that companies typically take when transforming from hierarchical towards
empowered organizations.

The continuation of the paper is organized as follows. In the background section,
we describe the characteristics, the strengths and the weaknesses of hierarchical
organizations as outlined in literature. Also, we identify and describe a number of new
organizational models that have recently emerged as a response to the weaknesses
experienced in hierarchical organizations. In Sect. 3, we present the case companies
involved in the study and we describe the research method that was chosen for the
study. In Sect. 4, we present the findings from the empirical study and we outline four
areas in which the case companies adopted alternative ways-of-working characterized y
non-hierarchical principles. In Sect. 5, we discuss our findings and we develop a model
that show the steps that companies typically take when moving towards empowered
organizations. Finally, in Sect. 6, we conclude the paper.
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2 Background

2.1 Hierarchical Organizations

Traditionally, and as can be seen in most larger companies including the ones we
studied, organizational structures are formed around hierarchies [1, 2, 7–9]. In such
hierarchies, people and roles are typically defined by job descriptions that outline the
responsibility and the authority that is associated with each person and role. While the
advantage of this is that each person in such an organization has a well-defined task and
clear boundaries within which to operate, it comes with the drawback of having each
person doing exactly what they are asked for instead of being encouraged to explore
new interests and take on more challenging tasks. Also, job descriptions are often
imprecise as they are rarely updated. Therefore, the risk is that they reflect an outdated
and illusionary understanding of an organization rather than an accurate and valid one.
Moreover, hierarchical organizations have strong top-down management with dele-
gation of authority being rare. Managers limit delegation of decision-making and even
when they do their decisions ultimately trump. As a result, the organizational structure
is mandated from the top and rarely revisited as that could reveal re-organization
opportunities that might threaten existing power structures. Finally, hierarchical
organizations are often characterized by implicit rules and “shadow beliefs” that slow
down change and favor people and assumptions that are well known and well estab-
lished in the organization. In Table 1, we summarize the strengths and the weaknesses
that are typically associated with hierarchical organizations, and as described in pre-
vious literature [1, 2, 7–9].

As can be seen in the table, hierarchical organizations scale well, they are efficient
for managing large groups of people and they support the execution of repeatable tasks
in large organizations even if geographically distributed. Also, they are regarded
superior for tasks and situations of low complexity as they advocate stability and rigor
rather then flexibility and elasticity. However, and as mentioned already in beginning of
this section, hierarchies suffer from a number of weaknesses that make them less suited
for certain business environments. They are considered to slow down decision-making
processes, as it is typically time consuming to coordinate within an hierarchy that
involve a number of layers of people and roles. Also, they easily gravitate towards

Table 1. Strengths and weaknesses of hierarchical organizations.

Strengths: Weaknesses:

• Effective for scaling
• Efficient for controlling many people from a
central position

• Efficient for repeatable tasks and replicable
processes

• Harmonization of processes
• Globalization
• Handles low complexity situations well

• Slow decision making processes
• Power driven by position rather than by
capability

• Tendency to be internally focused
• Easily gravitates to politics
• Highly resistant to changes
• Challenged by high-complexity
situations
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internal politics and they favor people and opinions that are already well established.
Finally, and as the main drawback for organizations that operate in turbulent and fast
changing business environments, they are less suited for highly complex situations
where there are no predefined rules or known variables.

2.2 New Organizational Models

In response to the weaknesses that have been identified in relation to hierarchical
organizations, a number of new organizational models have emerged. Instead of man-
agers, top-down decision-making and formal reporting structures these models
emphasize self-management, peer-to-peer advice processes and informal, temporary
structures that support the task or situation at hand. Examples of such organizational
models are e.g. agile development [3, 4, 10], holistic/authentic organizations [2],
holocracy [5], and exponential organizations [7]. Although different in some aspects,
they all emphasize principles of empowerment and self-management, wholeness and
evolutionary purpose. This means that they advocate organizations with coordination
mechanisms and natural leadership instead of managers with positional power, tem-
porary hierarchies instead of formal ones and open and accepting cultures in which
people act according to whom they are instead of what is expected in order to “to try to
fit in”. Also, all models emphasize the wisdom of the crowds instead of central
decision-making. Opposite to hierarchical organizations, these models encourage peo-
ple to shoulder one or more roles, independent on place in the organization, and they
provide support for coordination of work between people. Throughout the organization,
everyone has the authority and autonomy to make decisions that pertain to their role or
roles. All relevant stakeholders need to be asked for advice before any decision is made,
but this is not to be confused with consensus. Any individual can decide to disregard the
advice given as long as all stakeholders that are affected by the decision have been asked
for their input. In such organizations, roles, activities and agreements evolve constantly
in mutual agreement and agreements are entered voluntarily.

In looking more closely at the concept of empowerment, empowered organizations
are described as having fewer levels of rank and hierarchy, making them flat, lean and
nimble [11]. Typically, decisions are made at every level within the organization
instead of handed down from the top as orders to be followed, and all employees are
encouraged to expand their expertise in various roles rather than climb a ladder of titles.
Empowered organizations are driven by teamwork [3, 4, 12]. Employees proven to be
capable are made responsible for making decisions that impact the company, and are
held accountable for the results of their decisions. In larger empowered organizations,
employees form teams to control various aspects of the organization. Employees may
move around to different teams over time, which can increases their expertise in various
roles and their value as employees overall. Instead of the traditional management role,
empowered organizations have ‘leaders’ that guide the direction of the company by
enabling employees to create, to take risks and to work interdependently, and as such
uncover the direction for the company as an organization as part of its evolving
purpose. Hence, a leader is less a person of authority and more a person of support.

It should be noted that organizational models that emphasize empowerment is not a
new phenomenon. Already in the early 1980’s, Henry Mintzberg presented five
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organizational types for designing effective organizations and shows how most orga-
nizations are typically hybrids of two or more of these types [8, 9]. In his research,
Mintzberg focuses on collaboration mechanisms, power distribution and structural
issues and identifies mutual adjustment as one of the coordination mechanisms that
allow individuals to coordinate their own work. The adhocracy type is an example of
an organizational moel focused on empowerment.

In Table 2, we provide an overview of some of the new organizational models that
have recently gained increasing interest in management literature as well as among
practitioners in the field [2–5, 7]. While we are aware that the models we outline are not
the complete set, and that there exist variations of each of these, we believe that the
ones we identify reflect the main characteristics and therefore, provide a solid back-
ground for understanding the fundamentals of the many new organizational models that
are currently gaining momentum.

Table 2. Organizational models that emphasize empowerment, self-management and
autonomy.

Organizational model: Characteristics:

Agile development • Empowered teams
• Voluntary commitment
• Coordination through communication (daily standup meetings)
• Close and frequent customer collaboration (short development
sprints)

• Team mission is to do “right” by the customer
Holistic/authentic
organizations

• Self-managed teams
• Wholeness as in “be yourself at work”
• Evolutionary purpose
• Organizations as increasingly driven by autonomous teams
• Peer-to-peer review and advice processes as the basis for
decision-making

Holocracy • Roles are defined around the work, not around people, and are
updated regularly

• People fill several roles and are associated with several tasks
• Authority is distributed to teams and roles and decisions are made
locally

• The organizational structure is regularly updated via small and
frequent iterations and every team is self-managed

• Everyone is bound by the same rules – the CEO included. • These
rules are transparent and known by everyone in the organization

Exponential
organizations

• Strives for nimbleness by accessing, renting or sharing of people
and assets rather than owning them (“staff on demand”)

• Engagement through digital reputation systems and incentive prizes
• Organizational metrics are transparent and visible to everyone in
the organization

• Emphasizes risk-taking and failure to learn rapidly (lean startup)
• Self-managed and multi-disciplinary teams and individuals that
operate with decentralized authority
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While the organizational models identified above are indeed gaining momentum,
they have so far been challenging to apply in large and distributed organizations with
multiple teams working on a broad product portfolio. Today, most successful examples
originate in smaller companies or in startups where non-hierarchical principles and a
culture of empowerment can be more easily implemented from the start, and where
communication and coordination is by nature less complex. However, there are
examples of long-established organizations that have restructured themselves with great
success [2, 7, 11], and there are several aspects of these models that help larger orga-
nizations move away from their traditionally slow hierarchies towards more rapid and
competitive ways-of-working. In what follows, we report on seven companies in the
embedded systems domain that have managed to adopt principles of empowerment. As
can be seen in our research, they did so in relation to certain tasks and they were able to
accelerate performance by bypassing formal organizational structures. Below, we out-
line the case companies involved in our study and the research method that we choose.

3 Research Method

The research reported in this paper builds on on-going multi case study research [13,
14] in close collaboration with seven companies in the embedded systems domain. The
project was initiated in July 2015 and is on-going. In the sections below, we provide a
short description of each company and the roles that we met with so far, and we
describe the research design that was chosen.

3.1 Case Companies

See Table 3.

Table 3. The seven case companies and the roles involved in the study.

Company A A provider of communication systems and equipment for mobile and fixed
network operators. For the purpose of this study, we met with five people with
expertise in product and project management, change management, software
development and methods and tools.

Company B Offers network cameras and camera applications for professional IP video
surveillance. For the purpose of this study, we met with four people with
expertise in software architecture, product and project management and
methods and tools.

Company C A manufacturer and supplier of transport solutions for commercial use. For the
purpose of this study, we met with two people with expertise in technical lead
within software engineering and management.

Company D An automotive telematics service provider providing manufacturers of cars
and commercial vehicles with complete and customized telematics services to
end-customers. For the purpose of this study, we met with two people with
expertise in product and project management and technical management and
connectivity.

(continued)
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3.2 Case Study Design

The findings reported in this paper are based on longitudinal multi case study research
in seven software-intensive companies in the embedded systems domain. The research
project was initiated in July 2015 and is on going. So far, we have conducted a number
of workshops and focus groups in all companies. Also, we have developed and piloted
an on-line survey to be used in our future research.

In total, we have met with sixteen people representing the seven companies and we
have organized six cross-company workshops and two reporting workshops. At each
workshop, the researchers introduced a selected topic by giving a short presentation.
Examples of topics are emerging organizational models, empowerment and
self-management, non-hierarchical principles in software development and
non-hierarchical principles for business decisions. To prepare for each workshop, the
company representatives got a few questions related to the selected topic, and after the
introduction and presentation by the two researchers each company was asked to
present and share a few examples/cases in relation to the questions. In this way, the
workshops became a mix of research presentations, company presentations and group
discussions focusing on the selected questions and topics. During the workshops, one
of the researchers took notes to document the discussions and the answers to the
pre-defined questions. Also, each company provided a presentation slide deck that they
shared with the researchers and that summarized the examples/cases they presented.
Finally, many illustrations were made on a white board during the discussions and all
these were captured as input to the empirical data collection process.

During analysis, the workshop notes, the company presentations and the graphical
illustrations were used as the basis for interpretation and coding of the data. The data
was coded and analyzed following the conventional qualitative content analysis
approach [14] where we derived the codes directly from the text data. As soon as any
questions or potential misunderstandings occurred, we verified the information with the
representatives from the companies.

To strengthen the construct validity of our study [15], we continuously validated
our interpretations and findings with the company representatives. Also, we combined

Table 3. (continued)

Company E A software company specializing in navigational information, operations
management and optimization solutions for airlines. For the purpose of this
study, we met with three people with expertise in software architecture,
software development and product and project management.

Company F A manufacturer producing pumps for heating, air conditioning and for water
supply. For the purpose of this study, we met with three people with expertise
in product and project management, solutions and services development and
emerging technologies and connectivity.

Company G A company that serves the global market with products, services and solutions
from military defense to civil security. For the purpose of this study, we met
with two people with expertise in software development, architecture and
product and project management.
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data from different sources and we were two researchers who independently could
assess the data, as well as together discuss our interpretations. The results of the study
cannot directly translate to other companies. However, and considering the external
validity of our study, the case companies represent current state-of-practice of
large-scale software development and therefore, we believe that the results we present
are valid also for other large-scale software development companies.

4 Findings

In this section, we present our empirical findings. Our findings build on group dis-
cussions and company presentations from the cross-company workshops that we
organized for the purpose of this research. First, we provide an overall description of
the companies and the business domain in which they operate. This description serves
as a basis for understanding their current ways-of-working and the type of products and
systems they provide. Although the companies operate in different domains and
therefore embrace different characteristics, they have a number of similarities in rela-
tion to the way they are organized, the organizational principles they apply and the
restrictions and regulations they face.

Second, we present examples of situations in which the companies have moved
away from their hierarchical and formal ways-of-working and where they have instead
adopted non-hierarchical ways-of-working to achieve outcomes that were considered
difficult to achieve within the traditional organizational structures. These examples
reflect attempts to increase empowerment and to adopt principles that emphasize
informal rather than formal structures and autonomous rather than hierarchical
ways-of-working.

4.1 Case Company Contexts and Current Ways-of-Working

The seven companies involved in this study are all large companies within the
embedded systems domain. This domain has gone through significant changes over the
last decade. Whereas this domain was originally driven by mechanics and hardware,
now software makes up the key differentiation in virtually any industry, ranging from
telecommunications to automotive and from aeronautics to defense. For instance, some
reports claim that modern high-end cars have up to 100 million lines of code [16]. In
addition, embedded systems typically have significant security and safety requirements
that limit the freedom that these companies have to adopt continuous deployment and
other modern software development technologies. Finally, as embedded systems often
are highly interconnected in order to deliver the desired product functionality, the
complexity of the system is not only due to size but also due to the high connectivity
between different parts of the system.

The characteristics of software-intensive embedded systems have significant
implications on the organizational approaches that these companies typically employ.
As these organizations are large, globally distributed and have to satisfy certification and
regulatory demands, the organizational structure tends to be highly hierarchical and
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centralized. Over the last decades, this structure has evolved as the most effective to
deliver large and complex systems while satisfying the requirements of all stakeholders.
However, with the emergence of modern collaboration technologies, automated ways of
ensuring regulatory and certification requirements as well as the increasing need for
continuous deployment for differentiation purposes, also embedded systems companies
are now experiencing the limits of hierarchical organizations and have started to
experiment with principles reflecting self-management and empowerment.

4.2 Adoption of Non-hierarchical and Empowered Ways-of-Working

Below, we present examples that illustrate situations in which the companies moved
away from their formal and typically hierarchical ways-of-working and where they
instead adopted non-hierarchical ways-of-working reflecting empowerment. We pre-
sent our findings by categorizing them into four areas within which all companies
report on new ways-of-working. We summarize our findings in Table 4.

Area 1: New Strategic Focus Areas/Innovations
In all case companies, strategic focus areas are typically put together and presented by
top management. Often, they consist of a list of ideas that are identified as critical for
the coming years. These ideas are then shared with the organization to be evaluated and
“tested” on people in order to understand whether they are indeed the right things to
focus on. Common examples of focus areas in the companies are continuous integra-
tion, continuous deployment and development and adoption of new technologies etc.

Table 4. Summary of the four areas in which the case companies adopted alternative
ways-of-working.

Area: Principles of empowerment:
New strategic 
focus

• Self-managed teams
• Voluntarily engagement

areas/innovations • Advice and peer-to-peer processes
• Formal organization as a “guiding star”

Customer/research 
collaborations

• Purpose and vision-driven initiatives

• Direct customer communication

• Exploratory experimentation 

• Voluntarily engagement
Adoption of new 
development 
practices

• Autonomous teams that run in parallel with the 
formal organization

• Rapid feedback cycles
• Bottom-up adoption of new practices

Competence 
development in 
new core areas

• Cross-functional teams
• Teams decide on methods and tools
• Short iterations with a “build-test-refine” approach
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Typically, strategic focus areas involve technical development and new technology as
well as adoption of new ways-of-working and process initiatives. As a common
characteristic, they don’t involve specific funding but rather they have synergies that
integrate well with the existing formal organization. When it comes to involving in
such an initiative the companies use a self-management approach in that they don’t
assign the traditional roles. Instead, role assignment is flexible and people choose in
what initiative they want to involve. No specific requirements are defined for the
involvement. Instead, people engage based on their own interest and in order to benefit
from synergies in relation to their formally assigned tasks. When starting a strategic
focus area or innovation initiative, the companies identify key people that can work as
ambassadors and that can help drive the initiative in the different units. By having a
good mapping and alignment between the formal organization and the new initiatives
commitment from key people is ensured. Also, the mapping and alignment is critical
for securing an impact on the organization as a whole. From a management perspective,
only brief guidelines are provided in terms of ‘how’ to address and solve a specific
challenge in order not to restrict creativity in the units.

During the initiative, those involved meet with, and report to, the formal organi-
zation on a regular basis. However, the formal reporting structure is only used as a
“guiding star” that helps setting direction and steer the initiative towards a goal. It is not
used for guiding ways-of-working or detailing what methods and processes to use. In
all case companies, people report on a wide variety of methods and processes and the
opportunity to more flexibly adapt to the task at hand. Throughout the initiative, an
advice process is used to invite the larger organization to workshops and presentation
sessions where they get the opportunity to provide feedback on the initiative and the
focus and direction of the work. In this way, the team gets ideas and comments that can
be used to structure the work and to understand the direction in which the larger
organization is aiming in the coming years.

Area 2: Customer/Research Collaborations
A common area in which principles of non-hierarchical and autonomous
ways-of-working are seen in all companies, are customer and research collaborations.
The case companies report on examples where individual engineers shortcuts the
formal hierarchies and instead initiates direct customer contact in order to accelerate
and achieve a certain outcome. Typically, this happens when there is a purpose and
vision-driven initiative rather than requirements-driven initiatives. The purpose and
vision driven initiatives are more open in scope, they often involve stakeholders that
the companies don’t typically collaborate with and they require alternative
ways-of-working to be successful. In such initiatives, the time people put in is “synergy
funded” which means that they don’t get time allocated. Instead, the problem they
solve and the effort they put into this generate advantages and benefits in other tasks
and in their formal assignments.

In some of the companies, these initiatives are used, as examples for customers in
order to show them that the organization is capable of doing new things in new ways and
things that might not be recognized in the formal organization and its processes. As such,
innovative customer collaborations are used to show other customers that the organi-
zation manages to explore new opportunities by using alternative ways-of-working at the
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same time as it is able to fulfill the requirements in relation to the traditional tasks.
Internally, the companies find the opportunity for people to work on things where there
are no formal requirements and “no right way” very motivating. In similar, the com-
panies use alternative ways-of-working in collaborations with different research teams.
The companies in our study are all involved in several larger research collaborations in
which different academic partners are involved. In such collaborations people involve
when they find it interesting and if they find it beneficial to their work. In some cases, the
companies agree more formally on time and resources, but often there is flexibility and
people decide themselves. The goal is to create a situation where people can choose to be
part of projects that they pick themselves and where they feel they get support by the
larger organization without having to put the traditional structures and processes in place.

Area 3: Adoption of New Development Practices
All the case companies are large and successful software-intensive companies in the
embedded systems domain. If not market leading, they have strong positions in their
business ecosystems and they manage to stay competitive despite fierce business
environments and disruptive technologies. One of the reasons for this is the ambition to
accelerate the adoption of new development practices. All companies have continuous
integration practices in place, and some of the companies are implementing continuous
deployment. In order to drive the adoption of new development practices, several of the
companies report on the potential to have specific and “non-traditional” initiatives as a
means to accelerate the process. As an example, one of the companies started a project
with the aim to re-architect the platform to reduce its complexity. But rather than
viewing this as the only goal, the responsible team recognized the potential to also have
this project help drive continuous deployment in the organization. What typically
happens, and as experienced in several of the companies, is that an initiative that aims
to improve product and process performance often benefit from alternative
ways-of-working where the responsible team can operate outside, or in parallel, with
the formal organizational structure to increase speed. In the case of the platform ini-
tiative mentioned above, it became a larger initiative that aligned well with the orga-
nizational goals and that added benefits to a number of roles and units, but that was run
in parallel with the formal organization and outside the traditional unit boundaries. This
allows for cross-functional and innovative ways-of-working where teams can operate
more autonomously and where they can drive the process. As recognized in one of the
companies, this reflects a bottom-up approach to process improvement and as a result
the new practices are better manifested and aligned with the organization in which they
are intended to be used.

Area 4: Competence Development in New Core Areas
The majority of the case companies use alternative ways-of-working when learning
skills that are outside their core practices. For example, one of the companies in the
automotive domain is experiencing a strong need to catch up when it comes to software
development as they are traditionally a mechanic company. To do so, they apply more
flexible ways-of-working that allow for cross-functional teams to work together and
they let the teams decide what methods and what tools they want to use when prac-
ticing the new skills. Still, the teams interface with the formal organization by using
standardized exchange formats, but these are meant to facilitate knowledge sharing and
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not to restrict team creativity. In this area, the other companies describe similar ini-
tiatives where they are able to have teams explore new ways-of-working while at the
same time contribute to the larger goals and initiatives of the formal organization. Since
the focus is on competence development for areas that are regarded important for future
development, they are prioritized by the organization and the teams that choose to work
on these enjoy the opportunity of being more flexible and explorative. In most cases,
the teams work in a “build-measure-learn” fashion [17] instead of the traditional
“specify-understand-agree-build-test” model, and some of the companies explore agile
contracting as part of the initiatives.

5 Discussion

In this section, we discuss and summarize our findings and we present a number of
recommendations that facilitate the adoption of empowerment in large organizations. In
addition, we present a model in which we outline the transformation towards
empowered organizations by identifying the different steps that companies typically
take when moving from traditional towards more empowered ways-of-working.

5.1 Towards Empowerment in Large-Scale Software Development

Traditionally, and as recognized in previous research, hierarchical organizations have
severe challenges meeting rapidly changing markets and customer needs [2, 5, 7]. Due
to formal structures and communication and coordination overhead between the dif-
ferent organizational layers hierarchical organizations often struggle to innovate. As a
result, these organizations run the risk of being disrupted by competitors that are able to
act nimble and adopt more effective ways-of-working. This was recognized already in
the beginning of the 1980’s when a number of organizational structures were presented
in order to increase the understanding for the many different ways in which organi-
zations operate [1, 8, 9]. Also, the introduction of the agile development methods
significantly increased the emphasis on flexibility and speed as organizational princi-
ples [10, 12]. More recently, and in response to the challenges that hierarchical
organizations face, a number of alternative organizational models have started to
emerge. Typically, these models originate from successful startups, from online
companies or from smaller companies that have managed to grow based on highly
engaged and skilled teams that operate independently and that spend little, if any, time
navigating through administrational, managerial and political layers [11]. While tra-
ditional hierarchies support repetitive tasks, control of large groups of people and
scaling of processes, these alternative models emphasize empowerment and
self-management and they seek to facilitate autonomy to increase speed and respon-
siveness throughout the organization.

Although very attractive, the adoption of alternative organizational models in
large-scale companies is challenging and so far examples of such adoption are few.
However, and as reported in this paper, attempts to facilitate empowerment are
emerging also in larger organizations and we are starting to discern situations in which
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also these companies move away from their traditionally slow hierarchies towards more
empowered ways-of-working. In our study, we see how the companies have adopted
principles that helped them increase flexibility and responsiveness, and that encouraged
individuals and teams to take responsibility, to accelerate innovation and to improve
creativity. Based on our empirical research and the lessons learnt in the case compa-
nies, we summarize our findings by presenting a number of recommendations. The
recommendations reflect considerations that should be taken to facilitate the adoption
of empowerment in large software-intensive organizations.

• Recommendation 1: Non-hierarchical ways-of-working and initiatives that chal-
lenge traditional organizational structures need to align well with the overall
business goals in order to have an impact and to attract long-term commitment of
key people in the organization.

• Recommendation 2: Non-hierarchical ways-of-working and initiatives that
emphasize informal and emergent structures need to align with, contribute to and
help accelerate already existing formal and approved structures.

• Recommendation 3: Non-hierarchical ways-of-working and initiatives that chal-
lenge the traditional organizational structures should aim at strengthening customer
relationships and collaborations by shortening feedback loops and allowing rapid
communication and coordination channels.

• Recommendation 4: In moving towards non-hierarchical and autonomous ways-
of-working, large organizations need to balance bottom-up autonomy and non-
hierarchical problem solving with top-down strategy and central decision-making.

• Recommendation 5: In moving towards non-hierarchical and autonomous
ways-of-working, large organizations need to balance long-term and strategic
decision-making made centrally within existing management, with short-term and
tactic implementations made locally within self-organizing teams.

5.2 Transforming Towards Empowered Organizations

During our research, and supported by previous research, we see that companies evolve
their software development practices over time [17]. Similarly, companies evolve their
organizational practices and their ways-of-working. Typically, and in relation to the
focus of this paper, there is a pattern that companies typically follow as they evolve and
as they transform towards becoming empowered organizations. We illustrate this
evolution in Fig. 1 by outlining the steps from traditional organizations characterized
by formal hierarchies to empowered organizations characterized by decentralized
decision-making and leaders instead of managers.

To further detail our model, and to recognize the different organizational levels at
which principles of empowerment can be adopted, we outline each step in relation to
four organizational functions that are found in most organizations (Table 5). We refer to
these levels as ‘local’ as principles characterizing the culture between multiple R&D
teams, ‘inter-team’ as in principles characterizing the culture between departments such
as e.g. R&D and Product Mgmt. (PdM), ‘General Mgmt.’ as in principles characterizing
the culture between high-level divisions and, finally, ‘Culture’ as in principles charac-
terizing the culture in the entire company.
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Finally, it should be noted that although the principles of empowered organizations
are both attractive and rewarding, the adoption of these depend on the type and mission
of a company. In organizations that operate in domains that are characterized by highly
standardized and repetitive ways of doing things, a hierarchical organizational model is
typically the best form. In such organizations, the short-term can be to stay hierarchical
while the long-term goal should probably be to automate manual practices rather than
focusing on the transformation towards more empowered ways-of-working.

6 Conclusion

In this paper, we explore how seven large software-intensive companies in the
embedded systems domain are adopting principles of non-hierarchical organizations in
order to increase team autonomy. Typically, such principles are seen in smaller com-
panies and in startups but so far they have been challenging to adopt in larger com-
panies due to formal structures and existing hierarchies. However, and as reported in
this paper, attempts to facilitate empowerment and self-management of teams are
rapidly emerging also in larger organizations. In our study, we provide empirical
evidence on situations in which the organizations we studied were able to accelerate
innovation and by-pass formal hierarchies by adopting alternative ways-of-working

Fig. 1. From traditional towards empowered organizations.

Table 5. Summary of each step in the model (Traditional – Empowered), and how different
organizational functions operate at each of these steps.
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that allow outcomes that the traditional structures do not support. Also, we show how
non-hierarchical principles help large-scale software development companies to act
more rapidly and with increased engagement and autonomy by teams. We provide
recommendations for how to facilitate the adoption of non-hierarchical and autono-
mous ways-of-working and we develop a model that outlines the typical evolution path
when transforming towards autonomous organizations.

While our research is limited to seven software-intensive companies in the embedded
systems domain we have good reasons to believe that the challenges they face, and the
opportunities they currently explore, are valid also for other similar companies. As any
hierarchical organization has severe challenges in meeting rapidly changing markets and
customer needs, and as alternative organizational models are appearing to address these
challenges, we foresee a future in which companies that manage to adopt this paradigm
shift early will significantly improve their competitiveness.
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Abstract. In Hybrid Open Source Software projects, independent and
commercially oriented stakeholders collaborate using freely accessible
tools and development processes. Here, contributors can enter and leave
the community flexibly, which poses a challenge for community managers
in ensuring the sustainability of the community. This short paper reports
initial results from an industrial case study of the “Qt” Open Source Soft-
ware project. We present a visual stakeholder analysis approach, building
on data from the three systems that provide for the Qt project’s com-
plete software development workflow. This overview, augmented with
information about the stakeholders’ organizational affiliations, proved to
help the project’s community manager in finding potential for encourag-
ing contributors and to identify issues that can potentially be detrimental
for the community.

Keywords: Hybrid open source · Community management ·
Stakeholder identification

1 Introduction

Using Open Source Software (OSS) has proven effective for companies as it
removes many barriers to code reuse and modification. By collaborating with
OSS communities, companies can benefit from the knowledge and work of exter-
nal developers and flexibly integrate their input to the company’s internal devel-
opment processes. OSS communities provide a low cost means for testing the
quality of products which reduces the time to market and cost of software releases
[5,12]. In hybrid OSS projects a mix of independent and commercially oriented
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stakeholders build software collaboratively. While independent developers are
inspired by intrinsic reasons such as improving their skills or supporting an
ideology [6,11], companies focus on achieving business goals. In some hybrid
communities (including our case community, Qt) a community manager works
to ensure that the community is healthy and heading in a sustainable direction.
As the scope of OSS projects is typically large, knowledge about stakeholders’
needs has to be synthesized manually from various sources. This encumbers the
work of the community manager significantly.

Previous attempts to identify stakeholders and their roles have focused on
single data sources such as code repositories [7,10], bug databases [3] and mail-
ing lists [2,8]. Fewer address the complete software development process from
requirements engineering to delivery of the code. The contribution of this short
paper is to report experiences of the latter strategy from the practical viewpoint
of a community manager’s work.

2 Case Qt

Qt is an open source software that is used to create platform-independent appli-
cations for Android, iOS and Windows operating system environments. Its users
include independent application developers and companies from a wide vari-
ety of industries including electronics, automotives, defense and media. The Qt
software’s hybrid licensing model offers both an Open Source1 and commercial
options [4]. The chargeable licenses allow for making applications proprietary,
to access new software components and to receive varying levels of support from
hosting organization: The Qt Company. Development of the Qt software is driven
by a versatile, open community for which the company provides software devel-
opment tools. The company holds decision power for timing and packaging of
releases and employs an internal software development unit to strengthen the
community driven development process. To advance interoperability and dissem-
ination of the software, the company hosts a partner consortium. The community
manager describes dynamics of the ecosystem as:

“Adoption of the Qt software by developers leads to increased participation in
community activities. This disseminates knowledge about the software, as infor-
mation is shared among developers, leading to a stronger, healthier community.
This translates into improvements in the product itself. From a commercial per-
spective, an active community presents more potential to existing stakeholders
and builds attractiveness of the product and its surrounding business ecosystem.”

He continues:

“A high-performing community member is very active on multiple platforms
or extremely active on one of those. Some contributors shine out of the usage
statistics of distinct tools but without looking at multiple platforms the best do
not stand out.”
1 GPL, LGPL v2.1, LGPL v3.
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The manager hopes to get a data-centric, visual overview of all the stake-
holders who develop the software. With this, he hopes to streamline his work
process and to identify individuals that are entering the community, have poten-
tial for increasing contributions and those that have previously been active, but
are fading away.

3 Research Approach

This study highlights relevant issues for community management in its real con-
text [9,13]. By using data from tools that provide for the project’s complete
development workflow, we hoped to reveal those stakeholders that are active in
multiple roles. A random three-month period was chosen because it represents a
typical release span of the software. A sample was extracted from the task man-
agement system Jira, code review tool Gerrit and source code repository Git in
June 2015, focusing on the currently latest release of the software (version 5.5).

We yielded records of 248 unique work requests, 2194 code review actions
and 3363 increments to the software code. As the data sources were separate,
cross-sample matching was required to eliminate false identities that were due
to variations in spellings and the several email addresses persons had used in
registering to the systems. 284 unique stakeholders from 139 organizational affil-
iations were discovered and network visualizations with force-directed layout [1]
were created in July 2015 using the Gephi tool. Three semi-structured inter-
views with the community manager followed within the timespan of 6 months to
evaluate benefits and deficiencies of the approach.

4 Results

A developer could have: (A) created a work task, (B) being assigned to one,
(C) performed a code review or (D) authored a code increment. 12 different
combinations of these roles (referred to later as “activity groups”) were found.
Figure 1 overviews the 284 individuals who are represented as small nodes while
the large central nodes (A,B,C,D) represent types of the activities they had
performed. Table 1 displays sizes of the activity groups.

A total of 139 affiliations of developers were grouped into four groups: employ-
ees of the Qt Company2, members of its partner consortium3, employees of
commercial companies4 and independent individuals5. Shares of these affilia-
tion types in each activity group are presented in Fig. 2, highlighting the host
company’s influence on different stages of the workflow.

2 theqtcompany.com, digia.com, qt-project.org.
3 kde.org, kdab.org, redhat.org.
4 jolla.com, mrisoftware.com, basyscom.com.
5 gmail.com, yeandex.ru, hotmail.com.

http://theqtcompany.com
http://digia.com
http://qt-project.org
http://kde.org
http://kdab.org
http://redhat.org
http://jolla.com
http://mrisoftware.com
http://basyscom.com
http://gmail.com
http://yeandex.ru
http://hotmail.com
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Fig. 1. Developers associated with 1–2 activities (left) and 3–4 activities (right). (A)
Creating a work task (B) being assigned for work (C) performing a code review (D)
authoring a code increment.

Fig. 2. Distribution of affiliations in each activity combination group. Column height
is related to group size.

4.1 The Manager’s Viewpoint

The community manager (Later, CM) was provided with interactive network
visualizations where names of developers were distinguishable. At the same time
Fig. 2 provided shares of different affiliations among each of the activity groups.
The following subsections summarize the observations.

Company Involvement. One of the benefits of the OSS development app-
roach is that by combining expertise and knowledge of versatile stakeholders, a
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Table 1. Number of developers that have performed in an activity or a combination
of activities. # = number of individuals.

Description # %

Person that has performed one activity N = 185 (65 %)

A Created work task 50 18 %

B Assigned for work 6 2 %

C Performed a code review 8 3 %

D Authored code increment 121 43 %

Two activities N = 39 (14 %)

A,B Created, Assigned 4 1 %

A,C Created, Reviewed 0 0 %

A,D Created, Authored 14 5 %

B,C Assigned, Reviewed 0 0 %

B,D Assigned, Authored 6 2 %

C,D Reviewed, Authored 15 5 %

Three activities N = 35 (23 %)

A,B,C Created, Assigned, Reviewed 0 0 %

A,B,D Created, Assigned, Authored 5 2 %

A,C,D Created, Reviewed, Authored 7 2 %

C,B,D Assigned, Reviewed, Authored 23 8 %

Four activities N = 25 (9 %)

A,B,C,D Created, Assigned, Reviewed, Authored 25 9 %

Total of 284 100 %

better quality of software products can be expected. The CM was delighted to
see that a mix of company external stakeholders dominated both reporting new
work issues (A) and delivering source code increments (D). As groups (ABCD),
(BCD,ABD,ACD) and (CD) consisted of the developers who actively run the
project, the CM identified that having stakeholders from the partner organiza-
tions complemented the host company’s dominance.

Potential for Growth. Acquiring new contributors and increasing the involve-
ment of existing ones are essential for ensuring sustainability of OSS communi-
ties. The CM found value in seeing names of individuals in the visualization, as
contacting people for rewarding or encouragement could then be a next step. He
also saw the potential for identifying and following entry paths of new developers.
As reporting defects (A) is often the first thing a person can do, combinations
(AD) and (ABD) could reflect the increasing or decreasing of their involvement.
As the combination groups were small compared to (A), a need for encourag-
ing the current stakeholders was identified. This was also the case for (D) as



Supporting Management of Hybrid OSS Communities 107

delegating work for others while working on the source code (AD) would be
desired.

Code reviewers (C) are the most fundamentally integrated to the community
since this task requires deep expertise, which is gained through personal learning
and peer-to-peer mentoring. 55 % of developers that performed code reviews with
any other combination were employees of the host company. Increasing the share
of active code reviewers from outside the host company was thus desired.

Alarm Signals. A healthy hybrid OSS community consists of both commercial
and non-aligned stakeholders. If the overall number of independent developers in
any activity group would suddenly drop, a conflict between community-driven
and commercial motivations would be evident. Here, a rapid investigation into
the reasons and planning an intervention would be required. Secondly, some
activity groups reflect the way the software development process is organized
and how it is performing. The lack of group (BD) was mentioned as indicative of
the Gerrit tools fitness to support coordination of the code review process. Also,
if the number of people performing only work coordination (AB) would grow, a
management overhead would be evident.

5 Limitations

External validity of the empirical evaluation is compromised by the single-
case study design and involvement of only one interviewee. However, as hybrid
OSS projects typically form around business-driven, platform-like products, the
ecosystem itself can be considered representative. The limited time span of the
sampling does not allow continuous analysis, which is particularly interesting for
understanding development of the community. However, we hope the results give
a way for future research on community management in hybrid environments.

6 Conclusion

This single case study explored ways of supporting management of hybrid OSS
communities. Based on an initial visualization approach, several indicators that
contribute to the health of the community could be observed by overviewing
stakeholders that actively participate in tasks related to work coordination, code
review and code delivery of the project. Based on these, the community man-
ager was able to pinpoint individuals whose contributions to the project could be
encouraged and to contemplate how the effectiveness of these actions could be
evaluated. Knowledge of stakeholders’ affiliations helped in evaluating the influ-
ence of different organizations on the development process. The manager also
reported increased awareness of phenomena that might be indicative of problems
in the organization of the community-driven software development process.

As future work, we have identified several places of improvement. These
include using a longer time span for sampling, which would reveal the the in-
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and outflow of developers and help to identify those who are the most dedicated
to the community. Highlighting the frequency of contribution would also add
to the value of the visualization and to help identify high performers on single
platforms. Finally, combining the approach with software process metrics, e.g.
throughput of work requests can bring new, meaningful insight on the phenom-
ena that prevail in hybrid OSS environments.

Acknowledgments. This research is funded by DIMECC’s Need4Speed program
(http://www.n4s.fi/) and the Finnish Funding Agency for Innovation Tekes (http://
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Abstract. Software Reference Architecture (SRA), which is a generic architec‐
ture solution for a specific type of software systems, provides foundation for the
design of concrete architectures in terms of architecture design guidelines and
architecture elements. The complexity and size of certain types of software
systems need customized and systematic SRA design and evaluation methods. In
this paper, we present a software Reference Architecture Design process Frame‐
work (RADeF) that can be used for analysis, design and evaluation of the SRA
for provisioning of Tools as a Service as part of a cloud-enabled workSPACE
(TSPACE). The framework is based on the state of the art results from literature
and our experiences with designing software architectures for cloud-based
systems. We have applied RADeF SRA design two types of TSPACE: software
architecting TSPACE and software implementation TSPACE. The presented
framework emphasizes on keeping the conceptual meta-model of the domain
under investigation at the core of SRA design strategy and use it as a guiding tool
for design, evaluation, implementation and evolution of the SRA. The framework
also emphasizes to consider the nature of the tools to be provisioned and under‐
lying cloud platforms to be used while designing SRA. The framework recom‐
mends adoption of the multi-faceted approach for evaluation of SRA and quan‐
tifiable measurement scheme to evaluate quality of the SRA. We foresee that
RADeF can facilitate software architects and researchers during design, applica‐
tion and evaluation of a SRA and its instantiations into concrete software systems.

Keywords: Cloud Computing · Software Reference Architecture (SRA) · Tools
as a Service (TaaS) · Architecture Design · Architecture evaluation

1 Introduction

A Software Reference Architecture (SRA) provides an abstraction for designing and
reasoning about a concrete software architecture of a specific system domain [1, 2].
Whilst a concrete architecture is designed for a specific project according to well-defined
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business goals and requirements, a SRA usually aims to address generic business goals
and domain requirements. A SRA consists of not only details on architecture compo‐
nents and its view, but also encompasses best practices for describing the architecture
and the process guidelines for analysis, design and development of the architecture [3].
Though describing stakeholders concerns in terms of architecture view points and
presenting the details of a SRA using multiple views [4] is important, it is equally
important to describe the design-time and run-time quality characteristics of a SRA and
the use of appropriate architecture styles and patterns [5]. A SRA is primarily designed
for two main reasons: (i) to standardize existing available concrete architectures or (ii)
to propose a preliminary SRA that can facilitate concrete architecture design for a
specific domain. Whilst a SRA standardization effort focuses on extracting reusable
architecture elements from a number of concrete architectures, a SRA preliminary prop‐
osition focuses on recommendations for SRA documentation, guidelines for SRA design
and evaluation as well as SRA adoption and evolution.

In this paper, we present a software Reference Architecture Design process Frame‐
work (RADeF) for designing cloud-based systems in general and cloud-based Tools as
a service workSPACE (TSPACE) in particular. RADeF reports a set of key specifica‐
tions and SRA design guidelines. Whilst cloud-based systems provision on-demand
computing as Infrastructure as a Service (IaaS), Platform as a Service (PaaS) and Soft‐
ware as a Service (SaaS) [6], a TSPACE is characterized by as an activity or a task
specific selection and on-demand provisioning of Tools as a Service (TaaS) as part of
an integrated cloud-enabled workspace [6]. We assert that designing and evaluating a
TSPACE SRA is more challenging than SRAs of general cloud-based systems because
of the involvement of diversified tools and tenants with varying functional requirements
and quality concerns. For example, performance and scalability can be more important
for tenants and users of software development and testing TSPACE, whereas integration
can be more important for tenant and users of architecture analysis and design TSPACE.
Furthermore, instantiation of a TSPACE SRA for different domains can require custom‐
ization (e.g. addition of new components or only selecting a subset of a SRA), which
requires a mechanism that can be used to analyze quality and completeness of the
instantiated architectures. Although there have been attempts to provide a systematic
approaches for reference architecture design, documentation and evaluation [2, 3, 7], to
the best of our knowledge, there has been a little work done on providing a process
framework for SRA design given the specific needs of SRA design and evaluation of
the TSPACE. Our work reported in this paper aims to address the following research
objectives:

• Provide a systematic approach that can lead to a SRA’s design elements identifica‐
tion, requirements analysis and detailed design.

• Provide insight to the specific needs of TSPACE SRA evaluation and instantiation
into concrete architectures.

• Demonstrate application of RADeF on SRAs of software architecture design and
implementation TSPACEs.

The organization of the paper is as follows. Section 2 provides the details of RADeF.
Section 3 describes the results of the case studies of applying RADeF for describing and
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implementing TSPACE. Section 4 provides an overview of the related work and
Sect. 5 concludes the paper by sharing lessons learned and experiences.

2 Reference Architecture Design Process Framework (RADeF)

A SRA is expected to provide guidance for designing and evaluating a concrete archi‐
tecture. A SRA description usually includes reusable solutions in terms of architectural
goals, architectural styles, design patterns, design principles and decision and guidelines
for initiating a SRA. That is why it is important that a SRA description includes as much
details as possible. It is also important to have a clearly described process that can be
used to design and evaluate a SRA [2]. In this section, we describe RADeF, the process
that can lead to TSPACE SRA development, evaluation and implementation. We also
discuss important factors that should be considered at each stage of TSPACE SRA
design. A pictorial representation of RADeF is presented in Fig. 1. RADeF is an iterative
process framework and information produced in preceding stages is used as input for
the proceeding stages of the process and as shown in Fig. 1.

Fig. 1. A process framework for designing a Software Reference Architecture

2.1 Identification of a Reference Architecture’s Concepts and Elements

First step in designing a SRA of a cloud-based TSPACE is to identify the concepts and
elements that constitute TSPACE. A SRA consists of not only SRA requirements and
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SRA views, but it also provides guidelines for SRA evaluation. A generic view of the
SRA elements is depicted in Fig. 2(a). The required concepts an elements are identified
through a high-level analysis of a particular domain. TSPACE SRA elements can be
classified into: Tenants, Tools, Provisioning Infrastructure, Artifacts, Context and Inte‐
gration Methods. Each of the elements is tailored and extended with respect to the
domain requirements for which the SRA is to be enacted.

Participants’ Roles: End users, Requirements Analysts and Software Architects.
Artifact(s) Consumed: Business Requirements.
Artifact(s) Produced: High-level relationship models for TSPACE concepts and
elements.

Fig. 2. Software Reference Architecture elements

2.2 Refinement of Domain Element and Relationships Modeling

The activities identified for this stage are aimed at refining the identified elements in
previous stage, establishing the hierarchical structure of TSPACE elements and
modeling relations among the elements. Domain models are considered the main sources
of the information for this stage. The domain models can provide standardizations for
elements, their hierarchical structures and the relationships among the elements.
However the domain models need to be extended in order to cover all the dimensions
of TSPACE including the tools, the development processes which govern the provi‐
sioning and usage of the tools, data integration and exchange formats among the tools,
and any additional functional aspects that are required by TSPACE in a specific domain.
Figure 2(b) shows TSPACE elements and relationships among the elements. The arti‐
facts that are produced at this stage, serve as a foundation for the detailed requirements
analysis and architecture design of the components that are responsible for tools
bundling and integration in the TSPACE.
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Participants’ Roles: Business Analyst and Software Architect.
Artifact(s) Consumed: Documentation approaches, documentation templates and
architecture design abstractions.
Artifact(s) Produced: TSPACE conceptual models that consists of concepts and
elements that encompass TSPACE and relationship among the concepts and models.

2.3 Functional Demarcation Between the Reference Architecture Elements
and the Tools to Be Provisioned

This stage of the activities deals with demarcation of functional requirements to be
handled by a SRA and functional requirements for which TSPACE can rely on the tools
(that can be provisioned by TSPACE). The artifacts that are produced at this stage
provide a foundation for TSPACE functional requirements. The high-level architecture
design with specific focus on the identification of components responsible for the
TSPACE features.

Participants’ Roles: Requirements Analyst, Business Analyst and Software Architect.
Artifact(s) Consumed: Domain models.
Artifact(s) Produced: Documents describing functional demarcation of TSPACE and
encompassing tools.

2.4 Requirements Identification and Classification

The TSPACE SRA requirements can be classified into service model, integration and
quality requirements as discussed below.

Service Model Requirements: This task aims at identifying the requirements for tools
bundling, provisioning and enactment. For example, one of the primary objectives for
providing a software architecting TSPACE is to provide the bundled suite of tools on
demand as part of a TSPACE. It is critical to determine bundling and provisioning
constraints and parameters. The tools bundling mechanism should be flexible enough
to cater integration needs of different types of the tools to be used in a particular domain.
In certain cases, there can also be some constraints with respect to the underlying
virtualized infrastructure (e.g., IaaS cloud virtual machines) that can host the tools to
enable their operations within acceptable runtime quality parameters (e.g., performance,
scalability and reliability). The artifacts that are produced in this activity provide guide‐
lines to identify integration needs of the tools in a TSPACE and guide the SRA analysis
and design process.

Integration Requirements: Integration requirements focus on integration needs of the
tools that can be provisioned in TSPACE. With reference to software architecting
domain, the integration mechanism should be flexible enough to accommodate different
proprietary and standardized formats as well as support integration among heteroge‐
neous types of tools (e.g. desktop-based, web-based and cloud-based tools). The tools
that are provisioned in a TSPACE instance can vary and the integration mechanism
should be flexible enough to adapt to the tools’ integration requirements of the
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provisioned tools. The integration mechanism should also support workspace require‐
ments, such as awareness of the operations that are performed on the artifacts as a result
of the users’ activities [8]. The artifacts that are produced at this stage guide the reference
architecture design and analysis process of integration.

SRA Quality Requirements: The SPACE is aimed at providing a bundled suite of tools
following a service model. As a result, the TSPACE SRA needs to incorporate archi‐
tecture quality requirements of cloud-enables services based system such as scalability
[9], multi-tenancy [10] and dynamic provisioning [11]. The activities that are performed
at this stage aim to identify important quality characteristics with reference to the domain
in which the TSPACE is to be used. For the software architecting domain, scalability,
multi-tenancy and dynamic provisioning are important. For another domain such as
software testing, elasticity [12] and reliability [13] can be important. The artifacts that
are produced as a result of this activity provide a foundation for runtime architecture
quality requirements of TSPACE.

Participants’ Roles: Business Analyst and Software Architect.
Artifact(s) Consumed: Design time constrains and tools bundling constraints,
TSPACE functional boundaries, required activities and tasks, and tools enactment/
provisioning parameters and constraints, Collaboration and integration models.
Artifact(s) Produced: Integration and collaboration models. Design time constrains,
tools bundling constraints and tools’ provisioning/enactment parameters. TSPACE
runtime architecture quality requirements.

2.5 Impact of Potential Cloud Hosting Environments on the Domain

The suitability of the underlying IaaS or PaaS platform can impact the way a reference
architecture is designed. E.g. PaaS environments can be a suitable choice for testing
domains in which autonomous scalability of the resources is more important. Whilst
IaaS environments can be suitable for hosting tools implemented using different tech‐
nologies as IaaS clouds provide customizable hosting environments.

Participants’ Roles: Software Architect.
Artifact(s) Consumed: List of potential cloud hosting environments.
Artifact(s) Produced: Selected cloud hosting environments.

2.6 Reference Architecture Documentation, Analysis and Design

This stage of the activities focus on analyzing architecture documentation approaches
and preliminary analysis of the maturity of the domain for which a SRA is designed.
The analysis of the documentation approaches determines the most appropriate strat‐
egies for capturing the architecture of the domain for which TSPACE is designed. A
comprehensive analysis of the SRA documentation approaches is reported in [2, 3].
Angelov et al. have recommended that a reference architecture documentation include
information about the context, goals and design decisions. The context dimension covers
the purpose, the organization(s) that is (are) developing a reference architecture and its
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maturity stage (e.g., preliminary or classic) [2]. The goal dimension encompasses busi‐
ness goals and quality attributes as well as the purpose of defining a reference architec‐
ture (e.g., to standardize concrete architecture or to facilitate design of concrete archi‐
tecture). The design dimension elaborates whether a SRA is concrete or abstract and
whether the SRA has been described using formal, semiformal or informal approaches.
Avgeriou et al. [3] propose that a SRA description should have three main elements: (i)
description of the approach used to document a SRA, (ii) guidelines on instantiation of
a SRA and (iii) evaluation of a SRA corresponding to desired functional requirements
and quality attributes. The outcome of this activity determines the approach used for
describing a SRA, the level of abstractions to be covered in the SRA documentation,
the objectives and the selection of the approaches for evaluation and instantiation of a
SRA. Outcome of this activity has impact on all the proceeding stages of the reference
architecture design process. A summary of a SRA design dimensions is shown in
Fig. 2(a).

A SRA design should be based on reference models and architecture styles and patterns
[14, 15]. If a TSPACE SRA is to be used for mission-critical and safety-critical tools, then
it is also important to have metrics that can be used to measure runtime quality parameters
of an architecture. An empirical investigation of the SRAs have revealed the absence of
important views [4] in a SRA and the details of the supporting algorithms and formaliza‐
tion to achieve the required functionality of the reference architecture [4] impact a SRA’s
adoption and applicability. Hence, a SRA should encompass all the important views
according to some well-known approaches such as 4 + 1 view model [4].

Participants’ Roles: Software Architect.
Artifact(s) Consumed: Architecture documentation templates and models.
Artifact(s) Produced: SRA documentation approaches used, filled templates, details
of the abstractions to be used, evaluation and initialization approaches and views.

2.7 Evaluating a Reference Architecture

Evaluation of a SRA is an important step for analyzing its feasibility and applicability.
Different considerations for evaluating a reference architecture have been proposed [3,
7, 16]. Avgeriou et al. [3] have proposed to evaluate a SRA using scenarios and proto‐
typing. Scenarios based approaches enable an implementation-independent evaluation.
The evaluation scenarios need to be focused on important design time and runtime
qualities of the architecture. The prototyping helps analyze the suitability of the imple‐
mentation decisions such as platform choices and programming languages for the design
decisions incorporated in a SRA. Angelov et al. [7, 16] have argued that straightforward
adoption of architecture evaluation methods such as Architecture Tradeoff Analysis
Methods (ATAM) [17] and Software Architecture Analysis Methods (SAAM) [18] is
not feasible because: gathering all the stakeholders and generating scenarios for a SRA
evaluation may not be possible, there can be a significantly large diversity of stake‐
holders and the levels of abstractions in the designed components can be quite high.
Hence, it is important to identify the most relevant architecture requirements by
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involving domain experts or domain models and then preparing scenarios by involving
a SRA’s potential users [7, 16].

Other than the above-mentioned challenges, a TSPACE SRA evaluation activity has
some additional complexities. For example, a TSPACE provision the tools for
performing the different activities; hence there is a need for tools integration and work‐
space specific functions in a *aaS model. An evaluation activity focuses on the parts of
a SRA that are embodied by TSPACE boundaries rather than by the tools to be provi‐
sioned. Some of the key quality characteristics are inherited from *aaS model for eval‐
uating a TSPACE SRA’s abilities of on-demand provisioning of tools in a particular
domain, whose quality attributes should drive the evaluation activities. Hence, the eval‐
uation activity should focus on identifying and analyzing the relevant quality attributes
for the given domain. Moreover, as the SRA’s elements (i.e. components or services)
and design decisions collectively constitute to SRA quality, traditional architecture
analysis and evaluation methods such as utility tree [17] from ATAM are not sufficient
because these are unable to quantify architecture quality. We advocate for leveraging
an new approach inspired from attack-defense trees [19] to enhance the utility tree for
analysis of the completeness of a SRA. Figure 3(a) shows the structure of the enhances
utility tree. Sub-nodes of the utility tree corresponding to each quality can be assigned
with three types of operators: logical OR operator which identifies that opting any of
the branch can achieve a quality attribute, logical AND operator that indicates that opting
all of the branches will be essential to meet a quality criteria, and a Seq-AND (sequential
AND) operator indicates that the design decisions corresponding to the branches need
to be executed in a specific sequence in order to achieve the corresponding quality char‐
acteristic. In some cases, it might be required to analyze overall quality and completeness
of the SRA. For this purpose, the probability values for the effectiveness of the design
decisions can be assigned to each branch of the quality attribute nodes (such that
maximum probability of all design decisions corresponding to each quality attribute do
not exceed one). When probability values are used, OR operator takes minimum, AND
takes sum and SeqAND takes sum of the probability values of all the branches of a
quality attribute sub-tree. Finally, to evaluate the tools bundling and integration
approaches, a prototype based evaluation is considered more effective. That means a
TSPACE SRA prototype can play a critical role for the SRA evaluation and the tools
that are selected for provisioning using the prototype can help to cover the most critical

Fig. 3. SRA utility tree template and models
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evaluation scenarios. The outcome of evaluation activity can trigger modification in the
artifacts that were generated in previous stages as depicted in Fig. 1.

Participants’ Roles: User, Requirement Analyst, Business Analyst and Software
Architect
Artifact(s) Consumed: TSPACE Software Reference Architecture.
Artifact(s) Produced: Evaluation results.

2.8 Reference Architecture Instantiation and Implementation

As a SRA provides a generic architecture solution for a specific domain, its instantiations
can require appropriate tailoring, sometimes significant. As a result, some of the compo‐
nents can be excluded from the instantiated architecture and some additional compo‐
nents can be incorporated. The enhanced utility tree (Fig. 3(a)) presented in Sect. 2.7
can facilitate the analysis and quantification of the concrete architecture.

Participants’ Roles: Business Analyst, Software Architect and Developers.
Artifact(s) Consumed: Evaluated TSPACE Software Reference Architecture.
Artifact(s) Produced: Instantiated system.

3 Two Cases of Applying RADeF

We have followed RADeF to support the design of a SRA for two types of TSPACE:
software architecting tools domain and software implementation tools domain. The two
case studies of applying RADeF for analysis, design, evaluation and implementation of
the TSPACE aimed at provisioning integrated suite of tools for the domains. The tools
commonly used for software architecture design and software implementation were
selected for the case studies and TSPACE was designed by following RADeF steps. In
this section, we provide the insight gained from our experiences from applying RADeF.

First and second stage of RADeF is to identify concepts and elements of a SRA and
establish relationships between the elements. The generic model presented in Fig. 2(b)
provides a foundation for TSPACE elements identification and relationship modeling.
Though the generic model needs to be extended to cater the needs of a specific type of
tools and the operations that can be performed using the tools. Figure 3(b) shows the
extensions to the generic model for software architecting and software implementation
domain. The tools used for software architecting have different types of the artifacts,
e.g., architecture knowledge artifacts, design decision artifacts and architecture design
diagrams. Since software architecture artifacts can be at different levels of abstractions,
and there is no need to exchange complete artifacts (although selected information
exchange is required) among architecting tools, which can be integrated through
semantic integration technologies. We have leveraged IEEE 1471-2000 [20] and
ISO/IEC/IEEE 42010:2011 [21] to build the semantic integration model for SRA of the
architecting tools. Figure 3(b) shows a high-level view of the elements of the semantic
model (the details can be found in [22]). The software implementation need to exchange
the artifacts for collaborative work. For example, in a scenario where a UML modeling
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tool is used to design class diagrams, the code skeleton generated using the UML
modeling tool (forward engineering) has to be used as input by Integrated Development
Environments (IDEs). For example, process-oriented tools bundling requires process-
centric integration. At this stage the SRA integration models are produced that provide
foundations for the detailed architecture design.

Functional demarcation between the requirements to be incorporated by a SRA and
the requirements to be incorporated by the provisioned tools is an important step for the
requirements identification. As in the case studies, our focus was on providing software
architecting and development tools, the SRAs focused on tools provisioning, tools inte‐
gration and awareness of the operations that are performed on the artifacts using the
tools. Whereas, individual tools were responsible for providing support for specific
activities such as architecture knowledge management, architecture design decision
management, architecture design and software implementation. Table 1 shows details
of the SRA and the tools’ requirements classification. The details of the requirements
can be found in [22, 23]. Multi-tenancy and scalability are domain specific quality
requirements to support a large number of tenants [24]. Analysis and identification of
cloud hosting environments for software architecting and implementation domains
requires using IaaS cloud because of heterogeneity of the tools. A combination of
desktop and web-based tools are used for software architecting and implementation. The
IaaS provides flexibility to host the existing tools by configuring the virtual machine
templates.

Table 1. Functional demarcation and requirements

F
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na
l D

em
ar
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ti

on

Tools 
Requirements

Architecting Knowledge management, design deci-
sion management, architecture model-
ing.

Implementation Software development, unit testing.
SRA 
Requirements

Functional Autonomous provisioning, semantic 
integration, process centric integration, 
awareness of the operations.

Quality Flexibility, interoperability, complete-
ness and adaptability.

Domain Quality Multi-tenancy, scalability

For the TSPACE SRAs detailed design, we have used a layered architecture [5] and
a view-based approach [4] to represent different parts of the SRA. A layered architecture
can facilitate easy modifiability of a TSPACE SRA, whose different dimensions can be
represented using a view-based approach. The TSPACE meta-model (Fig. 2(b)) and the
detailed models (Fig. 3(b)) produced in the second stage of RADeF are used as a foun‐
dation for the detailed design. Table 2 shows the key architecture design decisions for
software architecting and software implementation of a TSPACE SRA design. We have
reported the details on the architecture views and design decisions in [6, 23].
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Table 2. Decisions for software architecting (Arc.) and implementation (Impl.) case studies

Architecture Design Decisions Case Study
Arc. Impl.

Service Oriented and REST Architecture
Centralized Repository to have common semantic integration models
Use of pipes and filter patterns to support multi-tenancy and easy 
scalability
Tenant specific integration, information discovery and awareness 
rules
Process-centric integration
IaaS cloud for hosting tools

As discussed earlier, the inclusion of heterogeneous tools producing and consuming
artifacts at different levels of abstractions makes the evaluation of a TSPACE SRA a
challenging activity. We have adopted multi-faceted approach to evaluate the TSPACE
SRAs for the reported case studies. (i) We evaluated the TSPACE SRAs and their
respective implementations for functional completeness corresponding to the functional
and quality requirements. (ii) We implemented the prototype systems for TSPACE
SRAs using Amazon IaaS cloud1. Interface modules of TSPACE have been imple‐
mented using Service Oriented Architecture (SOA) [25] and REST [26] architecture
styles using JavaEE service technologies (JAX-RS2, JAX-WS3) for enabling easy inter‐
operability of different types of tools with the systems. The semantic integration has
been implemented using Apache Jena Framework4. The process-centric integration has
been implemented using jBPM5 process workflow engine. (iii) We used quantitative
architecture evaluation approach that is presented in Sect. 2.7, which is based upon utility
tree of ATAM, but can quantifiably measures the TSPACE SRA’s quality. The evalu‐
ation was carried out by six potential stakeholders, who had experiences (of architecting
and implementation) of software development tools, process-based applications, cloud-
based systems and collaborative software development systems.

A subset of the enhanced utility tree (described in Sect. 2.7) constructed in the eval‐
uation session is presented in Fig. 4. The participants of the evaluation session were
asked to assign each of the design decisions with values 0, 0.25, 0.50, 0.75 or 1.00. Then
the average of the value score was taken for each of the design decisions to be assigned
to a specific quality attribute on a utility tree branch. In case, if there were more than
one design decisions corresponding to a specific quality attribute, an average was divided
by the total number of design decisions to keep the maximum probability value under
1 corresponding to each of the quality attributes. If some of the design decisions are
important than others, then weighted averages can be used. Whilst we considered all of

1 http://aws.amazon.com/.
2 http://jax-rs-spec.java.net/.
3 https://jax-ws.java.net/.
4 https://jena.apache.org/.
5 http://www.jbpm.org/.
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the design decisions of the equal importance, the enhanced utility tree branches corre‐
sponding to each of the quality attributes (and sub attributes) had either AND, OR and
SeqAND operators (as discussed in Sect. 2.7). The evaluation participants found the
proposed operators (that were assigned to the enhanced utility tree) helpful to quantify
the architectural quality of the TSPACE SRA. Figure 4 shows the evaluation results
corresponding to four key quality attributes of the TSPACE SRAs for software archi‐
tecting and implementation TSPACE. An average of the quality score (average of the
score given by the six evaluators) is shown in the figure corresponding to each of the
design decisions of the quality attributes. Sum and Min functions (as described in
Sect. 2.7) are used to calculate the aggregated quality score of the reference architectures.

Fig. 4. SRA evaluation utility tree

4 Related Work

Given the increasing importance of SRAs for guiding the designing and evaluating of
concrete architectures in different domains, several researchers have attempted to
provide a set of standardized activities and frameworks for designing and documenting
reference architectures. One of the most comprehensive and detailed guidelines have
been reported by Angelov et al. [1, 2, 7, 16]. Their work provides a classification tech‐
nique of the reference architectures based upon the domain-specific maturity and how
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the reference architectures are designed. For the mature domains, the aim of a reference
architecture is to provide the standardization of the architectures, whereas, for the
emerging domains, the purpose is to facilitate the design of concrete architectures in
multiple organizations. Some of the problems associated with designing a reference
architecture are missing design methods, challenges in defining non-functional require‐
ments, problems with selecting appropriate views, lack of suitable architecture docu‐
mentation methods and relatively little support for evaluating the reference architectures
[1]. In our TSPACE SRA design process, we have explicitly catered all of the above-
mentioned challenges to support the process of designing the reference architecture and
have explicit stages for design and documentation methods, define non-functional
requirements, select appropriate views and choose appropriate evaluation strategies.

Avgeriou [3] suggests representing a reference architecture using multiple view‐
points of Rational Unified Process (RUP) including logical viewpoint, deployment
viewpoint, implementation viewpoint and data viewpoint. Avgeriou has emphasized
that the reference architecture should be evaluated using both scenario-based and archi‐
tecture prototype-based evaluation with respect to development-time and run-time qual‐
ities [3]. Nakagawa et al. [27] have proposed the use of ontologies to identify different
components of the reference architecture. Fernandez et al. [28] have described the key
documentation elements of a software reference architecture. The documentation
elements include technical design, architecture knowledge and experiences and manage‐
ment documentation. For TSPACE SRA, we have described the details about the tech‐
nical design and architecture knowledge. However, the management of the documen‐
tation (during applications of the software reference architecture in different setting) is
out of the scope of this work.

5 Discussion and Conclusions

The cloud-enabled tools not only need to be compliant with specific quality requirements
but also need to provide support for different activities, just like desktop-based tools.
Whilst tools in every domain have their specific challenges, there are some generic
characteristics that tools in every domain need to address. We share our experience from
different activities of designing the TSPACE SRA.

Adoption of Appropriate Methodology to Formalize relations among TSPACE
Elements: To establish relationship among the artifacts that are maintained by cloud-
based tools with other tools is a critical characteristic and can play a significant role in
cloud-based tools adoption. Hence, it is important to identify the integration needs for
the tools to be provisioned from a cloud-enabled workspace. Our experience has shown
that an ontology driven semantic model can provide support for tools selection, relating
different artifacts with each other even though the artifacts are maintained by using
different proprietary data structures, and awareness needs in a cloud based workspace.
As different tools have different requirements for integration, there is a need to have
appropriate semantic integration models corresponding to the artifacts’ formats used by
the tools.
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Incorporating Workflows with Tools Provisioning: In some cases, the tools that are
provisioned as part of a tools suite need to exchange information according to project
specific development processes (e.g., to manage collaboration in distributed architecture
evaluation processes [29]). In such cases, the integration support for the tools needs to
be complemented by a workflow based process on the cloud so that artifacts among the
tools can be exchanged according to the specific software development processes.

Quality of Individual Tools in TSPACE: In our proposed TSPACE SRAs, we have
considered each of the provisioned tools as a black box and have not considered the
management of quality characteristics of each individually provisioned tool during the
lifecycle of a TSPACE instance. However, for certain tools that produce executable
artifacts, e.g. model driven tools used to generate code, may require extra computing,
memory or other resources during their life cycle depending on the tasks to be executed.
In such cases, a TSPACE for the tools needs to incorporate the metrics and corresponding
prediction models so that additional resource needs can be predicted and resources can
be acquired according to the needs of a specific task.

Impact of software reference models: Availability of standardization models for
respective domain impact the reference architecture design process. Whist designing
TSPACE software reference architecture for software architecting domain, we have
leveraged IEEE 1471-2000 [20] and ISO/IEC/IEEE 42010:2011 [21] architecture docu‐
mentation models as a baseline for the identification of the TSPACE architecture
elements and the TSPACE ontology meta-model design. The meta-model has been
further enhanced by analyzing architecting TSPACE requirements. The incorporation
of standardized domain model in the reference architecture design ensures the applica‐
bility of reference architecture for broader range of tools. Unavailability of the stand‐
ardization models for the respective domain or not using them during the reference
architecture design can negatively impact the applicability of a reference architecture.

Selection of Appropriate underlying IaaS Clouds and Cloud Deployment Models: As
tools in a TSPACE SRA are considered as black box, the tenant specific constrains on
artifacts’ storage location are applied onto the tools that are provisioned on the location
that is compliant with the constraints (in our prototype implementation, we have used
Amazon EC2 location specific provisioning features). However, for more complex use
cases, where location constraints on the artifacts can change during their lifecycle,
Virtual Machines (VMs) hosting the tools might need to be migrated from one location
to another. In such cases, the capability of underlying IaaS to support VMs migration
would play a critical role. Hence, IaaS cloud selection and selection of cloud deployment
model (e.g., public, private or hybrid) should be carefully made. A cloud environment
that supports the desired features should be selected.

Multi-facet approach for TSPACE SRA Evaluation: Considering a generic nature of
TSPACE SRA and a broad range of potential stakeholders, multiple architecture eval‐
uation techniques need to be adopted for evaluating a reference architecture from
different perspectives. We have evaluated the TSPACE software reference architecture
using scenario-based evaluation approaches [18], architecture tradeoff analysis method
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[17] and a prototype implementation of the reference architecture. Scenario-based eval‐
uation approaches can help evaluate completeness of a SRA with respect to reference
architecture objectives and requirements. Architecture tradeoff analysis method enables
the identification of strong and week points of a SRA. A prototype is a viable way to
demonstrate the feasibility of a SRA. The proposed TSPACE SRA evaluation method‐
ology facilitates the quality score of not only the SRAs but also their concrete repre‐
sentations. For example, if a concrete implementation of the SRA corresponding to
evaluation tree presented in Fig. 4 adopts different parts of the design decisions and
corresponding components for different tenants, the quality of the instantiated architec‐
ture and corresponding system can be computed on the fly, especially for SaaS based
systems.

In future, we intend to apply RADeF on software reference architecture design and
analysis of other types of cloud-based systems. We also intend to carry out empirical
evaluations on our proposed quantification mechanism for SRA evaluation utility tree
to analyze its impact on long-term management of the software reference architectures.
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Abstract. The development of large software systems is usually based
on a number of industrial standards that define a set of features and their
requirements. In order to use new features specified in the standards, new
releases of the standards need to be adopted together with their require-
ments. This requires a thorough impact analysis of the changes in the
requirements that can be time-consuming considering their potentially
high number. In order to facilitate the adoption of new releases of indus-
trial standards in large software systems, we present a method based
on both quantitative and qualitative analysis of requirements evolution.
The method is evaluated in a case study of AUTOSAR - a standard used
in the development of automotive software systems in cooperation with
Volvo Car Group. The evaluation results show that the use of the pro-
posed method can identify the most unstable AUTOSAR specifications
and their requirements whose changes may have a significant impact on
the automotive systems. This knowledge can increase the speed of adop-
tion of new AUTOSAR releases by automotive vendors.

Keywords: Requirement evolution · Metrics · Industrial standards

1 Introduction

Analyzing the evolution of system requirements is an important and inevitable
phase in the development of large software systems [8], especially for OEM (Orig-
inal Equipment Manufacturers) that base their development on industrial stan-
dards. This is because features specified in the standards and their requirements
are usually driven by a number of competitive companies. The process of updat-
ing one system with new standardized features brings a series of advantages,
such as making use of a number of standardized requirements that are proved
to be valid in practice and buying cheaper off-the-shelf software packages from
software vendors. However, it also brings new challenges such as working with
requirements not written by OEMs and dealing with their fast evolution.

For this reason, the process of analyzing the evolution of standardized require-
ments without a suitable methodology and tool support can be time-consuming
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and can require significant engineering effort. Furthermore, adopting new stan-
dardized features in the development projects without having a clear knowledge
whether the standardized requirements related to them can be fulfilled in prac-
tice can lead to the introduction of new faults into the system. Therefore, dealing
with the evolution of standardized requirements is one of the primary objectives
of large companies in order to be able to update their systems faster and cheaper.

Although several solutions have been proposed mostly originating from the
academia, the evolution of standardized requirements is still considered one of
the most challenging practical problems in the development of large software sys-
tems [8]. The objective of this work is to define a suitable methodology for effi-
ciently analyzing the evolution of standardized requirements as well as improving
the process of updating large software system with new standardized features.
We aim to provide an answer to the following research question: How can we
assure efficient adoption of new releases of standards in the development of large
software systems by analyzing the evolution of standardized requirements?

As outcome of our work, this paper presents a method, named SREA (Stan-
dardized Requirements Evolution Assessment), that consists of four steps that
are based on both quantitative and qualitative analysis of requirements evolu-
tion. All steps of the method can and should be performed automatically with
the help of a software tool in order to reduce the time of analysis. Despite the
fact that we focus on the analysis of standardized requirements where the pro-
posed method is particularly helpful as certain requirements changes are driven
by other companies, the method can also be applied on the evolution of company
internal requirements as part of the common requirements engineering process.

In order to evaluate the proposed method, we applied it in the automotive
domain in a case study of AUTOSAR (Automotive Open System Architecture)
standard [3], that specifies a reference architecture and methodology for the
development of automotive software systems. In particular, AUTOSAR provides
a set of standardized requirements for the design of the automotive architectures
(i.e., language for the architectural models), that consists of a number of Elec-
tronic Control Units (ECUs) responsible for executing software functionalities,
and requirements for the ECU middleware. The rest of the functional ECU
requirements are left to be defined by each OEM. As AUTOSAR represents a
big industrial standard that counts more than 150 partners and 21.000 require-
ments, we believe it qualifies as a valid case for evaluating the SREA method.

The study is conducted in collaboration with Volvo Car Group (VCG) whose
engineers helped us to understand and prioritize AUTOSAR releases and their
specifications for the evaluation of the proposed method. The results of our eval-
uation show the importance of performing automated analysis of requirements
evolution. In particular, they show that the use of SREA method could help
automotive engineers in analyzing the evolution of the AUTOSAR requirements
faster by providing the engineers with information such as which specifications
are unstable (e.g., their requirements change with every release), which require-
ments are changed and the actual content of the changed requirements.
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Knowledge about the unstable specification can be useful for making strate-
gic decisions about the set of standardized features that are mature enough to
be implemented in the system. Knowledge about the changed requirements has
a potential of saving lots of time spent on reading tents of AUTOSAR specifica-
tion with thousands of requirements manually. For example, in all specification
with design requirements between AUTOSAR releases 4.2.1 and 4.2.2, we iden-
tified 1563 requirements and presented relevant changes (additions, removals and
modifications) for only 172.

The rest of the paper is organized as follows: Sect. 2 presents the related
work; Sect. 3 provides the background of AUTOSAR as our unit of analysis;
Sect. 4 describes the research methodology we used during this project; Sect. 5
defines the proposed SREA method; Sect. 6 presents the results of evaluation of
the SREA method on AUTOSAR; Sect. 7 discusses the validation of the proposed
method and provides recommendations; finally, Sect. 8 concludes our work and
describes our plans for future work.

2 Related Work

Several studies of requirements evolution are related to our study. In partic-
ular, Wang et al. [15] provide a general method for studying changes in the
requirements in order to find relations between them and the number of soft-
ware defects. The method relies on the quantitative analysis. Although their
approach was considered as a starting point for our work, our focus was on the
impact of requirements changes on the system under development.

Similar but more exhaustive studies were conducted in the avionics context
by Anderson et al. [1,2] who show how to conduct an empirical analysis of
requirements evolution starting from a general point and moving to a product-
oriented one. They perform the following two steps: (i) collecting information
from the avionics domain using the Requirement Maturity Index (RMI ), His-
torical Requirement Maturity Index (HRMI ), and Requirement Stability Index
(RSI ) metrics and (ii) refining the information gathered in the first step using
the qualitative approach. We rely on a similar work-flow based on the RMI
metric that shows the stability of requirements changes in relation to the past
releases. We did not consider RSI and HRMI metrics since a great number of
requirements changes can lead to a non-meaningful (e.g., negative) number.

For the quantitative analysis of requirements evolution, we considered the
study of Shi et al. [13] that aims to identify requirements that are most likely to
be changed in the future using a number of metrics, e.g., Sequence, Frequency and
Lifecycle. However, these metrics cannot be used for identifying the requirement
specifications that are mostly affected by changes, that is one of our major goals.

For efficiently studying the evolution of system requirements, Nurmuliani et
al. [11] provided a taxonomy of changes for categorizing different types of require-
ments changes, reasons for their change and the origin of changes. This study
inspired us to define a taxonomy of changes for the AUTOSAR requirements.

Additionally, Stark g. et al. [14] proposed a method for analyzing the evolu-
tion of requirements in two steps. We adopted the first step called micro analysis
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in order to get a preliminary view on the requirements architecture, structure of
the requirements specifications and possible types of requirements changes.

Finally, in order to understand the development of automotive software sys-
tems based on AUTOSAR, several automotive papers were considered. Two
studies of Durisic et al. [6,7] were useful for improving our general knowledge of
AUTOSAR, its architecture, methodology and complexity. More generally, the
paper from Broy et al. [4] was useful for identifying trends in the evolution of the
automotive software, even though they do not explain how it can be measured.

Although there is a significant number of methods related to the analysis of
requirement evolution, the majority of them are not applied in a real industrial
context in which large software systems are developed. This paper aims to fill
this gap by combining the existing studies with our considerations and metrics in
order to develop an efficient method for analyzing the evolution of standardized
requirements that can facilitate this activity in the real industrial contexts.

3 Case Study Evaluation Context

In the automotive domain, OEMs are usually responsible only for the design
of automotive systems while the actual implementation of software and hard-
ware components is done by a hierarchy of suppliers. In order to standardize the
methodology of work in such a distributed environment and a reference archi-
tecture for the distributed realization of the automotive systems using a number
of ECUs, AUTOSAR standard has been introduced. The proposed ECU archi-
tecture is based on the following common three-layer architecture:

1. Application software layer that consists of a number of software components
responsible for certain vehicle functionalities.

2. ECU middleware layer (a.k.a. basic software - BSW) that consists of a number
of BSW modules responsible for, e.g., signaling and diagnostic services.

3. ECU hardware layer responsible for executing the allocated software compo-
nents and BSW modules.

Since ECU basic software does not contribute to the realization of high level
car functionalities that could make a competitive advantage for one OEM (e.g.,
autonomous drive), it is completely standardized by AUTOSAR that provides a
set of requirements specifications for each BSW module. On the other hand, the
functionality of the application layer is generally not standardized, although there
are some predefined software components. However, AUTOSAR provides a meta-
model followed by a set of design requirements that define the language for the
architectural models of the application layer in order to facilitate the exchange
of models between OEMs and suppliers [6]. This meta-model and design require-
ments serve as basis for the development of AUTOSAR modeling tools.

Based on the described methodology, we can distinguish between the follow-
ing three types of requirements in the AUTOSAR based development process:
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1. Functional requirements for the application software specified by OEMs.
2. Design requirements for the system models standardized by AUTOSAR.
3. BSW requirements for each BSW modules standardized by AUTOSAR.

In this paper, we focus on the last two types that are standardized by
AUTOSAR. Design requirements are described in the specifications called “tem-
plates” (TPS ) and they can be either specification items or constraints (checked
by modeling tools). BSW requirements are described in the software requirement
specifications SWS. An example for each type is provided below:

– Specification item example: The 1:n multicast routing is supported with
the definition of several IPduMappings classes.

– Constraint example: The value of windowSize shall be greater or equal 1.
– BSW requirement example: CAN module shall allow that Multiplexed

Transmission functionality is configurable (ON — OFF) at pre-compile time.

Apart from these types of requirements, AUTOSAR builds a requirements
traceability hierarchy starting from the explained requirements until the general
AUTOSAR features and objectives. These requirements are, together with the
OEM-specific functional requirements, not considered in our analysis as they do
not produce a direct impact on the development of automotive systems.

All AUTOSAR requirements specifications including the meta-model are
released simultaneously. There are three types of AUTOSAR releases:

1. Major release: first digit change, contains backwards incompatible features.
2. Minor release: second digit change, contains backwards compatible features.
3. Revision: third digit change, contains bugfixes only.

4 Research Methodology

In order to provide the answer to the research question addressed in this study
that is presented in the introduction, we developed a method named SREA that
aims to reduce the costs and time associated with the process of analyzing the
evolution of standardized requirements and evaluated it in a case study [12] of
the AUTOSAR requirements, in collaboration with VCG.

We defined the SREA method by relying both on the existing and novel
approaches. First, we conducted a literature review on the existing approaches
for monitoring the evolution of system requirements using the snowball method
[16]. In order to identify the starting set of papers, we searched for papers men-
tioning requirements evolution and requirements volatility keywords in their title,
abstract and keywords sections using Google Scholar, IEEE Xplore and Scopus
databases. We selected papers [2,9,13] as the starting point and continued to
look for references and citation in these papers. We performed three iterations
in total and analyzed in details 23 out of 42 relevant papers. Second, we improved
our understanding of the case study context in semi-structured interviews, work-
shops and meetings with AUTOSAR experts from VCG. These two steps served
as input for defining the SREA method.
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Finally, we evaluated the method using AUTOSAR requirements as a unit
of analysis from the chosen set of AUTOSAR releases. We chose all AUTOSAR
releases from the latest major release 4.0.1 until the latest revision 4.2.2. We
decided not to consider previous AUTOSAR releases as their specification are not
structured in the same way which makes them hard to be analyzed automatically.
Nevertheless, AUTOSAR has a lot of significant changes in the last major release.
Finally for the detailed analysis of changes between two releases, we decided to
focus on the changes between 4.0.3 and 4.2.2 releases.

In order to be able to cope with the size of AUTOSAR that counts more
than 21.000 requirements in its latest release (4.2.2 ), we developed a config-
urable software tool for gathering data and calculating and presenting the results
to the AUTOSAR engineers at VCG. The tool compares different versions of
the AUTOSAR requirements specifications in PDF and creates a structured
report. The report presents the following information for the analyzed specifi-
cations: types of requirement changes in all analyzed releases, change history
of each requirement and the number of requirements, cumulative number of
requirements, number of changes and cumulative number of changes for each
AUTOSAR release.

Finally in order to validate the proposed SREA method, we distributed a
survey with 10 questions to six AUTOSAR experts at VCG. The questions
were based on both quantitative and qualitative results of the method applied
on AUTOSAR requirements, e.q., which AUTOSAR specifications are mostly
unstable, and they aimed to assess whether the results of the method are in line
with the expectation of the experts who participated in the development of the
AUTOSAR standard. The experts were not aware of the method results.

5 The SREA method

The SREA method we propose in this paper consists of the following steps:

1. Define taxonomy of requirement changes in order to design the right metrics
for performing the quantitative analysis in the next step.

2. Perform quantitative analysis of evolution of the requirements specifications
in order to be able to correctly prioritize them in the next step.

3. Prioritize individual requirements specifications in order to select groups of
specifications for the qualitative analysis in the next step.

4. Perform qualitative analysis of changes in order to accurately assess their
impact on the system under development.

Step 1: Define taxonomy of changes: The first step of the SREA method
aims to define the taxonomy of changes by:

1. Defining which types of changes shall be considered, e.g., added requirements,
in order to define the metric for each type.

2. Defining the metrics for different types of changes, e.g., NoA as the number
of added requirements, in order to calculate the total number of changes.
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3. Defining the total number of changes, i.e., NoC, as the (weighted) sum of
results of the previous metrics, in order to perform quantitative analysis.

4. Defining the taxonomy of modifications (which modifications shall be consid-
ered), e.g., requirements title, in order to perform qualitative analysis.

First three points aim to define the types of changes that shall be consid-
ered in the requirements evolution analysis, as not all changes have impact on
the system under development (e.g., split requirements with low probability of
occurrence). We specified the following metrics for each type of identified change:

1. NoA for the number of added requirements.
2. NoS for the number of split requirements.
3. NoU for the number of merged requirements.
4. NoD for the number of deleted requirements.
5. NoM for the number of modified requirements.
6. NoC for the total number of changed requirements.

The NoA, NoS, NoU, NoD and NoM are simple metrics that are calculated
by counting the number of occurrences of each type of change. The NoC metrics
is calculated as the sum of the results of other metrics, as shown in Formula 1:

NoC = a ∗ NoA + b ∗ NoS + c ∗ NoU + d ∗ NoD + e ∗ NoM (1)

The coefficients a, b, c, d and e are there to indicate which simple metrics
shall be considered in the NoC metric, i.e., value 0 means that this particular
type shall not be considered whilst value 1 means that it shall be considered.

The last point aims to define the taxonomy of requirements modifications
that shall be considered in the analysis. Requirements that are added, split,
merged and deleted are usually easily detectable based on their unique IDs or
names. However, requirements that are modified require checking whether their
content was changed. In practice, not all modifications to the content of the
requirements are relevant, e.g., fixing spelling mistakes does not require effort
for fulfilling the analyzed requirements. There are no general rules for deciding
which modification are not relevant, so they have to be defined. Table 1 shows
the taxonomy of the general types of modification we encountered in our study.

Additionally, it is advisable to implement the taxonomy of modifications in
the tool responsible for calculating the metrics in a configurable way so that the
inclusion/exclusion of each type could be done automatically.

Based on the defined taxonomy of changes, we can exclude from both quan-
titative and qualitative analysis all types of changes in the requirements that do
not affect their semantics. This in turn is very valuable for the engineers analyz-
ing the evolution of requirements as they are presented with the precise measure
of requirements change considering only those requirements that actually require
certain effort to be fulfilled by the system under development.

In order to successfully perform points 1–4 from the first step for a specific
industrial case, a preliminary analysis of the requirements behavior shall be con-
ducted. We propose the micro analysis method [14] that enables a comparison
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Table 1. Taxonomy of modifications

Types of modifications Description

Grammar and spelling corrections Grammar and spelling improved in a new release.

Encoding modification The specifications can be encoded in different
ways and the output could slightly change.

Format modification The format can change, e.g., how requirements
are structured in tables or text.

Change in the technical term name Changes in the name of, e.g., an API or a class.

Title modification The title of a requirement can change.

Content modification Modification in the content of a requirement.

Reference modification Change of requirement’s traceability reference

of two different versions of one significant (in terms of number of requirements
and their scope) requirement specification for each category of requirements,
e.g., functional requirements, design requirements, etc. This comparison aims
to identify both different types of changes and different types of modifications.
The outcome of the micro analysis should be a table with one row for each
requirement changed and one column for each type of change encountered in the
analysis, i.e., deleted, split, modified, merged and added requirements. Depend-
ing on the results of the micro analysis, we could then decide not to consider
certain types of changes if their occurrence is insignificant for the analysis.

Step 2: Perform quantitative analysis of requirements evolution: In this
step we aim to quantitatively analyze the evolution of standardized requirements
in order to identify specifications that are mostly affected by changes. Our qual-
itative analysis relies on the NoC (Number of Changes) metric that counts the
number of added, deleted, split, merged and modified requirements according
to the defined taxonomy of changes. We analyze the evolution of requirement
specifications in two ways: (i) by calculating the NoC and (ii) by considering
the percentage of changes, based on the RMI metric that is derived from NoC.

The first one gives an overview of the amount of changes and which specifi-
cations contain the biggest number of changed requirements. The other one does
that same taking also the total number of requirements into account. For exam-
ple, although a specification with one thousand changes has a significant NoC,
it could be quite stable, i.e., with a low percentage, if it contains ten thousands
requirements. For this reason, we aim to assess the stability of each requirement
by measuring RMI in the way defined in Formula 2.

RMI =
Rt − NoC

Rt
(2)

Rt represents the total number of requirements for a specific version while
NoC represents the total number of changed requirements between this version
and the previous one. Substructing the results of the RMI metric from Rt can
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be used for calculating the percentage of changed requirements. Note that the
percentage could exceed 100 % in some cases because RMI considers all types of
changes including merged and deleted requirements. For example, one specifica-
tion could have 199 NoD, 20 NoA, and 47 NoM, hence 266 NoC from one version
to another. However it could have just 200 requirements in the last version.

Step 3: Prioritize individual requirements specifications: The third step
of the proposed method aims to collect a group of specifications based on the
results of the previous step and the importance of each specification for the
system under development. One specification is usually considered important if
its requirements are needed for adopting a specific standardized feature in the
system. The set of prioritized specifications are then grouped according to their
semantics (e.g., relevant standardized features) in order to serve as input to the
next step of the method. We do not specify the number of specifications that
should be prioritized and grouped because it depends on the needs, e.g., adopting
one small standardized feature can affect only a few requirements specifications
while adopting an entire new release of a standard may affect many.

Step 4: Perform qualitative analysis of changes: The last step of the
SREA method is focused on the qualitative analysis of changes in the prioritized
group of requirement specifications. The analysis of the actual changes in the
requirements is done by comparing their content (i.e., whether their textual
representation is the same or not) between different releases of the standard.
The outcome of this step is a report for each prioritized specification or for a
group of specifications related to the analyzed feature. In order to increase its
readability, we propose to structure the report in the following way:

1. Table of Contents contains a list of sections and subsections of the report.
2. General Data contains the results of the NoC metric, for each type of change,

and RMI metrics, calculated again for the prioritized specifications.
3. List of Changed Requirements contains the list of all types of changes consid-

ered by specifying the ReqId, title and content of each requirement.
4. Detail of Modified Requirements contains the comparison between the content

of all modified requirements emphasizing (e.g., bold or coloring) the modified
text according to the taxonomy defined in step 1.

Since the main goal of SREA is to increase the speed of analysis of stan-
dardized requirements evolution, automated tool support for performing both
quantitative and qualitative analysis described in the steps above is an impor-
tant part of the method. This tool should also be able to generate the final report
based on the configured taxonomy of changes, as already explained.

6 Evaluation of the SREA Method on AUTOSAR

In this section, we show partial results from the evaluation of the SREA method
on the evolution of AUTOSAR requirements for a specific objective: to facili-
tate updates of the AUTOSAR modeling tools with new releases of AUTOSAR.
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This implies focusingon theanalysis ofAUTOSARspecifications containingdesign
requirements. We organize this section according to the steps of the method.

Step 1: Define taxonomy of changes: We initially performed micro analysis
using two AUTOSAR specifications: AUTOSAR TPS SystemTemplate, contain-
ing design requirements, and AUTOSAR SWS Com, containing BSW require-
ments. Figure 1 shows an extract of the results for SWS COM.

Fig. 1. Short extract of the micro analysis

Based on the complete results of the micro analysis of the SWS COM and
TPS SystemTemplate specifications, we concluded that the number of merged
and split requirements is very low and therefore insignificant for our study. There-
fore, we decided not to consider split and merged requirements because of their
low probability of appearance and increased difficulty in detection. The decision
not to consider these types of requirement changes resulted in the definition of
the NoC metric we used for AUTOSAR evaluation presented in Formula 3.

NoC = 1 ∗ NoA + 0 ∗ NoS + 0 ∗ NoU + 1 ∗ NoD + 1 ∗ NoM (3)

Based on the taxonomy of modifications, and in the discussion with the engi-
neers from VCG, we decided to consider only the following types of modification
for the quantitative analysis performed in step 2: Change in the technical term
name, Title modification and Content modification.

Step 2: Perform quantitative analysis of requirements evolution: The
results of the quantitative analysis of the AUTOSAR requirements evolution
are presented in Fig. 2. We considered all minor releases and revisions of the
AUTOSAR major release 4 (i.e., releases from 4.0.1 to 4.2.2 ).

We can observe the evolution of the AUTOSAR standard in Fig. 2 from two
different perspectives: (i) the NoC across consequently releases (left chart) and
(ii) the total number of requirements (right chart). Based on these charts, we can
see that AUTOSAR is continuously changing through its releases. Furthermore,
we can also see that AUTOSAR is continuously growing : In R401 AUTOSAR
had 14.000 requirements whilst in the last version (R422 ) it counts more than
21.000 requirements. Finally, we can see that minor releases of AUTOSAR (R411
and R421 ) bring more changes to the requirements than revisions.

In order to analyze the specifications that are mostly affected by the evolution
of the AUTOSAR standard, we sorted them based on the results of the NoC and
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Fig. 2. Results of the quantitative analysis of the AUTOSAR requirements evolution

Fig. 3. AUTOSAR specifications ranked according to the NoC and RMI

RMI metrics calculated between the chosen AUTOSAR releases 4.0.3 and 4.2.2.
Figure 3 shows the first 7 (over 84) specifications.

The results of the NoC metric show that SWS RunTimeEnvironment and
SWS DiagEventManager specifications are mostly affected by the changes (more
than 800 changes). Although they have a significant NoC, we can not directly
conclude that these specifications are also the most unstable ones. To assess this,
we ranked them by the results of the RMI metric in order to investigate the rela-
tions between the two lists. We can see that SWS SynchTimeBaseManager and
SWS SocketAdaptor specifications have the highest RMI value. By combining
the two lists, we can also see that SWS SocketAdaptor and SWS SystemTemplate
are the only two specifications that are considered highly affected by the evo-
lution based on the results of both metrics. Generally, all the specification that
have high values of NoC and RMI are good candidates to be analyzed first,
depending on their importance for the actual system under development.

Step 3: Prioritize individual requirements specifications: In this step,
we focused on the main objective of this analysis: facilitate the updates of the
AUTOSAR modeling tools based on a new release of AUTOSAR. Therefore,
we asked the AUTOSAR engineers from VCG which specifications are consid-
ered the most important for the analysis of impact on the AUTOSAR modeling
tools. They agreed on the following three specifications: TPS SystemTemplate,
TPS SWComponentTemplate and TPS ECUConfiguration.
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Based on this prioritization and the outcome of the previous step that iden-
tified specifications mostly affected by the changes, we decided to focus on the
qualitative analysis of TPS SystemTemplate and TPS SWCTemplate in the first
phase. The TPS SystemTemplate specification contains general design require-
ments on how the system shall be designed, e.g., description of ECUs connected
with electronic buses and transmission of signal on the electronic buses. The
TPS SWComponentTemplate specification contains general design requirements
on how software components should be designed with their data interfaces.

Step 4: Perform qualitative analysis of changes: In the last step we per-
formed qualitative analysis on the prioritized specifications by running the tool
we implemented and by providing a detailed report. In this report, we first show
the results of all proposed metrics, as presented in Table 2.

Table 2. Report - results of the metrics applied on the chosen specifications

Metric TPS SystemTemplate TPS SWCTemplate Total

NoA 472 374 846

NoD 4 24 28

NoM 13 228 241

NoC 489 626 1115

RMI 0,01 0,41 0,28

The only significant difference in results between the two specifications is
for the NoM metric. TPS SystemTemplate counts only 13 modifications whilst
TPS SWComponentTemplate counts 228 modifications. Nevertheless, the RMI
metric indicates higher stability of the TPS SWComponentTemplate (0,41) in
comparison to the TPS SystemTemplate (0,01). This is because the number of
requirements in the last version of the TPS SWComponentTemplate is much
higher than in the last version of the TPS SystemTemplate (1069 compared to
494) with much smaller difference in the NoC value (626 compared to 489).

After showing the results of all metrics, we list in the report all added,
removed and modified requirements emphasizing the textual modifications in
the modified requirements in bold. The example of the presentation of one mod-
ified specification items in the report is shown in Fig. 4.

One interesting discovery that we came across by analyzing changes in the
AUTOSAR requirements was the fact that change in the name of certain technical
terms (e.g., API or meta-class names) can have a significant impact on the results
of the metrics. For example, we located an unexpected increase in the results of
the NoM metric between AUTOSAR releases 4.2.1 and 4.2.2. After investigating
the causes of this, we found that AUTOSAR renamed one requirement specifica-
tion from SWS DevelopmentErrorTracer to SWS DefaultErrorTracer. As a con-
sequence of this renaming, all requirements that contained the word development
(in this context) have also been renamed to default.
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5.54 [TPS SWCT 01209]

———–content———–

previous version:
ClientServerAnnotation

the clientserverannotation can be used to provide more information with
respect to the operation of the port.

current version
ClientServerAnnotation

the clientserverannotation can be used to provide more information with
respect to the clientserveroperation of the portprototype.

——————————————–

Fig. 4. Example of modification of a specification item

In order not to invalidate the results by this change that has no impact on the
semantics of the analyzed requirements, we provided an option in our tool for the
engineers to specify which changes in the names of the technical terms shall be
ignored (e.g., every change of a single word from development to default). Using
this option, engineers can add these types of modifications to the configuration
file every time they encounter them and run the tool again. We discovered that
ignoring these types of replacements can significantly decrease the total NoM
and therefore the size of the report providing more accurate results to the users.
For example, excluding the development to default replacement reduced the total
NoM between the two analyzed releases by 27 %.

7 Discussion

We validated the proposed SREA method by distributing a survey to the
AUTOSAR experts at VCG in which we asked them a number of questions
related to the evolution of the AUTOSAR requirements specifications, e.g.,
which specifications they think are mostly affected by the changes between two
AUTOSAR releases. Our goal was to assess whether the results of our method
meet their expectations. We concluded that the results of the SREA method
fully met the answers from the VCG experts in 66 % of questions and were sig-
nificantly different in just 1 %. In 17 % of questions we did not get an answer
from the experts and in 16 % of questions the answer was slightly different than
the one provided by our method, e.g., the experts indicated that the second most
affected document according to our method was mostly affected by the changes.
More details about the validation including survey questions and answer can be
found in [10].
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Based on the results of the validation, we concluded that the proposed
method can indeed be used for analyzing the evolution of standardized require-
ments of AUTOSAR and identifying the requirements specifications, together
with the actual requirements, that are mostly affected by the changes. However,
additional validation of the true benefits of the proposed method and the tool
in reducing the amount of time spent analyzing the evolution of standardized
system requirements is yet to be performed, as we explained in the future work.

In order to assess different threats to validity for our study, we followed Cook
and Campbell’s list of threats [5], i.e., threats to internal, external, construct and
conclusion validity. Due to space limitation, we describe in this paper the most
important threats to internal validity, that concerns accuracy of our results, and
external validity, that concerns generalization of our results.

The most important threat to the internal validity of our study is related
to what is considered a requirement in the AUTOSAR specifications. According
to AUTOSAR, not only specification items and constraints described in this
paper can be considered as requirements, but also plain text written in the
specifications as it is mandatory to be followed when developing AUTOSAR
compliant systems. However, we realized during our micro analysis that most
of the important statements are part of specification items (and constraints),
whilst the remaining text usually represents examples, rationales, and figures.
For this reason, we believe that the internal validity of our results is still high
as we managed to analyze the most important content of the requirements.

The most important threat to the external validity of our study is related
to the generalizability of our results to systems that are developed based on
other industrial standards and their requirements. Although we cannot claim
that the SREA method can provide equally good results in other domain without
evaluating it in additional case studies, we believe that the this is likely due to the
fact that we designed the steps of the method considering the existing literature
and studies performed and validated in different domains (e.g., avionics).

Finally, we can recommend to other companies who would like to analyze the
evolution of standardized system requirements to start by defining the taxonomy
of possible requirements modifications and the types of changes according to their
knowledge about the analyzed standard. We believe that the other steps of the
method are applicable to other contexts/domains as well.

8 Conclusion

In this paper, we present and evaluate the method named SREA that can be
used to facilitate the process of adopting new releases of industrial standards and
their features. The method is based on the quantitative and qualitative analysis
of evolution of the standardized system requirements and is able to:

– Identify, based on the NoC metric, requirements specifications that are mostly
changed in the new release of a standard, indicating that they should be
considered first in the analysis of impact of adopting the new release.
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– Identify, based on the RMI metric, requirements specifications that are
mostly unstable during the evolution of one standard, indicating that features
described in these specifications may contain defects.

– Present the actual content of added/removed and modified requirements in the
concrete specifications of one release of a standard to the engineers performing
the analysis, thus significantly reducing the time of analysis.

We apply and validate the SREA method on the case of AUTOSAR standard
by developing the software tool that implements the method. We used the pro-
posed method and the tool to study and assess the impact of AUTOSAR require-
ments evolution on the automotive software systems based on AUTOSAR. Our
results show that the requirements standardized by AUTOSAR and their evolu-
tion should be analyzed and measured in a structured and automated way, i.e.,
by following a clearly defined method supported by a software tool to automate
the process of gathering results. This approach helped automotive engineers from
Volvo Car Group to faster assess the impact of AUTOSAR design requirements
changes, related to a set of new AUTOSAR features, on the AUTOSAR model-
ing tools used in the development process.

In particular, we show that by applying the SREA method to different ver-
sions of the AUTOSAR standard, it is possible to identify the most important
requirements specifications to be analyzed in the first phase. As an example,
we showed the analysis of the two specifications - TPS SystemTemplate and
TPS SWComponentTemplate - shall be done first in order to assess the impact
of switching from the AUTOSAR release 4.0.3 to release 4.2.2 on the used
AUTOSAR modeling tools. We also show that the method is able to provide a
report containing only relevant information on the added, removed and modified
requirements to the automotive engineers in order to increase the speed of analy-
sis. For example in case of the TPS SystemTemplate, the report contained 269
pages of relevant information about the changes whilst the same specification
provided by AUTOSAR have around 1500 pages. Without the proposed method,
these pages would need to be compared manually between the analyzed releases.

The information provided by the SREA method can therefore help organi-
zations responsible for managing large software systems in understanding which
areas of the system will be mostly affected by the changes in the standardized
requirements and therefore faster adopt new releases of the standard.

We identified several potential areas of interest for further work. Since
requirements evolution is today considered to be a challenging task for both
industry and academia, this study shall be considered as a first step in defining
the methodology for performing this task. There are several interesting ways for
improving and/or extending the method we propose, in particular:

1. Calculate the actual engineering effort that is saved by using the SREA
method. This would increase the validity of the presented results.

2. Apply SREA to other industries that develop system based on standards.
This would increase the generalizability of the presented results.
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3. Extend the proposed method to provide effort estimates for adopting new
standardized features in the development projects. This would additionally
help companies in allocating resources for supporting specific features.

4. Extend the proposed method to include a model for estimating the number
of changes to the requirements specifications that will occur in the future
releases of the standard. This would help standardization organizations in
allocating resources for working with the most critical specifications early.

The tool we used for the analysis of AUTOSAR requirements can be down-
loaded from here: https://www.chalmers.se/en/projects/Documents/SREA.zip
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Abstract. Choreography, as a service-oriented architecture-specific
viewpoint, is increasingly present in the embedded systems domain.
Existing languages for choreography modelling, however, are insuffi-
ciently expressive to capture the complexities that are typical in the
embedded systems domain. To address this, a new language for choreog-
raphy modelling was designed. This study presents an empirical evalua-
tion of the language and findings based on the evaluation. The empirical
evaluation was conducted with experts from four software companies and
two university research groups. Data were collected using focus group
method and analysed with template-based thematic analysis. The find-
ings of the evaluation revealed (a) software testing and protocol devel-
opment as areas in which the new language can be applied, (b) design
requirements for the language improvement, and (c) practical challenges
regarding the use of the language. For practitioners, the findings con-
firmed the applicability of choreography modelling in protocol develop-
ment and that users’ level of expertise has a significant influence on the
introduction of the language into practice. For researchers, the findings
revealed how choreography can by used beyond its original purpose in the
testing phase and identified new aspects that can be considered during
choreography modelling language design.

Keywords: Choreography · Focus group · Evaluation · Embedded
systems

1 Introduction

Service-oriented architecture is increasingly used in embedded systems (ES)
development as an approach to manage the growing complexity of ES [13,21].
Systems based on service-oriented architecture consist of distributed services as
their main building blocks and rely on service interactions to realise system-
level goals. There are two viewpoints on service interactions: choreography and
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orchestration [18]. Choreography implies decentralised coordination and focuses
on the flow of service interactions from a neutral point of view. Orchestration
implies centralised coordination and focuses on the flow of tasks from the point
of view of a single participant.

Although orchestration is more frequently studied, several studies indi-
cate that there is increasing interest in choreography among practitioners and
researchers of SOA-based ES. For example, Kaur et al. [8] suggest that chore-
ography is a more suitable viewpoint for capturing the behaviour of large-scale
control systems. Modelling and execution of service choreography were chosen
over orchestration as an approach to broaden the industry manufacturing sys-
tem with features of event-driven architecture in [24]. Following this approach,
an execution of choreography with strong real-time requirements in the context
of manufacturing was implemented in [11]. Specifying a choreography viewpoint
in ES, however, is a challenging task for two reasons. First, general purpose mod-
elling languages used to specify service interactions are not expressive enough
to capture the complexities that are typical in the ES domain [1,7,14]. Sec-
ond, custom-developed languages for choreography modelling in ES are tightly-
coupled with the specific development area they aim to support [28]. Once used
in the development process, which emphasises other development areas, these
custom-developed languages become only partially applicable.

To address these problems, one of the goals of the AMALTHEA international
research project [20], of which this research is part, was to design a choreography
modelling language that is applicable in ES development. To design the language,
the authors conducted several studies focusing on challenges in software archi-
tecture development [25], the influence of middleware features on choreography
language [26] and the design requirements for choreography modelling in ES [28]
within this project. Based on the findings from these studies the authors designed
a new choreography modelling language (CML) that is sufficiently expressive for
use in the ES domain.

This study builds on the previously mentioned studies. Its goal is to learn
about the applicability of the designed CML in the ES domain using experts’
evaluations. Based on this goal, the following research question was derived:

RQ: To what extent is the designed CML applicable in the ES domain from
experts point of view?

This research question was answered using a focus group for expert evalua-
tion. Findings based on the evaluation complete the study goal by revealing how
experts see the applicability of the CML in the ES domain and by highlighting
directions for further improvements.

The presentation of the CML1 evaluation consists of the following sections.
Section 2 presents previous evaluations of the choreography modelling languages.
Section 3 presents the way in which focus group approach was adopted to eval-
uate the CML, while Sect. 4 presents the research findings. The lessons learned
from these findings are presented in Sect. 5. Techniques for ensuring the trust-
worthiness of our findings are presented in Sect. 6. Section 7 concludes the study.

1 The CML and its editor are publicly accessible and can be obtained from [3].
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2 Background

Several studies have focused on evaluating choreography modelling languages.
The support for basic and complex control structures offered by three existing
languages for choreography modelling was evaluated in [2]. The study char-
acterised the offered support for control structures, and indicated potential
improvements for the languages. A sub-set of language constructs for chore-
ography modelling from the Business Process Model and Notation (BPMN,
bpmn.org) was evaluated using the extended semiotic quality framework in [4].
The study concluded that, despite several limitations, the BPMN is appropri-
ate for capturing choreography. Future choreography modelling language eval-
uations can benefit from the quality model for choreography presented in [16].
This quality model focuses on external quality attributes such as the functional-
ity, efficiency and security and represents a step toward a full quality model for
choreography specifications.

The focus of the study presented in this article is the evaluation of the
designed CML (See Footnote 1), which was intended to address the limited
expressiveness and partial applicability of existing choreography modelling lan-
guages used in the ES domain. This evaluation differs from the previously men-
tioned evaluations since (a) it represents an empirical evaluation that is con-
ducted with experts, and (b) it considers the needs of the ES domain. The CML
that is evaluated is designed based on the knowledge from our analysis of the
state of the art and practice. This knowledge is presented in [28] and includes
a set of design requirements, language implementation technologies, and rea-
sons for selecting BPMN as an existing choreography modelling language that
is suitable for redesign according to the design requirements.

3 Research Design

The goal of this study is to evaluate the applicability of the CML that was
designed for ES during the AMALTHEA research project, and for this purpose
we chose the focus group (FG) method [15]. The main reason for choosing the
FG method is that it is a well-accepted method to collect data in the software
engineering field [12] and a suitable method to obtain initial evaluations about
new artefact designs [10,29]. The FG method utilises FG inquiry sessions as
the main method of data collection and allows various data analysis methods
to be used to produce the findings. In this study, FG inquiry was supported by
the affinity grouping technique [6], while the data analysis relied on thematic
analysis with templates [9] and was supported by frequent collaboration with
experts. A summary of these methods is presented below.

Focus group inquiry referes to a session in which a moderator asks a group of
people about their opinions, attitudes and beliefs about the phenomenon under
study [15]. During an inquiry, a moderator encourages participants to discuss
and, if needed, align their opinions. This type of inquiry, therefore, produces
qualitative data from both participants’ answers and their discussions.
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The affinity grouping technique is a brainstorming method suitable for gen-
erating ideas about a phenomenon under study. Once ideas are collected, partic-
ipants can easily organise them into meaningful categories based on similarities
between the ideas [6].

The thematic analysis with templates (TAT) method was used to analyse the
experts’ feedback [9]. TAT is a variant of thematic analysis method, which is a
qualitative method used for identifying patterns, themes, and their interpreta-
tions within collected data [17]. What differentiates TAT from the conventional
thematic analysis is the use of a template during analysis. The template repre-
sents an initial set of themes that will be studied in the collected data. This set of
themes is developed based on researchers experience and exploration of the phe-
nomenon under study. The set is a flexible structure that evolves as the analysis
progresses. According to King [9], TAT is less time-consuming and more flexible
than other variants of thematic analysis. In additon to these reasons, TAT was
chosen for this study since it is a suitable technique for analysing FG data that
is collected during the design of artefacts [29].

Collaboration with experts refers to meetings, workshops, demonstrations,
and email conversations during which the experts and researchers participating
in this study discussed various issues and aspects of the CML.

Figure 1 summarises the organisation of these methods in this study. The
methods and findings are presented as rectangles grouped based on whether
they are used for data collection, data analysis, or representation of the study
findings. The dotted arrows indicate the relation between methods and between
methods and findings, while solid arrows represent the order in which these
methods were utilised.

Fig. 1. Research design

Evaluation of the CML using the FG approach follows the steps proposed
in [10]: (a) definition of the research problem, (b) planning the FG session, (c)
selecting participants, (d) conducting the FG session, (e) analysing the data,
and (f) reporting the results.

Definition of the research problem. The CML evaluated in this study
is designed for ES development and, was based on experts’ needs and exist-
ing knowledge found in the literature [27]. The research problem in this study
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addresses the lack of knowledge and understanding about how experts see the
expressiveness of the CML and its applicability in ES development. By under-
standing experts’ viewpoints on the use of CML for ES, additional refinements
can be made and more focused evaluations in the field can be performed, thus
leading to better acceptance of the CML by the ES development community.

Planning the FG session. Two FG sessions were planned. They consisted
of three phases: opening, central discussion and the closing. The opening phase
included an introduction to the general rules, study objectives and participants’
backgrounds. In the central discussion and closing phases, experts’ feedback was
elicited. To elicit feedback, the moderator asked questions recommended in [10].
These questions, which were adopted for our study, are as follows: (1) Is the CML
comprehensible? (2) How can it be deployed into a working context? (3) What
are the potential problems in using or understanding the CML? The first two
questions were asked during the central discussion phase while the third question
during the closing phase. We planned to use the affinity grouping technique to
support the closing phase. The planned duration of the FG sessions was ninety
minutes.

Selecting participants. Experts who participated in the FG sessions were
from two large software development industries (LI), two small and medium sized
enterprises (SME) and two university research groups (EDU). Two LIs are global
vendors with thousands of employees whose product portfolios include various
hardware environments, many types of embedded and non-embedded software
and, domain-specific languages (DSL) and tools. These LIs also participated in
the AMALTHEA project. One SME focuses on the development of software tools
and solutions for systems integration, which can be used for the development
and integration of ES. The other SME focuses on modelling solutions based
on open-source technology. The two research groups (EDU) closly cooperate
with industries regarding modelling and methodological improvements. Table 1
summarises the companies at which the experts are employed.

Table 1. Companies and their characteristics

ID Size Country Domain Product

A LI Finland Telecom Hardware, ES and non-ES

B SME Finland SW Products System integration solutions

C LI France Tools and DSLs ES, tools, modelsand DSLs

D SME France Tools and DSLs Models, tools and methods for ES development

E EDU France Modelling

F EDU Belgium Modelling

Nine experts from the presented organisations participated in the FG ses-
sions. All participants were software engineers with more than ten years of expe-
rience in software development. These participants were suitable for this inquiry
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due to their expertise in models, modelling languages and modelling technolo-
gies. Experts from companies that participated in the AMALTHEA research
project were also involved in the development of the CML under evaluation.
The experts’ backgrounds are presented in Table 2.

Table 2. Focus group participants and their characteristics

Expert Involvement in CML design Role Role description

1 1 year Software architect Design and management

2 3 years Process improvement
engineer

Product creation,
improvement and renewal

3 1 year

4 Minimal

5 Minimal Test architect Testing improvement

6 Not involved Software architect Models, tools and method
engineering

7 Not involved

8 Not involved Researcher and
designer

Model design and
innovation

9 Not involved

Conducting the FG sessions. The FG sessions took place during the winter
and spring of 2015. Prior to the sessions, all experts received materials describing
the CML to study and participated in a workshop in which the developed CML
was presented and discussed. For six FG participants, this workshop was their
first exposure to the CML. As planned, the FG sessions consisted of opening,
central discussion and closing phases.

In the first phase, the moderator introduced FG participants to the objective
and general rules of the discussion and the experts presented their backgrounds.
In the second part of the session, the moderator asked experts to discuss the
comprehensibility of the CML and its deployment in their work contexts. During
the last part of the session, experts discussed potential problems with using or
understanding the CML. The affinity grouping technique was employed in this
phase. In short, experts were asked to write down problems with the CML.
Then, researchers formed categories based on the similarities between the listed
problems and used these categories during the analysis. The first FG sessions
lasted eighty minutes, and the second session lasted fifty minutes. The sessions
were audio-recorded and transcribed.

Data analysis. We adopted TAT in this study and implemented it in three
phases: (a) template development, (b) coding, and (c) interpretation. Template
development. TAT starts with the development of a template that consists of
the initial themes that are considered relevant to evaluation of the CML. These
themes were created based on collaboration with industry partners on CML
design, relevant literature, and questions asked during the FG sessions. The
initial set of themes is presented in the first column of Table 3.
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Table 3. Initial and final set of themes

Initial theme Final set of themes Final set of sub-themes (codes)

CML in practice 1. CML utilization (a) software testing practice

(b) protocol development

Drawbacks 2. Drawbacks (a) communication layer

(b) real-time execution

(c) Data visualization

(d) Interaction visualization

Challenges 3. Practical challenges of using the CML (a) abstraction level

(b) interactions

(c) integration

(d) task automation

Comprehension 4. Comprehension No sub-themes

Benefits Merged with 1.a and 1.b sub-codes No sub-themes

Coding. After developing the template, researchers encoded the FG tran-
scripts. During the encoding process, researchers assigned the codes to themes
to further refine them. This process created hierarchical structures that formed
the basis for the interpretation of the themes. Final set of themes and sub-themes
is presented in the second column of Table 3.

Comparison of the initial and final template reveals the template evolution
during the analysis process. The following changes occurred: (a) the text coded
under the benefits theme was merged with the software testing and protocol
development sub-codes since benefits are related to those development areas;
(b) comprehensibility remained a top-level topic but did not receive further
characterisation since all the experts agreed that the CML is comprehensible and
did not discuss the topic in more detail; (c) a new theme, practical challenges
of using the CML, was added; and (d) text under the challenges theme was
rearranged under several sub-codes.

Interpretation. Researchers interpreted the derived themes, and experts ver-
ified these interpretations during workshops and meetings (collaboration). Dur-
ing both the interpretation and the coding processes, researchers used the NVivo
[19] tool, which is a software package that automates a number of qualitative
research-related tasks.

Reporting of the results. The themes in the final version of the template
(presented in Table 3) represent a structured view of the experts’ evaluations of
how the designed CML helps solve the study problem. The first theme (ID 1)
shows that the CML’s expressiveness is sufficient for its application in the two
identified areas of ES development. The second theme (ID 2) consists of identi-
fied drawbacks, correction of which can increase the expressiveness of the CML.
The third theme (ID 3) reveals practical challenges to using the CML. Address-
ing these challenges can contribute to better acceptance of the CML by future
users, thus contributing to its wider applicability. The fourth topic (ID 4) reveals
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that experts see the CML as comprehensible, which can also contribute to better
acceptance by future users. Since the group did not discuss the CML’s compre-
hensibility in more detail during the FG sessions, this theme was not interpreted
further as part of the research findings.

4 Research Findings

The research findings consist of three parts. The first part reveals how the CML
can be used as part of software testing and protocol development practices within
one of the participating companies. The second part lists the design requirements
considered important for choreography modelling in ES that the CML does not
address. The third part describes and clarifies the challenges experts identified
regarding CML use in practice.

4.1 CML in Practice

Software testing. Software testign practices rely on techniques such as unit
testing, functional testing, regression testing, and debugging. The management
of testing practices and techniques is organised with regard to the way in which
user requirements are structured. Analysis of the relation between testing prac-
tices and the requirement structure revealed an area in which choreography
modelling can contribute to more informative and understandable test specifi-
cations and to shortening of the testing time. This area is highlighted in Fig. 2
and explained further below.

The company uses ‘request’ to denote what customers wish to have in the
product and ‘requirements’ to express how the request affects the product. Upon
receiving a new customer request, requirement engineers generate a hierarchical
structure consisting of requirements and sub-requirements. A top requirement is
broken down to sub-requirements until clear acceptance criteria can be defined
for those sub-requirements. Defined acceptance criteria are one of the main indi-
cators of the completeness of a user request specification and are important in
the testing phase.

In the testing phase, the derived (sub-) requirements and their corresponding
acceptance criteria are used for verification of new or modified software function-
alities based on those (sub-) requirements. The UML activity diagrams (http://
uml.org/) present the steps for the verifying sub-requirement acceptance criteria.
In practice, steps in one activity diagram often rely on the steps in other activity
diagrams. This is especially the case when the verifying sub-requirements which
are derived from a common requirement.

Figure 2 presents one such exemplary case in which one requirement, two
sub-requirements and their acceptance criteria are derived from a customer
request. In the testing phase, the software functionality created based on the cus-
tomer request is verified against the acceptance criteria. Two activity diagrams
(labelled A and B) represent this process. The verification processes, however,
are not isolated from each other. This means that the verification steps, which

http://uml.org/
http://uml.org/
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Fig. 2. Choreography modelling area in testing

are presented as ovals, need to interact with steps from other processes in order
to advance the verification process.

Figure 2 presents the interaction between the verification steps with dashed
arrows. These interactions represent the areas experts identified as suitable for
choreography modelling and thus can be specified using the CML. Once spec-
ified, the choreography scenario supplements the appropriate testing specifica-
tion by showing the verification of acceptance criteria from the higher level of
abstraction. To represent this, Fig. 2 relates the choreography with the require-
ment from which the two sub-requirements are derived. Compared to verification
of individual sub-requirements, verifying the software functionality against the
requirements is expected to shorten the length of testing by reducing the number
of test cases required to guarantee product quality.

Protocol development. Analysis of the FG discussion and characterisation
of the ES product developed by one of the companies revealed that protocol
development is an area that is suitable for CML use. The ES developed by
the company can be characterised as a large-scale distributed system in which
communication between distributed parts (e.g. components built by autonomous
development teams or companies) occurs by passing messages. The companys
current practice is that the rules that define the communication dialogs are hard-
coded (or implicit) in software components. This way, upon receiving a message,
each component has to analyse whether the message is correct and required by
that particular component. Since the components participate in a large number
of different dialogs, hard-coding the communication rules for each dialog makes
the component prone to error, requiring demanding maintenance work, while
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the analysis of each received message leads to degradation of the components’
performance.

To address this problem, the experts proposed making the dialog between
communicating entities more explicit by developing a communication protocol.
Communication protocol, according to [23], specifies the interactions between
communicating entities by defining acceptable dialogs between them and, there-
fore, enabling independent implementation and maintenance of the system parts
while retaining the correctness of their integration within the system. From the
company’s perspective, there are at least two expected benefits of protocol devel-
opment. The first is the removal of hard-coded rules from the components’ code
and their allocation in the protocol. The second is the possibility to centrally
manage and monitor protocol enactment during ES execution by implement-
ing or using existing monitoring services. Experts expect that these benefits
can reduce the amount of maintenance required and improve the performance
of the components. Since the CMLs syntax natively supports the specification
and timely ordering of interactions, experts saw choreography and the CML as
suitable tools for specifying communication protocols.

4.2 Design Requirements for the CML

Analysis of the FG data showed that some of the experts needs are not supported
with the CML. This study presents these needs using a structure similar that
used in our previous study [28]. This structure consists of the context and prob-
lem description. The context describes the details related to experts’ needs while
the problem description identifies the implications of those needs for CML. The
context and problem description result in the identification of design requirement
(DR).

Differentiation of the communication layers. Context: Systems built by
FG participants can be characterised as large, distributed, message-based sys-
tems. These systems consist of several autonomous parts, which are often dis-
tributed and communicate via message exchange. Communication or message
exchange can occur on different communication layers depending on the pur-
pose of the communication. Examples of different communication layers in the
telecom domain include the exchange of messages for delivering user data deliv-
ery (data plane), for defining the routes for data delivery (control plane) and for
configuring system (management plane). Problem: The choreography specified
using the CML does not differentiate interactions in terms of communication
layer. To address this, the following design requirement is derived: DR1: The
CML should differentiate the communication layer on top of which the interac-
tions being modelled are occurring.

Real-time execution. Context: Parts of the ES built in the experts’ compa-
nies have various real-time (RT) requirements. Our previous study identified the
need to capture RT information with the CML [28], but this analysis revealed
that additional RT data need to be supported. For example, the experts high-
lighted that synchronisation problems between participants can occur in con-
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tinuous and discrete time paradigms. Problem: RT information in the CML is
too generic and insufficient for practical use in the ES development process.
To overcome this, additional data that is specific to the application domain or
industry branch under consideration must supplement the CML. Accordingly,
the following requirement is derived: DR2: The CML should capture real-time
information that is specific to the application domain or industry branch under
consideration.

Visualisation of data. Context: The ES built in one of the companies supports
multiple communication technologies. Each of these technologies defines their
own message and data types, that are included in the message being exchanged
in the choreography scenario. Problem: The CML includes data that are sufficient
only for generic representation of the data that are included in the message. The
CML does not support the data needed to differentiate message payloads. This
need motivated the following design requirement: DR3: The CML should include
the information needed to visualise the data that is included in a message.

Visualisation of interaction. Context: The number of interactions in ES tends
to increase until visualising them in the choreography scenario becomes difficult
or even impossible. In these cases, the added value of the choreography scenario
becomes questionable because the sizes of these models increase (rather than
decrease) developers’ cognitive burden. Problem: The CML does not contain
data to support the clustering or selective presentation of interactions on the
diagrams. The following design requirement addresses this need: DR4: The CML
should support definition of criteria for clustering interactions.

4.3 Practical Challenges of Using the CML

During the FG sessions, the experts strongly emphasised the changes in the
development organisations that were caused by the introduction of the CML.
According to their claims, successful integration of the CML into existing work
practices is strongly related to users’ understanding of the language and the
value it brings to the company. To contribute to better understanding, experts
identified and clarified practical challenges regarding CML use.

How to keep the scenario on the right abstraction level? This question
summarises the experts’ concerns about whether use of the CML brings value
to the development process. Experts noted that, if it includes too many details,
the model becomes a burden and decreases the value of the specification. CML
model developers should be guided to retain the value of the specification at
the optimal level of abstraction. Two criteria determine the level of detail in
a specification. The first criterion is users’ expertise. Users use specifications to
implement ES and users with more expertise and knowledge about the ES under
development may require fewer details compared to novice users, who usually
require more details. Consequently, the level of detail in a specification should
be aligned with the users’ level of expertise. The Second criterion is customer
demand. Customers can demand that the specification include various points of
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view at various levels of detail. These demands, for example, can be related to
compliance wiht standards.

How to impose an exact CML semantic? The need to ensure an exact
semantic in CML constructs was strongly emphasised by the experts for two rea-
sons. First, an exact semantic helps users perform their work in a way that leaves
less space for individual interpretations and the development of workarounds.
Second, it allows the development of compilers and simulators that can automat-
ically verify various properties of the specified models. One approach to imposing
an exact semantic is to clearly define the construct based on the application con-
text and consider end users terminology, metaphors and ways of working. Once
defined, the semantic of the CML should be disseminated to end users through
training, manuals and the tools built-in help system.

How to enable users to work only with meaningful interactions? Dur-
ing the FG sessions, experts pointed out the possibility of encountering a large
number of interaction steps in a specification and proposed the need to develop
a mechanism to enable them to work only with interactions that are meaning-
ful from their perspective. One way to address this is to categorise interactions
based on the needs of different stakeholders. The CML editor can later highlight
the specification details that are relevant to the users roles and hide the details
that are not.

How to ensure integration with other models? Experts raised concerns
regarding the integration of the CML with changing technologies and the other
models that are used in the development process. The CML is built on Eclipse
technologies, which allow easy modification of both the CMLs meta-model and
the visual representation of its language constructs in the CML editor [28]. To
address this, individuals responsible for maintaining the CML should be familiar
with the flexibility of these technologies and trained to make necessary modifi-
cations to the CML.

Which tasks are automated by the CML editor? During the FG sessions,
the experts expressed concerns regarding the automation of tasks such as detec-
tion of faults, interaction clustering and predictive fault correction. The current
CML editor does not support the automation of these tasks, but they will be
supported in future versions of the editor. To aid acceptance of the CML in
organisations, these features of the editor need to be clearly communicated to
future users.

5 Lessons Learned

The goal of this study was to learn abuot the applicability of the CML in ES by
analysing experts’ opinions. The analysis indicated how the CML can be used in
practice, additional design requirements and potential challenges during its use.
Four lessons learned were derived based on these findings.

The first lesson is that choreography modelling can be used beyond its orig-
inal purpose. The typical understanding of choreography is that it captures the
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interaction between participants services (which are autonomous units that offer
distinct functionalities for its users) from a global or neutral point of view. This
study revealed its potential to capture the interactions between verification steps
in the ES testing phase. In the testing phase, instead of presenting the sequence
of service interactions needed to fulfil system goals, choreography models are
related with the verification of the requirements that are being tested. To the
authors knowledge, this is the first study to present the use of choreography in
this context.

The second lesson is that choreography can be used in protocol develop-
ment. Choreography modelling was used to capture the communication protocols
among devices for ocean observation, as in [5]. This study confirms that choreog-
raphy modelling can be used for protocol development in large-scale distributed
ES.

The third lesson is that four design requirements can be derived from the
analysis of the experts opinions. These requirements complement the require-
ments that were identified in our previous study [28] and highlight the aspects
of ES development that should be considered when designing a CML for ES.
Consequently, these requirements were seen as additions to the knowledge base
of modelling language design.

The fourth lesson is that alignment between developers level of expertise
and the level of detail in a modelling language is important for the languages
acceptance in practice. For the modelling language to be accepted and used by
its potential users, company managers should consider the users level of expertise
and balance the level of detail in the modelling language accordingly. A balanced
level of detail in a modelling language prevents ambiguous interpretation of
models without imposing an additional burden on model developers. In this
way, the developed models convey the necessary information to its users, thus
facilitating communication among them.

6 Trustworthiness of the Study

This study used TAT, a qualitative method for data analysis, and relied on the
techniques for ensuring the trustworthiness of qualitative studies proposed by
Shenton [22]. These techniques address the study’s credibility, transferability,
dependability and confirmability.

Credibility of the study was ensured by applying the following techniques.
Adaption of well-established research methods. This study relied on FG and affin-
ity grouping for data collection and on TAT for data analysis. These data col-
lection methods are well known and accepted in the software engineering field,
and the questions asked during the FG session are recommended for collecting
experts’ feedback on novel artefacts. The TAT was chosen due to its flexibility
and suitability for analysis of FG data collected during the development of novel
ICT concepts.

The development of early familiarity with the culture of participating organ-
isations. The authors have much experience cooperating with the companies
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whose experts participated in the FG sessions. The AMALTHEA project is one
of several research projects during which the authors and experts built mutual
understanding and trust and learned about each others organisations.

Sampling. The FG participants were chosen for their experience in software
engineering, modelling, modelling technologies and languages, and their famil-
iarity with the work of AMALTHEA.

Frequent debriefing sessions. During the analysis of the collected data, the
experts and researchers frequently collaborated to validate and clarify the con-
cepts that were not discussed in depth during the FG sessions. Before taking
their current form, the study findings underwent a process of refinement during
which the researchers presented and discussed the findings with the experts.

Thorough description of the phenomenon under study. This study is part
of a larger research project that aims to design a CML. Intermediary studies
conducted as the CML design progressed describe various aspects of the CML
design, which is the phenomenon considered by this study.

Transferability of the study was ensured by providing a description of the con-
text in which the study was executed. These data include a number of companies
and participants, participants’ backgrounds and involvement with the CML, data
collection and analysis methods, the sessions’ length and the period of time over
which the data was collected. Based on these data, readers can determine the
extent to which these study findings are applicable in their contexts.

Dependability of the study was ensured by describing the way in which
research methods were used for data collection and analysis. These descriptions,
together with other published work on the CML design, are seen as sufficient for
readers to develop an understanding of how the study was conducted.

Confirmability of the study was ensured using two techniques. The first tech-
nique is thorough methodological description, which, like previous criteria, allows
the study findings to be scrutinised. The second technique is recognition of the
shortcomings of the study. The main shortcoming is that the experts who were
involved in the CML design could provide biased evaluations during the FG
sessions. To a large extent, FG sessions with experts who were not involved in
the CML design mitigated risks related to this shortcoming. Additionally, only
a single expert who was involved in all of the CML development phases also
evaluated the CML. Other experts in CML design were involved with limited
tasks such as providing company-specific documentation and explaining their
company’s ES development process. Consequently, these experts were seen as
suitable participants in FGs.

7 Conclusion

In this study, the CML developed for the ES domain was evaluated by collect-
ing and analysing experts’ opinions. The lessons learned from the evaluation
are considered relevant for both practitioners and researchers. For practitioners
involved in protocol development, the lessons learned confirm that choreogra-
phy modelling is a useful technique and indicate that its use may reduce the
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maintenance burden and improve performance. For practitioners interested in
introducing a modelling language in their practice, the lessons learned indicate
that alignment between users expertise and the level of detail in language con-
structs is important for future users to accept the language.

The lessons learned are of interest to researchers due to this study’s unique
finding about the adoption of choreography modelling in ES testing and the
design requirements it identified. The use of choreography to capture the
sequence of interactions between the verification steps of ES testing shows that it
can be used beyond its original purpose, and further research should investigate
its use in this and other similar contexts. The identified design requirements
complement the requirements that were identified in our previous study and
represent the knowledge that is relevant for designing CMLs for the ES domain.
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28. Taušan, N., Markkula, J., Kuvaja, P., Oivo, M.: Choreography modelling in embed-
ded systems domain -requirements and implementation technologies-. In: 4th Inter-
national Conference on Model-Driven Engineering and Software Development,
MODELSWARD 2016. Scitepress, Rome (2016)

29. Tremblay, M.C., Hevner, A.R., Berndt, D.J.: Focus groups for artifact refine-
ment and evaluation in design research. Commun. Assoc. Inf. Syst. 26 (2010).
Article 27

http://dx.doi.org/10.1007/978-3-642-16132-2_41
http://www.amalthea-project.org


Methods and Tools



An ISO 26262 Compliant Design Flow and Tool
for Automotive Multicore Systems

Maria Trei1, Salome Maro2(B), Jan-Philipp Steghöfer2(B),
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Abstract. Model-based design processes in the automotive industry
must support standards like ISO 26262. Especially for smaller sup-
pliers developing software for OEMs, large-scale methodologies like
AUTOSAR are impractical. Instead, smaller, focused processes that still
allow ISO 26262 compliance are required. In addition, the steps in the
process must be well-supported by the development tool-chain, in par-
ticular when developing complex multicore systems. In this paper, we
show such a process based on existing design flows and the current state
of an automotive modelling tool. We structure the design flow to ensure
compliance with the ISO 26262, where necessary complementing it with
required steps to ensure safety. Furthermore, supporting tools extending
the modelling tool are discussed. As a result, the presented design flow
covers all development phases.

1 Introduction

With the development of new functions that are needed for new car generations—
in particular in the context of autonomous driving functions—a massive perfor-
mance increase of electric and electronic (E/E) systems is needed. The needed
performance boosts are demonstrated not only by new car generations, but also
several research projects—backed up by key industrial partners—that investigate
how to use current multicore technologies. Projects like AMALTHEA4public and
ARAMIS address concrete challenges imposed by exploiting multicore technol-
ogy in model-based design processes.

These processes are very much focused on providing functional aspects of
multicore systems. However, the domains in which the final system is deployed
and the complexity of multicore development make it necessary to put a partic-
ular focus on safety aspects [12]. We address this need by presenting a safety-
oriented design workflow, where state-of-the-art modelling and analysis concepts

The work has been partially funded by the German Ministry for Education and
Research (BMBF) under the funding ID 01IS14029H (AMALTHEA4public) and ID
01IS15031H (ASSUME) and Vinnova AMALTHEA4public.

c© Springer International Publishing AG 2016
P. Abrahamsson et al. (Eds.): PROFES 2016, LNCS 10027, pp. 163–180, 2016.
DOI: 10.1007/978-3-319-49094-6 11



164 M. Trei et al.

for the development of multicore systems are structured to support the fulfilment
of ISO 26262 requirements. The underlying work was carried out in two phases
that are also reflected in the structure of this paper: First, an analysis was carried
out, identifying design steps applied in current industrial automotive processes
and the design concepts involved in these design steps. The second phase was
an analysis of the ISO 26262, identifying requirements that affect the execution
of these design steps, including the relevant information to be included in the
previously identified design concepts.

This paper is structured as follows: Sect. 2 introduces ISO 26262, method
engineering, and related work. In Sect. 3, we discuss the AMALTHEA platform
and design flow which is extended with concepts from ISO 26262 in Sect. 4. We
conclude the paper with a summary and an outlook on future work.

2 Background and Related Work

Fig. 1. V-Model of ISO 26262

The international standard
ISO 26262 (“Road vehicles –
Functional safety”) focuses on
safety issues in the development
of E/E systems of passenger cars
with a maximum gross vehicle
mass up to 3500 kg. It describes
the safety lifecycle of automotive
E/E systems, including manage-
ment, development, production,
operation, service and decommis-
sioning. A central element is the
hazard analysis and risk assess-
ment in the beginning of the
safety lifecycle, where Automotive
Safety Integrity Levels (ASILs)
are defined. Based on this clas-
sification, requirements for avoid-
ance of residual risk are defined and validation methods are recommended or pre-
scribed. The procedure of how to develop the system under development (SUD)
is given by a V-model, that divides engineering processes into phases of system,
hardware, and software development based on the safety concept as shown in
Fig. 1. This paper addresses the phases shown in bold, where the clauses high-
lighted with black boxes are already partially supported by the design flow. The
organisation of requirements and their correspondence to elements of the SUD
is prescribed to allow validation of the design and verification against the safety
concept.

Since ISO 26262 mostly focuses on safety aspects of the development, addi-
tional method content must be provided for the functional part. Such adaptation
can be done in a systematic fashion using approaches such as situational method
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engineering (SME) [9] or process lines [13]. The former approach uses standard-
ised fragments to compose a process based on an analysis of the needs of a
specific team and project. The latter extends SME by making the variability
of the fragments explicit and using variability modelling primitives provided by
process modelling tools. The need for tailoring ISO 26262 to a company’s process
guidelines has been acknowledged [8].

The authors of [7] model ASPICE, IEC 61508, and ISO 26262 in a process
line with the aim to allow companies to derive processes conforming to one or
more of these safety standards. Functional aspects are not modelled explicitly.
Our work, in comparison, aims at combining a design flow for the functional
aspects of the system with one for the safety aspects. We envision its use in the
context of SME with specific adaptations for teams and projects.

The migration towards an ISO 26262 compliant process is the focus of [4].
Importantly, the authors identify the need to integrate the practices of the stan-
dard with the ones of existing processes at the companies. This is in line with
what we have done by studying the existing process and deriving the superset
of activities that are now combined with safety practices from ISO 26262.

3 The AMALTHEA Platform and Design Flow

AMALTHEA and AMALTHEA4public are ITEA funded projects running since
2011. They concentrate on software development for multi- and many core sys-
tems. One of their outcomes is the AMALTHEA platform [1,14] (APP4MC),
a tool solution to aid the design of many and multi-core systems. The design
flow has been developed in this context as the result of a survey of current
development activities in the projects.

3.1 AMALTHEA Platform

Overview. The AMALTHEA platform is an open source tool platform developed
mainly for engineering embedded systems in the automotive area. It supports
many design activities as well as complex partitioning and mapping for embed-
ded systems. Further, the platform assists engineering processes with the ability
of handling product lines and executing simulation and validation tools. It is con-
tinuously extended to integrate more facets of system engineering processes such
as verification, safety, and formal validation of timing requirements. Conformity
to ISO 26262 is one topic to be addressed. A first step was the identification of
correlations and needs between both the standard and the meta-model of the
platform in form of a gap analysis [3]. The platform supports an iterative work-
flow to accommodate rapid prototyping and feedback from validation activities.
Engineers are supported by the AMALTHEA platform in many steps ranging
from component modelling to partitioning and mapping activities. The trace
model, e.g., a result of the simulation of the system, provides helpful information
about the execution times of specific system parts as a basis for the improvement
of the existing architecture.
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Data Models. APP4MC uses a top-level System Model that is subdivided into
more fine-grained sub-models. They allow modelling based on the platform to
derive the description of hard- and software used in the overall system down
to the lowest level of abstraction. We will give a brief overview of the most
important features.

The SUD can be represented from the system, software and hardware point
of view. The hardware model is composed of (hardware) systems, ECUs, micro-
controllers and cores. Networks and memories can be defined. Similarly, software
can be subdivided into processes, tasks, runnables, and Interrupt Service Rou-
tines (ISRs) using the software model. The technical architecture in terms of
components and their interfaces is part of the components model. Requirements
on the behaviour of the system can be described by the constraints model, which
consists of constraints on timing, data age and runnable sequencing or group-
ing, aspects particularly important in multicore development. This also includes
requirements of the dynamical architecture, whereas interactions of software and
hardware are covered by the property constraints model. The partitioning model
describes how the software is broken down into runnables which are in turn
aggregated in tasks [10]. The final allocation of software to hardware is given by
the mapping model. The system model is completed by a stimuli model, com-
mon model, event model, configuration model and the OS model. The trace model
contains information about the simulation/execution of the software on the hard-
ware.

3.2 AMALTHEA Design Flow

Methodology. The design steps are the result of an extensive data collection
process in which the project partners in AMALTHEA4public provided detailed
information about the concrete steps they follow when developing multicore
embedded software, especially in the automotive domain. Data was collected
from five industrial partners and five academic partners. While the academic
partners provided information mostly from their experience with different indus-
trial partners they cooperate with in research projects, the industrial partners
contributed with their concrete practical experience. The overall design steps,
along with a rationale and additional information are published in [2]. The
design steps are mainly concerned with development of functionality. Interest-
ingly, safety aspects were not mentioned by any of the partners during the data
collection.

Design Steps. Table 1 gives an overview of the design steps that are the result of
the analysis. Note that no order in which these steps are carried out is implied
since defining a concrete development process with a concrete lifecycle is gen-
erally company specific. A wide variety of lifecycles can be applied, including
the V-model that is implied by ISO 26262 and AUTOSAR. While some steps
are carried out sequentially, others can be done in parallel. The dependencies
between the design steps at times imply an iterative approach where they are
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repeated or at least revisited after other work has been performed. Such an app-
roach is common in iterative-incremental lifecycles. The identified steps cover
most aspects of a traditional software development effort, starting from contract
negotiation and scope identification and ending at the delivery of the software
(with the exception of software maintenance). Some steps and circumstances
are specific in the context of the automotive domain, e.g., the differentiation
of system and software. Another re-occurring theme is product line issues and
variants, even though this theme will not be regarded in detail in the context of
this paper.

Table 1. Overview of the identified Design Steps

DS 1: System Requirements Engineering DS 7: Variant Configuration

DS 2: System Architecture Design DS 8: Implementation

DS 3: Software Requirements Engineering DS 9: Validation and Testing

DS 4: Derivation of Product Variants DS 10: System Integration

DS 5: Definition of Software Architecture DS 11: Handover

DS 6: Behaviour Modelling

Some of the design steps we elicited, such as Requirement Engineering and
Architecture Design, can be found in nearly all development processes in a similar
form. However, there are specific steps steps that are only relevant in multicore
development: Partitioning, Task Creation and Target Mapping are, e.g., part of
DS 10: System Integration. We discuss these design steps in more detail in
Sect. 4.3.

4 Analysis of Compliance Towards ISO 26262

Based on the phases and clauses of ISO 26262 as well as the identified design
steps, we analyse the recommended design flow to satisfy compliance with the
standard and which support APP4MC provides. Further, we will show necessary
extensions and the steps to achieve them. This will be presented constructively
so as to show how the elicited design flow can be extended and how the platform
capabilities tie into the flow.

The resulting extended design flow as shown in Fig. 2 represents the func-
tional design steps outside the “V” and is enriched by six design steps
related to safety inside the “V”. The top of the given V-model stands for the
vehicle/system-part of the V-model of ISO 26262 while the bottom represents
the software part. As our focus lies on the design process derived for software
development, we will only briefly relate to hardware development in the follow-
ing subsections. However, many design steps, e.g., partitioning or definition of
property constraints, require the formulation of hardware assumptions that are
needed during software development.
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Fig. 2. Overview of the extended Design Steps

Briefly summarized, the new design flow lifts the development lifecycle up to
the vehicle level, where in DS 0 functional requirements are defined, which is
important to initiate the safety lifecycle and therefore to support the concept
phase (DS A) of ISO 26262. Safety requirements are introduced at system and
software level (DS B and DS C). Integration and testing at software level for
safety-related software elements is described by DS D, where the integration into
the system and the item is given by DS E. DS F covers integration and validation
activities at vehicle level. Since validation is against safety goals which are part
of the concept phase at vehicle and item level, DS F can be seen as system and
vehicle part. Before discussing our analysis of the different ISO 26262 phases, we
first give an overview of common models that are used in all the development
phases.

4.1 Generic Models Addressed in All Development Phases

ISO 26262 describes the development of an item based on the functional behav-
iour which is intended by each element of the item on the one hand, and the
hazardous events concerning these elements which might lead to the violation
of safety requirements on the other hand. As the different levels of abstraction
during this development process lead to different features of safety requirements
it is necessary to define the intended behaviour using concepts of certain levels
of abstraction. Analogously, occurring errors of elements of the item have to be
modelled at every level.

The overall functional system behaviour, as well as the specific aspects of the
functional behaviour of the hardware and the software are captured in a Behav-
iour Model . The functional requirements on the vehicle level are broken down
into respective parts for all levels and corresponding behaviour and thus defined
on each level. Depending on the level, the specific models can take different forms
such as algorithms, interaction protocols, state machines, etc. The model is cap-
tured in DS 6: Behaviour Modelling which is performed for each of the levels.
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Further, it is necessary to introduce modelling of errors to analyse how faults of
elements of the item affect their behaviour. On the modelling side, this requires
a model that allows to perform safety activities related to the development of
such a safety concept. To this end, we are using a generic error model that has
been developed in the ITEA project SAFE [6] shown in Fig. 3.

Fig. 3. Error model from SAFE
project

Basically it captures failure behaviour, in
particular how internal and external failures are
propagated through the functions or compo-
nents of the system. Once these propagations
have been identified, safety requirements can
then be derived and allocated to the architec-
tural elements. Using this allocation scheme,
the corresponding Automotive Safety Integrity
Level (ASIL) can be derived for each of the allo-
cated requirements. The ASIL describes the risk
associated with each requirement based on the severity of a hazard, the likelihood
of its occurrence, and how well the hazard can be controlled. This error model
will be used at vehicle level to support the definition of the functional safety
concept (ISO 26262-3:2011, 8), and at system level for definition and allocation
of technical safety requirements (ISO 26262-4:2011, 6–7). Refinement of tech-
nical safety requirements to software and hardware safety requirements entails
to also introduce error models at software and hardware level. Error models on
system, hardware and software level have to include faults related to multicore
scheduling, which are much more complex than faults occurring in a singlecore
system. This is due to the fact that the scheduling does not only rely on the
basis of timing and priorities of tasks, but also on the commonly shared memory
available, temperature behaviour of the system and, going into the structure of
the hardware a little deeper, shared buses or power supply.

4.2 Concept Phase (ISO 26262 Part 3)

Processes provided by ISO 26262. The safety lifecycle given by the international
standard ISO 26262 starts with the concept phase in ISO 26262-3:2011, which
consists of the clauses given in the first column of Table 2.

Description of the SUD, called item in terms of ISO 26262, takes place at the
vehicle level and includes dependencies on, and interaction with, other items and
the environment of the item. Functional and non-functional requirements need to

Table 2. Concept phase

Clause Supporting DS Support by APP4MC

5: Item definition DS 0, DS A, DS 6 (Property) Constraint Model, Component

Model

6: Initiation of the safety lifecycle DS A ProR, Papyrus, Yakindu statecharts

7: Hazard analysis and risk assessment DS A Papyrus, Yakindu statecharts

8: Functional safety concept DS A ProR
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be defined, as well as constraints given by the environment and other items. Note
that at this point not only safety-related requirements are considered. Operating
modes, interfaces and boundaries on them have to be specified to enable hazard
analysis and risk assessment on the one hand and the development of the item
with its intended behaviour on the other hand. Based on the item definition,
the safety lifecycle is initiated in ISO 26262-3:2011, 6, which means that the
development category of all parts of the item is analysed.

Processes during the hazard analysis and risk assessment of ISO 26262-
3:2011, 7, systematically describe possible hazardous events and their conse-
quences. They need to be classified using metrics for the severity of potential
harm, the probability of exposure of operational situations, and the controlla-
bility of each hazardous event. As a result the ASIL can be calculated for each
hazardous event. A safety goal is derived for each hazardous event, inheriting
its ASIL. These safety goals serve as top-level safety requirements, from which
further functional safety requirements will be derived, in particular those char-
acterizing the Functional safety concept.

The definition of a functional safety concept requires to analyse how com-
ponent faults can contribute to the identified risks. On the modelling side, this
requires a model that allows to perform safety activities related to the develop-
ment of such a safety concept (ISO 26262-3:2011, 8). To this end, we are using
the generic error model introduced in the previous section and shown in Fig. 3.
Basically it is able to capture failure behaviour, in particular how internal and
external failures are propagated through the components of the system. Once
these propagations have been identified, functional safety requirements can then
be derived and allocated to the architecture according to ISO 26262-3:2011, 8.4.2
and 8.4.3. Using this allocation scheme, the corresponding ASIL can be derived
for each of the allocated requirements.

Activities in the Design Flow. We extend the elicited design steps by introduc-
ing DS 0: Functional Requirements Engineering. In this step the functional
requirements of the item at vehicle level will be collected. They provide a basis
for the functional design of the system, software and hardware on the one hand
and the initiation of the safety lifecycle on the other hand. As our design flow
does not include the development of hardware, but has to represent all impor-
tant information about the hardware available, if appropriate, it is recommended
to define hardware properties already at this early stage of development. This
can be, e.g., the intended number of available cores, the size of memory, and
the interaction with other systems. The higher complexity of multicore systems
compared to singlecore architectures may affect the exposure of certain hard-
ware failures, which has to be considered both at system and at software level
again. Further, the activities given by clauses 6–8 and discussed above need to be
represented. For this, we introduce DS A: Derivation of the Functional safety
concept, where the hazard analysis and the risk assessment take place to define
the corresponding safety goals as top-level safety requirements.
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Support by APP4MC. As shown in Table 2, APP4MC can only support the Item
definition clause by allowing the definition of the system through the Compo-
nent Model and constraints through the Property Constraint Model. Other open
source eclipse-based requirements management tools such as ProR1 can be used
in the Item definition clause to describe the requirements of the item as text.
Papyrus2 and Yakindu statechart tools3 can be used to describe the relationship
between the item and the environment through component models. Description
of the safety lifecycle, hazard analysis and risk assessment and functional safety
concept can be done by text in ProR. However one needs to add safety related
attributes such as implementation categories, safety goals and hazardous events
to the requirements.

4.3 Product Development at the System Level (ISO 26262 Part 4)

Processes provided by ISO 26262. Development of the product on the system
level defines how both hardware and software capabilities form the overall sys-
tem. The division into seven clauses according to ISO 26262 is shown in Table 3.
In clauses 5–7, requirements for the system to be developed as well as its over-
all structure are defined. Then, hardware and software development takes place
(cf. Sects. 4.4 and 4.5), before clauses 8–11 manage the integration of hardware
and software components into the overall system, further verification activities
and, later on, the release for production.

Central work products of the former steps are the Technical safety require-
ments specification (ISO 26262-4:2011, 6.4) and the Technical safety concept
(ISO 26262-4:2011, 7.4.) Both contain the set of safety-related requirements that
are used to implement functional safety requirements. This hierarchical struc-
ture of requirements must be traceable back to the top-level safety goals and to
the corresponding system elements. Basic information about the intended use
of particular software and hardware resources shall be considered during these
steps. Safety mechanisms qualified to prevent parts of the system from failing
need to be described in terms of the underlying system architecture. Techni-
cal safety requirements inherit the ASIL of the corresponding functional safety
requirements following the rules for ASIL decomposition given in ISO 26262-
9:2011.

The System design specification and the Hardware-software interface specifica-
tion (ISO 26262-4:2011, 7.4) consist of the overall system architecture and a first
view on the separation into hardware and software. The system design shall be
based on the functional concept, in particular not just the safety-related parts
and the technical safety concept. If technical safety requirements are allocated
to certain parts of the system design, their ASIL shall be attached to these
parts respecting amongst others the criteria for coexistence given in ISO 26262-
9:2011. Note that the hardware-software interface specification is going to be
refined during hardware and software development.
1 http://eclipse.org/rmf/pror/.
2 https://eclipse.org/papyrus/.
3 https://marketplace.eclipse.org/content/yakindu-statechart-tools.

http://eclipse.org/rmf/pror/
https://eclipse.org/papyrus/
https://marketplace.eclipse.org/content/yakindu-statechart-tools
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Table 3. Phase 4: product development at the system level

Clause Supporting DS Supported by APP4MC

5: Initiation of product
development at the system level

DS B ✗

6: Specification of the
technical safety requirements

DS 1, DS B (Property) Constraint Model, Compo-
nent Model

7: System design DS 2, DS 6 Component Model

8: Item integration and testing DS 10 Mapping Model, (Property) Con-
straints Model, OS Model, Trace
Model, Stimuli Model, Event Model,
Configuration Model, Hardware Model

9: Safety validation DS E ✗

10: Functional safety assessment DS F ✗

11: Release for production DS 11 ✗

Other work products concerned with planning integration, verification and
validation activities must also be considered. The relevance of verification even
this early on during system development must be noted.

Execution of integration, verification and validation is part of ISO 26262-
4:2011, 8–11. Integration takes place on different levels, where, roughly described,
first hardware and software is integrated to systems, second systems are inte-
grated to the item, and third the item is integrated to the vehicle. The compliance
of the ASILs of different objects must be analysed, as well as the correctness of
the functionality of the system design. Together, these steps form the work prod-
ucts Integration testing specifications and Integration testing reports. Clauses 9–10
describe in more detail which methods are recommended for certain verification
and validation processes.

Activities in the Design Flow. The activities in the design flow on the system
level are concerned with requirements engineering, overall system design, and
system integration. We combine these aspects concerning the functional system
with safety-specific aspects by introducing new, safety-focused activities.

DS 1: System Requirements Engineering is concerned with the elicitation
and definition of system requirements as well as of platform and product require-
ments in case a product line approach is used. The system requirements can be
captured in different ways and describe the system as a black-box, focusing
mainly on what the system does (goals and scenarios), who the users are and
what other systems will it interact with [5]. Model-based systems engineering
methods provide a set of partial models to capture system requirements. Exam-
ples of the partial models are environment models which describe the SUD in its
context, application scenarios which capture the different use cases of the SUD
and requirements models which capture additional functional and non-functional
requirements. The relevant artefacts created in this step are the System Model
(preliminary) and the System Requirements Specification Document.
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There is a strong correspondence between the described artefacts of the
design flow and the Technical Safety Requirements Specification and the Tech-
nical Safety Concept of ISO 26262, even if safety is not yet regarded. System
requirements with an impact on safety questions of the SUD should be treated
separately from system requirements as system safety requirements with neces-
sary attributes to correlate to technical safety requirements of ISO 26262. This
includes amongst others the introduction of safety mechanisms and ASILs for
these requirements. We therefore introduce DS B: System Safety Requirements
Engineering which consists of at least the following sub-steps:

1. planning verification/validation activities at system level;
2. definition of system safety requirements based on results of DS 1 and DS A,

including safety-related assumptions caused by the multicore structure of the
SUD.

DS 2: System Architecture Design addresses the design of the overall system
architecture according to the elicited system requirements. This system archi-
tecture consists of several partial models that describe the system, sub-systems,
their respective structure and behaviour, and the relations and interactions of
the system with the environment. The relevant outcome of this step is the System
Architecture that contains the architecture of the entire SUD. Along with the
functional behaviour on the system level defined in DS 6: Behaviour Modelling,
this complies in many points with the system design specification of ISO 26262.
Accordingly, traceability of different system elements and underlying (safety)
requirements should be enabled in this design step to ensure that safety-related
sub-systems with their corresponding ASIL can be identified. Safety-related
interference must be represented to allow validating if criteria for coexistence
are met by objects defined during the system design. This includes, for instance,
the problem of space and time partitioning, which describes the concurrency of
resources and is therefore related to hardware and software development, but has
to be regarded at system level. Therefore the behaviour modelling also relates
to ISO 26262’s hardware/ software interface specification as part of the system,
software, and hardware design.

After the hardware and software development has been performed, the next
relevant step is DS 10: System Integration in which executable tasks from
the system are created, partitioned and mapped to the target hardware. This is
where multicore development differs from singlecore development: multiple tasks
can run at the same time and efficiency and consistency must be guaranteed.
Therefore creation, partitioning and mapping of tasks as discussed below are
essential activities.

Task Creation. In this step, tasks that contain a set of Runnables are created
from the software model. Task creation also takes into account the constraint
model in order to decide which Runnables can be grouped together. The results
of this step are stored in an augmented Software Model . At this point, the rate
at which the tasks are activated, e.g., periodic, single, or sporadic activation is
determined and stored in a Stimulation model .
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Partitioning. In this step, tasks are identified to derive possible partitions that
can be executed in parallel. Partitioning includes possibilities to group Runnables
by their activation reference and group independent sets of Runnables to come
up with graph structures that have the most efficient potential when running
tasks in parallel. This step leads to a Partitioned Software Model and a Constraint
Model .

Target Mapping. The aim of this step is to find a valid and optimal distri-
bution of software elements to hardware components. Data from Software and
Hardware Models, as well as the tasks activation from the Stimulation Model are
used to calculate such a distribution. Additionally, a Property Constraints Model
may be included during the mapping process which is used to narrow down the
solution space, e.g., some tasks may require the target platform to have a cer-
tain amount of memory. The results of this step are stored in a Mapping Model .
Moreover, a preliminary OS Model is generated, which contains a scheduler for
each of the cores of the hardware platform.

The artefacts of DS 10 correspond to inputs of the hardware-software inter-
face specification (HSI) of the ISO 26262 system level, which is already supported
by DS B. But the elicited design steps do not contain explicit support for verifica-
tion of safety system requirements after the integration. This will be corrected by
introduction of DS E: Safety Validation and DS F: Functional Safety Assess-
ment. DS E consists of testing activities to verify that the safety requirements
are satisfied and DS F assesses the functional safety concept defined in DS A
and its implementation.

Finally, Design Step 11: Handover handles acceptance testing, delivery of
the product and sign-off. All acceptance tests must pass before the product can
be delivered to the customer. Including safety-related tests, this corresponds in
many points to the Release for production given by ISO 26262-4:2011, 11.

Support by APP4MC. APP4MC provides a Hardware Model which is dedicated
model that supports the mapping process. The model allows for definition of the
available hardware by specifying the number of cores, the speed, memory and
other hardware related properties [11]. This model can then be used together
with the software model and the constraint model to create an optimal distrib-
ution of the software to a specific hardware platform. The property constraints
model also offers the possibility to define safety-related constraints, e.g., to sep-
arate safety-critical from non-safety-critical software running on different hard-
ware components. This could be necessary in a development process to guarantee
freedom of interference of certain artefacts. Another use case of separation related
to safety is the principle of redundancy, which means that some safety-critical
parts of a system are implemented twice to prevent the single-point-failure for a
certain part.

4.4 Product Development at the Hardware Level (ISO 26262
Part 5)

Processes provided by ISO 26262. Due to space constraints, we restrict devel-
opment activities on the hardware level to the derivation of hardware safety
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requirements (ISO 26262-5:2011, 6) as shown in Table 4 and do not dive into the
hardware design or its evaluation (ISO 26262-5:2011, 7–9). We cannot drop this
clause since hardware safety requirements have to be consistent with the techni-
cal safety concept and the system design specification (ISO 26262-5:2011, 6.1),
imposing non-trivial relationships between the hardware and system level on
one side, and between hardware and software level on the other side. The hard-
ware elements relevant for the hardware-software interface have already been
identified as shown in Sect. 4.3.

Activities in the Design Flow. Description of required hardware and its com-
ponents can be captured in the Variant Model and the Hardware Model derived
during DS 4: Derivation of Product Variants and refined in DS 6: Behaviour
Model. An important aspects to be considered when designing a multicore sys-
tems is the distribution of safety-related software to certain hardware elements
such as ECUs, cores, or memory. Depending on such a classification, hardware
can then also be categorised as safety-related or not which affects to what extent
testing activities are required. This again emphasizes why traceability of all kinds
of information is very important in the development of safety-critical systems.
The elicited design flow did not contain an explicit step for definition of hardware
safety requirements. Therefore we suggest that this is addressed as early as in
DS B: System Safety Requirements Engineering. When system safety require-
ments are defined, hardware safety requirements should be defined as well. These
can later be refined when the actual design and development of the hardware
takes place.

Support by APP4MC. Table 4 shows the tools available in APP4MC, that can
be used to support clause (ISO 26262-5:2011, 6). All necessary elements for
a description of the hardware-software interface are available in the Hardware
model, including descriptions for ECU, Microcontoller, and Core and their asso-
ciated memory access and communication characteristics. Since hardware safety
requirements have to address the effectiveness of safety mechanisms (ISO 26262-
5:2011, 6.4.2), an error model used to represent hardware failures is required for
a precise description of these. Although it has the same role as the error model
on concept level shown in Fig. 3, this model has to be rich enough to allow for the
(later) evaluation, integration and testing activities (ISO 26262-5:2011, 7–10).
Due to this detail in the hardware safety requirements it is possible to evaluate
the impact of hardware failures on system level (ISO 26262-5:2011, 7.4.4) even
before the hardware is available. The support by APP4MC for the definition of
hardware safety requirements is given by the usage of ProR on the one hand
and the Property Constraints Model on the other hand, where requirements and
constraints on hardware can be defined.

4.5 Product Development at the Software Level (ISO 26262 Part 6)

Processes provided by ISO 26262. ISO 26262 provides the clauses shown in
Table 5. Software safety requirements based on the technical safety concept spec-
ified at system level need to be defined. The HSI is updated to accord with these
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Table 4. Product development at the hardware level

Clause Supporting DS Support by APP4MC

6: Specification of hardware safety
requirements

DS B Hardware Model, (Property) Con-
straint Model, ProR

requirements before regarding a first version of the overall software architecture
in ISO 26262-6:2011, 7. The Software architectural design specification describes
software components and their interactions, i.e., their hierarchical structure and
interfaces, and properties that influence their implementation such as schedul-
ing properties (ISO 26262-6:2011, 7.4). Based on this, the Software unit design
specification is derived (ISO 26262-6:2011, 8.4). The next step is to generate
source code, which is followed by verification and testing activities (ISO 26262-
6:2011, 8–9). The goal of these activities is to ensure that the implementation
satisfies requirements on the software units. These requirements are not limited
to safety-related parts of the software, even if testing activities in ISO 26262
only focus on them. Integration of the software elements to the embedded soft-
ware in ISO 26262-6:2011, 10, consists of regarding the implementation results
with respect to the software architectural design specification, whereas satisfac-
tion of software safety requirements is part of ISO 26262-6:2011, 11. Relations
concerning the hardware-software interface must be considered.

Table 5. Phase 6: product development at the software level

Clause Supporting DS Supported by APP4MC

5: Initiation of product development at the

software level

DS C ✗

6: Specification of software safety

requirements

DS 3, DS 4, DS C Software Model, (Property) Constraint

Model

7: Software architectural design

specification

DS 5, DS 6, DS 7 Software Model, Component Model

8: Software unit design and implementation DS 8 Software Model

9: Software unit testing DS 9 Trace Model

10: Software integration and testing DS 9 ✗

11: Verification of software safety

requirements

DS D ✗

Activities in the Design Flow. The activities in the functional design flow cover
all aspects of the software development lifecycle, starting from requirements, to
analysis and design, to coding, and validation. DS 3: Software Requirements
Engineering addresses the elicitation of requirements pertaining to the software
part of the system. Sources for requirements are system requirements and cus-
tomers or potential users of the software. Software units shall be described so
that a partitioning can be executed to prepare the software for mapping to
the hardware. For multicore development, it is very important to describe any
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kind of requirements on relations between software units, such as sequencing
and dependent deadlines. This step is usually done in several iterations. The
collected requirements are recorded in the Software Requirements Specification
Document. Acceptance Tests are defined based on the requirements to validate
that the agreed-upon system is being built.

As for the system level, requirements engineering at the software level needs
to be extended with respect to safety to comply with ISO 26262. We introduce
DS C: Software Safety Requirements Engineering which, similar to DS B,
consists of

1. planning verification/ validation activities at software level,
2. the definition of software safety requirements based on DS B (and the system

design), and the
3. validation of the software safety requirements against the software require-

ments (i.e., the part that is not safety-related).

Also, it must be ensured that the software safety requirements are correct, com-
plete, and consistent with respect to the safety goals and the system design.

DS 5: Definition of Software Architecture can produce design artefacts
such as component models which contain all the software components and their
dependencies and interaction models to describe communication between these
components. The architecture of a software can be described using more than
one model in order to capture different perspectives of the software or to further
refine it into a lower abstraction level. All models are captured in the Software
Architecture Document. The development of software is further supported by DS
6: Behaviour Modelling, where the behaviour of software components can be
specified, such as the communication between components. An iterative review
process ensures consistency and completeness of the architecture.

In Design Step 8: Implementation, the required code is produced, tests are
developed and executed, the software is integrated and the code is reviewed.
The main resulting artefacts are Source Code and different sets of Tests (unit,
component, integration) as well as the Integrated Software and its Documentation.

The final activity in this phase is Design Step 9: Validation and Testing.
It involves testing of software components to validate if they are working as
desired, i.e., according to the specified requirements. For software components
that will interact with hardware components, simulations are run in order to fix
as much defects as possible before the component can be tested on the actual
hardware. Deployable Control Software is a packaged integrated software that is
ready to be deployed on a specific hardware.

In parallel testing methods given by ISO 26262 should be introduced to
support the verification of the embedded software against the software safety
requirements. Depending on the ASIL of each safety goal, different technologies
and testing environments are feasible, as e.g. fault injection tests or interface
tests. We define DS D: Verification of software safety requirements to be the
design step supporting these activities.
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Support by APP4MC. The platform provides the Software Model that can be
used to model the runnables, tasks and processes that make up the software.
For software architecture specification, the Component Model can be used, as
well as the Property Constraint Model to define software constraints. Addition-
ally, the platform provides a Trace model to assist software testing. The trace
model gives details on time consumed by tasks to allow refinement of the model
to get the most efficient one.

4.6 Tool Support

As can be seen in the tables that show tool support for the design steps in
APP4MC, mainly parts introduced by the clauses related to safety assessment
and verification in ISO 26262:2011 are missing natively. Therefore, it is necessary
to accompany APP4MC with one or more additional tools that can fill those
gaps. Where open source eclipse tools are available(e.g., ProR and Papyrus),
we have proposed their use in combination with APP4MC. However, not all
phased can be supported by open source tools, for instance for functional safety
activities a commercial tool like medini analyse4 which supports Item Defini-
tion (ISO 26262-3:2011, 5; DS 0, DS A, DS 6), Initiation of the Safety Lifecycle
(ISO 26262-3:2011, 6; DS A), Hazard Analysis and Risk Assessment (ISO 26262-
3:2011, 7; DS A), and Functional Safety Concept (ISO 26262-3:2011, 8; DS A)
may be used. This covers the entire concept phase. Validation and assessment
capabilities, supporting Safety Validation (ISO 26262-4:2011, 9; DS E), Func-
tional Safety Assessment (ISO 26262-4:2011, 10; DS F), and Verification of Soft-
ware Safety Requirements (ISO 26262-6:2011, 11; DS D), can be provided by,
e.g., BTC EmbeddedValidator5.

In addition, APP4MC interfaces with a number of requirements manage-
ment and modelling tools that are commonly used in the industry. Some like
IBM Rational DOORS are integrated through the use of OSLC adapters or
other means, while many such as the different modelling environments integrate

Fig. 4. Tools providing support for clauses not covered directly by APP4MC. The star
indicates which tools are shipped with the distribution of the platform.

4 http://www.kpit.com/engineering/products/medini-functional-safety-tool.
5 www.btc-es.de/index.php?idcatside=40&lang=2.

http://www.kpit.com/engineering/products/medini-functional-safety-tool
http://www.btc-es.de/index.php?idcatside=40&lang=2
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seamlessly into the Eclipse environment provided by APP4MC. If a direct inte-
gration or the use of standards like OSLC is not feasible, the export and import
capabilities of APP4MC and the tools must be used. This potentially intro-
duces synchronisation issues, however. For design steps that are not repeated
very often and occur towards the end of the development cycle—such as DS D:
Verification of software safety requirements—this problem is negligible since
exported artefacts do not need to be synchronised with the tools where they
were originally created. An overview of the tools that are currently in use to
support development with APP4MC is shown in Fig. 4.

5 Summary

An efficient way of working in an ISO 26262 compliant fashion with effective tool
support is vital to maintain the relationship between OEMs and their suppliers.
In this paper we have shown how a design flow elicited from actual development
practices at such companies can be extended for ISO 26262 compliance and how
it is supported by APP4MC. Where necessary (e.g., concept phase), missing
modelling concepts (e.g., error models) have been identified. Other tools (both
open source and commercial) that can be used in combination with the APP4MC
to support safety activities in the ISO 26262 have also been suggested.

Future work will include the deployment and validation of the design flow
in the companies that are part of AMALTHEA4public. In addition, we aim to
strengthen the interface between systems and software engineering by refining
the design steps that regard the exchange of information between these lev-
els. Issues of traceability and cross-company information exchange will also be
regarded.

We proposed extensions of the platform either through provision of own tools
or recommendation of tools compatible with APP4MC to support the additional
design steps. However, the benefit of using other external tools needs to be
analysed, especially concerning our safety extensions for which commercial tools
exist that allow ISO 26262 compliant design in some of the defined steps. But
even commercial tools do not allow to follow our design flow in all aspects, so
we have to investigate which design steps are supported by external tools, and
how they can get integrated with APP4MC. Even if some tools offer interfaces
via OSLC, there is still the need for rich traceability between different tools
to support the exchange of information between different companies as well as
change management. This leads to the implementation of tool adapters and
traceability tools across the whole AMALTHEA toolchain.
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Abstract. In the emerging field of Internet of Things (IoT), where com-
puterized devices are combined in creative new ways, there is a need to
create Graphical User Interfaces (GUIs) for the systems being built, e.g.
in the form of Android “apps”. This is generally a complicated, time
consuming task. We report from a controlled experiment that evalu-
ates a new approach for building GUIs that aims to make it easier for
more people to build quality GUIs. A tool supporting the new approach
(GPE) was compared to Android Studio (AS), the industry standard
for Android development. Our data analysis shows that GPE is more
effective than AS when performing certain tasks, with no measurable
degrade in the quality of the produced GUIs. We conclude that non-
Android developers and Android developers alike should consider using
GPE rather than AS when building Android GUIs for PalCom based
IoT systems.

1 Introduction

In this paper we report from a controlled experiment that compares two tools
supporting different approaches for building Graphical User Interfaces (GUIs) for
Android “apps”. The purpose is to evaluate the efficiency of a novel approach
to GUI construction supported by the new tool. We compare it to Android
Studio [1], the industry standard for Android development, in the context of the
Internet of Things (IoT) framework PalCom [9,12,15].

In the emerging field of IoT, our computerized devices are being combined in
creative new ways. Many IoT technologies aim to support end-users in combining
and configuring their own devices into useful systems, a sentiment which we
share. However, from what we have seen for PalCom, it is still mostly developers
that create these types of systems. Although ubiquitous systems typically work
silently in the background [16], doing what we have instructed them to do, there
is often a need to control them in different ways, hence the need for GUIs. The
tool we evaluate in this paper aims to make it easier for more people to build
quality GUIs. Our technology is platform independent – the created GUIs can be
interpreted on any platform. By comparing to an Android specific alternative, we
highlight the relative efficiency of our tool for that platform. In projects that use
PalCom, these findings should prove useful to developers and project managers
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when deciding on which tool to use for GUI creation – directly if the target
platform is Android and indicatively for other platforms.

With an expected increase in adoption of end-user composition of IoT sys-
tems, we recognize the need for end-users to tailor GUIs for controlling the
systems they build. With this in mind, we designed our approach to not require
program code to be written – it could eventually be used by non-programmers.

2 Background

The PalCom framework [9,12,15] provides a unique approach to building IoT
systems. PalCom supports a model based on commands for communicating
between services hosted on devices, rather than the commonly used model based
on communicating byte streams between endpoints e.g. TCP/IP. By supporting
this higher level view on communication, PalCom facilitates discovery on both
the device and service levels. Automatic routing between devices on heteroge-
neous networks for both discovery information and commands between services
is also supported. Services are put together to form systems with assemblies, a
mechanism which can bridge functionality between otherwise incompatible ser-
vices, e.g. from different manufacturers. This is enabled by the meta-level infor-
mation in the protocol that all services implement, which includes specification of
the commands the service can send and receive, and a natural language descrip-
tion. This information also enables a PalCom “browser” to facilitate a mode of
direct interaction with services through a crude GUI created from interpreting
the meta information.

The GUI language PML [5] provides additional information that is used to
render GUIs for PalCom services that are more intuitive and aesthetically pleas-
ing than the ones automatically generated by interpreting the meta information
alone. It also facilitates the construction of GUIs that mix commands from more
than one service. The Graphical PML Editor (GPE) enables users to interac-
tively build GUIs for PalCom services [6]. It produces platform independent GUI
descriptions that can be interpreted on any platform. Since the editor interprets
the meta information, the user can start from services and their commands and
represent service input commands as e.g. buttons and service output commands
as e.g. text boxes. In other words, the user starts by identifying what she wants
to do, after which she gets suggestions for graphical components that can achieve
that functionality. Because this approach puts focus on presenting functionality
in a GUI rather than attaching functionality to manually added components,
there is no need for programming.

Alternative technologies include Android Studio [1], which provides a graph-
ical editor in which a GUI can be composed out of graphical components that
are placed on a canvas. Their properties (size, color, etc.) can be edited to fit the
user’s needs. Other examples of such tools are often found as part of Integrated
Development Environments (IDEs) such as Swing GUI Builder in NetBeans,
Interface Builder in Xcode, or Qt Creator. These tools allow the user to create
the code that make up the resulting GUI without explicit coding, thus speeding
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up development – a notion which we adapted in our own solution. Unlike our
solution however, in similar tools the user still needs to implement GUI behav-
ior, typically by writing “glue code” linking the graphical components to the
functionality e.g. in a local model or by triggering some communication. The
requirement to provide this code makes it impossible for a non-programmer to
construct GUIs.

3 Related Work

Although the use of a graphical editor simplifies the construction of GUIs, they
are still complicated to develop in general and require experienced developers.
Already in [13] an attempt was made to simplify the design of GUIs in C, by
developing a simplified toolkit. It was found that college juniors could use it
within less than three hours. In [7] an adaptive interface is introduced and eval-
uated. The results highlight the importance of developing simplified development
tools, as in line with this research. Furthermore, in [10] the authors state that
GUIs can be made easier and more economical to create by reducing the amount
of code that has to be written. We therefore see the result of completely elimi-
nating programming from GUI development as an important step in making the
GUI creation process more efficient and more inclusive of end-users.

End-user composition is a well covered area of research. In e.g. [3,11] the
authors present systems that enable end-users to compose systems based on
everyday metaphors. This research is on the same level as PalCom assemblies,
with no support for GUIs. The idea of a GUI language based around a compo-
nent/service architecture like PalCom is not entirely novel; the languages pre-
sented in e.g. [2,8] share many similarities with PML. However, most of these
types of languages are not augmented with a graphical editor, and haven’t solved
the many challenges of development efficiency and end-user composition. Our
research relates to classical User Interface Management Systems (UIMSs) in
that the underlying functionality of our apps – PalCom services – is clearly sep-
arated from the GUI [14]. It is this concept that allows us to eliminate the need
to write program code.

4 Experiment Planning

4.1 Goals

The object of study for our experiment is the new approach to GUI development
provided by PML through the Graphical PML Editor (GPE). The purpose is
to evaluate the performance of the new development approach in relation to the
traditional one offered in Android Studio (AS), i.e. the industry standard for
developing Android applications. During the evaluation, the quality focus is on
the efficiency – in terms of subject productivity – of the tested tools (approaches).
Productivity is measured as the mean number of time units per experiment task
solved. We perform the evaluation from the perspective of us as researchers, to
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determine if the subjectively experienced performance gains of the new approach
are statistically significant. The subjects of the experiment are engineering stu-
dents at Lund University (Sect. 4.2). The subjects solve GUI development tasks
in the context of a problem created specifically for this experiment (Sect. 4.4).
The goal of the experiment is summarized as follows:

Analyze the approach to GUI development of PML (through GPE)
for the purpose of evaluation
with respect to efficiency (subject productivity)
from the point of view of the researchers
in the context of software developers solving GUI development tasks for a
designed problem.

Based on the goal, we consider the following research questions:

RQ1 Which tool is most efficient?
RQ2 Is the quality of produced solutions the same for both tools?
RQ3 What are the users’ impressions from using the tools?

4.2 Participants

For our experiment, we are interested in investigating what effects the treatments
have on the productivity of software developers. We therefore select our subjects
from the population of engineering students at Lund University that have gotten
good grades in programming courses. Even though interest in the experiment was
high, it proved difficult to find a session date that matched everyone’s schedule.
Because of this, we had to expand on the number of sessions considered. We also
had to broaden the type of students that we invited. Students registered interest
in an online form (Sect. 4.3). Invitations were sent by email in three waves to:

1. members of Code@LTH1, and typical 3rd year Computer Science and Engi-
neering (CSE) students with good grades.

2. typical 2nd year CSE students with good grades.
3. engineering students, typically 2nd year, with an interest for Computer Sci-

ence courses, good grades, and experience with Android Studio.

As a last measure in response to the lack of registered applicants with Android
development experience, we also invited staff from our department; two vol-
unteered and were assigned to the AS treatment. Because of how invitations
recipients were selected, we know all subjects had a common base of program-
ming knowledge. All applicants that registered were included in the experiment,
to a total of 24 subjects. Any applicant that reported previous experience with
Android Studio (12 in total) was selected for that treatment. The remaining 12
were assigned to the GPE treatment.

The subjects committed to a half-day of experimentation time by registering
interest for participation. In doing so, they gave consent for the experiment
1 Student driven recreational programming community, http://www.codeatlth.org.

http://www.codeatlth.org
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administrators to handle their data in a confidential manner. The subjects were
paid (on the level of lab assistants) to participate in the experiment. To avoid
non-serious applicants, no concrete figure was specified in the invitation, we only
mentioned a “symbolic” monetary compensation.

4.3 Experimental Material

To register interest for participating in our experiment, subjects were instructed
to fill out an online form. The form included questions to collect name and con-
tact information, which of several dates they could attend, previous program-
ming knowledge (multiple choice, four levels), and whether they would consider
using their own computers during the experiment.

The functionality needed to complete the experiment tasks (Sect. 4.4) was
provided to the subjects on a virtual machine acting as server. The server
was represented as a PalCom device hosting four services: PatientService,
LoginService, AssessmentService, and ChecklistService. The services
handle identification and information about (fictive) staff and patients, and med-
ical records for patients. Each participants was issued a printed compendium
including general experiment instructions, the description for a warmup task
(Sect. 4.4), and the specifications for the four PalCom services. Subjects in the
AS group were instructed to run Android Studio version 2.1.x when solving
the tasks. In the GPE group, the Graphical PML Editor was used instead.
Both groups tested their solutions on Android tablets from Sony, model Xperia
Tablet Z2 (SGP521), running Android version 6.0.1. This was at the time the
most up-to-date (major) release. The PML description interpreter (renderer) for
Android was installed on the tablets of the GPE group. Digital experimental
material was handed out on USB flash drives containing: copy of compendium
(PDF); Graphical PML Editor (GPE group only); source files for 0th iteration
(Sect. 4.4); PalCom browser, for exploring the server; and a time tracker software
(Sect. 4.7).

To capture the subjects’ impressions of the experimental material and the
applied treatments, a second online form was digitally distributed at the end of
the experiment sessions. Questions included: whether sufficient information was
provided to complete the tasks; whether they would consider using their tool;
how confident they were in the correctness of their solutions; general comments
and comments on individual task; and whether they would like to take part of
the results of the experiment, i.e. this paper.

4.4 Tasks

One “warmup” task and eight proper tasks were prepared for the experiment.
The purpose of the warmup task was to allow participants to get acquainted with
their tool; development time was not recorded. The subjects started working
from a small 0th iteration, i.e. a base application with minimal graphical design
and functionality implemented. The tasks were performed in order, each adding
or changing functionality and/or design from the previous tasks. The tasks were
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Table 1. Functional requirements of task 3; includes requirements from tasks 1 and 2.

ID No. Description

Application

A.1 Login screen is opened upon application startup

Login Screen

L.1 Text box for password entry hides its content e.g. as asterisks

L.2 Text boxes for username and password entry are cleared upon successful login

L.3 Main screen is opened upon successful login

L.4 List of patients is requested from server upon successful login

Main Screen

M.1 No patient is selected after opening (successful login)

M.2 Patient selection list shows patient names only (no IDs)

M.3 Selecting a patient causes its information to be display

M.4 Selecting no patient clears the patient information section

M.5 Full name of logged in staff member is displayed

M.6 Logout button opens Login screen

designed to mimic the evolution of software in real world development scenar-
ios. For the experiment problem, we drew inspiration from the results of the
itACiH [4] project, where an Android application to support nurses in Hospital
Based Home Care (HBHC) was developed. No natural order of increasing diffi-
culty per task was planned. Instead, tasks were allowed to organically evolve the
application. However, we strived to have the tasks cover a wide range of typical
GUI development duties (e.g. adding new screens) and graphical components
(dropdown lists, popup dialogs, etc.). Task descriptions were presented in both
text – primarily describing functional requirements – and images – mockups of
the screens, describing graphical requirements.

The tasks will not be listed in full because the page limitation of this paper
does not allow it. They can be made available (in Swedish) upon request. Table 1
lists the functional requirements of task 3, which build upon the those of tasks
1 and 2. After having completed the warmup task, the app allows users to enter
a patient’s ID into a text box and press a button to request that patient’s
information from the server; the reply is promptly displayed in the GUI. We
summarize the descriptions of the three subsequent tasks as follows:

Task 1 The patient selection mechanism is replaced; the user selects patients by
name from a drop-down list populated by content received from the server.
Requirements: M.2, M.3, M.4.

Task 2 A simple login screen is added. The content of two text boxes (user-
name/password) is sent to the server for authentication when a button is
pressed. On positive server reply, the main screen is opened. Requirements:
A.1, L.1, L.2, L.3, L.4, M.1.



Evaluating a GUI Development Tool for IoT and Android 187

Task 3 The currently logged in user’s name, a product logotype and a logout
button is added to the main screen. Requirements: M.5, M.6.

4.5 Parameters and Hypotheses

The experiment has a single independent variable: GUI Development Approach
(GDA). This is measured on a nominal scale by categorization based on tool as
either ‘GPE’ for the Graphical PML Editor or ‘AS’ for Android Studio. We also
identify the following variables:

– Experience of Android development (AXP) is measured on an ordinal scale
by introducing a classification with four classes based on prior experience: no
prior experience, casually tested tools or novice amateur developer, educated
and/or advanced amateur developer, professional.

– General programming experience (GXP) is measured on a scale that is anal-
ogous to that of AXP.

The experiment factor is GDA, which has two treatments. GXP is used to
verify subject selection, and AXP is used to determine treatment assignment
(Sect. 4.2). The dependent variables for the experiment are:

– Tool efficiency, measured on a ratio scale as mean development time (µT ) per
task, in minutes.

– Quality of produced solutions, measured on a ratio scale as the mean number of
specification deviations (µD) for a set of tasks. The deviations are unweighted,
i.e. all deviations are considered equal in terms of severity. Two types of devi-
ations are considered: functional and graphical.

– Experiment impressions, measured on an ordinal scale (1–5) as the mean value
of the answers (µA) to two questions: (1) “Would you consider using [tool]
to develop Android apps in the context of PalCom systems?”, and (2) “How
confident are you that your submissions are compliant with specification?”.

Our primary dependent variable is µT , with µD and µA serving as variables to
strengthen conclusions drawn from µT .

We formulate three hypotheses based on our research questions. Informally,
we hypothesize that the mean development time of the GPE group will be less
than that of the AS group (RQ1). Regarding solution quality we do not expect
that any treatment will outperform the other (RQ2). Likewise, we expect both
groups to consider using their tool, and for the confidence in solution quality
to be comparable (RQ3). Formally, we define A = {1, 2, . . . , 8} as the set of all
experiment tasks. Then, for all a ∈ A′ for some A′ ⊂ A

H01 : µT (‘GPE’, a) = µT (‘AS’, a)
Ha1 : µT (‘GPE’, a) < µT (‘AS’, a) (1)
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where µT (t, a) refers to the mean development time of task a for treatment t ∈ T
with T = {‘AS’, ‘GPE’}. Furthermore, for all d ∈ D and some a ∈ A

H02 : µD(‘GPE’, d, a) = µD(‘AS’, d, a)
Ha2 : µD(‘GPE’, d, a) �= µD(‘AS’, d, a) (2)

where µD(t, d, a) refers to the mean number of specification deviations of type
d for task a and treatment t ∈ T . D = {F,G} refers to functional and graphical
deviations respectively. Finally, for all q ∈ {1, 2}

H03 : µA(‘GPE’, q) = µA(‘AS’, q)
Ha3 : µA(‘GPE’, q) �= µA(‘AS’, q) (3)

where µA(t, q) refers to the mean value of the answer to question q for the group
with treatment t ∈ T .

4.6 Design

The experiment design for the stated hypotheses is of the standard type “one
factor with two treatments” [17]. The factor is GDA and its treatments are GPE
and AS. Our main hypothesis (hypothesis 1) states that development time will
be lower for treatment GPE than AS. We have two auxiliary hypothesis (hyp. 2
and 3) to strengthen the validity of hypothesis 1. The dependent variables ‘tool
efficiency’ and ‘solution quality’ are measured on ratio scales and are tested with
(non-parametric) Mann-Whitney-Wilcoxon (MWW) tests in R. We favor MWW
tests over t-tests since we cannot assume that the measured data will follow the
normal distribution. The ‘experiment impressions’ variable is measured on an
ordinal scale and is also tested with MWW tests.

4.7 Procedure

Data was collected across 6 distinct experiment sessions, over a period of 6 weeks.
4 sessions included participants for both treatments, and 2 covered only the AS
treatment. Each session was preceded by a registration phase, and succeeded by
a followup phase.

Before attending an experiment session, the subjects had to register. The
registration form served a double purpose: it was used to collect data regarding
programming knowledge, i.e. independent variables AXP and GXP. The data
was recorded in spreadsheets.

All sessions were scheduled for an afternoon. After an initial hour of introduc-
tion and training, the participants worked independently on solving tasks for the
remaining three hours. This time restriction was not firmly enforced; the subjects
were granted additional time to finish started tasks. The sessions were monitored,
and were held in seminar rooms at our department. Upon arrival, subjects were
assigned a desk where equipment and documents had been laid out.
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The introductory part of the sessions included an overview of the experiment
(goals, etc.), an introduction to our technologies (PalCom, PML), training, and
information about practical matters. The GPE group, having never used the
Graphical PML Editor before, got approximately 20 min of training for the tool.
Additionally, the warmup task was considered part of the training; the subjects
were allowed to ask any questions during this task. For the subsequent tasks
1–8, a judgment call on the part of the experiment instructor(s) was done on
whether to answer the question, or refer to the manual. In general, only questions
resulting from technical/practical problems with the tool were answered. The AS
group was expected to have previous experience with their tool; no training was
provided. Instead, the participants were given a “tour” of the 0th iteration’s
Android Studio project while the GPE group was receiving training. Intricacies
regarding the project’s connection to the PalCom world were discussed. They
were encouraged to ask questions about this during the warmup task.

During the active phase of the sessions, participants were responsible for
recording development times for individual tasks (data for dependent variable
µT ). A custom built time tracker tool was provided for this purpose. The tool
ensured task ordering by making the task descriptions available only after the
preceding tasks had been completed. Before proceeding to a new task, the time
tracker prompted (mandatory) the subjects to upload the files for their current
solution (data for dependent variable µD). The subjects could “pause” a task
in the tool’s GUI, e.g. when going to the bathroom. The severity of forgetting
to “unpause” was emphasized, and features of the tool were implemented to
minimize this risk. The development time data and solution files were collected
on USB flash drives at the end of each session.

No restrictions on material was made during the experiment sessions. Sub-
jects had free access to the internet.

After the conclusion of the active phase of the sessions, experiment impres-
sions were collected in an online form. The data (dependent variable µA) was
recorded in a spreadsheet. The participants were encouraged to fill out the form
immediately following the experiment session, in order for the experience to still
be fresh in their minds. They were allowed to be anonymous.

4.8 Analysis Procedure

To analyze development time (µT ) we extracted the data collected by the time
tracker, which was stored on USB flash drives (one per subject) in JSON for-
mat. The data was loaded into an custom Java program, outputting a comma-
separated values (CSV) file containing for each subject: subject ID, and start/
stop/total times per task. We processed this file in R. Data for the AS group
was divided into tiers based on subject performance in task 1. Hypothesis 1 was
tested with Mann-Whitney-Wilcoxon (MWW) tests for the different groups and
tiers, and for individual tasks depending on data availability.

We analyzed the quality of submitted solutions (µD) by extracting the solu-
tion data that was stored on USB flash drives by the time tracker tool. For the
AS group, this data consisted of Android Studio projects that could be loaded
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Fig. 1. Development times sorted by task 1, excluding warmup and pauses. Unfinished
tasks are slanted where the experiment ended.
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into Android Studio to allow for installation and review on an Android tablet.
For the GPE group, the extracted files were PML descriptions (XML files) that
could be installed, interpreted and reviewed on an Android tablet. Solutions
from all subjects in the GPE group were reviewed, but we only considered the
top performing AS tier. We reviewed the solutions for the highest numbered
task that all subjects in this selection had completed. Review results, per sub-
ject, were manually recorded in a spreadsheet. Functional requirements (Table 1)
were recorded as either ‘passed’ or ‘failed’. Deviations from the graphical design
(screen mockups) were counted by visual comparison. Standard graphical devi-
ations were identified, but ultimately the comparison was made on case-by-case
basis, relying on the judgment of the reviewer (one person). The data from
the spreadsheet was downloaded as a CSV file and processed in R. We tested
hypothesis 2 with MWW tests for the different groups and the identified highest
numbered task.

The results of the post-experiment survey were stored in a spreadsheet and
were used to analyze participant experiment impressions (µA). We downloaded
the data as a CSV file and processed it in R. As before, we included the data
from all subjects in the GPE group, but only the data from the top performing
AS tier. Hypothesis 3 was tested with MWW tests for the different groups and
the two questions related to µA.

5 Analysis

5.1 Data Set Preparation

At the end of the experiments, some participants mistakenly submitted the solu-
tion for the task they were working on. As these solution were at best partially
complete, their end-times are not valid. Before processing the JSON files of these
subjects, the erroneous end-times were manually removed. Furthermore, to avoid
clutter in the graphics (Fig. 1), unfinished tasks that the subjects had worked
on for less than 15 min were also removed.

In the post-experiment survey form, subjects were allowed to identify them-
selves by text. Some subjects wrote their names, while others entered their
assigned subject ID. Before downloading the data from the sheet where the
results were recorded, all entries were mapped to subject ID to enable proper
analysis.

5.2 Descriptive Statistics and Hypothesis Testing

Figure 1 gives an overview of the development times per task for all participants,
from all experiment sessions. The participants are sorted based on the develop-
ment time for task 1. The GPE group consists of subjects 1–12. For the AS
group, we group participants into three tiers based on performance:

Top tier completed the first task in less than 60 min (subjects 13–16).
Middle tier completed the first task in more than 60 min (subjects 17–20).
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Table 2. Top tier: One-sided MWW test, AS>GPE, for development time.

a µT (‘AS’, a) µT (‘GPE’, a) p-value

1 43.0 26.0 0.0105

2 48.5 24.4 0.0090

3 24.8 23.1 0.5725

Bottom tier failed to complete the first task (subjects 21–24).

The results from the bottom tier cannot be analysed, and are discarded. We
proceed to analyze GPE vs. AS for the middle tier and GPE vs. AS for the top
tier separately.

For the middle tier, we analyze development time for task 1: µT (‘AS’, 1) =
118.5 min. For the GPE group we get µT (‘GPE’, 1) = 26.0 min. Comparing
the groups using a one-sided Mann-Whitney-Wilcoxon (MWW) test, assuming
AS>GPE, we get a p-value of 0.0021. The null hypothesis H01 is rejected for
the middle tier with A′ = {1}, i.e. for task 1.

For the top tier we analyze development time, task solution quality, and the
values of the answered survey questions. We start by analyzing development
times for tasks 1–3; the results for tasks 4–6 cannot be analysed due to a lack of
data points in the top tier AS group. The results of comparing the groups using
a one-sided MWW test, assuming AS>GPE, are reported in Table 2. The box
plot in Fig. 2 shows the data being analysed. We reject the null hypothesis H01

for the top tier and A′ = {1, 2}, but not for A′ = {3}.
Next, we analyze the data produced from reviewing the submitted task solu-

tions. We reviewed the solutions for task 3 – the highest numbered task solved
by all subjects in both the GPE group and the top tier AS group. The results of
comparing the counts of functional (F) specification deviations using a two-sided
MWW test are reported in Table 3. R refers to all requirements listed in Table 1
(‘ID No.’). For the top tier AS group 4/4 solutions satisfied requirement M.1,
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Fig. 2. Box plot of top tier development time data for tasks 1, 2 and 3.
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Table 3. Top tier: Two-sided MWW test for functional specification deviations.

Requirements µD(‘AS’,F, 3) µD(‘GPE’,F, 3) p-value

R = 〈Table 1〉 0.250 1.08 0.0201

R‘ = R\{M.1} 0.250 0.166 0.7883

Table 4. Top tier: Two-sided MWW test for answers to survey questions.

q Description µA(‘AS’, q) µA(‘GPE’, q) p-value

1 Would consider using tool 4.8 4.2 0.163

2 Confidence in submissions 4.2 3.8 0.140

while only 1/12 solutions from the GPE group did the same. We refer to Sect. 6.1
for a discussion, and run the test again with R′ defined as all requirements of
R except for M.1. Analyzing the data for the number of graphical (G) specifica-
tion deviations we find that µD(‘AS’, G, 3) = 1.75 and µD(‘GPE’, G, 3) = 2.08.
Comparing the groups using a two-sided MWW test we get a p-value of 0.8521.
We cannot reject the null hypothesis H02 for the top tier for either p = F or
p = G when a = 3 and when considering R′ rather than R.

Finally, we analyze the data collected from the participant survey at the end
of experiment sessions. 100% of the participants answered the survey. Table 4
compares the answers of the top tier AS group and the GPE group using a
two-sided MWW test. The two questions are described in Sect. 4.5. Both were
answered on an ordinal scale of [1, 5]. We calculate mean values to provide a
sense of how the subjects answered. We cannot reject the null hypothesis H03

for the top tier for either question 1 or 2.

6 Discussion

6.1 Evaluation of Results and Implications

Based on informal interviews with the participants of the AS group, we concluded
that the scale in the registration form for classifying AXP was unsuccessful. Some
subjects were too modest, registering in a lower category than appropriate, while
others misinterpreted the classification and mistakenly put themselves in a higher
category than appropriate. Because of this, we grouped subjects in the AS group
based on their performance during the experiment. Three tiers were identified.
We discarded the data of the bottom tier, as we considered their level of AXP
to be too low, and hence not applicable for our experiment.

We perceive the middle tier subjects as good programmers with limited AXP.
Their results are hence indicative of what happens if good non-Android devel-
opers are to create Android applications. This has relevance in practice: after a
PalCom system has been created, typically some form of GUI has to be created
to interact with it, not uncommonly on Android devices. As hypothesized, the
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mean development time for the middle AS tier was longer than for the GPE
group: 118.5 vs. 26.0 min for task 1. Hence, we reject H01 for the middle tier
and task 1. In the choice between GPE and AS, the results tell us that non-
Android developers should use GPE rather than AS when creating GUIs for
PalCom systems.

The subjects of the top AS tier are perceived as good programmers with
a fair amount of AXP. Their results are interpreted as the expected outcome
of using average Android developers to create Android applications. The mean
development time for the top AS tier was, for tasks 1 and 2, longer than for
the GPE group: 43.0 vs. 26.0 min and 48.5 vs. 24.4 min, respectively. Hence, we
reject H01 for the top tier and tasks 1 and 2. For task 3, however, we cannot
reject the null hypothesis. From the description of task 3, we observe that the
task had a clear focus on graphical design: changing screen title, adding a logo,
etc. As opposed to tasks 1 and 2, few functional matters were covered. The
novelty of GPE is to change how functionality is specified, thus eliminating the
need for glue code. Hence, we argue that it is reasonable for a task where little
glue code would have to be written in AS to not be significantly faster to develop
in GPE. It appears that even Android developers can benefit from using GPE
rather than AS when creating GUIs for PalCom systems.

Analyzing the quality of the solutions for task 3 from the top tier AS and GPE
groups, we found no difference in terms of graphical specification deviations: we
could not reject H02 for graphical deviations and task 3. However, it appears
that the GPE group deviated more from the functional specification. Looking
at the data, we found that almost all GPE subjects failed to satisfy requirement
M.1 (Table 1). This cannot be a coincidence, and we do not believe that so
many subjects would deliberately submit faulty solutions, hoping we would not
notice the infraction. Instead, we believe that the subjects simply missed the
error since it is intricate to test and hence easy to miss. The reason that no
AS subject failed to satisfy the same requirement is that no additional technical
effort (development time) was needed on their part; AS guarantees by default
that requirement M.1 is satisfied. We therefore think it is relevant to test for
functional deviations again, excluding M.1. In doing so, we could not reject H02

for functional deviations and task 3. In practice, it could be argued that the
GPE group has produced solutions with no difference in quality compared to
the top tier AS group, in less time.

For experiment impressions, we found no differences between the groups,
as hypothesized. We could not reject H03 for either question. The results tell
us that both groups would consider using their tool and that the subject have
confidence in their submitted solutions. The latter fits well with our analysis of
solution quality. The former is interesting, as the subjects of the GPE group had
an agreeable experience (mean 4.2 on a 1–5 scale) using our tool.

6.2 Threats to Validity

Here we discuss threats to the validity [17] of the experiment and findings.
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Instrumentation: As mentioned earlier, the scale in the registration form for
classifying AXP was unsuccessful due to bad instrumentation. We should have
made clearer categories to choose from. This was solved in analysis by dividing
the subject of the AS group into three tiers. Since the tasks were created specif-
ically for the experiment, low quality in descriptions could have affected results
for one or both treatments. However, in the post-experiment survey, subjects in
both treatment groups reported that they had adequate information to solve the
tasks.

History: Originally, the experiment was planned for just two sessions on consec-
utive days to minimize the effect of external factors such as environment and
student schedule. To attract enough subjects, we opted for more sessions over a
longer period of time. Although not formally analyzed, no single session stands
out in terms of inferior results as a consequence of experiment date. We con-
sidered varying times of day as a possible threat, and hence scheduled all the
sessions in the afternoon.

Compensatory Rivalry: In all communication with subjects (invitations, experi-
ment introduction, etc.) we deliberately expressed ourselves in the most neutral
way possible about both treatments, while at the same time not hiding the pur-
pose of the experiment. We wanted to avoid having either group feel like the
underdog, which could have affected outcome.

Group Stress: We identified a possible threat in that faster subjects could have a
stressful effect on slower subjects, causing more error to be made and obstruct-
ing progress. To minimize this effect, we distributed task digitally, one-by-one.
Handing out all tasks in the beginning of the experiment was considered, but that
could have compromised task ordering, e.g. by subjects accidentally skipping a
task.

Interaction of Selection and Treatments: Having subjects that are not repre-
sentative of the population we want to generalize for is a threat to external
validity. The context of this experiment are software developers. While our sub-
jects – students – are not yet fully trained industrial developers, we believe that
our subject selection process has ensured enough programming experience for a
valid generalization.

Professionals: We cannot claim that we drafted the best possible Android devel-
opers for our experiment, not even in the top tier. If we had hired trained Android
consultants, the development times of the AS group would probably have been
shorter. However, similar logic can be applied to the GPE group: had we spent
more than 20 min training the subject we would have gotten shorter development
times, even more so had we drafted experienced GPE developers. Therefore, we
believe that our comparative analysis is valid. It is however a challenge to identify
representative subjects in an experiment like this.

Interaction of Setting and Treatment: A threat when using “toy” problems is that
the experimental material might not be representative of industrial standard.
We handled this threat by designing the experiment tasks to mimic a typical
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industry development scenario (Sect. 4.4). The idea was to represent the most
general use cases in order to not favor one treatment over the other. We ensured
a valid setting by comparing GPE to the most up-to-date version of the market
leading tool for Android development (AS).

Reliability of Measures: Since subjects self-monitored development time, there is
a certain level of unreliability in the collected data. One possible threat was that
the subjects would forget to “unpause” the time tracker tool, thus corrupting
the data. We took measures to prevent this in the software, and more than
once per session emphasized the severity of forgetting to unpause. Experiment
instructors also checked in with participants periodically during the experiments.
No incidents were reported or observed. Another threat is subjects deliberately
pausing the time tracker to improve their recorded time. However, we do not see
what their motivation for doing so would be as the results are anonymous, and
again, the sessions were monitored by the experiment instructors.

7 Conclusions

Our analysis shows that for good programmers with limited experience of using
AS, the gains in terms of user productivity are significant when using GPE
instead of AS. For programmers with a fair amount of experience of using AS the
gains are not as pronounced, but still present. The size of the gain also depends
on the type of task being solved – GPE is more effective when performing certain
tasks, but analysis is inconclusive for others. We found no statistical difference
between the treatments in terms of the quality of the solutions produced during
the experiment. Furthermore, we found that the GPE group would consider
using our tool in the given context. We conclude that in the choice between GPE
and AS, non-Android developers and Android developers alike should consider
using GPE rather than AS when creating Android GUIs for PalCom systems. In
practice, this is relevant because typically when a developer creates a PalCom
system, a GUI – not uncommonly for Android – has to be produced as well.

With a basis for how GPE performs against the industry standard tool when
used by programmers, in future research we are interested in seeing how GPE
performs when used by non-programmers in comparison to programmers. This
could be investigated in an experiment similar to this, although the functionality
domain would have to be adjusted to be relevant to non-programmers. One such
domain could be home automation.
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Abstract. Technological applications have an increasingly important role in
most companies. Investment in Information Technologies (IT) is also growing in
most of them. The need to align IT-related goals with the company’s strategic
goals becomes imperative. GQM+Strategies is an approach to align organiza‐
tional goals, strategies, and measurements at different levels of an organization.
This paper describes experiences learned from a GQM+Strategies implementa‐
tion at a large multi-industry state-owned company. The implementation was
conducted by an academic research team joined by representatives of the
company. Results showed an improved alignment and integration of different
goals. Moreover, a holistic goal visualization was achieved, even though the
company works in two different industries. As a state-owned company, external
pressures force continuous planning. Sometimes, inadvertently designing those
plans is the only goal achieved (i.e., plans are never executed). Using GQM
+Strategies, the research team leveraged the separation of goals and strategies,
allowing identification of redundancies and replicated efforts across the company.
The implementation of the GQM+Strategies approach in such a complex context
was very valuable. However, it also required a large amount of effort from the
researchers and company representatives.

Keywords: GQM+Strategies · Goal-oriented measurement · Strategic alignment ·
Software process improvement · IT strategy · Experience report

1 Introduction

GQM+Strategies is a measurement approach that extends the GQM paradigm [1, 2], it
promotes the creation of measurement programs that ensure alignment between goals
in different levels of a company.

This paper describes experiences gathered while applying GQM+Strategies in a
complex context (i.e., a large multi-industry state-owned company). The company has
an intrinsically hierarchical structure. Moreover, industry segregation promoted a silo
mentality within the company.
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The implementation of GQM+Strategies in this context was triggered by a Software
Process Improvement (SPI) initiative in the company’s IT department. This department
serves both industries and an administrative and finance management. Moreover, it is
in charge of promoting IT related controls and standards.

The main benefits of GQM+Strategies and similar approaches are: an explicit
description of goals, strategies, context factors and metrics that allow the organizational
alignment; a transparent instrument to improve communication both within the organ‐
ization and to third parties; and measurement data that allows information-based deci‐
sion-making [3].

This research has two goals: one industry-related and one academic. The industry-
related goal was to align the different levels of a large multi-industry state-owned
company and to help this company in their SPI efforts. The academic goal was to assess
the applicability of GQM+Strategies in such a complex context.

GQM+Strategies demonstrated that several efforts within the company were repli‐
cated and some goals were promoted by both industries in which the company operates.
Moreover, the alignment allowed to reduce segregation and provided a holistic vision
of the company’s IT roadmap. Senior management saw potential on the GQM+Strategies
Grid. They started to call it the company’s value map.

The rest of the paper is structured as follows. Section 2 introduces the theoretical
background, delving into GQM+Strategies definition and similar experience reports of
case studies (i.e., related work). Section 3 describes our implementation of GQM+Strat‐
egies including: Application context, research approach, execution and results.
Section 4 describes the main lessons learned in this research. Section 5 describes similar
experience reports and compares those experiences with the ones described on this
paper. Finally, Sect. 6 presents some final remarks.

2 Background

2.1 GQM+Strategies

Goal-Question-Metric plus Strategies approach (GQM+Strategies® [4, 5]) was defined
as an extension of the GQM paradigm [1, 2]. GQM is a measurement system that sets
rules for interpretation of measurement data in three levels: Conceptual, operational and
quantitative. The GQM process identifies goals, derives questions and specifies
metrics [1].

GQM+Strategies proposes the alignment of the traditional GQM paradigm with
organizational goals in three levels: Business, software and project. Moreover, GQM
+Strategies describes an iterative process to achieve organizational goals alignment
through measurement [3] and proposes that constant updates are necessary to reflect
organizational, departmental or team goal changes [6]. Figure 1 shows the phases of
GQM+Strategies and its sub-activities.

Application of GQM+Strategies in a Multi-industry State-Owned Company 199



Fig. 1. GQM+Strategies flow diagram. Based on phases reported on [3]

GQM+Strategies recommends the use of a Grid that links goals to strategies, ques‐
tions, and metrics, easing communication of common goals in the organization. The
Grid facilitates traceability of goal-related data and integration of the measurement
program across different levels within the organization [7, 8].

GQM+Strategies considers context factors and assumptions that are made during the
implementation of measurement programs. Therefore, it allows inspection of erroneous
assumptions or context changes over time. GQM+Strategies helps organizations to
define what, why and how to measure, and interpret those measurements [6].

3 GQM+Strategies Implementation

3.1 Context

The company in which GQM+Strategies was implemented has several distinct charac‐
teristics: (1) It is a large organization (more than 15.000 employees on the payroll),
(2) has more than 60 years of existence, (3) it is a multi-industry company, and (4) it is
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a state-owned company. Furthermore, one of the industries in which the company oper‐
ates recently transitioned from a monopoly to a competitive environment. Figure 2
shows a simplified company organigram.

Fig. 2. Company organigram

Figure 3 illustrates the organization within the IT department. The IT department is
part of the administrative and finance management, there are also two managements at
the same level, one for each industry in which the company operates.

Fig. 3. Organization of the IT department

Industries 1 and 2 have different dynamics, one is a very volatile (i.e., requirement
change rates are very high), the other is very structured and passive. The IT department
is in charge of IT across the company. However, each management has its local IT (self-
funded) therefore a silo mentality has been established (i.e., departments or groups
within an organization do not want to share resources (e.g., information, knowledge,
funding, among others) with other individuals in the same organization.

The traditional approach towards measurement in the organization has been balanced
scorecards [9] and Key Performance Indicators (KPI). Therefore, concepts such as
learning and growth, business process, customer or financial perspective, and strategy
mapping are deeply rooted in the company.
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3.2 Research Approach

The GQM+Strategies implementation reported in this paper was performed collabora‐
tively between the University of Costa Rica research team and the company represen‐
tatives. The research team comprised twelve members: Four PhDs, one PhD-student
researcher, three MSc (one researcher and two industry practitioners), and four BSc,
during a two-year period (i.e., approximately four at any given time). The company
representatives comprised: Three permanent members (all seniors at the organization).
The main positions of the company representatives were: Company’s IT department
manager, IT department’s strategy division manager, and another strategy division
member. However, the application of GQM+Strategies incorporated the vision of over
12 people working in the IT department and its divisions.

GQM+Strategies implementation started from senior management’s desire of imple‐
menting a software factory (i.e., commitment to long-term, integrated efforts to enhance
software operations [10]). The research team performed a diagnosis focused on: The
company’s organizational scheme, software development culture and processes, human
resources and technology used in the development process and other regulations.

The diagnosis was implemented through interviews (15 interviews/71 people), site
visits (5 visits) and an online survey (281 participants). All these activities were carried
with people from the IT department and the local ITs (Fig. 2). From the diagnosis 44
findings were reported. Findings can be categorized as: General, business vision,
requirement management, quality assurance, release management, change management
and configuration, project management, architecture, support, outsourcing management,
IT governance, technology, people, and culture.

In several of these findings the measurement process is mentioned as a requirement
before addressing the issues reported (i.e., measurement process must be implemented
before fixing the problem), in order to ensure improvement and measure progress. This
situation was crucial to boost GQM+Strategies implementation in the organization and
convince senior management that a measurement approach that also aligns business
goals would be very beneficial for the IT department and the company.

3.3 GQM+Strategies Execution and Results

The application of GQM+Strategies consisted mainly of a set of planning meetings with
the company representatives. In the next subsections we will describe how we
approached each phase of GQM+Strategies in the context of this implementation, the
main results and difficulties found along the way.

Initialize
According to [3], required inputs for this phase include a motivational talk and tuto‐

rial. We conducted three sessions of motivational talks (due to the number of people
that participated). In these sessions, the IT department manager and the company’s
training manager introduced the planned efforts. Three cases were presented to motivate
participants: A former software engineer at Google talked about working culture, a
former software testing engineer at Microsoft Corp talked about the importance of high
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quality software products and a former software developer at Costa Rica’s Central Bank
talked about software improvement processes in public institutions.

Commitment was a given, since the process originated from the organization. More‐
over, the IT department manager was fully involved at this stage. A schedule of activities
was prepared and the budget was calculated. At this stage training people is a task that
should be executed. However, only two work sessions were conducted due to represen‐
tatives’ insufficient time. Table 1 shows the training sessions, their coverage and dates.

Table 1. Joint events for sensitization and training, all sessions were conducted in 2015

The original GQM+Strategies scope was the IT department, leaving out the local
ITs. However, once the process started, provided documentations included IT-related
goals of the company’s three managements (See Fig. 2).

Characterize the Environment
In this phase, while assessing the applicability of GQM+Strategies, we discovered

that IT department’s strategy division head compared the approach with balanced score‐
cards (due to their focus on measurement), this was a difficult to overcome problem,
because balanced scorecards have been used for many years and their promotors did not
want to change the way measurements were executed.

Since our application contexts is a public state-owned company, they are asked to
provide detailed documentation of goals and investments. Therefore, there was a high
availability of organizational structure, process, goals, and future plans documentation.
At a certain point there was too much documentation. Later on, we will discuss on how
plans for each management had duplications and ambiguities that made the GQM
+Strategies refinement process very difficult.

Define Goals, Strategies and Measurement
We asked the company representatives to provide information regarding current

goals, plans and measurements. Delivered documentation included: Current measure‐
ments for the business operative plan, 2016 IT plan, IT strategic framework (2015-2018)
at company level, IT strategic framework for the administration and finance management
(2015), IT strategic framework for the Industry 1 management (2014-2018), IT strategic
framework for the Industry 2 management (2016), and IT Strategic framework, general
strategic documentation (2014-2018), proposed metric for ITIL (2011), IT government
statute, and the administration and finance management strategy (2015-2018).

The research team read and interpreted all the provided documentation and extracted
IT-related goals. Figure 4 provides a structural overview of the GQM+Strategies Grid
derived from the documental revision. Due to confidentiality reasons of the case
company, the complete list of goals and strategies are not mentioned.
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Fig. 4. Structural overview of the GQM+Strategies grid (first version)

In the first version of the GQM+Strategies Grid, no difference was made between
goals and strategies, everything was considered a goal since there were no further details
on how the statements were going to be achieved.

A change in mental models was required to understand the GQM+Strategies proposal
and differentiate between goals and strategies. This effort was very valuable to assess
the implementability of many proposed goals in the organization.

In order to move from the first version of the GQM+Strategies Grid (Fig. 4) to the
final version (Fig. 5), refinement events were carried with company representatives.
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They were asked to assess the Grid’s vision according with the scope of the
implementation and the reviewed documents.

Fig. 5. Structural overview of the GQM+Strategies grid (final version)

In Fig. 4, the left most boxes represent the company’s strategic goals. They were
considered and incorporated in the Grid because one of the documents stated that the
goal of IT in the company was to support all the company’s strategic goals.

Figure 4 contains twelve company strategic goals (non IT-related), seven high level
goals (IT-related), and 193 lower level goals. Some of these goals were similar from
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each other. Nonetheless, the research team decided to keep them all, in order to provide
evidence of the duplicated goals found across documents.

The first refinement session was conducted with the version of the GQM+Strategies
Grid created from the goal extraction of the documentation. In this first refinement
session, both the director of the IT department’s strategy division and a senior employee
of that division participated. The GQM+Strategies grid was introduced and they started
to define changes that should be incorporated.

Table 2 shows the GQM+Strategies Grid refinement sessions conducted during this
GQM+Strategies implementation. After each refinement session a new version of the
GQM+Strategies Grid was generated and used in the next refinement session. This did
not occur in the sessions conducted on November 11, all these sessions were conducted
with the same version of the grid and a set of changes was prepared to be incorporated
after these three sessions.

Table 2. GQM+Strategies Grid refinement events carried during 2015

Even though the research team tried enforced the company representatives to make
strategy decisions that would allow later strategy execution, this was not possible. In the
context of a large state-owned company, individuals are not used to make decisions
alone.

Once the GQM+Strategies Grid was ready (i.e., all apparent goals were included),
the IT plan for 2016 was released and approved by the board of the company (i.e., it was
engraved in stone). This document was facilitated to the research team in early 2016;
therefore, the GQM+Strategies Grid was reviewed and refined. Again, no difference was
found between goals and strategies in the IT plan. A session was conducted to identify
how the IT plan and the GQM+Strategies Grid could be aligned and the representative’s
answer was that the Grid was the one that required to be changed, because the IT plan
was approved by the company’s board of directors.

The defined solution was to implement a mapping tool (initially an Excel document)
to translate IT plan language into goals and strategies and incorporate them in the GQM
+Strategies Grid. At this point, the GQM+Strategies Grid was transferred to be used
internally in the company.

Plan Grid Implementation
In this phase, the research team decided to adapt an iterative approach toward

improvement [11]. An improvement backlog was developed based on the GQM+Strat‐
egies Grid strategies, and an iterative improvement process began. In order to assure
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that measurements are aligned between them, the research team proposed measures for
each goal incorporated in the GQM+Strategies Grid final version.

The GQM+Strategies Grid showed in Fig. 5 is the Grid in its current state. The Grid
contains two (non IT-related) company strategic goals that are directly mapped with
nine IT-related high level goals. Sixty-two low level goals were finally incorporated into
the GQM+Strategies Grid. Furthermore, 149 strategies were linked with those goals.
The analyze outcomes and package improvement phases of GQM+Strategies are still to
be implemented after the strategy execution and measurement implementation.

In the next section, we describe some lessons learned of this GQM+Strategies imple‐
mentation. We acknowledge that GQM+Strategies is not a novel approach (i.e., it has
more than 6 years being applied); however, we did not found evidence (published in
academic literature) of the application of this approach in such a complex context: Large
multi-industry state-owned company. Therefore, we believe that the insights gathered
from this experience could be beneficial for further implementations and researches.

4 Lessons Learned

The context in which GQM+Strategies was implemented had traditionally used balanced
scorecards as the main measurement approach. Some issues were found in the imple‐
mentation of balanced scorecards that reduced their value for the organization:

• Metrics were created to be centralized and generalizable. Lower levels of the
company were not given the change to develop their own measurements.

By applying GQM+Strategies, we did not only allow lower levels to design meas‐
urements, but also to incorporate their goals into the GQM+Strategies Grid.

• The company worked with silo mentality, from managements to working depart‐
ments, all areas work separately and do not share information. There was an
entrenched lack of information integration.

By reviewing documentation provided by all management offices and both the IT
department and local ITs, we took a step forward towards data integration in the
company. GQM+Strategies, and specially the Grid provided so much value in the eyes
of the strategy division director that he started calling it the company’s value map.

• Balanced scorecards were developed in different levels of the organization; however,
they were not fully integrated.

As we mentioned, information was not integrated horizontally. Furthermore, the
measurement process carried did not provide a vertical integration. Therefore, lower
level measurements were not always proper to assess higher level goals. In some cases
balanced scorecards used different indicators to measure similar things in different levels
of the organization.

Delving into the GQM+Strategies implementation, we also faced some challenges
and we learned some lessons while dealing with those challenges:

• A flexible tool to manage the GQM+Strategies Grid
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We developed the visual representation of the GQM+Strategies grid using Micro‐
soft’s Visio. In cases in which the grid is small, there are no major challenges to manage
changes. However, in a Grid with over 200 components, changes were difficult to deal
with.

A flexible tool designed for business and information management purposes (instead
of a diagramming tool) would have been very beneficial for the process. During the
implementation of GQM+Strategies, the company in which the approach was imple‐
mented bought a tool called MindManager, the first activity they performed as soon as
the grid was delivered, was to change it from Visio to MindManager due to the flexibility
it provided. We acknowledge that our use of Microsoft’s Visio was not the best, since
we used a basic diagram, however, the use of a specialized tool made the process much
easier.

• During the implementation of GQM+Strategies, a clear segmentation between the
research team and the company representatives was made. The first version of the
GQM+Strategies Grid was created by the research team by reviewing documentation.
This approach was beneficial to avoid bias in the Grid; however, it also increased the
cost and time required to finalize the first version of the GQM+Strategies Grid.

By creating the Grid from an outsider perspective, the research team was capable of
identifying a large number of goals in the reviewed documentation. All these goals were
incorporated in the first version of the GQM+Strategies Grid. However, once this version
was ready to be assessed, we suffered from lack of participant identification and commit‐
ment in the refinement sessions. Moreover, we believe that they did not understand the
process.

Through training and iterations in the refinement process, this issue was overcome.
However, the costs increased. If the company representatives had participated in the
process since the beginning this issue would not have appeared, but the unbiased
perspective could not have been achieved.

• An automation tool could have been used to keep track of changes

During this implementation we used manual changelogs (to keep track of changes
in the grid). A better tool to manage the GQM+Strategies Grid could have provided the
mechanisms to automate tracking changes and avoid the costs of manually tracking
them.

• The company is undertaking a change process. However, deep changes in the organ‐
izational structure of the company destabilize these efforts. We faced problems to
maintain sponsorship during GQM+Strategies execution. The director of the IT
department strategy division changed during the implementation. The new director
saw potential in the results of the process and promoted it. This could have been the
other way around, and sponsorship could have been lost.

The GQM+Strategies Grid allowed us to clearly distinguish the organizational
changes over time. Excess of documents over the years were proof of those changes. It
is hard to assess if GQM+Strategies should be implemented while changes so deep are
occurring in a company. Furthermore, cultural characteristics were against the
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incorporation of practices that make visible information within the organization. There‐
fore, we faced resistance from some employees.

In order to face some of the main issues found during our GQM+Strategies imple‐
mentation we used some mechanisms including: A changelog to keep track of changes
between refinement sessions. This was necessary due to the complexity of the GQM
+Strategies Grid initial version.

The changelog is composed of all the changes that arise during the refinement
session. The choices of changes proposed to the participants were: Merge, eliminate,
modify and create. Merge was used to unify two or more goals attending the same issue
or executing similar tasks. Eliminate was available to discard goals that were not consid‐
ered IT-related. Modify was used to adjust the original texts to either goal or strategy
syntax. Create was used when a strategy was devised and it had no associated goal (i.e.,
the goal was created based on the strategy).

All this was conducted to obtain the first stable version of the GQM+Strategies Grid,
after the refinement sessions. However, we also see fit to use the changelog as further
reference. For instance, once a goal is achieved, it might be changed or discarded from
the GQM+Strategies Grid, without trace of it ever being there. We believe that change‐
logs or version control might be implemented to provide the company with a memory
of its goals.

To implement this proposal, the definition proposed by Münch et al. [12] might be
used to characterize each goal, denoting the changes it has undergone: New goal,
discarded goal, unchanged goal, revised goal, split goals, merged goal, established goal
and linked goal.

The IT plan provided by the company for this GQM+Strategies implementation
considers goals to have different maturity levels, including: Foundation establishment,
positioning and consolidation/operation. These phases can be mapped to the GQM
+Strategies Grid as it changes over time.

The changelog allowed us to effectively track and document the changes made after
a refinement session. Also, we used them as a reference before we started a new refine‐
ment session. To show to the interviewee the evolution of the Grid and the most recent
modifications.

Finally, as it was expected, visualizing such a large GQM+Strategies Grid was almost
impossible. Navigation between goals was also a difficult task. Figure 6 shows the final
version of the developed GQM+Strategies Grid.

Fig. 6. GQM+Strategies grid traditional visualization

As it is evident, the traditional hierarchical visualization of the GQM+Strategies Grid
does not work with so many goals and strategies. It is difficult to understand the context
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of each goal and navigate between them. We created a poster version of the grid (Fig. 7),
dividing each branch at the higher IT-related goals. A highlighted section of the poster
shows the highest level relationships. This visualization was very helpful for the
company representatives, easing navigation and overall understanding of the GQM
+Strategies results.

Fig. 7. GQM+Strategies grid visualized as a poster

5 Discussion and Similar Experience Reports

Several experience reports and case studies have been reported in literature addressing
the implementation of GQM+Strategies in different contexts. This section describes
some of them, their similarities and differences with the experience described in this
paper.

In 2010, Mandić et al. [13] proposed an approach to assess GQM+Strategies’ prac‐
tical value and applied it in a Finnish ICT company. Authors concluded that GQM
+Strategies had practical value for the company. However, authors only assessed a small
department in the company. In this paper, only one department was assessed. Nonethe‐
less, this department serves the whole company and shares goals three different mana‐
gerial offices.

Also in 2010, Sarcia [14] reported that in order to apply GQM+Strategies in non-
software development domains in required to be generalized (i.e., converted into a
context free approach). Author assessed the application of GQM+Strategies in a military
training domain in Italy. This work was an ongoing experience and no further details
were found in literature. Even though the experience described in this paper was gathered
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from the application of GQM+Strategies in an IT Department, one of the industries in
which the company works is not related to software development. Some of the high level
goals (for this industry) had nothing to do with software development. Therefore, this
experiences support the finding that GQM+Strategies is applicable and introduces busi‐
ness value in non-software development domains.

In 2011, Kaneko et al. [15] presented results and experiences from applying the GQM
+Strategies approach at the Japan Aerospace Exploration Agency’s software research
department. The efforts were joined with IESE’s experts. Three top-level goals are
reported; 20 lower level goals are also identifiable in their GQM+Strategies Grid.
Reported lessons learned include: (1) Reuse of previously developed measurement
models is important to reduce efforts and (2) GQM+Strategies Grid can contribute to
prioritize high level goals by assessing which ones are more feasible. In this experience,
consultants had to force a separation between the previously used measurement model
and GQM+Strategies, because management started to fall back into their traditional
measurement practices, and this was considered a threat for GQM+Strategies imple‐
mentation and the SPI initiative as a whole.

Also during 2011, Trendowicz, Heidrich, and Shintani [16], reported lessons learned
from a GQM+Strategies implementation at the Japanese Information-technology
Promotion Agency. Authors present an interesting perspective on how GQM+Strategies
allows project evaluation regarding their contribution towards higher-level goals, and
how clear rationale can be applied for rejecting or approving project proposals based on
their contribution. To assess this perspective, the implementation of GQM+Strategies
should be ingrained in the company and its practices. An evaluation of this contribution
in the context of application presented in this paper will require more time and further
analysis.

In 2013, Münch et al. [17] reported experiences on a five-month application of GQM
+Strategies in an industrial company. Main lessons learned reported include: (1) The
necessity of company representatives to have knowledge of GQM+Strategies and how
to apply it, (2) find a suitable entry point for the approach implementation is crucial. In
this case, the efforts presented in this paper are very similar to the ones described by
Münch et al. [17]. However, the experience time period was larger due to the complexity
of the company and the amount of information available that had to be revised. More‐
over, the entry point was a key aspect to boost GQM+Strategies implementation. The
sponsorship of senior management and participation of representatives with the proper
knowledge enhanced sped up the GQM+Strategies implementation.

In 2013 Basili, Lampasona, and Ramírez [18], describe an overview of the applica‐
tion of GQM+Strategies in ECOPETROL (oil and gas industry). Their main goals were
for alignment and formalization of goals, providing strategies with visibility, and
defining operational measurement and interpretation of goals. Authors point the effort
required to implement GQM+Strategies (i.e., the GQM+Strategies Grid requires the
collaboration of several people representing different levels of the organization and is a
non-trivial mental activity). This experience report is very similar to the one conducted
at ECOPETRO. Different perspectives were incorporated, not only due to consultant
request but also because the company representatives advised that other perspectives
should be considered to create the GQM+Strategies Grid.
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In 2014, Petersen et al. [19] proposed an elicitation instrument to gather stakeholder
perspectives and incorporate it into the GQM+Strategies approach. In their paper,
authors explain the case study performed at Ericsson AB (Telecommunications
industry). We tried to apply this elicitation instrument; however, it was too structured
for the first implementation of GQM+Strategies. This is the most similar case to the one
presented in this paper, due to industry similarity. However, Petersen et al. [19], do not
delve in the specific results of the implementations. Therefore, a comparison is difficult
to conduct.

In this section we presented experience reports, case studies of GQM+Strategies
conducted from 2010 to 2014. Those reports were compared with the one described in
this paper.

6 Conclusions

In this paper we presented our experiences of applying the GQM+Strategies approach
in a large multi-industry state-owned company. The application was triggered by an
improvement initiative to implement a software factory.

GQM+Strategies was implemented by a research team jointly with company repre‐
sentatives. The approach was followed as proposed in [3]. The research team managed
the process and company representatives worked as stakeholders.

The GQM+Strategies Grid was firstly derived from a documental review of the
company’s information. Over 10 large (100 page or more) documents were reviewed
and goals or action plans were extracted. With the list of goals, the research team
conducted a process to unify them in one single representation. The first version of the
GQM+Strategies Grid did not differentiate between goals and strategies.

Following a proposal to operationalize GQM+Strategies [19], we conducted refine‐
ment sessions. In each refinement session one company representative’s vision was
incorporated, and doubts emerged from the process were revised and solved. The
research team implemented a changelog to keep track of changes in order to modify the
Grid and use an improved version in the next refinement session. We observed the
following key benefits and advantages of applying GQM+Strategies in such a complex
context:

• GQM+Strategies helped the company to get a complete vision of their goals and
provided them with a tool to visualize those goals integrally.

• The approach implementation made visible the benefits provided by operative and
low level tasks both to immediately above goals and to the company’s objectives.

• As a state-owned company, they suffer external pressures to plan their activities. Such
pressures sometimes force them to plan in advance for several years. GQM+Strat‐
egies provided a tool to enforce alignment between plans (goals) and to define strat‐
egies to achieve those goals. Moreover, it allowed the identification of redundancies
and replicated efforts.

• As a multi-industry company, they adopted a silo mentality. GQM+Strategies
promoted the unification of the IT department goals for both industries and the
administrative and finance management. Therefore, the segregation was reduced.
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Moreover, the research team specifically recorded which industry or management
proposed the goals allowing the IT department to prioritize goals that have impact
into more than one management.

One of the key lessons from our application GQM+Strategies is that goal very diffi‐
cult and institutions that first try to implement the approach do not distinguish between
goals and strategies. In general, the GQM+Strategies approach was very valuable in the
context in which it was applied. However, the efforts invested were large. We expect
for the results to have an impact as large as the effort invested to implement it.

One of the key lessons gathered from this effort was the help that GQM+Strategies
implementation provided to visualize redundant goals within the company. This visi‐
bility allowed the research team to point out deficiencies in the budged investment and
the company representatives to convince internal management that a change was neces‐
sary to avoid unnecessary expenses. Even though this is not a direct benefit from GQM
+Strategies researchers could not achieved this result without following this approach.
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Jakub Možucha and Bruno Rossi(B)

Faculty of Informatics, Masaryk University, Brno, Czech Republic
{jmozucha,brossi}@mail.muni.cz

Abstract. Mutation Testing has a long research history as a way to
improve the quality of software tests. However, it has not yet reached
wide consensus for industry-wide adoption, mainly due to missing clear
benefits and computational complexity for the application to large sys-
tems. In this paper, we investigate the current state of mutation test-
ing support for Java Virtual Machine (JVM) environments. By running
an experimental evaluation, we found out that while default configura-
tions are unbearable for larger projects, using strategies such as selective
operators, second order mutation and multi-threading can increase the
applicability of the approach. However, there is a trade-off in terms of
quality of the achieved results of the mutation analysis process that needs
to be taken into account.

Keywords: Software mutation testing · Experimentation · Equivalent
mutants · Selective mutation operators · Cost-reduction strategies

1 Introduction

Large amount of resources are wasted yearly due to bugs introduced in soft-
ware systems, making the testing process one of the critical phases of software
development [2]. A recent research reported the cost of software debugging up to
a yearly $312 Billion, with developers utilizing 50 % of their allocated time to
find and fix software bugs [1]. Software Engineering is for long time striving
to find ways to reduce such inefficiencies, with the constant challenge to build
more robust software. Mutation Testing is one such ways, representing a pow-
erful technique to evaluate and improve the quality of software tests written by
developers [7,14].

The main idea behind Mutation testing is to create many modified copies
of the original program called mutants — each mutant with a single variation
from the original program. All mutants are then tested by test suites to get the
percentage of mutants failing the tests. It has been proven that mutation testing
can bring several benefits to complement the applied testing practices, e.g. for
test cases prioritization [6].

However, mutation testing has been often reported to struggle to be intro-
duced in to real-world industrial contexts [8,11,15]. So why is mutation testing
c© Springer International Publishing AG 2016
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not widely adopted within industry? According to Madeyski et al. [9], mainly due
to (a) performance reasons, (b) the equivalent mutants problem — syntactically
but not semantically equal mutants — and (c) missing integration tools. In our
view, the biggest drawback of mutation testing — its great computational costs
— prevented until recently to include mutation testing into the development
cycle of most companies. This resulted in development of many techniques to
reduce the costs of mutation testing. Furthermore, another perceived drawback
might be that the advantages of running mutation testing might not be fully
clear as opposed to other simpler testing approaches.

Problem. The applicability of Mutation Testing to real-world project is far from
reaching consensus [4,8,9,11,15]. While it seems that improvements have been
done in tools integration, performance and equivalent mutants concerns still
remain the most relevant issues, and call for further analyses.

Contribution. We report on an experiment addressed at understanding the cur-
rent performance of Mutation Testing in Java Virtual Machine (JVM) environ-
ments, based on our previous experience on empirical studies [16] and the needs
for more industry-academia cooperation [3]. With the collaboration of an indus-
trial partner, we are in particular looking at different strategies that can reduce
runtime overhead of Mutation Testing. Among the results, we provide indica-
tions about selective operators efficiency for Mutation Testing and their impact
on performance. Practitioners can gain more insights about the performance /
quality trade-offs in running mutation testing by evaluating several cost reduc-
tion strategies on a typical set of projects. Such information can be relevant
for the integration in their own software development process. Furthermore, we
make available the experimental package for replications.

The paper is structured as follows. Section 2 reports about the background
on mutation testing. In Sect. 3, we refer about the experimental evaluation,
describing the experimental design, choices made, results, and threats to validity.
Section 4 provides related works that evaluated mutation testing in an experi-
mental setting. Section 5 provides the discussions and Sect. 6 the conclusions.

2 Mutation Testing Background

Mutation Testing has undergone several decades of extensive research. First
formed and published by DeMillo et al. in a 1971’s seminal paper [5], Mutation
Testing was introduced as a technique that can help programmers to improve the
tests quality significantly. The core of Mutation Analysis is creating and killing
mutants. Each mutant is a copy of original source code modified (mutated) with
a single change (mutation). These mutations are done based on set of predefined
syntactic rules called mutation operators. Traditional mutation operators consist
of statement deletions (e.g. removing a break in a loop), statement modifica-
tions (e.g. replacing a while with do-while), Boolean expression modification
(e.g. switching a != logical operator to ==), or variables/constants replacements.
These mutation operators can be considered to be traditional mutation opera-
tors and are mostly language independent. There are also language-dependent
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mutation operators that are used to mutate language-specific constructs, taking
into account aspects such as encapsulation, inheritance and polymorphism.

Tests are then executed on the mutants and the failure of mutants is expected.
When the tests fail, the mutant is considered killed and no further tests are
needed to be run using this mutant. For example, the original Java code in
Algorithm 1 is mutated using a mutation operator, which replaces == with !=
and produces the mutant in Algorithm2.

Algorithm 1. Original Code
if (a == b) then

// do something
else

// do something

Algorithm 2. Mutated Code
if (a != b) then

// do something
else

// do something

If any mutant does not cause the tests to fail, it is considered live. This
can have two meanings: that the tests are not sensitive enough to catch the
modified code or that this mutant is equivalent. An equivalent mutant is syntac-
tically different from the original, but its semantics are the same and therefore
it is impossible for tests to detect them. The final indication of tests quality is
mutation score, that is the percentage of non-equivalent mutants killed by the
test data or in other terms, the number of killed mutants over the number of
non-equivalent mutants generated.

A test data is considered mutation-adequate [12] if its mutation score is
100 %. The higher mutation score is, the more faults were discovered — therefore
the better the test process. This process leads to iterative improvement of testing,
moreover, inspecting live mutants can lead to discovery and resolution of other
source code issues. The most serious problem with equivalent mutants is the
distortion of the mutation score: software tools include them in the computation,
as their accurate detection is undecidable and can only be performed by manual
inspection [9].

Mutation testing is a powerful technique, but has great computational costs.
In fact, these costs have prevented mutation testing to be used in a practical way
for many years, despite the relatively long history of mutation testing related
research. In general, these are the most expensive phases:

1. Mutant Generation – aside from great computational costs, also the mem-
ory consumption is considerably high in this phase. Mutation operators have
to be applied on the original code and mutants have to be stored;

2. Mutant Compilation – phase in which the generated mutants have to be
compiled. This phase can be very costly for larger programs;

3. Execution of tests – for every mutant, the tests have to be executed until
they are not killed. Most costly are live mutants, because every test has to
be run on them;

There are several approaches that have been proposed to reduce the
equivalent mutation problem ([9] provides an extensive review in the area).
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At the same time, the problem is very often linked to performance optimization,
as less equivalent mutants generated lead to a reduction in the three phases of
mutant generation, mutant compilation, and tests execution. For this reason,
various cost reducing strategies were developed.

In this paper we look into several of these strategies and their applicability to
improve the performance for industrial applicability. A first strategy is the Selec-
tive Mutation technique — the idea is to use only the mutation operators that
produce statistically less equivalent mutants than others. This approach allows
to reduce not only equivalent mutants, but also to improve the performance.
The aim of Selective Mutation is to achieve maximum coverage by generating
the least number of mutants. Complexity reduction of mutants generation is
from quadratic (O(Refs∗V ars)) to linear (O(Refs)) [13], while retaining much
of effectiveness of non-selective mutation.

Another strategy we adopt in the current paper is Higher Order Mutation
(HOM). Taking into account the original mutants we discussed so far as First
Order Mutants (FOMs), the technique creates mutants with more than a single
mutation, referred as higher order mutants as combination of several FOMs [6].
We look in particular at four different algorithms (Last2First, DifferentOpera-
tors, ClosePair and RandomMix ) implemented in Judy [9,10] to combine FOMs
into Second Order Mutants (SOMs) — in which two mutants are combined:

– Last2First – the first mutant in the list of FOMs is combined with the last
mutant in the list, the second mutant with next to last and so on;

– DifferentOperators – only FOMs generated by different mutation operators
are combined;

– ClosePair – two neighboring FOMs from the list are combined;
– RandomMix – any two mutants from the FOMs are combined;

All these strategies use a list of first order mutants (FOM) and should gen-
erate at least 50 % less mutants, with impact on the final mutation score [9].

3 Experimental Evaluation

We designed an exploratory experiment aimed at getting insights about the cur-
rent applicability of mutation testing in industrial context (summary of the over-
all process, Fig. 1). We run in parallel a literature review (1) and an exploratory
analysis about the usage of the tools for Mutation Testing (5). The selection
of the tools for the experimentation (2), as well as the experimental units (3)
were done based on the criteria of the company. We designed the research ques-
tions (6) and created the experimental design (7) based on the results from the
exploratory analysis, taking both into account the company’s needs and theoret-
ical constraints and aspects worth investigation from theory. Experiments were
then run (8) and results provided to the industrial partners for knowledge trans-
fer and identification of future works. Based on an exploratory pre-experiment
phase, we set the following research questions:
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Fig. 1. Research process workflow

– RQ1. What is the performance of Mutation Testing by taking into account
standard configurations (i.e. no selective operators and no mutation strategy)?

– RQ2. What is the impact of Selective Operators on Mutation Testing effi-
ciency & performance?

– RQ3. What is the impact of Second Order Mutation strategies on Mutation
Testing efficiency & performance?

Given the selection of the tools for mutation testing supported by the indus-
trial partner, we looked specifically at three areas of experiments according to
the three research questions set:

EXP1. Mutation Operators Efficiency Experiments. Looking at the selec-
tion of the most efficient mutation operators that then be evaluated in the per-
formance experiments;
EXP2. Performance Experiments & Concurrency Experiments. Look-
ing at the single-thread and multi-threading performance of the tools with stan-
dard configurations and according to different selective operator strategies;
EXP3. SOM Experiments. Evaluating the impact of different Second Order
mutation strategies (Last2First, DifferentOperators, ClosePair, RandomMix ).

We run an initial review of the tools available for mutation testing in JVM
environments, omitting experimental tools. We overall considered seven tools:
MuJava, PITest, Javalanche, Judy, Jumble, Jester, MAJOR, that we compared
according to several characteristics (Table 1). To speed-up the mutation genera-
tion process, it is now a standard the support of byte-code mutation — mutants
are applied at the byte code level. The industrial partner involved in the exper-
imentation considered PITest and Judy more relevant for a series of reasons, in
particular the availability of plugins and general easiness of integration, as well
as the open source license and support for Java 8. Both software were used to
run the experiments.
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Table 1. JVM mutation testing tools

MuJava PITest Javalanche Judy Jumble Jester MAJOR

State active active – active active – active

License Apache 2.0 Apache 2.0 LGPL BSD GPL open ?

Java vers. 7 5 – 8 5, 6 6 – 8 6 –8 6 7

Unit test.

framework

jUnit4 jUnit4, TestNG6 jUnit4 jUnit4 jUnit4 jUnit3 jUnit4

Production

tools

GUI, Eclipse 3rd part. plugins Eclipse plugin Cmd Cmd Cmd Ant

Automated

class/test

selection

Only classes Yes Yes Yes Only tests Yes Yes

Mutation

Operators

method class method method concurr meth. class meth meth method

self-def.

Byte-code

mutation

Yes Yes Yes Yes Yes – Yes

For experimentation, we used as experimental projects libraries suggested
by the industrial partner (Table 2): various Apache Commons projects and the
JodaTime library. The selection was done so that the chosen projects contain
possibly the most different distribution of size types, tests duration and test
coverage. However, we couldn’t include larger projects due to the high complexity
of running mutation tests. From an initial list, we had to discard other projects
that had either no tests (Apache Commons Daemon) or in which test cases were
failing with either PITest or Judy (Apache Commons Compression, BeanUtils).

We included in Table 2 Mutation Size, a metric that can give indication of
the complexity of the mutation process. While previous research has proved
that the number of mutants is proportional to the number of variable references
times the number of data objects (O(Refs * Vars)) [12]. However, it is uneasy to
determine the number of variable references for such large projects. Taking into
account that modern mutation testing tools are creating mutants and running
tests based on code coverage, Mutation Size is computed as coverage times size
of project, as a measure of the complexity of the mutation testing process MS =
coverage ∗ KLOC.

3.1 Experimental Procedure

The first set of experiments was done with both tools using their default settings.
The only modification was the configuration to the same number of threads, as
Judy runs by default in parallel, while PITest uses only one thread.

After experiments with default settings, the experiments on mutation oper-
ators efficiency were done for each tool. The aim of these tests was to reduce
the number of active operators selecting only the most efficient operators — the
ones that produce mutants that are not so easy-to-kill.

After the selection of mutation operators, another set of performance tests
was done using only the the selected operators. Concurrency tests were done on
various number of used threads, comparing time and memory usage (PITest).
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Table 2. Projects considered for the experimental evaluation. NCL = Number of
Classes, KLOC = Lines of Code (thousands), NTCL = Number of Test Classes,
TKLOC = Test Lines of Code (thousands), TT = Test Time, CC = Code Coverage,
MS = Mutation Size

Project Ver. NCL KLOC NTCL TK-LOC TT CC MS

Apache Commons Chain 1.2 55 9.852 37 7.398 1.17 66.68% 6.57

Apache Commons CLI 1.3.1 23 6.161 25 5.214 1.39 96.38% 5.94

Apache Commons Codec 1.10 60 15.869 55 15.042 5.31 95.01% 15.08

Apache Commons CSV 1.2 11 3.515 15 3.821 1.76 94.00% 3.30

Apache Commnos DbUtils 1.6 30 7.611 26 4.453 1.36 57.71% 4.39

Apache Commons Digester 3.2 168 23.125 101 14.220 2.31 72.49% 16.76

Apache Commons Lang 1.2 133 68.684 148 55.467 16.51 93.80% 64.43

Apache Commons Validator 3.4 62 16.516 77 14.117 3.42 77.61% 12.82

Joda Time 1.5.0 166 70.593 158 72.423 5.02 90.18% 63.66

Second Order strategies were then evaluated in terms of time performance and
mutation score (Judy).

All tests were run remotely on 4 x Intel Xeon 3.35 GHz CPUs, 16 GB RAM.
Every test result is an average of at least 10 iterations, with code coverage
computed using the Cobertura tool. The iterations of tests were launched using
simple bash scripts, which also automated renaming and moving of output files
into specified folders. Every run of tests was launched under a modified version
of the open-source memusg.sh1 program, which measures the average and peak
memory usage of all processes invoked by the current terminal session and sub-
sessions2. The versions of the two tools used were PITest 1.1.9 and Judy 2 (release
from 13.5.2015).

Initial Performance Evaluation. The initial evaluation was run with default
settings using one thread with default operators (Table 3). By default Judy has
active all 56 mutation operators, while PITest 7 out of 16. Missing values in the
table indicate a failure to complete the testing process.

Looking at the time performance in relation with mutation size (MS), intro-
duced in the previous section to characterize the projects, we found a positive
correlation (Spearman’s Rank-Order, 0.85, p=0.0037, two-tailed). The exper-
iments showed that with one exception, PITest is always faster to generate
mutants than Judy, which generated more mutants. Similarly, when comparing
how many mutants per second were generated, PITest generated mutants faster
than Judy. In our experiments, Judy was not able to finish mutation analysis for
larger projects (in particular Lang and Joda Time, that have the highest Muta-
tion Size among the considered projects). When comparing time per number of
mutants, Judy is generally faster for all tested projects using the default settings
1 https://gist.github.com/netj/526585.
2 the experimental package is available at https://goo.gl/5GPdQv.

https://gist.github.com/netj/526585
https://goo.gl/5GPdQv
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tests. When considering the tested projects metrics, Judy is faster for smaller
projects. However, for bigger projects or for projects with higher line coverage
or longer tests run, the performance is rapidly lower.

Comparing average memory consumption, the same pattern applies as for
comparison of tests duration. Judy consumes less memory for very small projects,
but PITest shows better results for medium and bigger projects. Similarly, the
peak of memory consumption is normally lower for Judy, but for big or better
covered projects, the memory usage peak for Judy is a lot higher than for PITest.

Table 3. Run-time performance - default settings one thread - values in () are by using
selective operators.

Project Gen.Time (sec) Total Time (sec) Peak Memory (MB)

PITest Judy PITest Judy PITest Judy

Commons Chain 1.1 (1.4) 3.18 (2.0) 33.5 (30.2) 5.67 (2.6) 956 (1587) 302 (240)

Commons CLI 1.3 (1.4) 12.8 (6.3) 45.8 (42.4) 228.5 (46.9) 1764 (1743) 4505 (3677)

Commons Codec 5.7 (6.2) — (28.3) 247.6 (278.9) — (2225.5) 3028 (3061) — (4055)

Commons CSV 1.9 (1.6) 2.5 (1.4) 48.1 (44.1) 10.5 (4) 1648 (1654) 900 (351)

Commons DbUtils 1.6 (1.0) 6.2 (47.7) 34.2 (12) 45.6 (78.7) 784 (399) 1441 (4653)

Commons Digester 3.9 (3.0) 13.6 (8.2) 258.8 (120.1) 38.7 (20.2) 2678 (2540) 1509 (2071)

Commons Lang 21.1 (20.3) — (—) 943.6 (907.9) — (—) 3825 (3600) — (—)

Commons Validator 3.5 (3.5) 13.9 (5.1) 207.9 (148.2) 135.5 (29.7) 1309 (1365) 1638 (609)

Joda Time 28.3 (28.3) — (—) 638.8 (546) — (—) 3857 (4267) — (—)

Time required for Mutation Testing is positively correlated with Mutation Size
(LOCS*Coverage). It can be used as initial measure of complexity. Missing
tests or tests failures (for analysis tool) hinder the possibility to apply MT.

Mutation Operators Efficiency Results. The procedure of selection of the
most efficient operators needs some further clarification. The strong mutation
operators are those whose mutants are not easy to be killed. It would be very
difficult to create tests that would kill 100 % of selective mutants. Therefore, we
adopted a different approach by defining some thresholds to define the selective
operators:

1. Run tests on all projects with all stable mutation operators (stable operators
— not causing unrecoverable crashes during mutation);

2. Find most the populous (generating the highest number of mutants) mutation
operators;

3. Exclude the operator if:
– Mutation score of mutants created by the operators is higher than the

average mutation score on all the tested projects;
– The mutation operator belongs to the most populous operators and the

score of mutants created is higher than the average of 80 % for all the
tested projects;
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Table 4. Efficiency of PITest operators

%tuM#rotarepO >avg %tuM#rotarepO >avg

INLINE CONSTS 12455 56 VOID METHOD CALLS (D) 2653 33
NEGATE CONDITIONALS (D) 11087 100 INCREMENTS (D) 1128 100
RETURN VALS (D) 10457 89 INVERT NEGS 71 100
REMOVE CONDITIONALS EQ IF 8335 100 REMOVE CONDITIONALS EQ ELSE
MATH (D) 3457 78 NON VOID METHOD CALLS
REMOVE CONDITIONALS ORD ELSE 2752 89 CONSTRUCTOR CALLS
CONDITIONALS BOUNDARY (D) 2752 22 EXPERIMENTAL MEMBER VARIABLE
REMOVE CONDITIONALS ORD IF 2752 67 EXPERIMENTAL SWITCH

Table 5. Efficiency of Judy operators

Non-excluded operators were considered selective operators and were active for
the selective mutation performance tests. Tables 4 and 5 are sorted by the most
populous operators from all projects (# Mut) with indication of the percentage
of mutation score of the operator being higher than average mutation score
(% > avg)3. The (D) at the end of some operator names for PITest means
that the operator is active by default. The red-painted operators are unstable
ones, yellow are excluded operators and green are the selected operators for
the Selective Operators experiments. The Judy operators that generated many
mutants from which none were killed were considered as unstable ones.

Out of the total 16 PITest mutation operators, 5 were selected for selective
mutation including the most populous operator INLINE CONSTS, causing that
the total number of generated mutants during selective mutation was almost
the same as during the mutation using default PITest operators. For selective
mutation using Judy, 28 out of 56 mutation operators were selected and the
number of generated mutants was reduced significantly.

3 description of operators can be found at http://pitest.org/quickstart/mutators/ and
http://mutationtesting.org/judy/documentation/.

http://pitest.org/quickstart/mutators/
http://mutationtesting.org/judy/documentation/
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The selected operators can be used to evaluate the number of mutated classes
vs the mutation score (Fig. 2a,b). The % of mutated classes refers to the number
of mutated classes over the total projects’ classes. The comparison of muta-
tion score showed that the mutation score of PITest selective mutation is always
lower than mutation score of default operators. This can mean that default oper-
ators are either too easy-to-be-killed, or that selected operators produced more
equivalent mutants. Comparing selective vs non-selective strategies for mutation
score by running a Wilcoxon Signed-Rank Test showed significant differences
(p = 0.0012 < 0.05, two-tailed, N = 15).

(a) PITest (b) Judy

(c) PITest (d) Judy

Fig. 2. Default vs selective mutation per mutated classes and mutation score

The total time of mutation analysis showed the real advantage of selective
mutation also for PITest tests ((Fig. 2c,d and Table 3). Except of one tested
project, all other were done faster using selective mutation. Comparing selective
vs non-selective strategies by running a Wilcoxon Signed-Rank Test showed sig-
nificant differences (p = 0.0096 < 0.05, two-tailed, N=16) in duration time. To
note also that selective operators allowed Judy to provide results on the Apache
Commons Codec project (with mutation size of 15.08).
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EXP1. Using Selective Operators can bring benefits in terms of runtime per-
formance, however, at the expense of lower mutation score. Selective Operators
can also help in running Mutation Testing on some projects.

(a) Mutation Testing time vs # threads (b) Average Memory vs # threads

Fig. 3. Concurrency experiments results

Performance and Concurrency Results. The results of the concurrency
experiments showed that using two or three threads can result in considerable
reduction of time compared to memory consumption increase (Fig. 3). The aver-
age memory consumption is rising for all testing projects almost linearly (fitted
regression up to 7 threads, avgmem=660.42+148.55*#threads, adj R2=0.22),
while time reduction is less than linear with the number of threads (fitted regres-
sion up to 7 threads, time=262.81-21.71*#threads, adj R2=0.20).

Looking at the combined effect of decrease in time and increase in memory
consumption, we considered Δtime vs Δavgmemory (Fig. 4). In this case, time
reduces less than linearly than the increase in memory (fitted regression up to 7
threads, time=13.61-0.2656*avgmem,adj R2=0.45), so using more threads might
increase consistently memory usage without larger benefits on time reduction.

EXP2. Up to 2–3 threads can bring high benefits in terms of runtime per-
formance. Change in average memory consumption grows more than linearly
compared to reduction in performance when increasing the number of threads.

SOM Experiments Results. We next looked at the Higher Order Mutation
Testing strategy for the Judy project, in particular the four different algorithms
(Last2First DifferentOperators, ClosePair and RandomMix ) to combine first
order mutants (FOMs) into second order mutants (SOMs) implemented in Judy
[9,10]. Also in this case, we were interested in performance changes and qual-
ity of mutation score. In running the experiment, we noticed that the number
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Fig. 4. Delta time vs delta average memory

(a) Mutation Score (b) Total Time

Fig. 5. Application of different SOM strategies vs FOM

of generated mutants was reduced at least by 50 % for some of the strategies
and projects. Mutation score for all SOM strategies was higher than for FOM
(Fig. 5a), while total time was generally lower for the three strategies in compar-
ison with FOM (Fig. 5b). Running a Friedman non-parametric test for the dif-
ferences across groups yielded significant results (0.05, two-tailed) for generated
mutants (p = 0.0089), mutation score (p = 0.0031), and total time (p = 0.0009).
However, like mentioned, the improvement of mutation score might be due to
the inclusion of less equivalent mutants by applying such strategies.

When comparing individual SOM strategies, the ClosePair strategy gave the
lowest mutation score, while Last2First and RandomMix produced very similar
results for most of tested projects. This can be caused by the fact that neigh-
boring mutants from the list of FOMs combined same type of mutants and the
highest number of equivalent SOM mutants were generated using this strategy.
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EXP3. SOM strategies improve the results in terms of mutation score and
in terms of generated mutants, having positive benefits on the performance.
However, manual inspection is needed to understand how many equivalent
mutants are generated.

Threats to Validity. We have several threats to validity to report [17].
For internal validity, measurements performed were averaged over several

runs to reduce the impact of external concurring for resources. One of the main
issues is the reliability of mutation score as quality indicator. The score always
includes equivalent mutants as the automated detection is undecidable [9], and
the only way to discover them is by manual inspection — unfeasible for larger
projects. In fact, two projects with the same mutation score might be quite dif-
ferent depending on the number of equivalent mutants. We also used thresholds
for the definition of the selective operators, and some sensitivity analysis can be
more appropriate to define the best ranges.

Related to external validity, we cannot ensure that results generalize to other
projects. However, we selected 9 heterogeneous projects in terms of size, code
coverage. More insights will be given by testing on even larger software projects
of industrial partners. Furthermore, the package of the current experiments will
be available to increase external validity by means of replications.

For conclusion validity, we applied several statistical tests and simple lin-
ear regression in different parts of the experiment. We always used the non-
parametric version of the tests, without normality distribution assumption, and
we believe to have met other assumptions (type of variables, relationships among
measurements) to apply each test.

4 Related Works

There are several related works about experimental evaluations of tools for auto-
mated mutation testing in JVM environments.

One of the first experimental evaluations [13] was done on the mutation
operators of the Mothra project omitting two, four and six of the most populous
mutation operators. The test cases killed 100 % of mutants generated by selective
mutation. These test cases were then run on non-selective mutants. These test
cases killed almost 100 % percent of mutants. Out of 22 mutation operators
used by Mothra, 5 were key operators that provide almost the same coverage as
non-selective mutation [14].

Madeyski et al. provided an experimental evaluation comparing the perfor-
mance of generating mutants between Judy and MuJava on various Apache
Commons libraries [10]. From the experiments, Judy was able to generate at
least ten time more mutants per second as MuJava.

In 2011, the applicability of mutation testing was examined in Nica et al.
[11]. The selected tools were MuJava, Jumble and Javalanche, focusing on the
performance of generating mutants. The only tool able to generate mutants



230 J. Možucha and B. Rossi

was MuJava generating about 123 class-level mutants and 30,947 method level
mutants in approx. 6 hours. Jumble and Javalanche showed configuration dif-
ficulties and low performance. The main conclusion was that mutation testing
was too slow to be used in real world software projects.

In 2013, Delahaye et al. compared Javalanche, Judy, Jumble, MAJOR and
PITest on several sample projects [4]. The results showed that Jumble, MAJOR
and PITest were able to finish the analysis for every project, while Judy gen-
erated the highest number of mutants and Javalanche the lowest number of
mutants. The research indicated that mutation testing tools still need a lot of
improvements to be usable in real world projects.

In 2015, Rani et al. compared MuJava, Judy, Jumble, Jester and PITest in an
experimental evaluation [15]. The experiments were run on set of short programs
(17-111 LOC). The research showed that all the tools produced almost the same
average mutation scores except of PITest, which produced 25 % higher score than
the rest of the tools. One of the conclusions was that a new mutation system for
Java should be created, with faster generation and execution of mutants.

In 2016 Klischies et al. run an experimentation considering PITest on several
Apache Commons projects. As metric for the experiments authors use the inverse
of mutation score, as an indication of the goodness of the mutation operator set.
They overall considered Mutation Testing applicable to real world projects with
a low number of equivalent mutants, inspected manually, on the set of projects
that were considered. However, strong concerns remained for the applicability
to larger projects and in case code coverage within projects is too low, making
the whole mutation analysis less effective [8].

Our work is different from the aforementioned set of related works as we
focus on the selection of the best mutation operators and mutation strategies for
improvements in performance on a set of medium sized projects. We can directly
compare the SOM experiments results with Madeyski et al. [9], getting the same
results in terms of increase of mutation score and performance improvement.

5 Discussion

There are several findings about the application of Mutation Testing that we put
forward in the current paper. The general performance of Mutation Testing is
impacted by Mutation Size, that is the size of the project and the code coverage
level (RQ1 ). When taking into account the applicability of Mutation Testing,
is appropriate to consider Mutation Size (LOCs size and code coverage) as an
indication of the time required. This can be a good indicator to use by anal-
ogy for the application to other projects. A good strategy for the application
of Mutation Testing is, in fact, to first increase code coverage to good levels, as
having lower code coverage levels cannot tell much about the quality of tests.
Clearly, larger coverage impacts on the execution of the tests, while mutant gen-
eration and mutant compilations stay the same. Taking into account multiple
threads, time reduction decreases less than linearly with the increase of mem-
ory consumption. Mutation Testing can be optimized by looking at points in
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which parallelization does not bring enough incremental benefits. For the set of
projects considered, 2–3 threads are effective numbers for performance / memory
resources optimization.

Identifying the most efficient operators and applying selective operators
improves the results in terms of runtime performance at the expense of lower
mutation score and lower number of mutated classes (RQ2 ). This is a strategy
that can be applied to extend the applicability of Mutation Testing to allow to
run the approach to wider set of projects. In the selective strategy we looked at
the efficiency of the operators in terms of killed mutants, but other approaches
may look at the operators that generate more mutants. Based on the results,
we believe that this set of strategies can help to apply Mutation Testing within
industrial contexts, as default configurations can lead to a larger overhead in
running the process. However, practitioners would need to fine-tune the Muta-
tion Testing environments according to the specific projects needs. We included
a list of selected operators efficiency based on the overall set of projects, that
can give indications for application to other projects.

We looked at the impact of Second Order Mutation to recombine First Order
Mutants and reduce in this way the number of mutants RQ3. All different sub-
strategies considered (Last2First DifferentOperators, ClosePair, RandomMix )
improve in terms of time required to run mutation testing, with higher muta-
tion score than considering the initial mutants. However, while improvements in
time are due to the lower number of generated mutants, mutation score can be
influenced by equivalent mutants, as such manual inspection would be suggested
to look for the effect on each considered project.

6 Conclusion

Mutation Testing is still an evolving testing methodology that can bring great
benefits to software development. With increasing computational resources, it
can reach wider adoption within industry, aiding to build more robust software.
However, there are still aspects that hinder its usage, namely the computational
complexity, equivalent mutants and possible lack of integration tools [9].

In this paper, we looked at the current support of Mutation Testing in JVM
environments, with an experimental evaluation based on industrial partner’s
needs. We focused on various aspects of performance, evaluating different strate-
gies that can be applied to reduce the time needed for mutation analysis. We
evaluated how selective operators and second order mutants can be beneficial for
the mutation testing process, allowing to reduce runtime overhead. Based on the
results, we believe that Mutation Testing is mature enough to be more widely
adopted. In our case, the experimental results have been useful for knowledge
transfer in an industrial cooperation, with future works aimed at exploring the
experimented approaches on the company’s source code repositories.

Acknowledgments. We are grateful to the developers of both PITest and Judy for
feedback provided in the usage of the tools. In case of Judy, the SOM experiments have
been possible with a newer version provided by the developers.
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Abstract. Integration testing of automotive embedded software func-
tions that are distributed across several Electronic Control Unit (ECU)
system software modules is a complex and challenging task in today’s
automotive industry. They neither have infinite resources, nor have the
time to carry out exhaustive testing of these functions. On the other
hand, the traditional approach of implementing an ad-hoc selection of
test scenarios based on the testers’ experience typically leads to both test
gaps and test redundancies. Here, we address this challenge by proposing
a verification strategy that enhances the process in order to identify and
mitigate such gaps and redundancies in automotive system software test-
ing. This helps increase test coverage by taking more data-driven deci-
sions for integration testing of the functions. The strategy was developed
in a case study at a Swedish automotive company that involved multiple
data collection steps. After static validation of the proposed strategy it
was evaluated on one distributed automotive software function, the Fuel
Level Display, and found to be both feasible and effective.

Keywords: Verification strategy · Distributed automotive embedded
software · Test coverage · Test process improvement · Case study

1 Introduction

The automotive industry has been significantly affected by the industrial soft-
ware revolution over the past decade. The share and importance of software
within a vehicle is growing steadily. Early on it was anticipated that 90 % of all
future automotive innovations will be driven by software [10] and since then it
has become clear that the industry is increasingly software-centric.

An automotive vehicle consists of Electronic Control Unit (ECU) systems,
which are essentially embedded microcontrollers with corresponding software
components. These ECU systems interact in order to execute the desired func-
tionality in the vehicle like controlling the engine and operating air bags.
c© Springer International Publishing AG 2016
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DOI: 10.1007/978-3-319-49094-6 15
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In the past, each single ECU system had a single dedicated function. Hence,
execution of a function required the software within only one of the ECU sys-
tems to execute independently. Nowadays, the functions are being designed to be
realized through the interaction among different sub-functions and ECU systems
via multiple Control Area Networks (CANs) [11]. Such cross-functionality i.e., a
function distributed across multiple ECU systems and consequently across sev-
eral system software modules is a common and complex phenomenon in today’s
automobile vehicles.

In the automotive industry, the standard V-model is most widely used for
the engineering processes of embedded system software development. A typical
V-model implemented by Scania [1], a major manufacturer of commercial heavy
vehicles in the European automotive industry, can be seen in Fig. 1. Similarly,
across the automotive industry, testing of the embedded system software func-
tions occurs at different test levels. Here, the term ‘test level’ is used to indicate
the test focus. “Each test level describes an area of test responsibility” [1]. For
instance, at the system test level, for each individual ECU system of the vehicle,
the software modules are mounted on the corresponding ECU system hardware
like the engine and the gearbox and tested independently. At the vehicle inte-
gration test level, the software modules corresponding to all the ECU systems
which make up the vehicle are tested together in their actual operational vehicle
environment. The testing across the test levels is performed either as Hardware
in the Loop (HIL) testing, where individual ECU systems or the entire vehicle
is executed under simulated environments [12], or using real ECU systems or
vehicles. The exact number of test levels and terminology used to describe each
test level may differ from one automotive company to another. But what remains
the fundamental similarity in the concept of testing is that, at each test level,
the test strategy adopted aims to address and test the system software behavior
at a different level of abstraction and provides a different degree of coverage of
the object under test [21].

Fig. 1. The V-model implemented at Scania [1] to test their distributed embedded
software functions
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The distributed nature of functions across several embedded system software
modules makes integration testing of the automotive system software a complex
and challenging task [17]. Exhaustive integration testing of the distributed func-
tions using the numerous variants across the software modules is not feasible since
the automotive industry neither has infinite resources nor has the time to carry
out such exhaustive testing [3]. On the other hand, going by the traditional app-
roach of implementing an ad-hoc selection of test scenarios based on the testers
experience typically leads to both test gaps and test redundancies across the test
levels [8]. Hence, there is a pressing need for a feasible and effective verification
strategy for integration testing of the distributed automotive embedded software
functions that would help improve test coverage while reducing test redundancies
and test gaps across the test levels. A review of research in test, verification, and
validation in the automotive domain has revealed that research focusing on study-
ing such challenges of high-level integration testing of the distributed automotive
embedded software functions like in [11,27], is limited. More over, research propos-
ing and validating strategies and solutions to cope with such critical integration
test challenges, like in [3], has been found to be sparse.

2 Research Design

The research was conducted in association with Scania, a major manufacturer
of commercial heavy vehicles in the European automotive industry. This section
provides an overview of the research design. It is based on the guidelines for
conducting and reporting case study research in [20].

2.1 Research Questions

The goal of the research was to initially identify the challenges in automotive sys-
tem software testing of the distributed functions. Thereafter, the research aimed
to propose and evaluate a verification strategy which was based on addressing a
suitable subset of the identified challenges. Here, the evaluation of the proposed
strategy was in terms of its effectiveness and feasibility. Initially, the strategy was
evaluated based on static comparitive analysis using scientific literature knowl-
edge and industry expert opinion. Thereafter, the strategy was evaluated based
on its implementation on a legacy distributed automotive software function- Fuel
Level Display. Hence, in addition to having a realistic real world setting where
the proposed strategy was studied, the analysis has been extended towards inves-
tigating the perceived effectiveness and feasibility of the proposed strategy based
on static data collected from industry experts and scientific literature.

Based on the above mentioned aims of the study, the research questions (RQ)
formulated are as follows.

RQ1: What are the major challenges with the current approach to test distrib-
uted software functions across test levels at the automotive case company?
RQ2: What is the feasibility and effectiveness of implementation of the proposed
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process enhancement based verification strategy according to (a) scientific lit-
erature knowledge, (b) industry expert opinion and (c) Historic data in a real
world setting?

2.2 Case Selection

Scania was chosen to be a suitable case for conducting the research and answering
the research questions. Scania is present in more than 100 countries and has been
successfully running for 250 years with over 45,000 employees. It represents a real
world setting of an automotive industry that is facing software-related challenges
in several fronts including the area of integration testing which is the focus of
the current research. Hence, this single-case study has been deemed appropriate
due to its representitive nature [31] of the automotive industry companies that
are effected by the advent of software in the field of integration testing.

2.3 Data Collection Procedure

One of the data collection methods was through conducting interviews of differ-
ent practitioners involved in the software testing activities at the case company.
A non-probabilistic judgement based sampling technique [14] was employed for
selection of interview subjects. Practitioners who were involved in, and had ade-
quate knowledge and experience in testing were chosen. The identified practition-
ers included a total of 13 test engineers from different departments with varied
experience belonging to 3 categories based on test levels, which are, System
Test Engineers, Function Test Engineers, and Lab and Vehicle Integration Test
Engineers. The interviews conducted were face-to-face, semi-structured inter-
views with open-ended and close-ended questions. Apart from interviews, data
from relevant artifacts in databases and archived documents in the form of test
reports, test results, test cases, function requirements specification and func-
tion architecture design documents among others have been used as alternative
sources of data to achieve data triangulation [20].

2.4 Data Analysis Procedure

The data collection methods facilitated collection of both qualitative (predomi-
nant) and quantitative data through interviews, archived documents and data-
bases. Strauss and Corbin’s Grounded Theory (GT) approach [26], a commonly
used method that facilitates the analysis of qualitative and quantitative data was
employed to answer the research questions. The three steps of coding process -
open coding, axial coding and selective coding- were performed. The theory so
generated was confirmed through the hypothesis confirmation method of trian-
gulation. In addition to data traingulation, user-group triangulation [30] based
on selection of interview subjects from multiple categories and multiple sub-
jects from each category, and evaluator traingulation [30] based on reviewing
the results obtained with several researchers working within similar areas of
research was employed. Hence, the final output of data analysis presents results
that are both grounded and supported by a body of evidence.
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2.5 Validity Procedure

The proposed strategy addresses process-based challenges. The validity of the
strategy was evalutated based on its effectiveness of obtaining the desired
results and its feasibility for implementation with optimum cost and effort. To
assess these aspects of the strategy, a static comparitive analysis of the process-
enhacement approach proposed in this strategy with alternative process enhance-
ment approaches was performed. This analysis was based on scientific literature
knowledge and industry expert opinion. Here, scientific literature knowledge was
captured by conducting a literature review as per the guidelines presented in
[19]. To capture industry expert opinions, six practitioners from Scania with
vast experience and high knowledge in the relevant areas were carefully cho-
sen. The evaluation study was conducted based on an assesment of the cost,
in terms of time and people effort in implementing the strategy, certainty of
Return on Investment (ROI) in terms of the likelihood that the implementation
of the strategy would bring the desired results, and value of the ROI in terms of
the extent to which the results obtained on implementing the strategy solve the
challenges at hand. There after, historic data pertaining to testing a distributed
automotive software function - Fuel Level Display across the different test levels
for three test rounds spread over three months was collected. This historic data
was then used to implement the proposed strategy and analyse the results to
assess its feasibility and effectiveness in a real world setting.

3 Challenges in Automotive System Software Testing

The challenges, in the form of issues, pertaining to the approach implemented to
test distributed automotive software functions across the test levels at the case
company have been summarized and presented in Table 1 to answer research
question RQ1. It was identified that the challenges found through the case study
were similar to the challenges presented in exisiting scientific literature [11,27].
The study of the interdependent relationships that exist among the identified
issues helped establish that there is a very intricate relationship that can be
represented through a multi-way dependency among the identified set of people,
process and technology issues. For instance, let us consider the complex relation-
ship between one identified set of people, process and technology issues presented
in Fig. 2. Hence, it was inferred from the results obtained on performing several
steps of data analysis that, an intricate set of people, process and technology
issues formed the source for the fundamental issues for integration testing of the
distributed software functions at the case company.

A further study of the areas of people, process and technology and the rela-
tionships that exist between the issues within these areas in the current context
was performed. It was then identified based on literature [18] and on case study
results (refer to Fig. 2), that process issues lie at the core of the three identi-
fied issue areas. Technology is adopted to fit the process established, and people
knowledge and effort is built around the process. Hence, addressing the process
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Table 1. Identified challenges in the form of issues with current approach to test
distributed embedded software functions at Scania

SNo Issue category Description of issues

1 People Issues Ambiguity of test role at function test level and a
lack of bigger picture of function test effort distri-
bution across test levels

Lack of appropriate means to share knowledge per-
taining to test results across the test levels

2 Process Issues Incomplete, vague and untestable higher level func-
tion requirements specification

Variant-focused testing is highly dependent on each
individual tester’s knowledge with lack of means to
handle function variants through simplistic repre-
sentation

Lack of adequate traceability across requirements
and test results of the different test levels

3 Technology Issues Lack of tool support to assist in test manage-
ment, requirements management and change man-
agement

Complexity of having test artifacts (test results,
test reports, test cases, etc.) and function and sys-
tem requirements spread across multiple locations
with limited interoperability

4 Fundamental Test Issues No comprehensive function test coverage informa-
tion across test levels

Ambiguous and inaccurate test reports generated
at vehicle integration test level

Lack of test report generation at the function test
level

Lack of appropriate means to identify where or
whether redundant testing and risky test gaps are
present across the test levels

Fig. 2. An instance of the identified people, process and technology issue relationship
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issues was deduced to be suitable to help pave the way for studying and address-
ing the people and technology issues that persist around the established process.
Thus, the verification strategy proposed in this research aims to address the
process issues in order to resolve the fundamental test issues identified in the
approach for testing distributed embedded software functions at the automotive
case company.

4 Process Enhancement Based Verification Strategy

The verification strategy proposes to enhance the function requirements speci-
fication by implementing a semi-formal scenario-based modelling that provides
a means to capture complete and testable requirements with adequate function
variant information. Thereafter, the strategy proposes to adopt a multi-level
reuse concept of combining test results from the system, function and vehicle
integration test levels by establishing appropriate traceability across the require-
ments and among the test results. Here, test levels with a focus on requirements-
based test coverage have been considered to be within the scope. The obtained
comprehensive test coverage information can then be used to identify test gaps
and test redundancies and take more data-driven decisions to enhance inte-
gration testing and thereby improve test coverage of the distributed software
functions.

4.1 Steps for Implementation of the Verification Strategy

The steps for implementation of the proposed verification strategy are presented
in Fig. 3. A brief description of these steps is discussed below.

Fig. 3. Steps for implementation of proposed process enhancement based verification
strategy
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STEP 1. Enhancing Function Requirements Specification
The first step deals with adopting a semi-formal scenario-based modelling of the
distributed software function requirements. It initially involves the identification
of function use cases and use case variants. Here, each use case of a function
describes one of its unique behaviour and use case variants are all possible con-
texts in which the function use case takes a different sequence of actions to
execute the same behaviour described by the use case. For example, let us con-
sider the function Fuel Level Display, for which two use cases are activation and
deactivation of the feature of displaying low fuel level warning on the Instrument
Cluster (display component) of the vehicle, when the activation and deactivation
conditions are met. Here, for one of the use cases- activation of low fuel level
warning- its variants can be identified to be all those contexts in which different
steps are executed to reach the same outcome of displaying low fuel level warning
when activation conditions are met. This here would mean that if activation of
low fuel level warning is executed differently in vehicles with liquid engine and in
vehicles with gas engine, then the use case variants include vehicles with liquid
engine and vehicles with gas engine.

The next step is to generate a Use Case Description (UCD) for each use case
of the function and a Use Case Tree (UCT) for each function. A UCD is a step-
by-step description of the interaction between the participating systems required
to execute the use case in its operational environment, written in structured
natural language. There are several different templates proposed in literature
for generating UCDs. One such template is presented by Somé [25] which is
the inspiration for the current template proposed. The template is tailored and
enhanced to be fit the automotive industry. A UCT is a graphical tree-structure
representation of all possible paths containing unique combination of steps from
the UCD for the execution of the use case.

Thereafter, all possible UCT paths, termed ‘scenarios’, are to be identified
and corresponding Message Sequence Charts (MSCs) [25] are to be generated
such that

(a) Nodes common to all variants are covered at least once for each variant, and
(b) Nodes specific to a particular variant are covered at least once for that variant.

Here, a scenario is one single sequence of interaction between the involved sys-
tems to execute a use case of the function. Adequate notes should be used within
the MSCs to capture the important information of the UCD within the scenario
models to enhance their understandability. This representation can hence be
used to provide a comprehensive view of the function as a set of complete and
testable function requirement scenarios with adequate variant information.

STEP 2. Establishing Traceability across Test Levels
This step deals with establishing traceability to obtain comprehensive test cov-
erage information for the functions across the System, Function and Vehicle
Integration test levels.

Initially, the system test level is taken into consideration. Here, there is a
need to establish traces between the function scenarios involving multiple ECU
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systems and system level requirements of each involved ECU system. There
after, the system level requirements test coverage pertaining to the mapped
requirements are to be captured against the function scenarios. This provides
an understanding of how much of the function is tested at the system test level
across all the relevant systems. To establish traces between the function scenario
and system level requirements, each function scenario is taken and broken down
to the system view. Thus, each scenario has a corresponding set of system views
of all the systems that contribute to its realisation. Here, each system view
represents a set of all relevant input and output combinations pertaining to that
system’s role in the scenario.

The next sub-step is to consider the function test level. The test focus at this
level is on testing the overall function requirements. Therefore, the test results
should be mapped to the corresponding scenarios. Here, the scenarios and their
expected outcomes represent the function requirements that are to be tested.

The last sub-step is to consider the vehicle integration test level. At this test
level the test focus is on interface communication across the systems involved in
the execution of the function scenarios. Therefore, at this test level, similar to the
function test level, the test results are to be mapped against the function scenar-
ios. Finally, as a result of implementation of this step, the obtained comprehensive
function test coverage information across test levels is to be presented.

STEP 3. Comprehensive Function Test Coverage Information
The comprehensive function test coverage information so obtained can then be
used within the last step of the strategy to identify risky test gaps, avoidable test
redundancies and make a more data-driven decision during integration testing
of the distributed embedded software functions to enhance their test coverage.

5 Validation Results and Discussion

The results of the study to validate the feasibility and effectiveness of the pro-
posed verification strategy to answer research question RQ2 are presented and
discussed in this section.

5.1 Scientific Literature and Industry Expert Opinion

As presented in Sect. 4, the proposed strategy is a semi-formal process enhance-
ment approach (Approach 2) to solving the fundamental issues in integration
testing of the distributed software functions. Hence, a static comparitive analy-
sis to its alternatives - informal and formal process enhancement approaches
(Approaches 1 and 3) was conducted to validate its relative feasibility and effec-
tiveness. For the three alternative process enhancement approaches, the cost,
the certainty of ROI and the value of the ROI was assessed using a relative
ordinal scale of Highest(H), Medium(M) and Least(L). The results so obtained
are presented in Table 2.



242 A. Chunduri et al.

Table 2. Comprehensive results of comparative analysis of alternative process enhance-
ment approaches

Approach Estimation based on Scientific Literature Estimation based on Industry Expert

Opinion

Cost Certainty of ROI Value of ROI Cost Certainty of ROI Value of ROI

(1) L M L L H L

(2) M H M M M H

(3) H L H H L M

It has been identified based on scientific literature knowledge that, informal
approaches using natural language for the concerned process enhancement areas
(refer to Table 1) present ease of adoption and lack of need of any special skills
which implies low cost of implementation [9]. Yet, such natural language textual
requirements and requirements based testing, irrespective of the level of abstrac-
tion of the system or software, have been found in ample of cases to still be prone
to misinterpretation, ambiguity, inconsistencies and inaccuracy [5]. Moreover, it
has been found through experience and reported in literature that in the auto-
motive industry, textual natural language requirements and requirements based
testing are “only part of the game” [29]. The industry identifies the need for
the textual requirements at each level to be supported with adequate ways to
capture, model and present various other complex attributes of the industry
and thereby facilitate enhanced testing. A similar opinion has been found to
prevail among the industry experts interviewed. It is evident that majority of
them believe the ROI on such an investment will relatively add least value to
the industry in terms of solving the test process issues at hand.

While formal methods have been found to be one of the best options for model
based requirements specification, testing and aligning these two disciplines for
safety critical systems like the systems within automotive industry [4], it has
also been found to be difficult for practitioners to implement. It requires high
experience in representing requirements in mathematical and logical notations
[5,22]. This makes it is a highly cost-intensive solution. Such is also the opinion
of the experts interviewed, who believe that formal approaches might lead to
relatively highest cost of implementation with least certainty of ROI.

On the other hand, focusing on semi-formal methods through use cases and
scenarios as a means to model and test the functional behaviour of a software
or a system has been found to have their own challenges like the challenge
of generating executable test cases for enhancing efficiency of testing [2]. But
exploring semi-formal Model Based Testing (MBT) methods and addressing the
challenges within it has been found to generate solutions that are more cost
effective and scalable as compared to the formal MBT methods. This makes it
an interesting area of research with high focus from the industry for whom cost
effectiveness and feasibility of solutions are critical [4]. A similar estimation of
relatively high value of implementing this approach has been found to be the
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opinion of industry experts. While it might cost the industry considerable time
and effort for its implementation, majority believe it is a relatively most feasible
approach that will likely produce relatively most effective results.

5.2 Historic Data

The strategy was implemented for Fuel Level Display function which is distrib-
uted across six systems, with two function variants and six function scenarios.
The comprehensive function test coverage information across the test levels was
captured for three test rounds (refer to Fig. 4). This helped identify the following:

– It was evident that most of the test effort across the test levels was focused
on liquid engine trucks. This exposes the risky test gap in testing the function
adequately across test levels for its implementation in gas engine variant.

– There is redundant testing of the main function scenarios (SCN), SCN1 and
SCN5, at the function and vehicle integration test levels. On obtaining com-
prehensive function test coverage information across test levels, such redun-
dancies can be avoided by ensuring the function and vehicle integration test
levels cover different scenarios of the function.

– On analysing the system level function test coverage information, it was iden-
tified that most of the test gaps at the system level lie in three of the six
systems involved.

– With this data, any change can be traced from the system it is pertaining to,
to the appropriate function scenarios that it effects. This reduces the effort in
analyzing the change impact at the vehicle integration test level.

Besides successfully obtaining the desired results, two critical gaps which have
the capability to potentially hamper the effectiveness of the strategywere also iden-
tified. These include missing system-level requirements and missing test reports at
the function test level. Another critical result obtained was the identification of a
potential error in the function design for one of its variant which was unnoticed
previously. This opens up the interesting possibility to more extensively study the

Fig. 4. Comprehensive Fuel Level Display function scenario test coverage across the
test levels for three test rounds
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effectiveness of the proposed strategy for enhancement of distributed embedded
software function design through scenario-based requirements specification.

While the implementation of the strategy in a real world setting helped study
its practical feasibility and effectiveness, it also helped identify that its efficiency
will likely reach its highest potential with the incorporation of suitable tool sup-
port and right people knowledge at steps of the strategy where maximum effort
in terms of time and cost was invested. These steps include manual generation of
the function scenario models and gathering information spread across multiple
data sources to establish the desired traces across the test levels. Hence, these
aspects that account to maximum effort in implementation present areas where
the efficiency of the strategy can most likely be further enhanced. The current
study therefore sets the process focused platform for moving towards a com-
prehensive solution for the issues with the current approach to test distributed
embedded software functions in the automotive industry.

5.3 Threats to Validity

Refering to Runeson et al. [20], a description of the validity threats, along with
the counter measures adopted to reduce them to the best of the researchers’
ability are presented in this section.

Construct Validity. Construct validity deals with whether the operational
measures studied accurately represent what is being investigated. In the con-
ducted research, one construct validity threat was a possibility of designing inter-
view questions for the case study which may be misinterpreted by the intervie-
wees and lead to collecting irrelevant data. This risk was controlled by reviewing
and revising the interview questionnaire and by performing simultaneous data
collection and data analysis so the questionnaire can be readjusted if deemed
necessary. Moreover, traingulation methods were employed to ensure the valid-
ity of what was being studied.

Repeatability and Reliability. Repeatability deals with whether the research
conducted is repeatable, hence making it reliable. There was a risk that the case
study conducted will not be adequately documented to make it repeatable. This
risk was controlled by using the case study protocol to design and well document
the research. Moreover, the actions undertaken throughout the research were
reviewed and discussed among the researchers. Such auditing has been found to
help mitigate this risk [31].

Internal Validity. Internal validity deals with how causal relationships are
examined and relevant conclusions are drawn. In the conducted research, there
is a possible risk of poor data analysis leading to incorrect conclusions. This
risk was countered by discussing the results in length among the researchers and
other senior practitioners at the case company. Moreover, the results of data
analysis were backed with adequate literature support to validate the conclusions
drawn. However, there still exists a possible internal validity threat that exists in
this research due to the consideration of limited test data for drawing conclusions
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from the implementation of the proposed strategy. This threat can be reduced
further by focusing future work on studying the results of implementation of the
verification strategy on more extensive test data spread across several test rounds.

External Validity/Generalisability. External validity deals with the extent
to which the findings can be generalized. Since the research was conducted within
a single automotive company, the findings may not hold in other cases. This risk
was reduced to a great extent by explaining in sufficient detail the context within
which the study was conducted in Sect. 2.2. Another major external validity
threat lies in the implementation of the proposed strategy for only one dis-
tributed embedded software function. These threats exist and can be mitigated
by focusing future work on implementating the strategy to a larger number of
more complex distributed functions and studying its feasibility and effectiveness
within other automotive companies.

6 Related Work

Modelling requirements for verification is not a new concept. It has been adopted
for various verification activities, most popularly for testing and is termed MBT.
MBT has been found to help significantly enhance the testing process [4]. A
semi-formal approach, based on the use of scenarios for modelling requirements
within MBT is being increasingly studied in literature [2,15,28]. A large part
of the research that focuses on using such semi-formal model-based approach
to aligning requirements specification and testing through traceability has been
found to involve proposing solutions but little research focus is on evaluating
and validating these proposed solutions [4].

Tsai et al. in [28] explore scenario-based traceability in order to select test
cases for impact analysis and regression testing of changes. The authors propose
the use of scenarios in regression testing of system software function changes
for reduced test effort through improved impact analysis. While fundamentally
it is similar to the work in the current research in terms of exploring scenarios
for improved testing, it differs in aspects where the current research aims to
capture scenarios and propose their suitability in reducing test gaps and test
redundancies and improving test effort distribution across multiple test levels of
the automotive industry V-model.

Nebut et al. in [15] present work on deriving function tests from use cases
in the form of test scenarios through test objectives. The major focus of the
presented research, similar to [28], is on the automation of the process of using
scenario-based requirements specification and testing. Where as, in the current
research, the focus is on studying and validating the effectiveness of using sce-
narios for testing and traceability in the automotive industry.

Within the context of embedded system software, specifically in the auto-
motive industry, most previous related work in MBT and subsequent study on
traceability and alignment of the disciplines of requirements specification and
testing is based on formal methods [13,24]. While some studies focus on the
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concept of test scenarios as a means of managing the requirements of the increas-
ingly complex automotive embedded software, they take a formalized approach
to the generation and use of test scenarios like in [7].

Moreover, most of the testing focus through such formal modelling methods
is concentrated at the system integration and lower test levels of the automotive
V-model [23]. While some apply their approaches to distributed functions at the
vehicle integration test level like in [24], focus on this area in general is limited.
MBT at the vehicle integration test level of the automotive test process and more
specifically a semi-formal scenario-based MBT with established traces to lower-
level system requirements and testing is unknown today but with great potential
for improvement [6]. Such a multi-level reuse of test effort has been recognized for
test effort reduction during test case generation [16]. Within the current thesis
research, this concept of multi-level reuse is dealt with a broader perspective of
reducing test effort by providing a means to take more data-driven decisions to
improve test coverage by identifying and mitigating test redundancies and test
gaps. Such comprehensive test strategies to cope with the complex aspects of the
automotive software testing process like [3], are limited for integration testing of
the distributed software functions.

7 Summary and Conclusion

With the advent of software for the realization of several functions of a vehi-
cle, there has been and continues to be several challenges that the automotive
industry faces to which it was unfamiliar a few decades ago [10,12,29]. One such
identified facet of the software-related challenges is in the area of system software
testing [11,27]. The automotive embedded software functions are increasingly
distributed in nature, implying that the software modules for the realization of
the functions are distributed across several ECU systems of the vehicle. This
adds to the complexity of integration testing of the distributed software func-
tions [27]. Research focusing on studying the challenges in integration testing
of the distributed software functions [11,27] and possible effective and feasible
strategies to tackle these challenges [3] within the automotive industry is lim-
ited. Hence, the current research contributes to the area of integration testing
of distributed automotive embedded software functions.

The scenario-based function requirements specification proposed as part of
the process enhancement based verification strategy in this research has been
found to provide an effective and feasible means to capture test-driven require-
ments in the form of function scenarios. This was found to make them suitable
for establishing the desired traceability. Thereafter, the stategy proposed in this
research presents a manner in which the requirements and testing data across
test levels can be comprehensively tied together to aid in effectively performing
the integration testing of the distributed embedded software functions within the
automotive industry. Implementation of the proposed strategy in a real world
setting has given promising results. The broad concept of multi-level reuse of
test results across the test levels of the automotive V-model was found to pro-
vide an effective and feasible means of capturing comprehensive test coverage
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information pertaining to the distributed software functions. Consequently, it
has been identified that there is a critical link between requirements and testing
that needs to be established across all test levels for implementing the multi-level
reuse concept. Such traceability links provide a means to assess the effectiveness
of the current approach to test the distributed software functions by identifying
and mitigating test redundancies and test gaps across the test levels. It hence
helps take more data-driven decisions for integration testing of the distributed
software functions and thereby enhance function test coverage.
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Abstract. In recent years the amount of literature published about mobile
application testing has significantly grown. However, it is unclear to what
degree stated problems and proposed solutions are relevant to industry. To shed
light on this issue, we conducted a literature survey to provide an overview of
what current scientific literature considers problems and potential solutions in
mobile application testing, and how often proposed solutions were reportedly
evaluated in industry. Then we conducted a case study involving six software
companies in Estonia to find out which of the problems are considered relevant
by professionals, and which of the proposed solutions are considered novel and
applicable. In total, we identified 49 potential problems or challenges in the
mobile application testing domain and 39 potential solutions, some of which
were implemented software tools while others were just theoretical concepts.
Although some of the solutions were reportedly applied in practice, in most
cases the literature did not give much information on the actual usage in industry
of the proposed solutions. The case study revealed that while the relevance of
each identified problem was highly variable from one company to another, there
are some key problems that are generally considered vital both by research and
industry. Regarding solution proposals, it turned out they are often described too
much on the conceptual level or are too unrelated to the most urgent test-related
problems of our case companies to be of interest to them.

1 Introduction

In the recent years, mobile devices have grown from futile entertainment gadgets to
popular and ever-present media with a wide range of uses from social applications to
business, medicine and others. This has brought the importance of testing mobile
applications into highlight. As mentioned by various researchers [1–4] mobile appli-
cations have some unique qualities that demand new or modified testing approaches to
ensure effectiveness and efficiency. Accordingly, the number of scientific papers
written about mobile application testing is steadily increasing. However, it is uncertain
whether the proposed solutions are usable in industry and whether the problems
mentioned in industry are actually relevant in real mobile application development and
testing. In order to find answers to these questions, we decided to carry out a literature
survey and followed by a case study to assess the practical relevance of the information
collected from literature. The exact research questions are as follows:
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• RQ1: What are the problems specific to testing of mobile applications as opposed to
conventional applications, according to scientific literature?

• RQ2: What are the solutions (methods, tools) proposed by literature, if any?
• RQ3: According to literature, to what extent are these solutions used in industry?
• RQ4: Does industry consider the solutions proposed in the literature as relevant?
• RQ5: Does industry consider the solutions proposed in the literature as useful?

The rest of this paper is structured as follows. After a brief overview of the topic
given in Sect. 2, the methodology is introduced in Sect. 3. Section 4 covers the results
of the literature survey presenting answers to research questions RQ1 to RQ3. More
specifically, it presents what scientific literature considers being problems in mobile
application testing, which solutions are proposed, and how much the solutions are used
in industry. Section 5 discusses the results of interviews conducted within six com-
panies in order to evaluate how relevant industry considers the problems and solutions
mentioned in literature. This addresses research questions RQ4 and RQ5. Section 6
provides a brief discussion of the limitations of the literature survey and case study.
The paper ends with a summary of the results and conclusions.

2 Background

The first device that could be considered a smartphone was IBM Simon [5] released in
1994. Smartphones as we know them today started gaining mainstream popularity only
in year 2007 when the first iPhone was released [6]. Since then, smartphone sales have
skyrocketed [7]. What initially were thought to be just enhanced phones and enter-
tainment devices have now developed into a wide range of different devices capable of
performing business tasks, simplifying everyday life and enabling users to be contin-
ually connected to their work, social circles and service providers [1, 8]. Mobile
devices are challenging conventional computers [9]. Consequently, the criticality of
mobile applications has significantly increased [1, 3]. This has forced developers to
focus more on the quality of their applications.

Testing of mobile applications incorporates many of the problems inherent to
software testing in general. However, mobile devices also have qualities that differ-
entiate them from conventional computers and therefore create testing challenges that
are either unique to or more relevant in the case of mobile applications.

The three dominating mobile operating systems (OS) are Android, iOS and Win-
dows Phone. According to net market share [10], Android was the most popular OS in
the first quarter of 2016 with a 60 % market share. iOS followed with 32 %. Windows
Phone was third with 3 %, followed by Java ME having 2 %.

Android is a free open-source operating system based on the Linux kernel and was
released by Google in 2008. Android applications are normally developed in Java,
compiled to Java bytecode and then to Dalvik bytecode to be run on Dalvik virtual
ma-chine (DVM), with most of the code interpreted during runtime. From version 5.0,
DVM has been replaced by Android Runtime (ART) that compiles the application to
machine code during installation. Therefore, even though Android applications are
commonly developed in Java, they cannot be run on Java Virtual Machine.
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The second most popular operating system is iOS, a proprietary, closed source
operating system released by Apple in 2007. The iOS operating system can be used
only on Apple devices. Applications for iOS are normally developed either in Swift or
Objective-C. The core of iOS is based on Darwin, a Unix operating system also used
for Apple OS X, and Cocoa Touch is used for the user interface.

Windows Phone (previously Windows Mobile, now Windows 10 Mobile) is a
proprietary closed-source operating system developed by Microsoft and released in
2010. Applications for Windows mobile devices can be developed in various languages
like C#, .NET, C++ and HTML5. The latest mobile operating system from Microsoft
was released as Windows 10 Mobile, reflecting Microsoft’s intention to essentially
merge the desktop and mobile versions of Windows [11] so that same apps could be
run on both of them.

3 Methodology

In this section, we describe our research methods, i.e., how we conducted our literature
survey and case study. We used the guidelines provided in [12, 13] as an orientation
but didn’t follow all of them to the letter.

3.1 Literature Survey

In order to get familiar with the literature, we first conducted an informal search in the
ACM Digital Library. We searched for articles related to problems in mobile appli-
cation testing published in 2007 or later because that was the year when the first
iPhone, as well as the first alpha version of Android was released. Since we did not use
any additional filtering, we got an excessive amount of results which we ordered based
on relevance. We skimmed through the most relevant search results and manually
chose 26 articles that seemed relevant to the question in hand by title.

Through reading the initial papers, we learned some additional keywords and
search criteria that could be used. We also noticed that most of the results were
conference papers and papers that mentioned problems usually also discussed solutions
to them. We then conducted a second, more formal and structured search for journal
articles. Since some relevant papers might not be indexed by the ACM Digital Library,
we conducted the second search in the following four databases:

• ACM Digital Library
• SpringerLink (Computer science)
• Scopus (Computer science)
• ScienceDirect (Computer science)

We applied the following inclusion criteria:

• Only journal articles
• Published 2007 or later
• Full-text is available in the database
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We applied the following exclusion criteria:

• Papers that were mainly about hardware-related, low-level communication or net-
work issues, as opposed to end-user mobile applications.

• Papers to which we do not have full text access rights.
• Articles that do not analyse or make new contributions to the testing process itself;

for example, if the paper was about developing a non-testing-related mobile
application and at the end it was tested just to prove that the application works, then
the article is not really about testing, even though it features it.

• Papers that are about mobile web application testing. Since web applications run in
a browser or in a browser-like program, they don’t inherit many of the challenges
that native mobile applications have and are often more similar to web applications
meant for desktop devices than to native mobile applications [14].

• Testing techniques that are not meant for consumer-oriented mobile applications.

The exact search queries can be found in Appendix I of [15]. The second, formal,
search yielded 374 results, 355 of which were unique. Out of these, 84 were left after
manual filtering based on the title. Therefore, the total set of abstracts to read was 26 +
84 = 110. Based on the abstract, 57 papers were discarded, which results in a set of 53
papers to read. While reading we discarded two papers because one had low relevance
and one was superseded by another more recent publication. This left us with 50
publications.

Extracting Problems and Solutions. For each of the selected publications, we
highlighted problems and solutions mentioned. If a solution was proposed in the paper,
we assigned an approximate category to it and wrote the most important keywords
concerning the solution to the front page. After reading all publications, we went
through all the highlighted parts concerning RQ1 and wrote out all the found problems.
Researchers rarely used the word ‘problem’, but often highlighted ‘challenges’ to
justify the necessity of the solution they were going to propose. Offering a solution
clearly shows that they considered the ‘challenge’ something that needed to be solved,
so we counted these as problems. Some problems were also collected from general
discussion parts of the papers.

After extracting a list of problems, we went through the papers again to write
summaries of the proposed solutions (RQ2). The solutions were based mostly on the
highlighted parts and the keywords we had written on the papers while reading, but
details often needed to be clarified from other parts of the paper.

Assessing Whether Proposed Solutions were Evaluated in Industry. After we had
extracted the list of solutions from the selected papers, we analysed the papers once
again with the goal to find evidence that proposed solutions had actually been evaluated
or applied in industry (RQ3).
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3.2 Case Study

Selection of Industry Professionals. We compiled a set of 23 potentially relevant
companies based on a Google search and our existing knowledge about software
companies in Estonia. Then we explored web sites of the companies and selected those
which fulfilled the following criteria:

• Operate in Estonia
• Deal with testing of native mobile applications. If a company develops native

mobile applications, then we assumed that testing is done unless the home page
hints that it is outsourced

• Are not a one-person company
• Seem professional enough to pay attention to the testing process

This restricted the list to seven companies, which we contacted. Five of the contacted
companies replied and were willing to participate. In addition to these, one of the
chosen companies put us in contact with a very suitable, but less known company that
we were not aware of, which also agreed to participate. This resulted in a total of 6
companies to interview. We then asked our contacts to suggest interviewees involved
in testing native mobile applications. In two cases we used pre-existing in-company
contacts to find a suitable person in the company to interview.

Participating Companies. The following companies were selected:

• Fob Solutions: a mobile-oriented quality assurance company that on the side also
provides development of web and native mobile applications. Fob Solutions has
about 20 testers and some developers who work with Android, iOS and Windows
Phone. We talked to the head of quality assurance.

• Testlio: a company that provides a community-based testing service. Testlio
manages the testing process and prepares everything necessary, but actual testing is
performed by a network of approximately 200 freelance testers who are not
employees of Testlio. Testlio works with Android, iOS, Windows Phone and to a
lesser degree BlackBerry. In Testlio testing is performed manually and the company
doesn’t diagnose the found problems. The company does have its own platform to
facilitate testing but it mostly has management functionalities, not test running or
generation. We interviewed a QA manager that we knew prior to the interview.

• TestDevLab: a quality assurance company that in addition to the more common
testing services also provides battery, penetration and data usage testing. About 50
people are involved in Android, iOS and Windows Phone applications testing in
TestDevLab. TestDevLab QA engineers are not oriented to a certain platform,
therefore my interviewee had worked with different platforms (web, iOS, Android)
in different projects. TestDevLab owns a test automation tool called Apimation1.
The company has its headquarter in Latvia but it is common for their employees to

1 https://apimation.com.
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temporarily move to where the client is located. Therefore, we got a chance to talk
to one of their QA engineers who lives in Estonia.

• Wazombi: a company focused on providing end-to-end solutions where everything
from electrical engineering to UI design is done in one house. Wazombi works with
Android and iOS, but as learned from the interview, most of their Android appli-
cations are not Java-based. Instead, Xamarin and C# are used. Xamarin also con-
stitutes the only test generation tool mentioned by case study participants. Since the
company is more oriented on development, it has only one person specifically
assigned to mobile application testing, whom we interviewed.

• MoonCascade: a company that mainly provides mobile, responsive web and
back-end development. From mobile platforms, Android, iOS and Windows Phone
are used. There are four people working at mobile application testing. Some testing
frameworks like Appium and Selendroid are used for test running. We interviewed
the lead of the quality assurance team.

• Mobi Lab: a mobile application design and development company, formerly a part
of current parent company Mobi Solutions. They work with Android, iOS and
Windows Phone. We interviewed the only dedicated tester, but developers are also
responsible for testing the applications that they are making.

Producing a Problem-Solution Matrix. Explaining every solution proposed in the
literature to our interviewees would have resulted in unrealistically long and inefficient
interviews. Therefore, we planned to only present solutions to problems that inter-
viewees previously identified as being highly relevant to them. Since we did not have
any information about the perceived relevance of each problem prior to the interview, it
was not possible to choose the set of solutions to explain beforehand. We needed a
mapping of problems and solutions that we could use during the interview to choose
which solutions to explain.

In order to find out which problems a given solution solves, we used the knowledge
of the solutions that we had gained from reading the papers, as well as the problems
and challenges that researchers presented as justifications for their solution. For each
problem-solution combination there were 4 options:

• ‘Y’ - a proposed solution significantly contributes to solving the given problem
• ‘Partly’ - partly solves the problem
• ‘Maybe’ - might be useful, but more information is needed to know
• Blank - a proposed solution does not address this problem

This resulted in the problem-solution matrix described in Sect. 5. Having this
matrix handy allowed us to present exactly those solutions that were related to the most
urgent problems highlighted by the interviewee, no matter which problem that was.

The Interview Process. The interview structure was as follows:

1. We introduced the research problem and collected some general information about
the company. This information included the number of employees involved in
testing mobile applications, whether the company is oriented at testing or devel-
opment, mobile platforms the company works with, and experience with using or
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developing automated solutions for mobile application testing. In addition to this,
before showing the list of problems acquired from literature, we asked whether the
interviewee sees any notable challenges in mobile application testing.

2. We presented the list of testing problems found from literature and asked the
interviewee to rate the relevance of each problem for their actual mobile application
testing. The answers were given on a multiple choice scale that also included
options for “N/A” and “Already solved”. The questionnaire can be found in
Appendix II of [15].

3. We looked at those problems the interviewee considered important (marked as
“Definitely”) and used the Problem-Solution mapping presented in Sect. 5 to extract
the set of corresponding solutions proposed in literature. Thereafter, we introduced
these solution ideas to the professional and asked which of them seem potentially
useful in practice. Since the respondents were only interested in practically appli-
cable solutions and time was scarce, we omitted articles that were very general or
too theoretical.

The time planned for each interview was 1.5 h. The first interview part took about
10 min while the duration of the second part was dependent on how fast the inter-
viewee filled out the questionnaire, averaging at about 30 min. Duration of the third
part was affected by how many problems the interviewee considered relevant in the
questionnaire. Two respondents filled out the questionnaire very fast, which resulted in
these interviews taking only 1 h. One interview was extended to 2 h because there were
many potentially relevant solutions to present and discuss.

4 Results from the Literature Survey

The results from the literature survey were used to answer research questions RQ1-3:

• RQ1: What are the problems specific to testing of mobile applications as opposed to
conventional applications, according to scientific literature?

• RQ2: What are the solutions (methods, tools) proposed by literature, if any?
• RQ3: According to literature, to what extent are these solutions used in industry?

4.1 Findings Related to RQ1

In this sub-section, we give an overview of problems and challenges (in the following
subsumed under the term ‘problems’) that are specific to or especially relevant in the
testing of mobile applications (cf. Table 1). We grouped problems according to their
core causes. In reality, however, each problem can have more than one cause and, thus,
the grouping shown in Table 1 should be taken as an approximation made in an effort
to simplify reading. A detailed description of each problem can be found in [15]. In
total 49 problems were identified.
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4.2 Findings Related to RQ2

In this sub-section, we present the tools and methods proposed in the literature for
solving the problems described in the previous sub-section (cf. Table 2). The solutions

Table 1. List of identified problems grouped by core cause

Core cause Problems with references

Fragmentation (large variety of platforms
with different operating systems, hardware,
storage, and screen sizes)

P1 [3, 18, 20, 22–25] - P2 [1] - P3 [23, 26] -
P4 [27, 28] - P5 [23] - P6 [22, 26] - P7 [22]

External software dependencies P8 [1, 29] - P9 [30] - P10 [31]
Frequent external communication P11 [1, 9, 16, 19] - P12 [19, 24, 29, 31–35] -

P13 [1, 23, 24, 36] - P14 [1, 37] - P15 [38] -
P16 [9, 21, 28, 32] - P17 [9, 39] - P18 [39] -
P19 [39]

Variable users and usage contexts P20 [40, 41] - P21 [21, 42] - P22 [21, 28, 43–
45] - P23 [26] - P24 [35, 43] - P25 [21, 43,
46] - P26 [33, 45] - P27 [43]

Fast evolution P28 [16, 32] - P29 [18, 21, 22, 47] - P30 [9,
46]

Limited resources P31 [24, 35] - P32 [35] - P33 [1] - P34 [46]
Novelty P35 [32, 41, 48–50] - P36 [21, 32, 46, 51] -

P37 [36] - P38 [41, 51] - P39 [9, 21, 32, 43,
52]

Limitations related to platform
implementation.

P40 [23, 29, 39, 48] - P41 [48] - P42 [19, 53]
- P43 [54] - P44 [1, 24] - P45 [55] - P46 [32,
56] - P47 [35]

Other problems P48 [9, 16] - P49 [9]

Table 2. List of identified solutions grouped by type

Type Solutions with references

Theoretical S1 [4] - S2 [21] - S3 [27] - S4 [47] -S5 [33] -S6 [57] - S7 [23]
General tools &
methods

S8 [35] - S9 [17] - S10 [29] - S11 [31, 34, 48] - S12 [50] - S13
[26]

GUI-based testing S14 [52, 58] - S15 [16, 59]
Record-and-replay S16 [56]
Model-based S17 [40] - S18 [30]
Model-learning S19 [55, 60] - S20 [61] - S21 [24]
Search-based S22 [61–64]
Performance testing S23 [36]
Reliability testing S24 [38] - S25 [19] - S26 [39]
Compatibility S27 [22] - S28 [20] - S29 [18]
Usability and user
testing

S30 [65] - S31 [32] - S32 [54] - S33 [28] - S34 [46] - S35 [45]

Security testing S36 [37] - S37 [66] - S38 [25] - S39 [49]
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are grouped by type. A detailed description of each solution can be found in [15]. In
total, 39 solutions were identified.

4.3 Findings Related to RQ3

In this sub-section, we discuss to what extent proposed solutions (methods and tools)
have reportedly been used in industry.

Most of the solutions listed in Sect. 4.2 were evaluated either on one or a few
applications familiar to the researchers or on a more representative set of applications
acquired from app stores. However, in both cases the evaluation was performed by the
researchers themselves, usually in a controlled environment. Only one paper explicitly
mentioned that their proposed solution was used in a company, i.e. Swisscom (S13).
Also some proposed tools were evaluated on published apps (S16, S19, S21, S25, S37,
S39) and one was partly tested on apps currently under development (S39).

However, publications were (co-)authored by individuals with a company affilia-
tion. This applies to S1 (both authors affiliated with Microsoft), S5 (both authors
affiliated with Nokia Research Center), S6 (one of the authors affiliated with Fujitsu
Laboratories), S8 (all authors affiliated with Microsoft Research), S10 & S11 (one of
the authors affiliated with NASA Ames Research Center), S25 (three out of four authors
affiliated with Microsoft Research), S29 (first author is one of the founders of the
TestDroid testing platform), S30 (one of the two authors affiliated with Ericsson
Research), S35 (one of the authors affiliated with Telecom Italia). Even though in these
cases it was not mentioned in the paper whether the proposed solution was evaluated in
industry, it is highly probable that some of them are used in the companies to which
(some of) the authors are affiliated. It is worth noting, however, that most of the
affiliations are with research units within large corporations. Therefore, results reported
in the related papers might not have been applied in the business units of these com-
panies, and they might not be suitable for problems in the in the rest of the industry, i.e.
in small and mid-sized companies.

5 Results from the Case Study

The results from the case study were used to answer research questions RQ4-5:

• RQ4: Does industry consider the solutions proposed in the literature as relevant?
• RQ5: Does industry consider the solutions proposed in the literature as useful?

In order to make the interviews conducted during the case study more efficient, we
developed a problem-solution mapping based on the results from the literature survey.
For easier viewing, we made the original file available on Dropbox2. Note that the
columns in grey indicate solutions that were not presented in detail to the interviewees
because they related to problems that were not of high priority for the interviewees.

2 https://www.dropbox.com/s/ia8vgjr7a8ppxkr/Problem-solution%20matrix.ods?dl=0.

Problems and Solutions in Mobile Application Testing 257

https://www.dropbox.com/s/ia8vgjr7a8ppxkr/Problem-solution%20matrix.ods%3fdl%3d0


5.1 Findings Related to RQ4

Five of the six interviewed companies said that fragmentation was a significant
problem in mobile application testing even before seeing the list of problems proposed
in the literature. Testlio was the only company that didn’t consider fragmentation as a
significant problem because their community-based approach already ensures a high
number of different platform, OS version, device, and screen size combinations. The
interviewee from Testlio mentioned two challenges in mobile application testing.
Firstly, there is a lack of fine-grained tools that testers could use to record GUI
interactions leading to a fault. The ideal approach would be able to capture videos,
screenshots with click positions and have better logs than the current approaches. The
second problem was applications that need to be tested in very specific geographical
locations, especially on iOS where location information is more difficult to mock than
on Android.

The questionnaire answers provided by all of the participating companies are listed
in Table 3. Questions corresponding to each question number can be found in
Appendix II of [15]. Basically, interviewees were asked to tell for each problem P1 to
P49 mentioned in the literature whether it is also a problem for them. The answer
choices were: ‘Definitely’ – ‘Maybe’ – ‘Probably not’ – ‘Definitely not’, plus the
answer options ‘n/a’ (not applicable) and ‘Solved’ (in case the problem existed but has
been solved in the meanwhile). The first column shows the problem ID together with
an indicator representing the relevance of the problem for the case companies. The
symbol ‘++’ indicates that at least four companies found the problem relevant (at least
four times ‘Definitely’), ‘+’ indicates that two or three companies found the problem
relevant (two or three times ‘Definitely’), and ‘−’ indicates that no company felt
strongly that the problem is relevant (none of the companies stated ‘Definitely’).

The responses from the three companies that mainly focus on testing are displayed
on the left while companies whose main area of business is mobile application
development are displayed in the right half of Table 3.

The surveyed companies didn’t agree on the relevance of any of the listed prob-
lems. However, some patterns can be pointed out. 18 of 49 listed problems were not
considered relevant by all case companies. For example, testing inter-application
communications (P14) and more sophisticated testing techniques like simulating
external dependencies (P10), automatic page-load detection (P40) and ensuring com-
pletely clean application restart (P43) were never mentioned to be definitely relevant.
None of the companies considered the lack of testing methods, tools or theory a
significant problem (P33–P35, P37). Modelling applications before testing was not
popular and some companies mentioned that testing on all devices is not needed
because a set of supported devices is chosen before development. It can be argued that
this practice of choosing a set of supported devices itself shows that testing an
application on all potentially suitable devices is too difficult, expensive or
time-consuming.

Some problems not considered highly relevant by companies mainly focusing on
development were still considered potentially problematic by testing companies. These
included acquiring a mental model of a complex application (P9), the unpredictability
of external dependencies during testing (P12), ignoring unexpected user behavior
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Table 3. Relevance of problems to our case companies

Problem Testing companies Development companies

Fob Solutions Testlio TestDevLab Wazombi MoonCascade Mobi Lab

P1 ++ Definitely Solved Definitely Maybe Definitely Definitely

P2 + Solved N/A Probably not Definitely Definitely Maybe

P3 + Definitely N/A Definitely not Maybe N/A Definitely

P4 Maybe Solved Definitely not Definitely Probably not Definitely not

P5 + Maybe Solved Definitely Definitely not Maybe Definitely

P6 ++ Definitely Solved Definitely Definitely not Definitely Definitely

P7 + Definitely not N/A Definitely not Solved Definitely Definitely

P8 + Definitely not Definitely Definitely Probably not Definitely Probably not

P9 Probably not Maybe Definitely Definitely not Definitely not Definitely not

P10 − Maybe Maybe Probably not Maybe Probably not Definitely not

P11 Probably not N/A Definitely Solved Maybe Probably not

P12 + Definitely Maybe Definitely Probably not Probably not Definitely not

P13 + Definitely not N/A Definitely Solved Definitely Definitely

P14 − Probably not Maybe Probably not Probably not Maybe Definitely not

P15 − Maybe Solved Definitely not Definitely not Probably not Definitely not

P16 + N/A Definitely Probably not Definitely not Maybe Definitely

P17 − Maybe Maybe Maybe Definitely not Maybe Definitely not

P18 Probably not N/A Definitely Maybe Maybe Definitely not

P19 + Probably not N/A Definitely not Probably not Definitely Definitely

P20 + Definitely Definitely Probably not Probably not Definitely Maybe

P21 + Maybe Definitely Definitely Solved Probably not Maybe

P22 Maybe Maybe Definitely not Solved Definitely Probably not

P23 + Definitely N/A Definitely not Definitely Definitely Maybe

P24 Maybe Solved Probably not Probably not Definitely Probably not

P25 Probably not Definitely Definitely not Probably not Maybe Probably not

P26 Probably not Definitely Probably not Definitely not Probably not Definitely not

P27 + Definitely Definitely Maybe Probably not Definitely Definitely not

P28 + Definitely Maybe Definitely Probably not Probably not Definitely not

P29 − Probably not N/A Maybe Maybe Maybe Maybe

P30 − Probably not N/A Maybe Definitely not Definitely not Definitely not

P31 Maybe Maybe Maybe Maybe Definitely Definitely not

P32 Definitely not Maybe Definitely Definitely not Probably not Definitely not

P33 − Probably not N/A Definitely not Solved Probably not Definitely not

P34 − Probably not Maybe Definitely not Solved Maybe Definitely not

P35 − Maybe N/A Definitely not Definitely not Probably not Definitely not

P36 − Solved Maybe Probably not Solved Solved Definitely not

P37 − Solved Maybe Probably not Probably not Solved Definitely not

P38 + N/A N/A Definitely Definitely Definitely not N/A

P39 − N/A N/A N/A N/A N/A Probably not

P40 − Probably not N/A Definitely not Definitely not Probably not Probably not

P41 − Solved Maybe Definitely not Solved Solved Solved

P42 + N/A N/A Definitely Definitely not Definitely Probably not

P43 − Probably not Probably not Definitely not Definitely not Solved Solved

P44 Solved Definitely Definitely not Solved Solved Solved

P45 − N/A N/A N/A Solved Solved Probably not

P46 − Definitely not Probably not Definitely not Probably not Maybe Definitely not

P47 − Definitely not Maybe Probably not Solved Solved Probably not

P48 N/A Definitely Probably not Maybe Probably not Definitely not

P49 + N/A Maybe Definitely not Definitely Definitely Definitely not
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(P15), users’ variable mobile device usage experience (P21), insufficient OS failure
logging (P30) and the usability and accessibility aspects of complex input mechanisms
(P32). We suppose that testing companies do testing more thoroughly or are just more
aware of their testing processes. In addition to this, if testing is performed by devel-
opers or at least in the same company, then the people doing the testing probably have a
better overview of how the application is intended to function.

Since Testlio was the only company that actively uses a community-based testing
approach as opposed to just testing in-house, different problems are sometimes con-
sidered relevant by them. Notably, fragmentation (P1) and the large number of test
devices to buy (P6) that were considered problems by most companies are not a
problem for Testlio because their testers use personal devices for testing. On the other
hand, they are subject to some challenges that are not relevant for any other companies.
For example, since their testers are working remotely, they need more advanced UI
recording tools (P44) than companies that perform testing locally. The large number of
test devices (P6) is also not a problem for Wazombi who mainly provides end-to-end
services that include both hardware and software development.

The lack of design principles (P36) was considered already solved by guidelines
provided by mobile operating systems and cross-platform principles were not con-
sidered necessary. The problem of not being able to modify a mobile application after
installing (P41) was considered solved by either automatic updates provided by app
stores or specialized software that can be embedded into applications for A/B testing.
The fact that testing is expected to be faster for mobile applications was not considered
a big obstacle because mobile applications on average were said to contain less
functionality than desktop applications.

5.2 Findings Related to RQ5

In this sub-section we present the results regarding the extent to which industry pro-
fessionals interviewed in our case study consider the solutions provided in literature
potentially useful in practice (cf. Table 4).

11 solutions were presented to industry professionals based on the problems that
they considered relevant. None of the solutions were uniformly accepted by the
companies, although solution S26 (An approach for amplifying exception handling
code) was considered useful by all the companies that found it applicable.

Solution S8 (MobiBug) was presented to all companies. Respondents from Testlio,
TestDevLab and Mobi Lab considered it potentially useful. Wazombi commented that
since even devices of the same model don’t function completely identically, a model
that assumes they do might be inaccurate. MoonCascade said that nowadays OS
built-in logging is already more fine-grained than stated in the article and 3rd party
libraries for monitoring fault configurations exist, there-fore this solution already exists.

None of the interviewees considered solution S9 (iTest) a useful innovation. Some
mentioned that a solution of this kind already exists. Others were skeptical of whether
this approach would work well because people rarely give any feedback when things
work (Mobi Lab) and it is difficult to ensure a full variety of user profiles in registered
testers (Testlio). One company expressed that the success of this approach highly

260 T. Samuel and D. Pfahl



depends on the tester incentive mechanism. Therefore, the technical solution alone does
not bring much value.

Solution S10 (Symbolic execution of Android apps) was presented to two com-
panies. TestDevLab considered it potentially useful while Wazombi said the solution
would not applicable for them because it can only handle applications written in Java.

Solution S11 (JPF-Android) is not applicable to Wazombi whose applications are
not Java-based. TestDevLab was hesitant about whether this would work and
MoonCascade said the tool would be useful if it could emulate drivers of all kinds of
sensors and developers manage to keep the tool up to date with new OS versions.

Most of the companies liked the concept of solution S16 (VALERA) and thought it
would be useful. Wazombi was more skeptical due to the fact that VALERA does not
record memory operations.

Solution S21 (Tool with 2 approaches for automated model-based testing) was only
presented to the Testlio representative who found it useful.

Solution S23 (Unit-testing performance) was presented to Mobi Lab and Test-
DevLab. Mobi Lab found it useful while the latter commented that the duration of
method execution can depend on things outside the developer’s control, e.g. network
conditions, therefore duration of execution cannot be accredited to just performance.

TestDevLab considered solution S25 (VanarSena) useful. Mobi Lab said that it is
already used for Windows Phone applications.

Solution S26 (Approach for amplifying exception-handling code) was presented to
4 companies. For Wazombi, this solution wasn’t applicable due to being Java-based,
but the others considered it useful.

Regarding solution S28 (Knowledge base for compatibility testing) Mobi Lab
thought it could work and Wazombi said it could work partly, for API version based
problems. MoonCascade was skeptical about how an appropriate level of granularity
could be set for recording results – if every combination of application version, device,
OS version, etc. would be recorded separately then very few queries would get a reply
from the database while in other cases there is a high probability of over-generalization.
TestDevLab said that a solution like this is probably already integrated to some testing
software.

Solution S29 (TestDroid) was not very well-received. Sob Solutions and Mobi Lab
said that this solution already exists. TestDroid itself is available online and is not the
only cloud-based testing platform. Testlio said that in principle the approach is plau-
sible while TestDevLab thought it might be useful only for small teams that do not
have access to an extensive set of test devices. MoonCascade was also of the opinion
that for companies of significant size, it is better to have their own set of devices as
cloud-based solutions are expensive, unreliable and do not have support for various test
styles and frameworks.

In total, there were only 3 solutions that were considered relevant by all companies
to which they were presented and who found them applicable, i.e. S10 (2 companies),
S21 (1 company), and S26 (3 out of 4 companies). None of the respondents considered
S9 a good solution and most were skeptical about S28 and S29.

Upon hearing the solution concepts, many interviewees expressed that the general
concept of the solution is familiar to them or already exists. However, they had not
marked the corresponding problems as ‘Solved’ in the questionnaire part of the
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interview. This implies that the concepts they already knew either do not fully solve the
proposed problem or the professionals have not thought about using this concept to
solve the given problem. The latter is compatible with our general observation that
companies seem to consider the new challenges of mobile application testing inevitable
and thus do not think about the possibility to eliminate them with the help of new
methods and tools. In that sense, help from the scientific community could actually
help if they were considered more seriously.

Several proposed solutions were considered to be either too theoretical, general or
relating to problems that were already solved by the case companies. The latter point
can to some degree attributed to the fact that we included articles published from 2007,
i.e. almost 10 years ago, in the literature study. However, the two least supported
solution concepts, TestDroid and iTest, were published in 2014 and 2012, respectively.
Therefore, either the field of mobile application testing is developing so fast that only
papers published less than two years ago provide practical value for companies or
research is sometimes detached from the current problems in industry.

Another observation was that additional attention could be paid to the fact that
companies use different tools for developing and testing mobile applications. For
example, not all Android applications are developed in Java and cloud-testing plat-
forms would be more useful if they supported different testing frameworks.

6 Discussion of Limitations

In the following, we summarize the limitations of our literature survey and case study.

6.1 Limitations of the Literature Survey

The literature study was performed by one person (the first author) within a limited
amount of time (four weeks). Due to this resource limitation a systematic literature
study following the guidelines defined in [12] to the letter was not viable. Therefore, it
is possible that some relevant papers were either not found or filtered out incorrectly
when applying the defined search strings and inclusion/exclusion criteria. Also, there
was not enough time for conducting a thorough quality assessment of the included
papers. Additionally, since the information was extracted from papers by just one
person and without previously specifying what constitutes a problem or solution, the
analysis is bound to be somewhat subjective, although we tried to mitigate this problem
by having another person (the second author) review the results of the paper identifi-
cation and selection. The limitation applies to the linking of problems to their potential
solutions in the problem-solution matrix. Lastly, since papers from 2007 to 2016 were
used in the study, it is possible that some of the problems mentioned in the literature
have been solved and thus the problems have become obsolete. Also, Android was
significantly more represented than other platforms in the set of found papers and
therefore many of the found problems and solutions concern mobile applications on the
Android platform.
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6.2 Limitations of the Case Study

In our case study, we used [13] as a guideline but due to time and resource constraints,
we didn’t follow all recommendations to the letter. While both testing and development
oriented companies in Estonia were included in the study, the initial list of companies
was compiled mostly opportunistically, i.e. where the first author had some previous
knowledge and (in some cases) personal contacts. Therefore, it is likely that the par-
ticipants of this study are not fully representative for all companies in Estonia doing
mobile application testing. During the interviews, participants were asked to assess the
potential suitability of some solutions proposed in literature. Since it would be
unreasonable to expect participants to read the relevant scientific articles, we shortly
explained each solution concept that the interviewees were asked to assess on the spot.
As a result, our personal bias and the quality of our explanations might have had an
effect on the perceived usefulness of the solutions. Due to time constraints not all
potential solutions were presented. In each case, the decision of which solutions to
present was made based on the prioritization of problems and using the
problem-solution matrix. This creates the possibility that the set of solutions proposed
to the case companies might not have been complete.

7 Summary and Conclusion

We conducted a two-staged study involving a literature survey and a case study to find
answers to five research questions concerning challenges and solutions of mobile
application testing as seen by researchers and industry.

In the attempt to answer RQ1 and RQ2, 49 problems and 39 potential solutions
were extracted in our literature survey. These lists answer research question 1 and 2,
respectively. For RQ3, the result is less clear. Even though only one paper specified
that the proposed solution is already used in industry, it is likely that some of the others

Table 4. Relevance of solutions

Solution Company
Fob Solutions Testlio Wazombi TestDevLab MoonCascade Mobi Lab

S8 No Yes No Yes Exists Yes
S9 Exists Partly No No Exists No
S10 n/a Yes
S11 n/a Maybe Maybe
S16 Yes No Yes Yes Yes
S21 Yes
S23 No Yes
S25 Yes Exists
S26 n/a Yes Yes Yes
S28 Partly Exists No Yes
S29 Exists Yes Partly No Exists
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are as well, considering that many authors were associated with companies active in the
industry. Therefore, it can be said that the solutions are used in industry, but the extent
of this usage cannot be adequately determined just based on scientific litera-ture. For
RQ4, none of the problems mentioned in literature were considered uniform-ly relevant
by all industry professionals. However, most companies considered frag-mentation a
serious problem and usually mentioned it before being handed the ques-tionnaire.
Many of the problems mentioned in literature were not considered im-portant by our
case companies. Regarding RQ5, many of the solutions proposed in literature were too
general, too little evaluated, or too little related to the most relevant problems, to be
explained to and discussed with the professionals in sufficient detail. And of those that
were presented and discussed, only a subset was uniformly consid-ered useful while
others were said to already exist (i.e., are already implemented) or have significant
shortcomings (and thus would not be considered for implementation.

In conclusion, research literature is addressing some problems that are considered
very important by our case companies. However, there seems to be room for making
research more useful for industry since many of the currently proposed solutions are
considered as too much conceptual and too little practical by professionals.
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Abstract. In software system development, testing can take consider-
able time and resources, and there are numerous examples in the lit-
erature of how to improve the testing process. In particular, methods
for selection and prioritization of test cases can play a critical role in
efficient use of testing resources. This paper focuses on the problem of
selection and ordering of integration-level test cases. Integration testing
is performed to evaluate the correctness of several units in composition.
Further, for reasons of both effectiveness and safety, many embedded
systems are still tested manually. To this end, we propose a process, sup-
ported by an online decision support system, for ordering and selection
of test cases based on the test result of previously executed test cases. To
analyze the economic efficiency of such a system, a customized return on
investment (ROI) metric tailored for system integration testing is intro-
duced. Using data collected from the development process of a large-scale
safety-critical embedded system, we perform Monte Carlo simulations to
evaluate the expected ROI of three variants of the proposed new process.
The results show that our proposed decision support system is beneficial
in terms of ROI at system integration testing and thus qualifies as an
important element in improving the integration testing process.

Keywords: Process improvement · Software testing · Decision support
system · Integration testing · Test case selection · Prioritization · Opti-
mization · Return on investment

1 Introduction

The software testing process is typically performed at various integration lev-
els, such as unit, integration, system and acceptance level testing. At all levels,
software testing suffers from time and budget limitations. Improving the testing
process is thus essential from both product quality and economic perspectives.
Towards this goal, application of more efficient testing techniques as well as
automating different steps of the testing process (e.g., test case generation, test
execution etc.) can be considered. For test execution, the decision of which test
c© Springer International Publishing AG 2016
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cases to select and the order in which they are executed can play an important
role in improving test efficiency. In our previous work [1], we introduced a tech-
nique based on dependencies between test cases and their execution results at
runtime. The technique dynamically selects test cases to execute by avoiding
redundant test cases. In our technique, identified dependencies among test cases
give partial information on the verdict of a test case from the verdict of another
one. In this paper, we present a cost-benefit analysis and a return on investment
(ROI) evaluation of the dependency-based test selection proposed in [1]. The
analysis is conducted by means of a case study of the integration testing process
in a large organization developing embedded software for trains. In particular,
we analyze various costs that are required to introduce our decision support sys-
tem (DSS) and compare these costs to the achieved cost reductions enabled by
its application. To improve the robustness of the analysis, stochastic simulation
of tens of thousands possible outcomes have been performed. In summary, the
paper makes the following contributions:

– A high-level cost estimation model, based on Monte-Carlo simulation, for the
evaluation of integration test-case prioritization with test-case dependencies.
The model is generic and can be used to analyze integration testing for a wide
range of systems that exhibit test case dependencies.

– An application of the cost estimation model in an industrial case study at Bom-
bardier Transportation (BT) where three alternatives for process improvement
are compared to the baseline test execution order.

– A sensitivity analysis for the model parameter values in the case study.
Through the analysis, various scenarios have been identified where the appli-
cation of the proposed DSS can be deemed as either cost beneficial or not.

The remainder of this paper is structured as follows. Section 2 presents the
background while Sect. 3 provides a description of the DSS for test case priori-
tization. Section 4 describes a generic economic model. Section 5 provides a case
study of a safety-critical train control management subsystem, and gives a com-
parison with the currently used test case execution order. In Sect. 6, the results
and limitations are discussed and finally Sect. 7 concludes the paper.

2 Background

Numerous techniques for test case selection and prioritization have been pro-
posed in the last decade [2–4]. Most of the proposed techniques for ordering
test cases are offline, meaning that the order is decided before execution while
the current execution results do not play a part in prioritizing or selecting test
cases to execute. Furthermore, only few of these techniques are multi-objective
whereby a reasonable trade-off is reached among multiple, potentially compet-
ing, criteria. The number of test cases that are required for testing a system
depends on several factors, including the size of the system under test and its
complexity. Executing a large number of test cases can be expensive in terms of
effort and wall-clock time. Moreover, selecting too few test cases for execution
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might leave a large number of faults undiscovered. The mentioned limiting fac-
tors (allocated budget and time constraints) emphasize the importance of test
case prioritization in order to identify test cases that enable earlier detection of
faults while respecting such constraints. While this has been the target of test
selection and prioritization research for a long time, it is surprising how only few
approaches actually take into account the specifics of integration testing, such
as dependency information between test cases.

Exploiting dependencies in test cases have recently received much attention
(See e.g., [5,6]) but not for test cases written in natural language, which is the
only available format of test cases in our context. Furthermore, little research has
been done in the context of embedded system development in real, industrial con-
text, where integration of subsystems is one of the most difficult and fault-prone
task. Lastly, managing the complexity of integration testing requires online deci-
sion support for test professionals as well as trading between multiple criteria;
incorporating such aspects in a tool or a framework is lacking in current research.

The cost of quality is typically broken down into two components: confor-
mance and nonconformance costs [7]. The conformance costs are prevention and
appraisal costs. Prevention costs include money invested in activities such as
training, requirements and code reviews. Appraisal costs include money spent
on testing such as test planning, test case development and test case execu-
tion. The non-conformance costs include internal and external failures. The cost
of internal failure include cost of test case failure and the cost of bug fixing.
The cost of external failure include cost incurred when a customer finds a fail-
ure [8]. This division of cost of quality is also a basis for some well-known quality
cost models such as Prevention-Appraisal-Failure (PAF) model [9] and Crosby’s
model [10]. While general in nature, such quality cost models have been used
for finding cost of software quality too, see e.g., [11–13]. Software testing is one
important determinant of software quality and smart software managers consider
the cost incurred in test related activities (i.e., appraisal cost) as an investment
in quality [8]. However, very few economic cost models of software testing exist,
especially metrics for calculating the return on testing investment are not well-
researched. It is also not clear how the existing software test process improvement
approaches [14] cater for software testing economics. One reason for this lack of
attention of economics in software quality in general is given by Wagner [15].
According to him, empirical knowledge in the area is hampered by difficulties
in cost data gathering from companies since it is considered as sensitive. Niko-
lik [16] proposes a set of test case based economic metrics such as test case cost,
test case value and return on testing investment. A test cost model to compare
regression test strategies is presented by Leung and White [17]. They distinguish
between two cost types: direct and indirect costs. Direct costs include time for
all those activities that a tester performs. This includes system analysis cost,
test selection cost, test execution cost and result analysis cost. Indirect costs
include test tool development cost, test management cost and cost of storing
test-related information. A test cost model inspired by PAF model is also pre-
sented by Black [18] while several cost factors for ROI calculation for automated
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test tools are given in other studies [19–21]. Some other related work is done by
Felderer et al. [22,23] where they develop a generic decision support procedure
for model-based testing in an industrial project and compare estimated costs
and benefits throughout all phases of the test process.

3 Decision Support System for Test Case Prioritization

In this section we outline our proposed DSS, which prioritizes and selects inte-
gration test cases based on analysis of test case dependencies. Although not the
focus of this paper, the DSS is also capable of performing multi-criteria decision
analysis. The details of the approach can be found in [1]. In essence, the DSS
provides an optimized order for execution of test cases by taking into account
the execution result of a test case, its dependency relations and various test
case properties. The steps performed in the DSS can be categorized into an
offline and online phase: The offline phase produces an order for execution of
test cases based on different test case properties (e.g., fault detection probabil-
ity, execution time, cost, requirement coverage, etc.) while in the online phase,
the pass or fail verdict of executed test cases is taken into account in order to
identify and exclude upcoming test cases based on knowledge of dependencies
between executed and scheduled test cases. The following definition of result
dependency for integration test cases, first introduced in [1], constitute the basis
of the dependency-based prioritization considered in this paper:

Definition. For two test cases A and B, B is dependent on A if, from the failure
of A, it can be inferred that B will also fail.

In industrial practice, such dependencies may exist e.g., whenever a sub-
system uses the result of another subsystem. During testing, the dependency
may manifest whenever a test case B, dependent on test case A, is scheduled
for execution before a component, tested by A, has been fully and adequately
implemented and tested. By delaying the execution of B until A has passed, we
ensure that the prerequisites for testing B are met. For instance, if the power
system in a train fails to work, the lighting and air conditioning systems will not
function either.

3.1 Architecture and Process of DSS

In this section, we give the basic architecture and process for the decision support
system [1]. We use the term ‘decision support system’ to emphasize that it can
be instantiated in contexts similar to ours, i.e., test cases written in natural
language, meant for testing of integration of subsystems in embedded system
development.

In Fig. 1, we describe the steps of the semi-automated decision support system
for optimizing integration test selection. New test cases are continuously collected
in a test pool (1) as they are developed. The test cases are initially not ordered
and are candidates for prioritization. As a preparation for the prioritization of
the test cases, the values for a selected set of criteria need to be determined
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Fig. 1. Architecture of the proposed online DSS.

(2) for the new test cases. To prioritize among the test cases, the DSS expects
the use of a multi-criteria decision making technique (3, prioritization) [24].
Once prioritized, the test cases are in this step executed (preferably) according
to the recommended order (4). The result of executing each test case could
either be Pass or Fail . We have previously in [1] shown that by detecting the
dependency between test cases, we are able to avoid the redundant executions.
When a test case fails during the execution, all its dependent test cases should
be disabled for execution. The failed test cases from the previous step enter a
queue for troubleshooting. The failed test cases will be reconsidered for execution
once the reason of their failure is resolved (5). The results of each test are
monitored (6) to enable (re-)evaluation of the executability condition (see [1])
of the test cases that are dependent on it. This will determine if the dependent
test case should be selected for execution or not. Furthermore, the completeness
of the testing process will be monitored through the metric fault failure rate
(see [25]), denoted by λ in Fig. 1. This metric is the proportion of the failed test
cases to the total number of executed test cases. The goal is to reach successful
execution of maximum test cases to be able to finish the current test execution
cycle. The current test execution cycle will stop (7) once the fault failure rate
becomes 0. The steps in the DSS are performed in the integration phase for
each iteration/release of the system. This will ensure that the relevant test are
executed in a suitable sequence, and that the tests resources are used in an
optimal way.

4 Economic Model

In this section we describe an economic model for the cost-benefit analysis of a soft-
ware integration testing process where test cases are delayed until their execution
requirements are fulfilled. The model is independent on the specific multi-criteria
decision making technique used and of the specific system under test.

The purpose of the economic model is to adequately capture the costs and
benefits which are directly related to the adoption of a DSS-supported testing
process aiding in the prioritization of test cases. In industry, it is common that
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time and cost estimates for software development processes only exist as esti-
mates or averages, if at all. Finally, for an analysis to be useful in practice, the
analysis model should be reasonably lightweight and contain only the absolutely
necessary parameters. Using the proposed economic model, a stochastic ROI
analysis can then be obtained by Monte Carlo simulation. A stochastic analysis
avoids the sensitivity of traditional ROI analyses by considering a large number
of possible parameter values, thereby offsetting some of the disadvantages in
being forced to use less reliable parameter value estimates.

In this paper, we use a cost model with the following parameters:

1. A one-time fixed DSS implementation cost, corresponding to a fixed-price
contract negotiated beforehand,

2. Variable costs for DSS training, on a per person-days of DSS usage basis,
3. Variable costs for DSS maintenance, on a per person-days of DSS usage basis,
4. Variable costs for (a) DSS data collection, (b) test planning, on a per test-case

basis, and
5. Variable costs for (a) test-case execution (per executed test-case) and (b)

troubleshooting (per failed test case).

We make the following simplifying assumptions on the testing process to be
analyzed:

(a) A test case is executed at most once in each release cycle,
(b) If a test case fails, it is delayed until the next release cycle,
(c) Reliability of an already implemented and properly maintained system grows

according to a simplified Goel-Okumoto model [26], and
(d) Test execution and troubleshooting effort is independent of each other and

between test cases.

In the model, we only include the costs and benefits which are affected by
using the DSS, and hence, do not need to consider other efforts such as the effort
of testing for test cases that pass or that fail for other reasons than dependency.
The following cost model is used for the approach in each release cycle t:

Ct = CI
t + dt · (

CT
t + CM

t

)
+ nt · (

CD
t + CP

t

)
+ γt · λt · nt · (

CE
t + CB

t

)
, (1)

where CI is the implementation cost, dt is the number of person-days in t, CT is
the training cost, CM is the maintenance cost, nt is the number of test cases, CD

is the data collection cost, CP is the test order planning cost, including possible
preprocessing, test case data input, DSS runtime, post-processing and test case
prioritization output, λt is the fraction of failed test cases in the release cycle, γt is
the fraction of test cases that failed due to a fail-based-on-fail dependency (out of
the failed test cases), CE is the average test execution cost, and CB is the average
troubleshooting cost. The last term, γt ·λt ·nt ·

(
CE

t + CB
t

)
, calculates the cost for

unnecessarily running test cases which will surely fail due to dependencies. This
is the only runtime cost we need to consider when comparing a DSS-supported
process and the baseline process without DSS support, as the other costs for
running test cases will remain the same.
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Over the course of time, the maintenance cost for a deployed system with a
small number of adaptations will be approximately proportional to the failure
intensity of the system. In this paper, we therefore assume that the DSS software
reliability grows according to a simplified Goel-Okumoto model (see [26]), i.e.,
that the failure intensity decrease exponentially as λ(d) = λ0e−σd, where λ(d)
is the failure intensity at time d, λ0 is the initial failure intensity, and σ is the
rate of reduction. Further, for any release cycle t, each test case belonging to t
is assumed to be tested exactly once within t. It is therefore logical to assume
that there is no decrease in the test case failure rate during any single release
cycle. Under these assumptions, the expected maintenance cost in release cycle
t can be calculated as follows.

CM
t = CM

0 · Dt · e−σDt , (2)

where CM
0 is the initial maintenance cost and Dt =

∑t
i=1 di is the total project

duration at release cycle t, where di is the duration of a single cycle i.
Apart from the implementation cost CI, there are other unrelated infrastruc-

ture costs which are not affected by the process change and can therefore be
disregarded from. Likewise, full staff costs are not included, as the team size
remains constant, and we instead focus on measuring the savings in work effort
cost from a change in process. In the model in Eq. (1), the savings of a process
change taking test case dependencies into account can be measured as a dif-
ference in costs, under the assumption that all other costs are equal. As each
integration test case is normally executed once in each release cycle, after each
cycle there is a set of failed test cases that needs to be retested in the next
cycle. In this paper, we are interested in estimating the economic benefits of
delaying test cases whose testability depend on the correctness of other parts of
the system. In other words, we are interested in estimating the number of test
cases which fail solely due to dependencies. For these test cases, we can save
executing and troubleshooting efforts. If γt · λt number of the test cases fail due
to dependencies, then, from Eq. (1), we have that by delaying the execution of
such test cases, the saving (i.e. benefit) of changing the process can be at most:

Bt = γt · λt · nt

(
CE

t + CB
t

)
. (3)

The estimate is an upper bound as in reality we may not be able to capture
all dependencies in our analysis. Further, there is a possibility that the analysis
falsely identifies dependencies which do not exist. The effect of delaying the cor-
responding test cases to the next phase is to delay the project slightly; however,
this effect is likely small and we therefore disregard from it in this paper.

4.1 Return on Investment Analysis

A Return on Investment (ROI) analysis represents a widely used approach for
measuring and evaluating the value of a new process and product technology
[27]. In this study we consider all costs directly related to the process change
to be part of the investment cost. If we also assume that the sets of test cases
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to execute for all release cycles are disjoint, we can calculate the total costs
and benefits by adding the costs and benefits for each release cycle. We use the
following ROI model based on the net present value of future cash flows until
time T and an interest rate r.

Rt =
∑T

t=0 Bt

/
(1 + r)t

∑T
t=0 Ct

/
(1 + r)t

− 1 (4)

We assume that the implementation cost is paid upfront, so that CI
t = 0

when t ≥ 1, and that there are no other benefits or costs at time t = 0. In
other words, B0 = 0, C0 = CI

0 and, consequently, R0 = −1. The interest rate r
is used to discount future cash flows, and is typically the weighted average cost
of capital for the firm, i.e., the minimum rate of return that investors expect to
provide the needed capital.

5 Case Study

In order to analyze the economic feasibility of our approach, we carried out a case
study at Bombardier Transportation (BT) in Sweden, inspired by the guidelines
of Runeson and Höst [28] and specifically the way guidelines are followed in the
paper by Engström et al. [4]. We investigated the software/hardware integration
testing process for the train control management subsystem (TCMS) in the
Trenitalia Frecciarossa 1000, a non-articulated high-speed trainset. The process
aims to identify faults at the interface of software and hardware. The case study
spanned six releases of 13 major and 46 minor function groups of the TCMS
during a time period of 2.5 y, which involved in total 12 developers and testers for
a total testing time of 4440 h. The testing process is divided into different levels
of integration, following a variation of the conventional V-model. The integration
tests are performed manually in both a simulated environment and in a lab in the
presence of different equipment such as motors, gearboxes and related electronics.
The testing for each release have a specific focus, and therefore, there are only
minor overlaps between the test cases in different releases. Each test case has
a specification in free-text form, and contain information (managed using IBM
Rational DOORS) on the (1) test result, (2) execution date and time, (3) tester
ID, and (4) testing level.

The test result is one of the following: (a) Failed, (i.e., all steps in the test
case failed), (b) Not Run, (i.e., the test case could be not executed), (c) Partly
Pass, (i.e., some of the steps in the test case passed, but not all), and (d) Pass
(i.e., all steps in the test case passed).

According to the test policy in effect, all failed test cases (including “Not
Run” and “Partly Pass” test cases) should be retested in the next release. Fur-
thermore, each of these initiates a troubleshooting process that incurs cost and
effort. In the rest of this paper, we therefore use the term failed to mean any
test verdict except “Pass”. The objective of the case study is to analyze the
improvement potential for the integration testing process at BT from decreasing
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the number of unsuccessful test executions using knowledge of test-case depen-
dencies. The chosen method is to estimate the economic effect on BT in the form
of earned ROI using Monte-Carlo simulation. We answer the following research
question in this case study:

RQ: What is the economic effect of introducing a DSS for reducing the number
of unsuccessful integration test executions based on dependency knowledge?

The data collection for the case study was done through both expert judg-
ment, inspection of documentation and a series of semi-structured interviews.
The initial parameter value estimates for CI, CT and CM were made by the
author team, as it was judged that the members of the team, having deployed
several decision support systems in the past (see e.g. [29,30]), possessed the nec-
essary experience for this evaluation. Likewise, CP was estimated by the research
team through multiple meetings and re-evaluations. The documentation consists
of the test case specification and verdict records in DOORS. In particular, the
fault failure rate (λ) was calculated directly by counting the corresponding test
case reports, and the fraction of dependent test cases (γ) was estimated through
manual inspection of the comments in the same set of reports. Finally, a series
of semi-structured interviews were conducted to both estimate the parameter
values for the testing process itself, and to cross-validate the full set of parame-
ter values already identified. The interview series were made with two testers
(T1 & T2), a developer (D), a technical project leader (PL), a department man-
ager (DM) and an independent researcher (R) in verification and validation. The
composition and main purpose of the interviews are shown in Table 1. The final
parameter values can be found later in this paper in Tables 2 and 3.

5.1 Test Case Execution Results

To estimate the number of result dependencies between test cases, we performed
a preliminary analysis of the results for 4578 test cases. The analysis was based
on an early discussion with testing experts, in which test result patterns that

Table 1. Series of interviews to establish parameter values

# T1 T2 D PL DM R Main purpose

1 × Estimate CD from dependency questionnaire.

2, 3 × × × Identify criteria for dependencies. Validate CD.

4 × Validate dependencies.

5, 6 × × × × Validate number of dependencies (γ). Estimate CE.

7 × Estimate CB.

8 × × Validate CE, CB, CI, CT, CM and CP.

9 × × × Validate CI, CT and CM
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Table 2. Quantitative numbers on various collected parameters per release. Note that
the γ rate is reported as a fraction of the fault failure rate (λ).

Parameter Release number

1 2 3 4 5 6 Total

Working Days (d) 62 89 168 65 127 44 555

Test cases (n) 321 1465 630 419 1458 285 4578

Fault failure rate (λ) 0.545 0.327 0.460 0.513 0.346 0.246 0.379

Fail based on fail. rate (γ) 0.411 0.267 0.393 0.753 0.630 0.457 0.475

were likely to indicate a dependency were identified. The patterns have previ-
ously been independently cross-validated on a smaller set of 12 test cases by
other test experts at BT (see [1]). We classified the test results using the same
patterns, resulting in 823 possible dependency failures out of 1734 failed test
cases, resulting in a total estimate of γ ≈ 0.476. In the semi-structured inter-
views, two testers independently estimated that approximately 45 % of the failed
test cases were caused by dependencies, which is close to our estimate. Table 2
shows the full results for the six release cycles.

5.2 DSS Alternatives Under Study

We analyzed three different DSS variants, which all prioritize the test cases
by aligning them with the identified dependencies but vary in the amount of
automation they offer. The goal was to identify the tool-supported process
change which is most cost-effective (as measured by the ROI metric) within
a reasonable time horizon. The following DSS variants were considered:

– Manual version: prioritization and selection of test cases in the level of
integration testing manually. In this version, a questionnaire on the time for
test execution, troubleshooting and set of dependencies to other test cases, is
sent to the testing experts. To be manageable for an individual, the question-
naire is partitioned into smaller parts according to the subsystem breakdown.
To increase precision and decrease recall, it is preferable that several experts
answers the same questionnaire; however, the exact number should be decided
based on the experience level of the testers. One of the commercially and pub-
licly available toolboxes for multi-criteria decision analysis (such as FAHP or
TOPSIS) are then used for prioritization of test cases. Data is fed manually
into and out of the DSS, and a spreadsheet is used to filter, prioritize and keep
track of the runtime test case pool.

– Prototype version: Dependencies are collected as in the manual version.
However, the DSS is custom-made to read the input in a suitable format,
automatically prioritize, filter and keep track of the runtime test case pool,
and can output a testing protocol outline, suitable for the manual integration
testing process.
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– Automated version: in addition to the prototype version, the DSS detects
the dependencies automatically by utilizing a publically-available toolbox
(such as Parser [31]). The criteria determination step (in Fig. 1) would be
applied on the test cases by utilizing some learning algorithms (for example a
counting algorithm for calculating the number of test steps in a test case for
estimating the execution time for a test case).

As explained earlier in Sect. 4, we divide the total cost needed for software
testing into fixed (one-time cost) and variable cost. The fixed cost includes the
DSS cost for three versions which includes implementation, maintenance and
training costs.

The variable cost contains execution cost and also troubleshooting cost for
the failed test cases. The variable cost changes in proportion to the number of
executed test cases and the number of failed test cases per project.

5.3 ROI Analysis Using Monte-Carlo Simulation

The three version of the DSS were evaluated on the six release cycles described
before. As many other mathematical methods, ROI analyses are sensitive to
small changes in the input parameter values. As an effect, the calculated ROI
can fluctuate depending on the varying time estimates. For this reason we chose
to both evaluate the ROI model above using Monte Carlo simulation, as detailed
below, and to perform sensitivity analysis by varying the expected value of some
of the time estimates, as detailed in the results section. The parameters for the
three versions are shown in Table 3.

The focus on initial analysis means that estimation efforts should be kept
low. For this reason, a single-parameter Rayleigh distribution, which is the basis
in the Putnam model (see [32,33]), was chosen for the distribution of effort for
software testing and implementation tasks. Test-case failures were sampled from
a Poisson distribution.

Table 3. DSS-specific model parameters and distributions

Param. Comment Distr. Distribution param.

Manual Semi Auto

γt Failed TC rate Constant See Table 2.

λt Failed dep. TC rate Poisson See Table 2.

CE TC execution time, per TC Rayleigh 2 2 2

CB TC troubleshooting time, per TC Rayleigh 4 4 4

CI Total implementation time Rayleigh 120 825 1650

CT Training time, per year Rayleigh 540 360 360

CM Maintenance time, per year Rayleigh 40 165 330

CD DSS data collection time, per TC Rayleigh 69.2 69.2 0.00

CP DSS run time, per TC Rayleigh 32.3 5.37 0.00
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Fig. 2. Expected ROI for the three DSS versions. The vertical dotted line indicate the
end of the six release cycles; later cycles are simulated using repeated data.

The three different DSS versions were simulated by sampling 100 000 values
for each data point using the parameters in Tables 2 and 3. The mean cumulative
results are shown in Fig. 2 for the studied project at BT. In the experiments,
utilizing all three versions of DSS resulted in a positive ROI at the end of the
six release cycles. Moreover, the maximum value of ROI was found for the man-
ual DSS version, where the maintenance and implementation costs are low as
compared to the other versions. By evaluating in total three identical projects
in sequence, thereby simulating one team of developers working on three larger
projects over the course of almost seven years, it can be noted that the prototype
tool is the most promising from an expected ROI perspective. The initial imple-
mentation effort and the continued maintenance costs of the automatic version
makes it less promising even after seven years of deployment.

5.4 Sensitivity Analysis

To increase the validity of the study, we also performed a sensitivity analysis by
varying key parameters. In particular, the ROI analysis is sensitive to changes
in the fixed and variable costs for the DSS. For this purpose, we varied the
implementation costs, i.e., the fixed up-front cost for the DSS variant, and the
maintenance costs, i.e., a critical part of the variable costs. The evaluation was
performed using the same parameters as in the previous section, with the excep-
tion that the time horizon was fixed to the six development cycles in the case
study project, with a duration of approximately 2.2 calendar years. The results
of the experiments are shown in Fig. 3. Each data point shows the mean result
of 100 000 Monte-carol simulations, each consisting of six release cycles.

As can be seen, when increasing the implementation cost, the relationship
between the three variants are the same. The manual variant is profitable even
up to an implementation cost factor of 16. If the implementation factor is below
0.5, the prototype tool is the most profitable. It is worth noting that going to the
left from the normative case, the ROI of the manual variant changes little, which
is due to the fact that the implementation costs for the manual variant is small
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Fig. 3. Sensitivity analysis results for DSS costs.

Fig. 4. Sensitivity analysis results when varying test case failure rates (λ and γ).

compared to the other variants. There is no change in the relationship between
the variants when varying the maintenance costs by equal factors (Fig. 3b). Fur-
ther, changing the cost factor of any single variant by less than 8 still maintains
this relationship.

Figure 4 shows the results from varying λ, the fault failure rate, and γ, the
fail-based-on-fail rate, using a coefficient between 0.0 and 5.0 individually for
each release cycle. As can be seen, for both λ and γ the average ROI is above
zero when the coefficient is above 0.5, corresponding to average rates of 0.189
and 0.237, respectively. Further, it can be observed that, for the 6 release cycles,
the relationship between the three DSS variants are the same for all coefficients.
The tailing-off effect which can be observed for higher coefficients occurs because
for each individual release cycle, there is a natural upper limit of 1.0 for both
rates, which is enforced after sampling.

6 Discussion and Threats to Validity

In this paper, we have analysed the cost-benefit of utilizing a dependency-based
DSS in integration-level testing. It is clear that our results are based on simula-
tion and it will be more convincing to do a similar investigation on real data from
an actual project. This is one of our future goals with this direction of research.
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Our simulation results indicate that a DSS that considers dependencies in pri-
oritizing test cases for integration level testing may be economically beneficial,
but that the extent to which the method should be automated highly depends
on the characteristics of the context in which the DSS should be introduced. It
should be noted that prioritization based on test dependencies is just one way
to reduce effort of integration testing, and the DSS is not inherently limited
to dependency-based prioritization. There are a number of other techniques to
reduce effort such as system design planning and scheduling implementation.
In fact, prioritization of the systems and sub-systems under test can reduce
the degree of dependency between test cases. Another point to consider is ear-
lier fault detection [34] which can be enabled by prioritization based on fault
detection probability. It should further be noted that the costs in our model,
as well as the calculated values of ROI are based on estimates. Consequently,
the experimental uncertainty is inherent in the study design. We have tried to
mitigate this uncertainty by dividing the costs into smaller units. For example,
design cost and implementation cost for a test case are considered as two sep-
arated costs. By further defining the execution cost as a separate cost in our
cost model, we account for the fact that a test case can be designed and created
one time, but can be executed more than one time. We also separate the staff
(testers and developers) cost between test case implementation and execution
cost. In addition, the gathered data from BT is another source of uncertainty. As
discussed in Sect. 5.4, by performing various sensitivity analyses we have identi-
fied and evaluated how different factors can impact the cost-benefit and ROI of
the application of the DSS. In terms of validity threats, in the economic model,
we assume that if test case A fails then running B (which depends on A) after
A yields no additional information. This assumption could be invalid in other
systems, where execution and failure result of test case B could still provide
additional information, which in turn may affect the results of the analysis. Sim-
ilarly, there are other assumptions related to our work (see Sect. 4), which can be
invalid in the real world. Further, in our study we detect dependencies between
test cases from test result reports to measure the percentage of fail-based-fail in
the analyzed project. Considering the fact that the identification of dependencies
by testers to some extent is subjective, other studies using other subjects may
result in differences in dependency identification, and estimated gains from the
DSS could thus be affected.

7 Conclusion and Future Work

In this paper, we introduced and assessed cost and benefits of applying a decision
support system (DSS) for reducing the efforts at integration level testing. We
identified the cost factors relevant in integration testing and provided a cost
estimation model for calculation of return on investment based on which we
evaluated where the use of our proposed DSS will be economically beneficial
and result in cost reductions. The proposed decision support system has been
applied to an industrial case study of a safety-critical train control subsystem
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and a brief analysis of the result was given. The results of the BT case study
indicate that utilizing the proposed DSS can reduce test execution efforts and
achieve a positive value for ROI for a system of that size and complexity, where
higher test execution efficiency was enabled by identifying and avoiding test
redundancies based on their dependencies. Moreover, by applying the proposed
DSS, we can detect the hidden faults in the system under test earlier and fault
failure rate increases with time, as we have demonstrated in [24]. The ROI of the
proposed DSS increases in situations where the number of test cases is large, the
system under test is complex consisting of dependent modules and subsystems,
and there exist additional limitations, such as budget, deadline, etc. The level
of ROI depend on various cost factors, such as the cost for implementing and
maintaining the tool, personnel training, execution time of the decision making
algorithms, total number, size and execution time of test cases. This leads also
to the conclusion that for a system which is small in the sense that the number of
test cases is very small and there are no extra limitations for performing testing
activities, a high ROI value may not be achieved by using the DSS.
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Abstract. We analyzed findings from data collected utilizing surveys and Web-
scraping, to support Knowit Oy, a software testing consultation company, in the
process of selecting the right tools for software testing & test automation. We
conducted two surveys (2013 & 2016) among (mostly Finnish) software profes‐
sionals to acquire criteria and a list of tools used for software testing in industry.
Considering all our data sources Selenium was the most popular pure tool, while
Robot Framework was the most referenced tool (latter survey). According to the
surveys Jenkins and Sikuli have the highest increase in popularity (or familiarity).
Top referred criteria for selection were usability, functionality, maintainability
and available support for a tool. While Knowit considers it best to utilize tradi‐
tional surveys, Web-scraping is seen as cost effective support for such instru‐
ments. To get comprehensive picture and to gain knowledge of the tools in
markets multiple sources should be used.

Keywords: Test automation · Software testing tool · Software test automation
tool · Tool support · Selection criteria

1 Introduction

Software test automation is tool-oriented domain and integral to frequent testing as part
of continuous delivery and rapid releases. A recent online survey reported test automa‐
tion to be a key factor with software quality and R&D cost saving from the viewpoint
of management [19]. In another recent survey by ISTQB [5] test automation was ranked
as the main area of improvement opportunities in testing activities. In addition to that,
test tool/automation consultation was ranked as the service most required from external
providers. The results from a survey by Capgemini, Sogeti and HP (the World Quality
Report, WQR 2015-2016) [1] highlight that investing in test automation is a must to
keep up with the ever increasing demand for velocity. The findings claimed that 40 %
of the respondents (IT leaders of mobile technologies) reported lack of right tools for
their testing activities. Overall, these sources highlight the importance of test automation
which cannot succeed without proper tools.

Selecting tools for software testing is a difficult practical problem as there are
numerous software testing tools available. The exact number of tools is unknown as
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what constitutes as a test tool is difficult to define, e.g. many people use Excel to manage
test cases. The high number of tools is well reflected for example in the web-site listing
tools for pair-wise testing <http://www.pairwise.org/tools.asp>, a technique to generate
minimum number of test cases covering all combinations of two test inputs. The web-
site has listed 41 tools for pair-wise testing, aka combinatorial testing, alone. Given the
number of tools available only for this test input generation technique, we can estimate
that there has to be hundreds, if not thousands, of testing tools available.

In this paper, we study the knowledge acquisition phase of the test tool selection
process within a consulting company (Knowit Oy). This is our initial work on test auto‐
mation tool selection and thus we provide only initial answers to following Research
Questions: (RQ1) Why is selecting tools important for Knowit? (RQ2) What is the most
popular software test tool nowadays, in comparison to year 2013? (RQ3) How does
Web-scraping compare with traditional surveys? (RQ4) What criteria people find
important when selecting tools for software testing or test automation?

2 Prior Work

Test automation consultants Graham and Fewster [2] have studied experiences of test
automation with industrial cases over a long period of time. They emphasized that “there
is no such thing as the perfect tool, but there are many tools that would be adequate for
a given situation”, it is the preferences that drive the decisions. They claim that the tool
must be appropriate for a job. A tool may be inadequate in some context but suitable in
another and several tools may have to be used to accomplish the goals [2].

An online survey published in March 2016 [19] focused on the tools used in test
automation, in companies of less and more than 100 employees. The findings from a
total of 644 software professionals indicated organizations to use more than a single test
automation solution, open source tools being popular, especially in smaller organiza‐
tions. The amount of tools is thought to be high due to reasons like application
complexity, multiple platforms or lack of required functionalities. The study anticipated
possible disappearance of commercial tools in favor of open source tools in the near
future. The most used tools were, in the order of preference, for smaller size organiza‐
tions: Selenium (42 %), internal tools (20 %), Junit (12 %), Android SKD (8 %), Appium
(7 %), JMeter (3 %), Watir (3 %), Pytest (3 %) and Selendroid (2 %). For larger organ‐
izations the tools most used were: Selenium (29 %), internal tools (24 %), Junit (12 %),
Appium (8 %), Microsoft (8 %, in general), QTP (7 %), Selendroid (5 %), TestComplete
(5 %) and JMeter (2 %) [19].

Past work on software testing tool selection in general by Poston and Sexton [13]
perceived systematic data collection method, preferably with forms or checklists, to be
the secret for selecting appropriate testing tools. Although several surveys of software
testing have been conducted, e.g. [3, 8, 9, 15], those typically do not cover the actual
tools used. There are however studies that focus on a few specific tools e.g. comparing
TestComplete and QTP on characteristics [7], acknowledging the need for evaluation
of tools [12], comparing Selenium, QTP and TestComplete (eventually concluding the
best tool being QTP) [6] or comparing a few web-service tools [4].
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To summarize, according to the authors’ best knowledge peer-reviewed literature is
missing surveys that would focus on the tools by actually naming them. Tools are
essential for our trade. Academics need tools for teaching and practitioners for their
business. Often tools are listed in requirements of job ads making tool knowledge essen‐
tial for students graduating from universities.

3 Case Context and the Problem (RQ1)

In this section, we first describe the context of our work and the particular problem we
are trying to solve. We use a checklist by Petersen and Wohlin [11] to describe our
context in Table 1. Evidence-based software engineering can exploit the context descrip‐
tion if that is done as completely and accurately as possible for the targeted object of
study. Next, we describe the problem with an informal question answer format.

• Why is selecting tools important for Knowit? A software development and testing
project success is built on people, processes and tools. It is important to be able to
recommend and help to choose a set of tools that is effective and efficient in tasks
and fit the context in question.

• Why are tool surveys conducted? Test tools get more visibility in the industry.
Surveys provide understanding about tools on the rise and tools on the decline. There
are excellent newcomers to the tool scene, there are changes in product portfolios
and features of existing tools sets. Identifying tools gaining market share at a given
time helps to steer for the next good tool.

• What is to be gained by surveys for tool selection? Tool selection surveys collect and
distribute the collective information from people who have invested time in choosing
and using a tool. Such knowledge can make the tool comparison and selection process
more efficient.

• What does tool selection mean to the business? The business of the customer or end
user of software development process gains efficiency and effectiveness using the
tool. A suitable test automation tool will impact the project velocity positively
(enabling e.g. faster time to market). The efficiency provided by two different tools
can be significant. For the business of a consultancy company, the tool selection is
an essential part of the service offering, a must-have service although a minor one if
calculated in turnover. More importantly, the consultancy company wants to provide
tools bringing the best efficiency. In the end, both consultancy and customer always
share the same common goal of customer business success.

• What are the experienced difficulties? Typical challenge is the willingness of unen‐
lightened stakeholders to use a good tool for a purpose other than the tool was orig‐
inally designed for. That may prevent achievement of the expected results for the
tool adoption. Another difficulty is comparison of tools that are similar on paper, e.g.
“test management” tools, some of which work on cloud and some with native client.
In such case it is essential to understand the really important characteristics of the
tools.
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Table 1. Case context with the framework by [11]

Object of study Tool selection and process acquiring related knowledge.
Product Service offering provided by the software testing consultancy

company.
People Technology consultants, Customer consultants, Tool owner in

the customer organization.
Practices, tools & techniques Partner discussions and information, trade fairs, cross-

customer recommendation.
Processes Software development, Software Testing, Training &

Deployment. Technology, Partner, Portfolio and Project
management.

4 Research Methods

This section describes research methods used for gathering knowledge about the testing
tools.

4.1 Surveys

We present results of two different surveys that collected information about test tool
usage, mainly in Finnish software industry. A survey can be thought as a vehicle to
harness the “wisdom of the crowds” for tool selection process. The concept embodies
the idea of collective opinion (or intelligence), that under the right circumstances a group
can be smarter than a single individual [14].

The first tool survey, Survey 1, was conducted in 2013 (as a thesis work for Master
degree of Business Informatics at Metropolia) by Knowit employee Minna Tiitinen with
Kari Kakkonen as a tutor [16]. This survey offers historical perspective on how Knowit
has utilized surveys. The survey was distributed in public email list of Finnish profes‐
sional testing society (TestausOSY) and also to the partners of Knowit, receiving 107
answers.

In 2016, University of Oulu and Knowit jointly conducted a tool survey, Survey 2,
to find out (1) the criteria people used (or preferred) for tool selection and (2) tools that
were used by software industry. The survey was targeted to software professionals and
links to the questionnaires were provided in Facebook, LinkedIn and Twitter to selected
groups (mainly Finnish software testing related groups) and sent to email lists of Finnish
professional testing society (TestausOSY) by the partner organization, Knowit. The total
of 58 answers had a clear bias in favor of Finnish respondents (51).

The questionnaires for the two surveys were rather different of nature; first, by the
number of questions and second, by the design of the questions. The questionnaire for
Survey 1 included 61 questions in total (9 questions for the background information
about the respondents and 52 questions for the tools). For Survey 2, the total number of
questions was only 8 (5 and 3 questions for background information and tools, respec‐
tively). Survey 1 provided multiple choice questions with predefined lists of tools (and
an option to add tools), the criteria for the predefined lists of tools being ISTQB tool
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classification and (biased) commonness of the tools. For Survey 2, the intention was not
to steer respondents’ opinions or tool choices by providing free text fields only. The
original questionnaires are available for Survey 1 as Appendix 1 (pg. 113) in [16] and
for Survey 2 from http://goo.gl/MjPFCr.

4.2 Web-Scraping

Since surveys in general require effort to create, administer and respond and may suffer
from low response rates and respondent bias, we utilized Web-scraping that could
support or even possibly substitute surveys. Web-scraping is an approach to fetch
content from the internet, a technique to access web-pages and extract a structured view
of the required data [10]. However, there are both legal and ethical issues involved in
this matter, e.g. the Terms of Service (ToS) for any service may clearly prohibit data
scraping from the website or the usage of scraped data may violate a website owner’s
copyrights. Sometimes a service may provide a public API to access some data, the
quality and quantity of which may be lower than (or not as up-to-date as) data acquired
by disruptive web scraping. (Some services may offer free services for limited access
and require a paid fee for more frequent or massive usage).

We utilized Web-scraping to collect wider views of the Top 15 tools of Survey 2.
Data collected included number of Wikipedia page views, number of Google hits (using
a particular search string), number of StackOverflow questions and view counts for
those, and number of Twitter tweets (see Tables 3 and 4 – please note, rows in both
tables are sorted by column “Rank” of Table 4). The time period used for the searches
was intentionally set on three months (January 1st – March 31st 2016) to provide some
variation and recent body to the content. The data was collected on April 20th and 21st

2016.
Wikipedia is web-based encyclopedia with openly editable content, the English

version of which alone contains over 5 million articles. To get the trends of (user created)
page views for Wikipedia articles (available in en.wikipedia) we utilized the Pageview
API1 in RStudio/R (required R packages ‘httr’ and ‘jsonlite’).

Google Search is claimed to be the most used web search engine on the WWW. ToS
of Google strictly deny any access to their services via “using a method other than the
interface and the instructions that we provide”2. Thus, the Google hits were collected
manually using Firefox browser and search string “<toolname> and ‘software testing’
and tool”.

For StackOverflow questions the data was fetched from StackExchange Data
Explorer3 (open source tool) using the provided SQL-query editor. StackExchange data
explorer provides libraries of “high-quality questions and answers” and allows to fetch
and download data from different sites, of which StackOverflow, language independent
site for programmers, is one. The actual data fetched from StackExchange included title

1 https://wikitech.wikimedia.org/wiki/Analytics/PageviewAPI.
2 https://www.google.com/intl/en/policies/terms/?fg=1.
3 http://data.stackexchange.com/.
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of the question, number of views and creation date for each question (not the full body
of the posts).

Twitter is a popular, online social networking service to communicate via short 140-
character messages (“tweets”). The existing Twitter API has limitations to fetching
tweets (e.g. for the time period or tweets per day). Thus, an open source project
GetOldTweets-java (v1.2.0), written by Henrique Jefferson4, was utilized, allowing to
get the tweets for the tools for the defined observation period. The names of the tools
were used as hashtags when searching for the posted tweets.

5 Results

First, the results of Survey 1 are summarized only (as from 2013). Then the results of
Survey 2 are presented and contrasted with those of Survey 1. Finally, the results from
Web-scraping are presented.

5.1 Survey 1

The results of the Survey 1 (107 respondents) showed that agile processes and tools
adapted to them were on the rise. Most companies seemed to use both commercial (88 %)
and open source tools (60 %), and even proprietary tools (48 %). Unsurprisingly, open
source tools dominated in small companies and commercial tools in large companies.
The different ways how tools were acquired in companies of different size are shown in
Table 2.

Table 2. Types of tools & Company sizes (Survey 1)

1–10 11–50 51–100 101–500 501–1000 Over 1000 Sum %
Bought 1 5 4 22 14 46 92 40
Open source 1 5 5 12 6 27 56 24
Proprietary
tools

2 2 2 13 7 24 50 22

Cloud service 0 2 2 3 2 6 15 7
Rented 0 0 1 3 1 5 10 4
Other 0 1 2 2 1 1 7 3

In general, in overall analysis of all tools, HP and Atlassian were the most popular
commercial vendors (having tools for different testing activities) while Selenium and
Robot Framework were the most popular open source tools. For different test activities,
mostly tools were used for test execution, test case and defect management and reporting.
Excel was widely used on the side of the more sophisticated tools. The test execution
tools used in the Survey 1 are shown in Fig. 1. The most popular test execution tool was
Selenium with 45 % of the respondents using it. QTP (nowadays replaced by UFT) and
Robot Framework seemed almost level while the rest of the tools were used by a small

4 https://github.com/Jefferson-Henrique/GetOldTweets-java/.
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number of respondents only. (A category not shown in the figure was “Other” (21 %)
which included tools referenced just once by respondents to the option “Other” for the
question of test execution tools).

Fig. 1. Test execution tools used (Survey 1)

Some of the actions taken based on the results of the survey emphasized the need
(1) to gain tool expertise in choosing tools (not just take the first one) and (2) to look
more into the most popular tools in the survey. At the time the survey highlighted the
unanticipated importance of Quality Center (HP). Today, the distribution of tools offered
by Knowit to the customers has slightly changed (i.e. somewhat more Atlassian & Robot
Framework (Knowit is one of the founding members of Robot Framework Foundation)
and somewhat less HP). However, tool changes are quite expensive investments into
learning, migrating data etc., let alone the actual tool selection and implementation.
Thus, tool choices are only questioned every 3–4 years or so. One has to use a tool for
some time to gain benefits of it. Also, as tool integration provides extra efficiencies,
intent has been increased to integrate commercial and open source tools. The percentages
of the adoption of the tools in Survey 1, as a comparison to the Top 15 tools of Survey
2, are listed in Table 3 (column “2013 Survey, Usage %”).

5.2 Survey 2

Regarding the expertise of the respondents (58), the average years in software industry
was 15.88 (median 15), while maximum years was 43 and minimum 3. Thus, the group
of respondents was rather mature in years spent in software industry. The number of
those having been in software industry for ten years or more was 47 (82 %).

Using Surveys and Web-Scraping to Select Tools 291



Criteria (RQ4)
The respondents were requested to describe important criteria when selecting a tool

for software testing or software test automation. They were requested to describe in their
own words what matters in general (e.g. regardless of technique, testing area or tool),
what would be good to know, or take into account in advance. The respondents were
expected to provide short, accurate descriptions of the features or characteristics they
value in such tools. The question was intentionally left open: “What are important
criteria when selecting a tool for Software Testing/Test Automation? (E.g. What features
or characteristics do you value in a tool? Or in your opinion, what would be good to
know in advance or matters to you in general?)”. The fundamental purpose of the ques‐
tion was to collect data as a basis for further studies.

We assume that general requirements for software testing tools (e.g. costs, possible
licensing model or developer support, to mention a few) are rather similar (even globally)
despite physical location. It is notable that some criteria are always more important to
some users than to others and not all criteria work for all even though we can observe
general trends. Each and every software project is unique and must choose the criteria
and how to apply those in their context.

The criteria were coded in NVivo, first by qualitative coding by topics appearing in
the responses, i.e. open coding and axial coding. Later we mapped our codes to the ISO/
IEC 25010 quality model5. As software testing tools are software too, ISO/IEC 25010
quality model can be used to represent the desired characteristics proposed by our
respondents. However, we added “Support” and “Costs” to the categories since those
were not included in the model and our respondents frequently brought up those topics.
The references to the categories from the quality model are shown in Fig. 2.

Fig. 2. Survey 2 Criteria categorized using ISO25010 and with “Support” and “Cost” categories

5 http://iso25000.com/index.php/en/iso-25000-standards/iso-25010.
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Clearly the issue valued by the respondents was “Usability” with references to
“Operability” (43), “Learnability” (13), “User Interface Aesthetics” (3), “Accessibility”
(1) and “Appropriateness Recognizability” (1). “Functional Suitability” had references
to “Functional Appropriateness” (24), “Functional Correctness” (17) and “Functional
Completeness” (11). “Maintainability” included references to “Modifiability” (20),
“Modularity” (8), “Reusability” (5) and “Analyzability” (2). None of the respondents
referenced the sub-category of “Testability” which seems rather natural.

“Portability” was referenced as “Installability” (18) and “Adaptability” (10), but
none of the respondents referenced “Replaceability”. “Compatibility” with sub-catego‐
ries “Co-existence” (6) and “Interoperability” (20), however, this issue about compati‐
bility (with tools/systems/platform/integration) is somewhat ambiguous since respond‐
ents were not always specific with their wording. “Reliability” included “Maturity” (8),
“Fault Tolerance” (3) and “Availability” (1). “Performance efficiency” had reference to
“Time Behavior” (4), “Resource Utilization” (3) and “Capacity” (1). For “Security”,
there was one reference for “Integrity”.

“Support” was added with sub-categories “General Tool Support” (12), “Popularity”
(9), “Future of the Tool” (6, we interpreted that the future is mainly of interest because
support and new versions of the tool are needed in the future) and “Vendor Independ‐
ence” (1). For “Costs” there were references for “Price” (11), “License model” (11),
“Acquisition costs” (3), “Operating Costs” (3) and “Free” (3).

Open Source software becoming more common may have an impact on the concern
for price or costs in general. However, when respondents were referring to “Open Source
software” (or “open source interfaces”) we interpreted those to refer to licensing model
although we were not certain whether they were referring to importance of related costs,
licensing model or modifiability of the software, or all of those. Adoption of a software
testing or software test automation tool is expected to be a sustainable investment. Since
adoption of free tools brings on additional costs, mostly resource related, there are
expectations for a lifetime and development of those tools.

“Usability” and “Functional Suitability” of a tool were of high importance. The
respondents valued maintainability, i.e. ability to configure or modify the tool according
to their needs. “Support” was a topic of its own in the responses. The respondents seemed
to prefer tools that were mature, i.e. had been adopted by fellow professionals already
for some period of time and had support available in various software forums, e.g.
StackOverflow.

Tools Used by the Respondents
The question querying about the tools used resulted in 164 different tools. The ques‐

tion for tools was intentionally open, not to give bias in favor of any tool: “List tools for
Software Testing/Software Test Automation you have been using yourself or tools which
have been utilized in your organization. (For non-public, self-made tools you may write
“Inhouse tool for doing X”)”. The number of tools, considered as identifiable software
testing or test automation tools, was 133 (excluding tools e.g. like Excel, Word, WinSCP,
PuTTY or Cygwin).
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Table 3. Top 15 tools of Survey 2 (#1): Usage % (figures for Survey 1, (2013) included for
reference), Wikipedia page views & Google Hits (rankings for columns included)

To support the goals of the partner organization of having up-to-date sales offering
of the most popular testing tools, we analyzed the top 15 tools based on the number of
responses. The list of Top 15 tools includes different types and range of tools. The top
four referenced tools are all open source tools and only five of the Top 15 tools were
commercial. Open source tools seemed popular among the respondents of this survey,
too. Nearly 70 % of the respondents (column “2016 Survey, Usage %”, Table 3) had

Table 4. Top 15 tools of Survey 2 (#2): StackOverflow questions & view counts, average views
per question, Twitter tweets, total sum of rankings and ranking
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some experience with the most used tool, Robot Framework. The respondents were
mainly from Finland, thus the popularity (of familiarity) of Robot Framework in
comparison to other tools in understandable. Interestingly, the Top 5 tools within
included tools for different purposes, e.g. for acceptance testing (Robot Framework),
web application testing (Selenium), continuous integration (Jenkins) and cross-platform
functional testing (UFT/QTP & SoapUI). Tables 3 and 4 show the details of the Top 15
tools and related data.

Contrasting Survey 2 with Survey 1 (RQ2)
Looking at the new results, (although two surveys were somewhat different of nature)

it seems that the market has partially changed and partially stayed the same over the
three years. The same tools seem to dominate, with just slight changes in market share
(e.g. Robot Framework & Selenium). One could see somewhat more mobile-suitable
tools, e.g. Appium, in the results as an expected development. In particular, Jenkins
(continuous build and test management tool) and Sikuli (visual GUI testing tool) have
appeared as new tools in comparison to Survey 1. Both surveys indicated a strong pref‐
erence for using supportive tools (e.g. Office tools). According to Survey 1 those tools
were mainly used for reporting and documentation purposes. Thus, it is unsurprising
that reporting features were also listed as one of the important supportive features for
test automation in Survey 2.

In both surveys, we also requested the respondents to describe important criteria
when selecting a tool (for software testing or test automation). Qualitative coding of the
criteria of Survey 2 indicated two clearly important categories, the possibility to modify
the tool (to the needs of the organization) and usability of the tool. The respondents
seemed to value features such as (in the order of preference) ease and intuitiveness of
use, compatibility of the tool with the existing system, applicability (to tasks, methods
and processes), reporting features as well as price. Cost related issues were not the
topmost interest for the respondents of Survey 2 (although related to the concept of open
source tools).

In Survey 1 the functionalities reported to affect the acquisition of software testing
tools the most were (in the order of preference) price, ease of use, functionality, manage‐
ment and compatibility with other applications. The differences in conducting the
surveys may affect the results (e.g. possibly having options to choose from vs. free text
questions as in Survey 1 & 2, respectively).

The Top 15 list of tools from Survey 2 has not yet affected the preferences of Knowit,
but it supports their strategy by substantiating the general evidence of the rising trend
of open source tools in the market. For example, the company has already adopted
Jenkins as part of their offering despite the fact that it did not appear in the 2013 survey.
From a viewpoint of a consulting company, tailored sets of tools are required to serve
different types of needs of customers. The results from both surveys, in general, seem
to correlate with the tools used by the wide customer-base (mainly Finnish companies)
of Knowit.
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5.3 Web-Scraping of Top 15 Tools

From the data, see Tables 3 and 4, it seems that Python was clearly the tool being most
“popular” considering any indicator. This is understandable: Python appeared about 25
years ago, thus the tool is expected to have far more software enthusiasts than any other
tool in the list. We are aware Python is not a pure software testing tool, but mainly a
programming language, supporting many testing related activities.

Surprisingly, the differences in the number of hits for the search terms were not as
diverse among the tools as the case with Wikipedia page views. (Four tools having most
hits shared the same level in hundreds of thousands). As a disclaimer, the hits were not
analyzed any further to reveal whether those links were actually truly relevant to the
original search terms or not. In fact, a hit is a request to a webserver for a file. Since
Web pages may contain several files and images, loading a web page does not always
equal to one [18]. Thus, it is claimed that a hit is an inaccurate measure of popularity or
traffic of a website, page views providing a more accurate measure [17]. All Top 15
tools but two, Sikuli & Appium, had an article (in English) in Wikipedia. UFT shared
an article with QTP (QTP being deprecated and replaced by UFT).

The commercial tools seem to have a trend of having less questions in StackOverflow
than open source (free) tools. That may be due to a fact that commercial software vendors
often provide dedicated customer services for their paying customers in need of help.
With open source tools, people rely on the help of their fellow colleagues or forums of
software professionals (or software enthusiasts). Also, the user manuals (e.g. online
services) for commercial tools may be of higher quality and richer content than those
for open source tools (if manuals exist). Interestingly, the differences in the average
numbers of view counts per question for tools are not that big. Also, there seems to be
a difference between posted tweets for commercial and open source tools compared with
the number of StackOverflow questions. The five commercial tools are among the top
eight tools for the number of tweets. However, the tweets may, due to the nature of the
Twitter – list of short messages, possibly connected with hashtag(s), contain totally
irrelevant content. Furthermore, since the length of a tweet is limited the tweets with
“valid” content are not expected to include comprehensive discussions or descriptions
but rather opinions or short comments like user tips, promotions, job advertisements or
release notes.

Contrasting Web-scarping method with Surveys (RQ3)
Utilizing information in the web by different searches has for long been an important

method for finding information about tools for Knowit. For a few decades there have
been many websites collecting “the most used tools” or “the best tools” for the help of
others looking for such tools. However, these are often rather biased geographically (e.g.
US-based perspective only) and do not really show how common some tool is.

Web-scraping provides a rather quick way to acquire large amounts of data in
comparison to surveys. However, selection of relevant sources for data can be difficult
as well as finding the suitable methods to process and analyze the data, in order to provide
useful or meaningful information. As experienced in this study, the Top 15 tools are
quite different by characteristics and purpose. Thus, the popularity or familiarity of the
tools, based on data from Survey 2, are not expected to be comparable, as such. Utilizing
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Web-scraping as a big-data style approach, as presented in this paper, gives some of the
power of surveys into utilizing the web as a source for information. This makes the
popularity of tools more evident. Still, surveys are irreplaceable in giving voice to the
people themselves, especially in specific market sectors and contexts – and Web-
scraping should be considered only as a good add-on source to surveys.

Contrasting Web-scraping results with Survey (RQ3)
Robot Framework was the most popular tool referenced by the respondents of Survey

2, however, just third but last (among the Top 15 tools) according to the ranking based
on the results from Web-scraping (see Tables 3 and 4). Please note, the total ranking is
counted from all ranked columns, taking account the number of references in Survey 2,
Wikipedia page views, Google hits, StackOverflow questions, view count of those and
average number of views per question as well as Twitter tweets. Popularity of Selenium
and Jenkins was evident in the results of both Web-scraping and Survey 2 (although the
latter was not referenced in Survey 1). Surprisingly, TFS seems to be widely adopted
(based on the number of Wikipedia page views, StackOverflow questions, view count
of those and even tweets) although that was not the case in Survey 2 (or Survey 1).

Popularity, as being widely adopted, is difficult to generalize from data from a survey
since such results are always biased by the size and the origin of the sample, like in the
case of Robot Framework. Web-scraping provides a wider, quantitative perspective to
the tool scene. However, in our surveys the background information about respondents
serves as anchor for positioning the results to more concrete contexts.

6 Discussion

Our data could not confirm the growth of the number of the internal tools in relation to
open source frameworks, as reported by [19]. Only about 7 % of the respondents of
Survey 2 reported having been using an inhouse tool for some specific purpose. (It may
also be that those tools have not been reported accurately or have not been considered
as tools related to software testing). Interestingly, the most popular tool, Selenium,
reported by [19] was the second most popular in our survey, after Robot Framework
(particularly popular in Finland due to its origin). Four and five out of nine different
tools reported for small and large size organizations (respectively) were also in the list
of Top 15 tools in our Survey 2 [19]. However, the order of the tools was otherwise
differing.

When considering popularity or familiarity of software testing or test automation
tools, sources like StackOverflow or social media like Twitter are actually rather good
sources of information. On the other hand, comparing commercial and open source tools
that way does not seem very appropriate since most likely majority of questions or
problems faced with commercial tools may have been handled via official (private)
customer support channels, not via developer forums. Also, groups of software profes‐
sionals may have formed self-sufficient support networks within their organizations
only.

As with criteria provided by the respondents, ease of use, compatibility and applic‐
ability of the tools are important. Some software professionals may have been using
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some tool for years, may be well familiar with functionalities, pros and cons of such
tools, but not aware of existing or new tools that could actually be more suitable (or
supportive) for their purposes (e.g. considering costs or effectiveness). Some commer‐
cial tools provide a period of free trial but companies may not have the resources to
share for trying out different choices or combinations of compatible tools. This is where
the wisdom of the crowds could be applied to.

6.1 Limitations

There are several limitations affecting this study. Firstly, the surveys were targeted to
(mainly Finnish) selected groups of software professionals, thus the two sets of respond‐
ents were rather small and expected to be biased (although experienced based on work
history). Secondly, the list of tools analyzed is based on experiences of those small
groups of respondents. The tools were not only related to software testing or software
test automation but also more general and supportive for the process. Thirdly, compar‐
ison of popularity or familiarity of such tools brought up issues like commercialism and
concept of open source software, different characteristics and purposes for the tools,
different contexts for utilizing those tools and compatibility, just to mention a few.
Furthermore, the surveys were not identical as the first survey used a list of preselected
tool options while the latter survey was implemented as open text-fields. The question
that remains is whether some less used tools are left out if only the main tools are
mentioned (e.g. a tool set of a typical project may include 10–20 tools).

7 Conclusions and Future Work

In this paper, we make three contributions. First, we describe the test tool selection
problem in a software testing consultancy. Having the right tools is critical for testing
consultants when they offer suitable services for their clients (RQ1). Second, we
presented results of two surveys conducted in 2016 and 2013 (the responses mainly from
Finland). Surveys are a good source of professional knowledge that can be applied,
within the limits of a known context, as such. We found that among our respondents’
the tools which have gained popularity are Robot Framework, Jenkins, and Sikuli while
Selenium has maintained its high popularity (RQ2). Third, we present Web-scraping as
a method that may provide additional quantitative (or qualitative) support for the tool
selection process (RQ3).

According to our results, from both surveys and Web-scraping, the tools that ranked
the most popular (based on the references of 2016 and metrics from Web-scraping,
Tables 3 and 4) were Python, Selenium, Jenkins, TFS and Junit (in that particular order).
Python was included in the list of Top 15 tools since many of the respondents of Survey
2 had listed it as an important instrument for test automation and thus is clearly of interest
in global scale, too.

Results provided by the respondents regarding important criteria for tool selection
were surprisingly alike (RQ4). However, when mapping our open coded criteria results
to the ISO/IEC 25010 quality model, there were two evident categories that could not
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be directly mapped to the model, namely “Support” and “Costs”. “Support” (including
“General Tool Support”, “Popularity”, “Future of the Tool” and “Vendor Independ‐
ence”) or “Costs” (including “Price”, “License model”, “Acquisition costs”, “Operating
costs” or “Free”) are in fact characteristics that may be critical in providing value to
stated and implied needs of stakeholders.

The results highlight that local preferences may differ from global preferences
(considering e.g. Robot Framework), but some tools like Selenium and Junit stand out
as popular tools based on our surveys and Web-scraping as well as [19]. Web-scraping
is seen as cost effective support for traditional surveys. Utilizing multiple sources
enables getting a comprehensive picture of the tools in markets.

As future work, based on this study, another survey is planned to be conducted
applying acquired criteria for related tools. The idea is to support the process of selecting
the right tools by acquiring and comparing software professionals’ knowledge or
perceptions of characteristics of selected tools.

Acknowledgments. Our thanks to all respondents for their contribution to this survey.
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Abstract. Tool support for change-based code review is gaining
widespread acceptance in the industry. This indicates that the current
generation of tools is well-aligned to current code review practices. Nev-
ertheless, we believe that further improvements in code review tooling can
lead to increased review efficiency and effectiveness. In this paper, we com-
bine results from a qualitative study and results from the literature to sub-
stantiate this claim. We derive promising improvement areas and provide
an overview of existing research in these areas. A common attribute of
these improvements is that they trade flexibility for reviewer support. As
flexibility is one of the main characteristics of the current generation of
code review tools in Hedberg’s classification of review tool generations, we
regard these coming tools as part of a new generation of code review tools.

Keywords: Code reviews · Code inspections and walkthroughs · Tool
support

1 Introduction

Code review is a well-established method of software quality assurance. In recent
years, change-based review has become the dominant style of code review in
industry [5,24]. Its main characteristics are the use of code changes performed
in a unit of work, e.g. a user story, to determine the scope of the review, and
the replacement of management intervention through conventions or rules for
many decisions [5]. Change-based review is supported by tools, in some cases
specialized code review tools, in other cases general-purpose tools like “diff”.
Looking at their widespread adoption, these tools seem to address the current
needs of the industry. Nevertheless, we believe there is still room for improve-
ment, not least because these tools do not fully incorporate existing research
results. The purpose of this article is to derive and collect promising ideas to
improve code review effectiveness and efficiency through code review tools in the
context of industrial software development. This is done from the point of view
of researchers developing these tools and based on results published in the litera-
ture and on interviews with software development professionals. This article can
be used to guide and direct future research as well as tool development efforts.
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2 Methodology

The style of this article is largely deductive. We extract well-founded hypothe-
ses from existing research and combine them to derive and evaluate improve-
ment opportunities for industrial code review. While there are notable differ-
ences between classic Fagan Inspection and modern change-based code review,
many important aspects are similar [5,24]. We therefore also include results
from research on classic inspections as evidence, as long as we believe them
to be applicable. Further experiments could be conducted to ascertain these
assumptions. A limitation of this part of our analysis is that we did not perform
a systematic literature review (SLR) in the narrow sense of the term. An SLR
could have further reduced the risk to miss relevant publications.

We recently performed a study based on semi-structured interviews with 24
software professionals from 19 companies [5,6]. To some extent, these interviews
concerned the way in which reviewers work and which problems they perceive.
These interviews form the second pillar of our argumentation, in addition to the
literature. All interviews were recorded and later transcribed. Most interviews
were conducted by the first author. Some interviews were performed by another
researcher to reduce the risk of bias. Our sample has a focus on small and medium
standard software development companies and in-house IT departments from
Germany, but we included contrasting cases for all main factors. The interviewees
are mostly software developers and team or project leads, as the development
teams were responsible for code reviews in the sampled cases. The interviews
were conducted between September 2014 and May 2015. Further methodological
details on the interviews can be found in our related articles [5,6]. The main
study [6] followed “Grounded Theory” methodology, but the results presented
in the current article are not a grounded theory. We cite many statements from
the interviews as examples for certain points. The subscripts at these citations
denote the interviewee ID from [6].

To assess the current state of code review tools, we combined information
from our interviews and from the websites of the respective tools. To a limited
degree, we also executed and tried some of the tools.

3 What Do We Know About Code Reviews?

A lot of research has been done on code reviews and inspections, and still many
questions could not be answered conclusively. But some results are relatively
well supported and a subset of these will form the foundation of our discussion:

The first such result concerns which factors have a major and which only
a minor influence on the effectiveness and efficiency of reviews. When analyz-
ing experimental data, Porter et al. “found that [reviewers, authors, and code
units] were responsible for much more variation in defect detection than was
process structure”, and they “conclude that better defect detection techniques,
not better process structures, are the key to improving inspection effectiveness.”
[21]. A similar conclusion is reached by Sauer et al., who identify “individuals’
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task expertise as the primary driver of review performance” based on theoretical
considerations. Correlations between the (inspection) expertise of the reviewer
and the number of found defects have also been reported by Rigby [23] and by
Biffl and Halling [8], just to name a few. We conclude that the major factors
influencing code review effectiveness and efficiency are the reviewer, its relation
to the artifact under review and the way in which it performs the checking.

The second important result is about the role of understanding the artifact
under review. In their study based on interviews with developers at Microsoft,
Bacchelli and Bird found that “[m]any interviewees eventually acknowledged
that understanding is their main challenge when doing code reviews” [2], which
confirmed earlier results from Tao et al. [26]. Further support for a positive
correlation between code understanding and review effectiveness comes from
experiments by Dunsmore, Roper and Wood [12]. Our interview results fully
support these findings, e.g.: “I have to understand what the other developer
thought at that time. And for that you look very closely at the code, and then
things that should or could be done better somehow come up automatically”3 .

4 The Problem of Large Changes

In our interviews, we asked about problems hampering review effectiveness. One
of the most common themes was the difficulty to understand and review large
changesets: “Smaller commits are generally not a problem. But these monster
commits are always . . . not liked very much by the reviewers.”5 “What sometimes
impedes me is when the ticket is just too big.”7 “When you have such a big pile
to review the motivation is not very high and you probably don’t approach the
review with the needed quality in mind.”12

The conclusion that large changesets are problematic can also be derived from
other research results: There is evidence that the review effectiveness greatly
decreases when the review rate (checked lines of code/time for checking) is out-
side the optimal interval (see e.g. [15]). There is also evidence that concentra-
tion and therefore review effectiveness fades after some time of reviewing [19,22].
Combining these values leads to an upper limit on the maximal size of an artifact
that can be reviewed effectively in a single session.

Given the problems with the review of large changes, many teams resort to
the frequent review of small changes [23]. Up to a certain point, this is a good
thing to do, but there are also arguments in favor of larger changes and reviews:
The change under review should be self-contained, it should fulfill certain quality
criteria before central check-in (at least to be compilable) and reviewing very
small changes can lead to high overhead and duplicate work [26]. So instead of
forcing every change to be very small, we argue to make the review of larger
changes more effective and let changes stay at their “smallest natural size”.

5 Tool Support to the Rescue

We substantiated in the previous sections that to increase the effectiveness and
efficiency of code reviews for defect detection, we should focus on the reviewer
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- Code review effectiveness and 
efficiency depend mainly on the
work of the reviewer and its fit
to the artifact under review.
- Understanding the review artifact
is the most important aspect of 
reviewing code.

- The review of large changes is 
the most significant challenge in
change-based code review.

- Change-based code review is the
dominating style of code review
in practice.

Choose the best reviewer for
the job

Existing findings General improvement options Possible tool features

Avoid large changesets

Shrink the changeset to be
reviewed

Help the reviewer to under-
stand large changes

Decrease the need to under-
stand the change

Reviewer recommendation

Refactoring detection

IDE-like navigation support

Guiding the reviewer

(Integration of static analysis)

=>

Semantic Diffs

Summarizing/Visualizing the
change

Identification of low risk
change fragments

Fig. 1. Overview of argumentation and tool features

and how to help her/him understand large code changes better. We believe
that improved tool support provides a lot of opportunities in this regard, and
will give examples in the following subsections. Additionally, an overview of
our argumentation is shown in Fig. 1. The subsections correspond to the most
important influencing factors, deduced from the results mentioned so far:

– Choose the best reviewer for the job (Sect. 5.1)
– Shrink the size of the changeset that has to be reviewed (Sect. 5.2)
– Help the reviewer to understand large changesets (Sect. 5.3)
– Decrease the need to understand the change (Sect. 5.4)

5.1 Reviewer Recommendation

In recent years, there have been a number of studies on “reviewer recommenda-
tion”, i.e. on finding the best reviewer(s) for a given change (e.g. [3,29]). While
this promises a large effect in theory, there are several problems reducing the
benefit, especially in smaller teams. The most obvious is that in a small team, it
is often fairly easy to see who is a good reviewer for a change, so that computer
support does not provide large gains. In some other cases, the reviewer for a cer-
tain module is fixed [5], so there is no choice at all. Additionally, always choosing
the best reviewer can lead to a high review load for experienced developers, and
a high workload has a negative impact on review quality [7]. Therefore reviewer
recommendation has to move from determining local optima for every single
review to a more global optimization of reviewer assignment.

5.2 Reducing Changeset Size

Given large changesets with singular changes of varying relevance for the review
goals, reviewers try to manually pick the relevant subset. This is seen as hard and
error-prone: “After some time you get a feeling which files are relevant and which
are not, but it’s hard to filter them out. And when I don’t look at them there
might be some change in there that was relevant, anyway. That’s problematic.”8
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An important special case is systematic changes, especially rename and move
refactorings. This special case has been studied for example by Thangthumachit,
Hayashi and Saeki [28] and Ge [14]. For the more general case, Kawrykow and
Robillard [18] developed a method to identify “non-essential” differences. Zhang
et al. [30] describe the tool “Critics” to help in inspecting systematic changes
using generic templates. Tao and Kim [27] propose an approach to partition
composite code changes. Further research could provide a better foundation to
decide which changes are low-risk, and it could look into the distinction between
change fragments that are error-prone and need to be checked in detail and
change fragments that only need to be read to help understanding. Another
research avenue is to include more data, such as test coverage information, to
assess review relevance. Nevertheless, much could already be gained by bringing
the promising existing results into wider use.

5.3 Support for Understanding the Change

A theme that occurred throughout our interviews is that large changes are best
reviewed with the search and hyperlinking support of an IDE (e.g. “I think
reviewing code purely in’Crucible’ only works for trivialities. Because naturally
many features are missing that you have in an IDE.”2 ). This improvement has
already made its way into some widely used review tools, either by making IDE-
like support available in a browser (e.g. “Upsource”1) or by making the review
tool available as an IDE plugin (e.g. “AgileReview”2 or “EGerrit”3).

Many of our interviewees try to get a high-level understanding of the change
at the start of the review (“at first an overview because otherwise the prob-
lem is that you loose sight of the interrelation of the changes”10 ). The current
support for this activity is very limited, consisting mainly of the overview of
the commit messages of the singular commits belonging to the change. There is
relatively little research on visualizing and summarizing code changes for bet-
ter understanding: McNair, German and Weber-Jahnke propose an approach
to visualize change-sets [20], as do Gomez, Ducasse and D’Hondt [16]. In addi-
tion, several textual summarization techniques have been proposed (e.g. [9]). A
related technique that can help to summarize the contents of a change is “change
untangling” [4,11,27]. We believe that more research on these topics is needed
to make change visualization effectively usable by reviewers.

After having an overview of the changes, the reviewer needs to step through
the change’s details in some order. Many reviewers try to find an order that helps
their understanding, but often fall back to the order presented by their review
tool: “The problem is you sometimes get lost and don’t find a good starting
point.”10 “If you don’t have that, you just step through the files in the commit
one after another . . . ”10 . A similar finding resulted from a study by Dunsmore,
Roper and Wood where participants suggested “ordering of code” to improve

1 https://www.jetbrains.com/upsource/.
2 http://www.agilereview.org.
3 https://www.eclipse.org/egerrit/.

https://www.jetbrains.com/upsource/
http://www.agilereview.org
https://www.eclipse.org/egerrit/
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inspections [13]. Guiding the reviewer as proposed here shares some similarities
with the reading techniques studied intensively for inspections [1,10]. The main
difference is that these reading techniques try to change the way the reviewer
works, while the proposed guiding moves some cognitive load from the human
reviewer to the tool. In addition, most reading techniques proposed so far are
not intended to be used with changesets, so that research opportunities abound
in this area.

5.4 Decrease the Need for Code Understanding

From a theoretical point of view, reducing the need to understand the code is
another possibility to solve the stated problem. Essentially this is a question of
efficiency: Is in-depth code review the most efficient way to find a certain defect
type or are there more efficient ways, e.g. static code analysis or testing? [15,25] As
long as there are practically relevant defect types for which in-depth code review is
most efficient, understanding the code will still be needed. And when there will be
no such defect types anymore, for example after a breakthrough in static analysis
research, code review in its current form will not be needed any longer for defect
detection. Therefore, we won’t discuss this topic further in this article.

6 A New Generation of Code Review Tools

About a decade ago, Henrik Hedberg proposed a classification of software inspec-
tion/review tools into generations [17]. He concluded that the coming fifth gen-
eration should provide flexibility with regard to the supported documents and
processes and that they should comprehensively include existing research results.
This prediction has come true (with limitations): Current review tools like “Ger-
rit”4, “Crucible”5 or “Collaborator”6 are flexible and commonly support the
review of any kind of text file. In the preceding sections, we derived opportuni-
ties to reach a higher level of review effectiveness. For most of them, a reification
from the review of changes in text files to the review of changes in source code
has to take place. Flexibility is traded for better reviewer support to some degree.
This leads us to expect the rise of the sixth generation of code review tools, the
generation of “cognitive support review tools”.

7 Summary

We collected four findings on code review we regard as well established: (1) Code
review effectiveness and efficiency depend to a large degree on the reviewer, its
style of work and its fit to the artifact under review. (2) Understanding the
review artifact is the most important aspect of reviewing code. (3) Review in

4 https://www.gerritcodereview.com.
5 https://www.atlassian.com/software/crucible.
6 https://smartbear.com/product/collaborator/.

https://www.gerritcodereview.com
https://www.atlassian.com/software/crucible
https://smartbear.com/product/collaborator/
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industry is commonly done change-based. (4) The review of large changes is
the most significant challenge in code review. Based on these assumptions we
derived leverage points to improve review effectiveness and efficiency through
tool support. For each of these points, we surveyed existing research and state
open research questions. In our own work, we currently look into some of these
research questions. We believe there is an abundance of open questions for other
researchers to join us in our efforts to lay the foundation for the generation of
“cognitive support review tools”.
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Abstract. GQM+Strategies is an approach that aligns the business goals at each
level of an organization to strategies and assesses the achievement of goals. The
IDEAL model is an organizational improvement model. In this paper, we present
our experiences applying the IDEAL model and GQM+Strategies to conduct
continuous software process improvement (SPI) and establish a measurement
program in a large multi-industry state-owned company. Our goal is to provide
evidence of the use of these methods and models in such complex scenarios. The
motivation for this paper was the lack of “from the trenches” perspectives on SPI
in this kind of contexts. The main challenges faced during the experiences
reported in this paper include: rigid control structures used to manage and monitor
IT investment, inadequate or incomplete use of other measurement methods, and
lack of continuous improvement culture (due to many years in a monopolistic
industry). Moreover, we present ways in which we combined GQM+Strategies
and the IDEAL model to deploy a continuous process improvement program in
a context of limited resources and serious business threats, and to convince the
company employees of the need for process improvement.

Keywords: Software engineering · Software process improvement · IDEAL
model · GQM+Strategies · Measurement · Large multi-industry state-owned
company · Experience report

1 Introduction

Software Process Improvement (SPI) is a complex and expensive task. SPI becomes
even harder to implement when the company in which is going to be applied is either
non software-driven or managers have not realized that it is in fact a software-driven
company.

Nowadays, most companies are software-driven because productivity, time-to-
market, and time-to-decide are the most critical differentiators in competitive industries.
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Software processes have a large impact not only on the organizations following them,
but also on the products being developed [1]. Moreover, the impact of process change
can range from outstanding to chaotic for the companies undertaking SPI initiatives.

Traditionally, small and medium sized enterprises (SME) have worried about fast
return of investment (RoI), and large companies have worried about large RoI. However,
the volatility in most industries is forcing a change in these perspectives [2].

In this paper, we present an experience report in which a SPI initiative is undertaken
in a large multi-industry company. Two major characteristics of this company are that
it is a state-owned company and that one of the industries in which it performs recently
moved from a monopolistic industry to a competitive one. Furthermore, this company
is part of a larger corporation.

One challenge of implementing a SPI program in this context is the fact that the
company investment in software development is high; however, most of the investment
goes to third parties providing services or products (e.g., outsourcing, solution and
infrastructure providers). Another complication is that, since it is a state-owned
company, rigid control structures are used to manage and monitor incomes and expenses.

However, the largest challenge is that the fact of being in a competitive environment
is only starting to sink in the company employees’ minds. Moreover, old monopolistic
practices became instantly obsolete when the market opened for competition. To comply
with regulations, to invest efficiently in SPI and to speed up the employee adoption of
new practices, we combined a systematic approach for SPI (i.e., IDEAL model (hence‐
forth IDEAL)) and a goal alignment method (i.e., GQM+Strategies).

In order to become a high performance company, goals must be understood, stratified
by levels and linked to one another [3, 4]. We applied GQM+Strategies to try to achieve
this goal. We applied IDEAL to comply with internal and external regulations (e.g.,
audits, comptroller reviews, and even internal questionings).

This paper presents the efforts of an academic research team jointly with company
representatives to execute a SPI in a complex company. The goal of this research is to
assess the applicability of IDEAL and GQM+Strategies combined to conduct a SPI
effort. This combination was necessary due to the necessity of explicitly stating the SPI
plan.

Even though GQM+Strategies is based on a method for SPI [5], it is focused on
measurement and goal alignment. The use of Balanced Scorecards [6, 7] is an established
practice in the company. Therefore, using other performance management tool (as
managers originally saw GQM+Strategies) to drive SPI was not conceptually correct,
as it would be contradictory with traditional practices.

This rest of the paper is structured as follows: Sect. 2 presents theoretical back‐
ground; Sect. 3 delves in the application context in which we implemented GQM+Strat‐
egies and IDEAL, Sect. 4 presents the different ways in which we saw fit to combine
GQM+Strategies and IDEAL, Sect. 5 describes the main results of our experiences. In
Sect. 6 we discuss our experiences and detail lessons learned. Finally, Sect. 7 presents
our final considerations.
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2 Theoretical Background

2.1 GQM+Strategies

GQM+Strategies is a measurement approach that helps align the goals and strategies of
an organization. A goal is a description of a status in which the organization wants to
be in the future. A strategy defines the actions that the organization will carry to achieve
such status [5].

The core of GQM+Strategies is based on the fact that goals must be measurable in
order to assess if they are accomplished or not. Strategies are defined considering context
factors and organizational assumptions that could affect their outcome [5].

GQM+Strategies requires interpretation models that would help managerial level
decision-makers to understand the measurement results. GQM+Strategies consists of 6
phases [5, 8]:

• Initialize. In this phase is intended to assure commitment and resources for applying
GQM+Strategies. Moreover, the responsibilities are defined and involved people are
trained to understand the approach. The application process is planned and the scope
is defined.

• Characterize the Environment. The context is key in the application of GQM
+Strategies, therefore, this stage is intended to characterize the organization in order
to understand the “best” approach to achieve goal alignment.

• Define Goals, Strategies, and Measurement. GQM+Strategies main tool is the
GQM+Strategies Grid. The grid is an instrument that shows the organization goals
and their relation. Moreover, the goals are linked with strategies across different units.
The goals also have a measurement model for evaluating goal attainment, and guide‐
lines for interpreting the measurement data. The grid is a live tool (i.e., it changes
according to the organization’s reality).

• Plan Grid Implementation. In this phase, plans are prepared for implementing,
measuring and deploying the strategies described in the grid. At this point, specific
processes must be executed to implement the strategies defined in the GQM+Strat‐
egies Grid (i.e., GQM+Strategies does not propose methods to implement the strat‐
egies).

• Execute Plans. In this phase, strategies are implemented and measured according to
the plans. Plan execution triggers a cycle within itself, therefore, the plan should have
been design to assess the execution in order to continue the implementation of strat‐
egies across the organization. GQM+Strategies proposes the implementation of strat‐
egies in small units at first, to validate and assess their adequacy.

• Analyze Outcomes. The idea of analyzing the outcomes of the plan execution phase
lies in the assessment of either a serious problem or a successful deployment of the
strategy addressed.

• Package Improvements. The final phase of GQM+Strategies is designed to learn
from the process, and modify the grid according to the lessons learned. Moreover,
the authors of GQM+Strategies state that this phase must communicate the outcomes
to provide visibility and to initiate a new cycle.
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2.2 The IDEAL Model

The IDEAL model is defined as “A life cycle approach for process improvement” [9,
10]. It was developed by the Software Engineering Institute (SEI) at Carnegie Mellon
University. IDEAL offers guidelines for the selection, implementation and evaluation
of software processes and methods in an organization. Moreover, it provides strategies
to understand when the process improvement might be required. IDEAL consists of 5
phases and a total of fourteen activities, which address the specific requirements of one
complete cycle of the model. Each phase is composed of several activities.

• Initiating. This is the starting point of IDEAL once the stimulus for improvement is
evident; the main infrastructure is established, as well as roles, responsibilities, and
high level goals. Moreover, this phase sets the context and sponsorship for the
improvement. The main product of this phase is a plan to guide the process improve‐
ment through the organization. IDEAL has some key groups that lead or execute
tasks. In the initiating phase, the Management Steering Group (MSG) and the soft‐
ware engineering process group (SEPG) are defined and conformed.

• Diagnosing. This phase sets the baselines for the process improvement. It is aimed
to identify the infrastructure, characterize current practices and define improvement
recommendations. It’s a high level diagnosis of the organization’s vision, business
plans and current process maturity. The recommendations that arise from this activity
provide the basis for an action plan draft.

• Establishing. In this phase the organization prioritizes the improvement activities,
based on the diagnosis findings, difficulty of implementing the improvements, and
other factors. With the improvements prioritized, the plans are created and measur‐
able goals are defined, these goals must be aligned with the ones established in the
initiating phase. Monitoring metrics are defined, and the resources required to
perform the work are committed. In this phase the technical working groups (TWGs)
that will execute the improvement are defined.

• Acting. This is the execution phase; solutions to address the areas for improvements
are created, piloted, and deployed throughout the organization. This phase has two
main purposes: assess the organization’s readiness to adopt the new practices, and
document the experiences gathered from the pilot implementations of the improve‐
ments, in order to ease the institutionalization. After assessing the success of the
improvement, it is planned and executed, and the installation is tracked.

• Leveraging. The final phase is conducted to learn from the experiences and to deter‐
mine if the goals have been met. Moreover, this phase is crucial to improve the actions
that will be executed in further IDEAL cycles. An evaluation of the strategy, methods
and infrastructure is conducted.

This section theoretically described GQM+Strategies and IDEAL. These methods
were selected to be implemented in a large multi-industry state-owned company. Even
though authors consider important the comparison of these approaches with related
works, lack of space to deliver a proper comparison left this part of the work out of this
research paper. Next section describes the application context.
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3 Application Context

The experiences reported in this paper are the result of a SPI application in a large multi-
industry state-owned company. Moreover, this company is part of a state-owned corpo‐
ration. The company has more than 15.000 employees on the payroll. It is multi-industry
working in the communications and electricity generation contexts. One of which
recently transitioned from a monopoly to a competitive environment. The company is
state-owned (i.e., part of the budget is managed by the government).

Figure 1 shows the SPI scope within the main corporation. Even though the SPI is
only being applied in only one of the companies, it is expected for the investment to be
replicable in all other companies. The main reason for this is that most of the investment
comes from public funds.

Fig. 1. SPI scope within the corporation (ellipsis represent further levels; dark boxes represent
the main scope of the SPI application reported in this paper)

The SPI initiative comes from the IT Department of Company 2. This IT Department
provides services for all three management departments within the company; however,
it is under the supervision of the administrative management.

Industries 1 and 2 have fairly different dynamics, the most important being that one
still works in a monopolistic context and the other recently opened to competition.
Furthermore, the main corporation and all its companies have rigorous controls because
they are state-owned, and lack process change experiences.

Even though, the necessity to adapt to the new competition rules and to reduce
expenses drove the company to conduct a SPI program, IDEAL was used to conduct it
systematically, and to comply with regulations and controls. One of the company’s goals
is to become a high performance enterprise, and improve its internal capabilities to
reduce the need for third parties.

We realized that in order to boost the SPI progress, visibility and transparency of
investment was required. Moreover, goal alignment was necessary to help managers
and employees to dimension the impact of the SPI. To achieve this goal GQM
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+Strategies was a perfect fit. However, the first obstacle for GQM+Strategies was the
entrenched use of the Balanced Scorecard.

It is not that balanced scorecard is not an appropriate performance management
framework, but when applied without clear goals and other additional controls are used,
it can easily become a pitfall for the organization applying it [11].

In an effort to visualize the SPI impact, we conducted GQM+Strategies as a process
improvement and understood the alignments and possible benefits in the combination
of the two approaches (i.e., GQM+Strategies and IDEAL).

4 Combining GQM+Strategies and IDEAL

GQM+Strategies and IDEAL are methods proposed by recognized authors in the soft‐
ware engineering field. The first is a method that provides concepts and phases to link
goals and strategies across an organization using a measurement based approach [8], the
second a continuous SPI model [9, 10].

GQM+Strategies developers explicitly state the relation between GQM+Strategies
and continuous SPI: “GQM+Strategies is helpful to measure the contribution of the
improvement initiative. Moreover, GQM+Strategies could be used to improve the goal
alignment of continuous SPI approaches and to operationalize corresponding improve‐
ment initiatives” [5].

It is clear that the core of GQM+Strategies is a SPI method [12]. However, in our
experiences we believe that combining GQM+Strategies with other (not necessarily
measurement-driven) SPI model such as IDEAL can be beneficial. For instance, in a
state-owned company that already has measurement models, GQM+Strategies could
not be used to drive a SPI initiative. Therefore, combining it with IDEAL provide a good
fit to assure measurement alignment and convince management that the SPI is being
driven in a formal way.

IDEAL is being applied to create a company level program for software process
improvement. IDEAL was selected due to its success in several contexts [13–15], and
recommendations of expert consultants. The following sections describe the ways in
which we combined GQM+Strategies and IDEAL to support the SPI program.

4.1 Base Application of IDEAL and GQM+Strategies as the Method for
Measurement Process Improvement

In the context of a SPI application in a large company, we decided to address SPI with
IDEAL as our main guide. Therefore, we executed the Initiating phase. The stimulus
for improvement was primarily due to the industry competition, and the ever changing
requirements in the software development areas of the company.

The sponsorship was clearly defined since members of the corporation requested the
involvement of an academic team to enhance their probabilities of succeeding in the
implementation of the SPI.

The Diagnosing phase started, interviews, observations and surveys were applied
both at tactical and managerial levels of the IT department (Fig. 1). This resulted in a
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list of over 30 improvement opportunities to be addressed. The diagnosis was based on
four dimensions: people, technology, process and culture.

Findings and recommendations were prioritized and the three most important
improvement opportunities were selected to be addressed in the first iteration of the
Establishing phase. Plans to incorporate agile software development practices, DevOps
[16, 17] and improve measurement were developed. Both in agile software development
and DevOps, further diagnosis was required in order to establish a concrete implemen‐
tation plan. On the other hand, software metrics was already being addressed. In parallel,
academics and employees of the corporation were working in the application of GQM
+Strategies. Figure 2 shows how the introduction of GQM+Strategies was implemented
as a part of the IDEAL model.

Fig. 2. Application of GQM+Strategies as the framework to implement measurement process
improvement within the IDEAL model

After this stage, we realized the possibilities in which GQM+Strategies and IDEAL
could be combined to provide systematic SPIs and goal alignment through the company
at the same time.

The process concluded at IDEAL’s acting phase with a retrospective session for
leveraging and the GQM+Strategies implementation continued (i.e., in our implemen‐
tation of IDEAL and GQM+Strategies, we concluded the IDEAL cycle and maintained
the GQM+Strategies cycle specifically for the measurements process improvement and
goal alignment).

It is important to mention that one of the a priori decisions was to improve the meas‐
urement process. However, the sponsors of the SPI originally, did not want to invest in
the implementation of GQM+Strategies. Once they realized the results of the GQM
+Strategies Grid implementation, and the amount of duplicated effort in similar goals
across the organization, their perspectives changed.
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This approach to combine IDEAL and GQM+Strategies is valuable since the appli‐
cation of GQM+Strategies assures that all improvements will be aligned with organi‐
zational and business goals, and the application of IDEAL makes sure that the improve‐
ments are performed in a systematic and well documented way, easing the institution‐
alization of the successful improvements at company level, and possibly, at corporation
level.

4.2 GQM+Strategies Results as Inputs for IDEAL’s Initiating, Establishing,
Diagnosing and Leveraging Phases

To execute IDEAL’s initiating phase, the organization requires identifying personnel
that would launch the improvement. Moreover, the business critical needs need to be
fully understood [10]. Assuming that the organization is already applying GQM+Strat‐
egies, that input will be available, since the discovery of qualified personnel to improve
processes is also a requirement for GQM+Strategies and the business goals will be
aligned with lower level goals that can be addressed in the SPI program.

IDEAL’s diagnosing phase requires the organization’s vision, business plan, and SPI
goals to be synergistic [10]. This is also one of the main results of applying GQM
+Strategies. In order to establish process baselines in the diagnosing phase, GQM+Strat‐
egies metrics could be used to lighten baseline implementation.

Table 1 shows how the results of GQM+Strategies phases match IDEAL phase
inputs, reducing the effort required to implement IDEAL.

Table 1. Match between GQM+Strategies results and IDEAL inputs

The effort of applying GQM+Strategies to gain only these advantages will not be
beneficial. However, in a context like the one we are working in, with GQM+Strategies
being used to align organizational goals and define progress measurement strategies,
and IDEAL to guide other SPI initiatives, the results of GQM+Strategies are really
beneficial to reduce the work required for the IDEAL model execution.
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The efforts executing GQM+Strategies were very useful to drive the SPI program,
from the goal prioritization, to SPI progress measurement. Furthermore, the GQM
+Strategies Grid, can be used to track and identify SPI impact within the organization.

Figure 3 illustrates how we combined GQM+Strategies outputs to boost IDEAL’s
execution.

Fig. 3. Illustration of how we used GQM+Strategies results to boost IDEAL implementation in
processes other than measurement

4.3 GQM+Strategies Metrics as Measuring Inputs for IDEAL’s Action Phase

The proper application of GQM+Strategies requires an effort in defining GQM graphs
including measurement goals, questions, metrics, and interpretation models. IDEAL
creators propose a similar approach, distributed in the Establishing and Acting phases.
In our GQM+Strategies application we found a large amount of goals, and an external
contractor suggested metrics for each one of them. This approach helped us to define
how the Action phase of IDEAL was going to be measured.

It is clear that the metric proposals will require refinement, based on the execution
plans for the Action phase. However, metrics were proposed following experiences and
case studies reported in literature, good measurement practices or standards. Therefore,
they can be a helpful guide to measure SPI progress.

Currently, two improvements are being conducted: Implementing agile practices in
the software development process and implementing DevOps culture. However, none
of them have reached IDEAL’s acting phase. Therefore, this proposal needs to be
assessed in order to measure the real value of having a generic metric proposal while
implementing IDEAL. Figure 4 illustrates how we propose to use GQM+Strategies
metrics in specific tasks within IDEAL’s acting phase.
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Fig. 4. Illustration of how we used GQM+Strategies results to boost IDEAL’s acting phase (this
figure has a higher granularity than Figs. 2 and 3 as it provides insights for tasks within the acting
phase)

4.4 Mapping Between IDEAL’s Acting Phase and GQM+Strategies Execute
Strategies Phase

The last combination of GQM+Strategies and IDEAL that we identified was to use
IDEAL’s artifacts in the Execute Plans phase of GQM+Strategies. In GQM+Strategies,
plans are designed to implement and deploy “improvements” through a series of
projects, in order to achieve a GQM+Strategies Grid goal. These improvements are
assessed and replicated in the organization.

In our context, the approach proposed by GQM+Strategies authors is too lightweight
(i.e., people within the organization could question the rigor of the process). Therefore,
using IDEAL to execute GQM+Strategies strategies can provide the necessary docu‐
mentation to demonstrate the process flow and progress. Even though the final assess‐
ment would be provided by the changes in the metric established for the goal that wants
to be achieved. The process is as important as the results in order to allow replication in
the organization.

Since we defined that IDEAL would be the guide for process improvement before‐
hand, we did not implement GQM+Strategies execute strategies phase. However, we
considered that this approach will also be beneficial if these two methods are combined.

5 Results

The main result of the IDEAL model application was the documentation of the SPI
program efforts. It is important to mention that we adapted the instruments proposed by
the authors or the model in order to lighten them just enough to allow agility while
complying with the regulations.

Other important result of applying IDEAL was the establishment of the MSG and
SEPG (i.e., IDEAL’s permanent work forces [9]), because these groups of people have
enough credentials for decision making regarding the SPI and have influence on the
budget assignment.

320 G. López et al.



GQM+Strategies Grid was a valuable instrument to assess the efforts proposed in a
large company. However, the efforts required to execute the initialize, characterize the
environment, and the define goals, strategies, and measurement phases was very high.
These high costs are a reflection of a segmented company with duplicated goals at
management levels.

Figure 5 shows the GQM+Strategies Grid structure result of the first GQM+Strategies
iteration and of the review of a large number of assets within the company. In Fig. 5,
dark boxes represent goals and white boxes represent strategies for those goals. The
GQM+Strategies Grid contains 79 goals and more than 150 strategies.

Fig. 5. GQM+Strategies grid. This Figure illustrates the complexity of goals in the company.
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One of the most important tasks of the GQM+Strategies application was to identify
duplicated goals or strategies. Those duplicates were unified in the GQM+Strategies
Grid, however, the process allowed us to identify which managements were planning
on implementing which improvements.

As it was mentioned, other important result of GQM+Strategies was the definition
of generic metrics for each goal. These metrics are a valuable asset to assess the
improvements once they start.

6 Discussion

As we showed in previous section, the combination of GQM+Strategies and IDEAL is
a good fit for this project context. Even though we know that regulatory policies must
be changed, in order to allow agility, this change should be gradual and we found a good
tool in IDEAL to start this change.

GQM+Strategies is also a great method, especially in these multi-industry contexts.
The use of the GQM+Strategies Grid provided great visibility of the efforts performed
in the SPI program.

The following sections describe the experiences, lessons learned of the combination
of GQM+Strategies and IDEAL. Moreover, we describe the unsolved problems, work
in progress and future work.

6.1 Experiences and Lessons Learned

We believe that IDEAL is a very structured way to conduct SPI programs. Since the
context in which SPI is being conducted is used to the application rigorous methods
IDEAL is a fit. IDEAL only provides a model to conduct the improvements and does
not suggest ways to implement them; therefore, it must be combined with other methods
to assure acceptance within the organization.

In a similar way GQM+Strategies is a very structured way to align goals within the
organization and to define metrics. However, it does not provide insights on the way in
which strategies should be executed to achieve those goals. Therefore, it must be
combined with other models to attain the organization’s regulations (i.e., execute strat‐
egies in a structured way).

We know that these regulations are somehow obsolete. In a world in which software
processes are becoming more and more agile every day, the necessity of ordered
prescriptive processes is lower and lower. Since the context is a state-owned company
that is used to perform task in certain ways, the combination of this GQM+Strategies
and IDEAL is a great match.

In the beginning or our SPI, we suffered from managerial absence and lack of
commitment. After gaining confidence with senior management, we suffered from
exhausted middle managers that did not want to free resources from their daily tasks to
participate in the SPI process. This problem was solved with the change of managers
and the participation of new resources specifically selected by the new managers to drive
the SPI process.
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The application of GQM+Strategies and the creation of the GQM+Strategies Grid
allowed us to regulate manager’s enthusiasm and help them realize the amount of low
level goals defined in the organization. The largest version of the GQM+Strategies Grid
contained more than 79 different goals and over 150 strategies associate to those goals.
Therefore, when the IDEAL application began, they were able to estimate the amount
of effort required to execute a process improvement initiative and the possible impacts
of those processes for the organization.

On the other hand, we assessed a large amount of documentation. In some of the
documents a lightweight Capability Maturity Model Integration (CMMI) appraisal was
conducted and the “ideal” maturity level pre-established by the organization was 5 (i.e.,
optimized). By applying GQM+Strategies identification and selection of existing assets,
we recognized these unrealistic expectations and were able to discuss them with middle
and senior management before implementing any improvement.

Other challenge that was faced during the first iteration of the SPI was finding the
“right” time to execute the improvements. Middle managers were too busy with their
daily tasks and the improvements were stalled. In order to avoid obsolescence of action
plans, we decided not to continue the SPI until the sponsorship changed, and efforts to
change managerial perspectives were made. Finally, with the change of managers, the
sponsorship arrived and the process continued. This could not have been possible
without the application of IDEAL guiding the SPI. We would have realized the lack of
middle managerial support when the improvement was going to be deployed rather than
at the beginning of the process. To avoid resource and time waste, we invested the stall
time to proceed with GQM+Strategies application.

As for the measurement, we realized that, due to lack of a better measurement infra‐
structure, the metrics were calculated using surrogate measures. Moreover, communi‐
cation problems avoided the proper use of gathered information in the decision-making
process. Some of these issues still persist, and we are working on solving them.

Other problem identified by applying GQM+Strategies and IDEAL was the lack of
an outsourcing governance program (i.e., standardized outsourcing practices). This issue
was identified while applying GQM+Strategies and helped us to include some gover‐
nance aspects during the IDEAL execution and helped the company to recognize the
business risks inherent to lack of outsourcing management standards.

Even though it might be considered a current agile trend, iterative SPI allowed us to
demonstrate progress in short periods of time. Moreover, by holding retrospectives we
endorsed continuous improvement of the SPI definition and implementation.

One of the best ways to provide visibility to a SPI program is by actually improving.
However, process selection based on priorities is required for large scale impact. The
big bang approach is rejected in our application context. We know that current SPI
program expectations will take several years to be met. However, to increase produc‐
tivity some changes can be quick fixes. For instance, moving to agile outsourcing
contracts [18] and training inside employees to work with contractors in this way.

Finally, our SPI program is aligned with technical training courses and two graduate
programs: one on software development and the other on management information
systems. These linked programs are expected to help employees understand the new
processes, concepts, techniques and problem domains.
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6.2 Unsolved Problems and Work in Progress

One problem that rose from the application of GQM+Strategies was that, since the
method has not been widely adopted in the company, other efforts performed to define
goals and strategies were not aligned with the GQM+Strategies Grid. For instance, the
latest IT Department plan was released and misalignments with the GQM+Strategies
Grid were found. This issue was fixed by iterating over the GQM+Strategies Grid defi‐
nition to include new goals and strategies. However, these efforts and its costs could
have been mitigated if the methods and information were unified.

Other unresolved problem is the change in control structures. IDEAL’s documen‐
tation would help to provide new models to control agile projects; however, auditors,
comptrollers, and other actors need to change their perspectives towards agile practices
for the SPI program to work. This issue is directly linked with the company’s culture.

Other pending task is to adopt and boost a continuous improvement culture. In our
context, this task has become difficult, because some of the employees still have practices
aligned with non-competitive markets. We expect to change the culture using the lead
by example approach. This change is required in order to be able to meet the company’s
needs and business goals. Moreover, a bottom up approach can be used to demonstrate
senior management that SPI can really increase RoI and transform their vision and will‐
ingness to support and launch a long term continuous SPI program.

We have already defined some improvements by working with the management
steering group, software engineering process group, and technical working groups.
However, a pending task is planning how to get other employees to accept these new
processes and participate in other improvements.

In our context, the MSG was matched with other committee that was already in place
when the SPI began. Nonetheless, the participants of this board have traditional prac‐
tices, and do not match the agility requirements neither for IDEAL nor for GQM+Strat‐
egies. Therefore, effort should be placed to change these practices.

One of the major difficulties that we have faced is that the company has very struc‐
tured controls and hierarchical interaction approaches, therefore, some employees have
aversion to be held responsible for some tasks. We know that in order for the SPI program
to be successful, everyone should be held responsible for the improvements.

7 Conclusion

In this paper we presented our experiences applying the IDEAL model and GQM+Strat‐
egies to conduct continuous software process improvement and establish a measurement
program in a large multi-industry state-owned company. Also, we suggested several ways
in which IDEAL and GQM+Strategies can be used to complement each other.

We were forced to use a systematic approach for SPI, because state-owned compa‐
nies have rigorous controls over resource investment and are accustomed to use heavy
methodologies in most of their processes. However, we expect to change or adapt
IDEAL, once a continuous improvement culture becomes part of the company.

We believe that the experience presented in this paper could be beneficial for other
endeavors in the application of GQM+Strategies that face organizational resistance. We
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conducted a parallel effort of GQM+Strategies and IDEAL up to the point in which we
could convince the company representatives that IDEAL was a formality. If the SPI is
conducted in a measurement driven way, the formality is not necessary as the progress
can be measured by results rather than documents generated. However, the application
of IDEAL is not trivial. Therefore, a significant investment was covered while these
efforts were conducted in a parallel way.

The use of GQM+Strategies was crucial to provide the goal alignment required to
implement a SPI program. We believe that, if it was not for the effort invested in
constructing the GQM+Strategies Grid, we would not even found half of the already
proposed strategies to improve processes in the company. Even performing the IDEAL’s
diagnosing phase in a strict and deep way would not provide the assets that GQM
+Strategies did.

We are still working on timing. In order to improve processes and pilot solutions,
internal resources are required. However, the company’s culture is still too rigid to free
the necessary resources to implement improvements. We are working in two specific
process improvements: agile development and DevOps; nevertheless, these efforts are
not sufficiently strong to produce the impact expected.

We present these experiences because there is a lack of “from the trenches” perspec‐
tive on SPI in this kind of contexts, and we hope for these experiences to be useful for
other researchers or companies implementing SPI programs.
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Abstract. Software Process Improvement (SPI) programs have been
implemented, inter alia, to improve quality and speed of software devel-
opment. SPI addresses many aspects ranging from individual developer
skills to entire organizations. It comprises, for instance, the optimization
of specific activities in the software lifecycle as well as the creation of
organizational awareness and project culture. In the course of conducting
a systematic mapping study on the state-of-the-art in SPI from a general
perspective, we observed Software Quality Management (SQM) being of
certain relevance in SPI programs. In this paper, we provide a detailed
investigation of those papers from the overall systematic mapping study
that were classified as addressing SPI in the context of SQM (including
testing). From the main study’s result set, 92 papers were selected for
an in-depth systematic review to study the contributions and to develop
an initial picture of how these topics are addressed in SPI. Our findings
show a fairly pragmatic contribution set in which different solutions are
proposed, discussed, and evaluated. Among others, our findings indicate
a certain reluctance towards standard quality or (test) maturity models
and a strong focus on custom review, testing, and documentation tech-
niques, whereas a set of five selected improvement measures is almost
equally addressed.

Keywords: Software process improvement · Software quality manage-
ment · Software test · Systematic mapping study · Systematic literature
review

1 Introduction

To organize software development companies look for Software Process Improve-
ment (SPI; [19]) allowing them to analyze and to continuously improve their
c© Springer International Publishing AG 2016
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development approaches. In the course of conducting a systematic mapping study
[24], SPI was mentioned a diverse field: many SPI facets are studied, several hun-
dreds of custom SPI approaches were proposed, e.g., to address weaknesses of
standard approaches like CMMI [34], SPI success factors are collected and ana-
lyzed, and new trends such as SPI employing agility as improvement principle
are addressed. SPI thereby aims at improving companies’ competitiveness and
is considered important regardless of a company’s size [16].

Besides accelerated development procedures, the quality of the software prod-
ucts developed is another important criterion (cf. Bennett and Weinberg [4], who
found bug fixing cost increasing by magnitudes in later lifecycle phases). There-
fore, improving the quality of software and determining the economic value [14],
notably for small and very small companies [28] is of certain relevance. For those
companies, emphasizing quality is crucial, as software testing is a strenuous and
expensive process [5] consuming up to 50 % of the total development costs [17].
Therefore, improving the quality management and, in particular, the software
test activities provide a perfect starting point for improving the software process
and hence product quality.

Problem Statement and Objective. SPI programs have been implemented to
improve product quality and speed of software development and have shown
impact [2]. Also, software quality assurance techniques play an important role
to guarantee and improve quality. Yet, the role of software quality assurance and
SQM in SPI programs has not explicitly been investigated so far. The objective
of this research is therefore to analyze the literature to characterize the role of
SQM in SPI.

Contribution. This paper provides an overview of the study population on SPI
with a special focus on SQM and shows how these studies are evaluated. It
presents the software quality assurance techniques and improvement measures
addressed in SPI. Our findings show indication that SPI in the context of SQM
is equally focussed on software testing as well as on complementing (support)
activities including reviews and documentation techniques. Furthermore, our
findings show a trend towards utilizing individual testing approaches rather than
implementing/following standards.

Context: A Systematic Mapping Study on SPI. This study is grounded in a com-
prehensive systematic mapping study on the state of SPI of which the findings
where published in [24] (to which we refer to as the main study). Outcomes of
this study show SPI being an actively researched topic, yet lacking theories and
models. Instead, the field of SPI is shaped by a constant rate of approx. 10–12
new SPI models per year. These trends observed were used to form topic clusters
of which one cluster addresses Software Quality Management and Software Test.
The study at hand investigates this particular cluster in more detail utilizing a
systematic review (cf. Sect. 3).
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Outline. The remainder of the paper is organized as follows: Sect. 2 discusses
related work. In Sect. 3, we describe our research approach, before we present
the results of our study in Sect. 4. We provide a discussion on the results in
Sect. 5 and conclude the paper in Sect. 6.

2 Related Work

In (general) SPI, different topics are researched in secondary studies. For
instance, Monteiro and Oliveira [31], Bayona-Oré [3], and Dyb̊a [7] study SPI
success factors, while Helgesson et al. [15] and van Wangenheim et al. [36] review
maturity models, and Hull et al. [18] review different assessment models. These
exemplarily mentioned studies show that the SPI community has started the
search for generalizable knowledge. Yet, the mentioned studies address more
general SPI issues.

The study at hand is the first literature study explicitly dedicated to the role
of Software Quality Management (SQM) and Test Process Improvement (TPI)
in SPI. It is, however, related to other reviews and secondary studies in SPI,
TPI, and the improvement of other analytical and constructive software quality
aspects. For instance, regarding TPI, Afzal et al. [1] provide a systematic review,
which identified 18 approaches and their characteristics, and an industrial case
study on two prominent approaches, i.e., TPI Next and TMMi. Authors found
that many of the test process improvement approaches do not provide sufficient
information nor do the approaches include assessment instruments. A system-
atic review by Garcia et al. [10] identified 23 test process models, many of them
adapted from TMMi and TPI. Reviews and comparisons of TPI models are also
covered by a number of industrial white papers (so-called “grey literature”, e.g.,
[21,27]), which points to the practical relevance of this field. At the more gen-
eral level of analytical verification and validation processes, Farooq and Dumke
[9] discuss research directions for the improvement of verification and validation
processes. Authors identify research challenges concerning quantitative manage-
ment, improvement of existing approaches, approaches for emerging development
environments as well as empirical investigation of success factors and tool selec-
tion. Regarding constructive software quality aspects, several systematic reviews
(e.g., for software documentation [39]) are available, but reviews discussing these
quality aspects in relation to SPI are missing so far.

All these representatively selected studies address specific topics, yet, they
do not contribute to a more general perspective on SPI in the context of SQM.
The paper at hand thus fills a gap in literature by collecting and analyzing
publications that emphasize SPI in the SQM context and, therefore, also lays
the foundation to direct future research in this field in SPI research.

3 Research Design

This study is an in-depth analysis of a data subset identified in a systematic
mapping study [24]. In this section, we present the research design including
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research questions, data collection and analysis procedures, as well as considera-
tions on the study’s validity. Our research approach for the present study follows
the procedures applied in [25]; an in-depth analysis of SPI in Global Software
Engineering.

3.1 Research Questions

In the course of analyzing the selected papers on SQM, this study aims to answer
the following research questions:

RQ 1 What is the study population on SPI with a special focus on SQM? This
research question aims at capturing the field of SPI from the perspective of
quality management and test. It also helps positioning the sub-study to the
main study.

RQ 2 Which software quality assurance techniques and improvement measures
are addressed in SPI? Based on 58 new metadata attributes, this research ques-
tion aims at determining the different quality assurance techniques and improve-
ment measures addressed by SPI.

RQ 3 How are studies on SQM in SPI evaluated? This research question is
concerned with the determination of the impact of the investigated studies, in
particular, to determine the rigor and relevance [20] of the result set.

3.2 Data Collection Procedures

Being a study on a data subset (see also [25]), in this study, we had no need for
an explicit and self-contained data collection. Input data was obtained from the
main study’s result set [24], which we refer to as the study’s raw data. The selec-
tion of the data of interest in the raw data was carried out by selecting all publi-
cations from the raw data having the attributes “Quality Management” and/or
“Test” set (Fig. 3), which initially results in 96 publications. The resulting subset
(to which we refer to as the study data) was then copied to an own spreadsheet.
To improve the reliability of the data analysis, two external researchers joined
the team. Finally, two researchers carried out the data selection and cleaning
procedures and the initial data analysis, one researcher was concerned with the
definition of the extended metadata set and the data classification and analysis,
and the two remaining researchers took over quality assurance tasks.

Having the study data available, in the course of downloading all selected
papers, an initial quality assurance was performed. This quality assurance led to
the exclusion of four papers (reasons: misclassification, violation of language con-
straints). Those papers’ metadata was updated, such that they will be returned
to the main study (Sect. 6). Eventually, 92 papers remained in the cleaned study
dataset, which where then analyzed as described in Sect. 3.3.
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3.3 Analysis Procedure

As “preparatory” study with the purpose of getting the big picture, the main
study was conducted as a systematic mapping study following the guidelines
as proposed by Petersen et al. [32]. The present study however aims to deliver
more insights and details and, thus, is carried out also using the systematic
review instrument as described by Kitchenham and Charters [23]. In particular,
during the paper download and quality assurance, the initial metadata set (40
attributes, Fig. 3) was revisited and, if necessary, updated. Furthermore, with
calling in an external researcher (an expert in quality management and testing),
the set of metadata was substantially extended by 58 extra attributes in nine
new metadata categories (see Fig. 4).

During the analysis, each paper was inspected by two researchers, who
checked (and if necessary revised) the initial values of the metadata, provided
an initial assignment of values to the new attributes, and developed a paper
summary of 2–3 sentences. Finally, to evaluate the papers regarding their rigor
and relevance, we applied the model proposed by Ivarsson and Gorschek [20]
to complete the picture. These steps were iteratively double-checked by a third
researcher, and finally independently checked by the two researchers concerned
with (general) quality assurance. The analysis as such utilizes descriptive statis-
tics (e.g., charts and tables), whereas we mainly rely on bubble-charts and heat
maps.

3.4 Validity Procedures

To improve the validity of the results, we applied the following measures: First,
we called in two external researchers and formed two teams. Team 1 (3 persons)
conducted the data analysis, while team 2 (2 persons) was taking over the quality
assurance. Second, in the data analysis phase, team 1 re-applied the procedures
of the main study [24], i.e., all papers were re-inspected to check the correct
assignment and to complete the assignment of the 40 metadata attributes. Third,
in the inspection, the assignment of the attributes (40: main study, 58: new,
scoped), and the evaluation according to the rigor-relevance model [20] were
carried out using the systematic review instrument [23] using the full text of the
study-relevant papers.

4 Study Results

In this section, we present the results of the study. We start with an overview
of the study population, before we present the results of the analyses structured
according to the research questions in Sects. 4.1, 4.2 and 4.3. Section 5 presents
an integrated discussion of the results obtained from the study.

In total, 92 papers remained in the study data set for inspection. Figure 1
provides an overview of the publication frequency in the study timeframe. In
general, in the result set, we see about 3 and 4 papers on the topic of interest
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Fig. 1. Number of publications on SPI with a focus on software quality management
and/or testing (n = 92). The graph includes two trend lines to visualize the long-term
development of the field (calculation basis: mean, 3-year (black) and 10-year (red)
period), which show periodical waves, but also a continuously growing general interest.
(Color figure online)

published per year, but Fig. 1 also shows a first big jump in 1998 (from there on,
the average publication frequency is 5+ papers per year). In subsequent sections,
we provide further details and analyze them in relation to the trend observed.

4.1 RQ1: General Study Population

In this section, we first give an overview of the general study dataset using the
instruments from the main study [24] to allow for comparability. Figure 2 pro-
vides an integrated overview of the study dataset according to the classification
using the standard schemas (research type facet (RTF) according to Wieringa et
al. [37]) and contribution type facet (CTF) according to Petersen et al. [32]).

Figure 2 shows the studied publications forming two CTF-clusters. In par-
ticular, SPI with a special emphasis on software quality management and soft-
ware test is mainly reported as framework or as lessons learned, whereas the
framework-classified papers usually propose solutions and the lessons learned
emerge from experience and evaluation research. Furthermore, a considerable
share of the lessons learned papers are classified as philosophical papers, i.e., sec-
ondary studies or discussion/comparison papers. In line with the findings from
the main study [24], models and theories are in the minority or missing. Another
(unexpected) finding is the small number (only 2 out of 92 papers) of tool-related
publications. However, although tools are underrepresented in the “formal” lit-
erature, in [11], authors argue that more tool-related material can be found in
the “grey literature”. Insofar, the chart from Fig. 2 can be considered consistent
with the findings from [11].

Figure 3 shows the classification of the study dataset using the metadata
system introduced in [24]. Regarding the process dimension, the study dataset
shows a strong focus on general improvement and custom models. Furthermore,
standard SPI and maturity models (CMMI and ISO/IEC 15504) are addressed,
but we can also see a certain focus on general measurement (and assessment)
activities. Regarding the context dimension, in the lifecycle phases, only project
management is significantly represented showing the close relation of project-
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Fig. 2. Classification of the study dataset according to the RTF and CTF schemas.

and quality management. Other lifecycle phases are scarcely addressed, which
suggests the publications from the dataset being narrowly scoped. Concern-
ing the application domain, the classification does not highlight any favorite,
i.e., SQM and testing are considered relevant in all application domains. Finally,
regarding the company size and scale group, publications address companies of
all sizes. Furthermore, globally distributed development is also addressed by the
study dataset. Figure 3 shows the studied field mostly researched in a practical
manner, i.e., case study research is found the most frequently used instrument.
The figure shows that a number of multi-case or longitudinal studies are avail-
able (which is above the general tendency observed in the main study), yet, still,
replication research is absent.

4.2 RQ2: Improvement Measures and Quality Assurance
Techniques

To investigate which improvement measures and quality assurance techniques
are addressed by the study dataset, we extended the metadata system from
[24] and defined 58 new attributes for classifying the papers under study. We
added “Quality Management and Testing” as new dimension, and we refined
this dimension into nine groups (Fig. 4). For space limitations, in the following,
we provide the big picture in Fig. 4, but focus on the groups “Improvement Mea-
sures” and “Quality Assurance Techniques”. The big picture in Fig. 4 shows the
groups test activity, non-functional testing, and level of testing well covered. Fur-
thermore, the dataset provides rich information regarding the groups improve-
ment measures and quality assurance techniques. However, especially regard-
ing test maturity models (or “standardized” testing approaches in general),
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Fig. 3. Overview of the different standard metadata attributes addressed over time.
The darker the color, the more papers in a year have this attribute assigned, whereas
one paper can have multiple attributes assigned. (Color figure online)

the dataset provides only little information, which indicates to a confirmation of
the observed trend from [24] regarding the reluctance towards standardization—
also for quality management and testing (and as initially found in [26]).

Regarding the groups “Improvement Measures” and “Quality Assurance
Techniques”, in the data, we see a fairly balanced distribution, i.e., a variety of
topics is equally researched. The only remarkable outlier is the attribute software
infrastructure. Favorites regarding the improvement measures are the improve-
ment of defect handling (50 mentions), cost and time optimization (54 and 56
mentions). Regarding the quality assurance techniques, review (62), as well as
testing and documentation (60 mentions each) are the most frequently men-
tioned ones. Subsequent sections provide further details for the aforementioned
two “favorite” groups.
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Fig. 4. Overview of the 58 new metadata attributes addressed over time. The darker
the color, the more papers in a year have this attribute assigned, whereas one paper
can have multiple attributes assigned. (Color figure online)

4.3 RQ3: Evaluation of Software Quality Management and Software
Testing

In this section, we limit our analysis to the groups improvement measures and
quality assurance techniques. As a first step, we review the study methods applied
to the papers reporting knowledge in the groups of interest. In the second step,
the publications contributing to the groups of interest are evaluated according
to the rigor-relevance model [20] to allow for rating the (general) impact of the
different topics.
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Fig. 5. Overview study types applied to the groups improvement measures and quality
assurance techniques. (Color figure online)

Methods Applied. Figure 5 provides a heat map summarizing the study types
applied to investigate the different topics. The overview shows that SPI in the
context of SQM is a fairly practically researched field. The majority of the papers
assessed combine different research methods, whereas case study research is the
most used approach—quite often in a mixed-method approach and also imple-
menting a multi-case or longitudinal study approach (for term definitions, see
Wohlin et al. [38]). A remarkable insight is the absence of replication research.
Secondary studies and research based on Grounded Theory is present in the
study data set, yet the action research approach prevails. Regarding the topic
clusters, from the data, we see the cluster “Improvement Measures” fully cov-
ered, whereas in the cluster “Quality Assurance Technique” the topics software
infrastructure, traceability, training, and other are only partially covered.

Evaluation of Rigor and Relevance. In the second step, we evaluate the papers
within the groups of interest for their rigor and relevance according to [20]. In
the overall dataset, 58 out of 92 papers are rated highly relevant (4 points), and
of those, 37 papers are rated of high to very high rigor (2–3 points). In the follow-
ing, we break-down our analysis to the groups “Improvement Measures” (Fig. 6)
and “Quality Assurance Techniques” (Fig. 7). In Sect. 5, we use the following
presentation to direct the detailed discussion.

Figure 6 visualizes the six topics within the group “Improvement Measures”
and shows that the topics of favor in these groups are (general) quality criteria,
defects, cost, and time. Research addressing the improvement of risk management
is, so far, underrepresented and of less rigor and relevance. Remarkable, the
majority of the papers in the aforementioned four categories is considered highly
relevant (score 4).

Regarding the group “Quality Assurance Techniques”, Fig. 7 shows the fol-
lowing topics of relevance: review, testing, documentation, guideline, and train-
ing. The groups guideline and training comply with an expectation when coming
from the ‘pure’ SPI perspective—a focus on methods, their documentation (as
guideline) and training. Among the more ‘applicable’ techniques, review, test-
ing, and (test) documentation show a clear focus of the study data, whereas the
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Fig. 6. Classification of the study dataset (attributes from “Improvement Measures”)
according to the rigor-relevance model.

techniques static analysis and verification are not that present in the data. More
“sophisticated” topics, such as traceability and software infrastructures are (yet)
not well represented in the study data.

5 Study Summary and Discussion

To provide a in-depth discussion, we ranked the highest rated papers regard-
ing their coverage of improvement measures and quality assurance techniques
(Figs. 6 and 7; both based on the classification according to the rigor-relevance
model). Table 1 summarizes these papers for the two categories “Improvement
Measure” and “Quality Assurance Technique”, whereas we only provide a subset
for the in-depth discussion. In particular, we select the papers [8,14,22,29] as
sample from the study data set, as we found those papers represented in both
categories.

Elliot et al. [8] document a methodology for implementing a software quality
management system (SQMS). Table 1 shows the method proposed addressing
quality management in general thus covering a number of attributes (in partic-
ular documentation, guideline, and training ; reviews and (general) testing were
mentioned as concrete techniques to, inter alia, better address different quality
criteria, especially in the “system use” section). Key factors for the successful
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Fig. 7. Classification of the study dataset (attributes from “Quality Assurance Tech-
niques”) according to the rigor-relevance model.

implementation of the SQMS were staff training and treating users like cus-
tomers, which was also required for a cultural change within the organization.

Harter et al. [14] present a framework for assessing the economic value of
SPI and quality over the software lifecycle. The effects to be measured are
defined based on the number of defects (development quality: defects found
prior customer testing; conformance quality: defects found in customer test-
ing prior acceptance)—similar measures are defined for development effort and
cycle time, and support costs. Therefore, in [14], authors mainly address the
attributes defects, cost, and time to conclude the economic value of SPI (Table 1).
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Table 1. Overview of the highest rated papers according to the rigor-relevance model
in the categories Improvement Measure and Quality Assurance Technique.

Impr. Measure Paper QA Technique Paper

Quality Criteria [8,13,14,22,29,30,33] Review [8,14,22,29,35]

Defects [12–14,22,29,30] Static Analysis [6,35]

Risk [12,30] Testing [6,8,14,22,29,35]

Cost [8,12–14,22,29,30,33] Verification [22,35]

Time [8,12–14,22,29,30,33] Documentation [6,8,14,22,29,35]

Guideline [8,14,22]

Software Infrastructure —

Traceability [6,22]

Training [6,8,35]

Other [8,12,13,30,33] Other [6,8,22,35]

Eventually, authors found that higher quality is associated with reduced cycle
times and development effort, and that savings accrue due to reduced rework
and, moreover, that support activity savings outweigh development savings. Har-
ter et al. conclude that future research efforts should focus on how SPI strategies
affect support activities.

Kasoju et al. [22] use evidence-based software engineering (EBSE) to help
an organization improve its testing process (domain: automotive software).
They use an in-depth investigation of automotive test processes using a mixed-
method approach including case study research, systematic reviews and value
stream analysis/mapping. For eight analyzed projects, authors collect infor-
mation regarding the test approaches, project/system kind and size, and the
development approach used (Table 1; mainly attributes cost, time, testing, veri-
fication). In interview sessions, among other things, authors found interviewees
stating a lack of a clear test process, which can be applied to any project lifecy-
cle. Only 3 out of 8 studied projects follow a defined process (which indicates to
the mainly individual and non-standardized process selection as already found in
[26]; moreover, authors found that a basic testing strategy is actually defined, yet
not implemented by most of the teams, which is also consistent with our previous
findings from [26]). Eventually, in [22], authors conclude strengths found for auto-
motive software testing, such as work in small agile teams, implementing agile
(communication) practices, or different approaches like exploratory testing. How-
ever, authors also mention that these findings also depend on project/team size,
i.e., teams of different size might go for different solution, e.g., comprehensive test
case management tools are considered more valuable for larger teams. Neverthe-
less, authors found process issues problematic for teams of any size (consistent
with [16]), e.g., lacking unified testing process, unawareness of the process, or
different process-related constrains like available time windows. Finally, authors
identified seven wastes, which were mapped to the testing process to drive process
improvement.
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Li et al. [29] describe how agile processes affect software quality, software
defects and defect fixing efficiency (Table 1; mainly attributes defects, testing,
time). A major finding is that a significant reduction of defect densities or
changes of defect profiles could not be found after Scrum was used. Yet, due to
the iterative development approach, the development was considered more effi-
ciently (e.g., fewer surprises, better control over the quality, and better schedule
adherence). However, on the downside, authors also mention that Scrum puts
more stress and time pressure on the developers (which could make them more
reluctant towards performing tasks relevant for later maintenance). In a nut-
shell, authors conclude that the actual development approach is less important
than iterative development and early testing (in their study, authors showed that
about half of the (critical) defects was identified and fixed early thus reducing
the risk of finding bugs late).

Summarizing the big picture obtained (Fig. 4) and the exemplarily selected
papers (Table 1), we conclude: first, testing as such is not that massively repre-
sented in the study data as expected. For this, we argue that there is specialized
(grey) literature on test process improvement (TPI), which is not properly linked
to SPI—a phenomenon that we already observed for GSE [25]. In particular, so
far, we did not found detailed data, e.g., regarding the actual impact of switch-
ing to an alternative test approach. On the other hand, we found indication for
individual and project-specific test approach selection (even in highly-regulated
domains; [22]), which confirms a finding we made in [26]. Second, so far, we
found improving the quality focussing on reducing the number of defects. In
[22,29], the authors found a lack of unified (standardized) testing approaches
[22], and that the actual development approach (agile or traditional) seemingly
not affects the defect densities or defect profiles. Harter et al. [14] suggest putting
more effort in improving support activities. It therefore remains as a question
for future work whether an SPI program with a “broader” perspective is more
beneficial then optimizing a “technical” test method.

Threats to Validity. In the following, we evaluate our findings and critically
review our study regarding the threats to validity. As a literature study, this
study suffers from potential incompleteness of the search results and a general
publication bias. Beyond this general threat to validity, we have to particularly
discuss the internal and external validity. The internal validity could be biased
by personal ratings of the researchers. To address this risk, we continued and
refined our study [24], which follows a proven procedure that utilizes different
tools and researcher triangulation to support dataset cleaning, study selection,
and classification. The internal validity is also affected by the limited data collec-
tion, in particular, no new data was collected, and data analyzed is derived from
the main study that serves as an umbrella. Calling in extra researchers to ana-
lyze and/or confirm decisions therefore further increases internal validity. The
external validity is threatened by missing knowledge about the generalizability
of the results. Furthermore, this study “inherits” several limitations regarding
the external validity by relying on the main study’s raw data only. Consequently,
this study also inherits the main study’s scope thus having certain limitations
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regarding the generalizability. Nevertheless, to increase the external validity, fur-
ther independently conducted studies are required to confirm our findings.

6 Conclusion

The paper at hand provides an in-depth investigation of how software quality
management (SQM) is treated in software process improvement (SPI). Based on
a systematic mapping study [24], we selected all papers from the main study’s
dataset that address the topics SQM and software testing. In total, in this study,
we inspected 92 papers.

Our findings show indication that SPI in the context of SQM is equally
focussed on software testing as well as on complementing (or support) activ-
ities including reviews and documentation techniques. Furthermore, our find-
ings show a trend in SPI towards utilizing individual testing approaches rather
than implementing/following standards. A detailed discussion of four exemplar-
ily selected papers reveals that the actual software process is less relevant than
a smart arrangement of test activities (early testing) and an interactive imple-
mentation of the development process [29]. Furthermore, Harter et al. [14] sug-
gest putting more effort on supporting activities rather than optimizing (isolated)
technical tasks.

Limitations. Our study is limited by the context of the main study [24], yet showed
some overlap and similar trends as obtained in other independently conducted
studies, such as [11,26]. In total, only 92 papers were selected for analysis and,
therefore, this study cannot claim to have delivered a generalizable set of con-
clusions. A major limitation is the use of a given dataset only without an extra
topic-specific literature search, which potentially limits the reliability of the data.
An extension and a complementing search, however, is subject to future research.

Future Work. This paper provides the first analysis iteration of the 92 papers
selected thus barely scratching the surface. Future work therefore includes further
detailed analyses of the study data. Furthermore, as being a study on a data sub-
set, in future iterations, the data analyzed will be (re-)integrated with the main
study’s data to improve the overall data quality and reliability of the data.
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38. Wohlin, C., Runeson, P., Höst, M., Ohlsson, M.C., Regnell, B., Wesslén, A.: Exper-
imentation in Software Engineering. Springer, Heidelberg (2012)
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ous experiments as part of the overall development process. Objective:
This paper investigates the first steps of transitioning towards continu-
ous experimentation in a large company, including the challenges faced.
Method: We conduct a single-case study using participant observation,
interviews, and qualitative analysis of the collected data. Results: Results
show that continuous experimentation was well received by the practi-
tioners and practising experimentation helped them to enhance under-
standing of their product value and user needs. Although the complexi-
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presented several challenges such as inaccessible users, it was possible to
address impediments and integrate an experiment in an ongoing devel-
opment project. Conclusion: Developing the capability for continuous
experimentation in large organisations is a learning process which can
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1 Introduction

Continuous experimentation is a software development approach where research
and development (R&D) activities are driven by constantly conducting experi-
ments with product value [1–3]. Customers and users are involved in the decision-
making process as experiment subjects, providing data by interacting with exper-
iment materials, such as the software features being developed or related design
artefacts. Product value is tested by observing actual behaviour rather than
relying on secondary sources, opinions, or assumptions.

Although several approaches to experiment-driven software development
have been proposed (e.g. [1,2,4]), guidance is lacking on how development
teams in large organisations with complex business partnership networks can
adopt them. In this paper, we investigate the introduction of continuous exper-
imentation in a large software development organisation in a B2B domain. We
observe different roles, means of communication, and integration with the over-
all development process. Furthermore, we investigate how customers and users
are accessed and involved. We collect observed challenges and lessons learned
that arise when the teams attempt to perform experiments to support decision-
making. More specifically, we seek to answer the following research question:

RQ: How can a large software development organisation transition towards con-
tinuous experimentation in a B2B domain?

In order to address the research question, we conducted a single-case study
in which we observed and participated in the introduction of continuous exper-
imentation in a large company. Two teams, a development and a UX team,
collaborated to select a target for experimentation and to design and imple-
ment an experiment to help make a focused product decision. Through the case
study, we uncovered some of the critical factors that may support or impede the
transition.

The rest of this paper is structured as follows. Section 2 presents the back-
ground and related work relevant to this study. Section 3 describes the research
approach, including the context in which the case study was conducted, and the
data collection and analysis methods. The design and execution details of an
experiment conducted by the case company are detailed in Sect. 4. The tran-
sition process towards continuous experimentation is outlined in Sect. 5. The
findings are discussed and the research question is addressed in Sect. 6. Section 7
concludes the paper and highlights potential future work.

2 Background and Related Work

Considering product value as a first-class concept in software development was
proposed in value-based software engineering (VBSE) [5]. VBSE asserts that
instead of treating software engineering as value-neutral, its major artefacts and
activities should be analysed to assess what value they provide to customers
and users, and use knowledge of that value in decision-making. Value has also
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been considered in agile software development [6,7] and in approaches to product
development and entrepreneurship such as Lean Startup [8], Customer Develop-
ment [9], and Lean Analytics [10]. A body of literature is emerging in software
research that addresses this and related topics. In this section, we review a selec-
tion from this set of related work.

To survive and compete in today’s fast-changing development environments,
organisations have to develop, release, and learn from their software products and
services quickly [11]. Hence, many software companies have adopted or are adopt-
ing agile practices, which champion flexibility, efficiency, and speed in developing
software [6]. Nevertheless, Holmström Olsson et al. [12] suggest that the appli-
cation of agile methods in software R&D activities is only one stage on the
maturation path of companies’ software engineering practices. At the final stage
of the model – R&D as an experiment system – development is based on rapid
experiments that utilise instant customer feedback and product usage data to
identify customer needs.

The experiment-driven stage of software product and service development
not only allows for quick delivery of value to customers but also helps companies
make decisions based on customer or user data rather than opinions [1–3,13].
Through experiments, organisations can gain evidence about which features cus-
tomers actually want, thus helping them to avoid developing features that are
not valuable to customers [4]. As Bosch [14] states, “the faster the organisation
learns about the customer and the real-world operation of the system, the more
value it will provide.”

Continuous experimentation may take different forms in different environ-
ments. Rissanen and Münch [3] list a number of customer-related challenges
that continuous experimentation faces in B2B domains. For instance, customers
may have to be informed in advance and sign a written agreement to participate
in experiments. End users are not always the customers of the organisation, but
they can be a customer’s customer. Pro-active lead customers might have to be
involved in the experiment design process, but may be challenging to acquire.
Also, it may not be possible to interrupt the daily work of users in order to
involve them in experiment tasks.

Thus, how to integrate experimentation in the software product develop-
ment cycle is still a key question. Fagerholm et al. [2] propose the RIGHT model
for continuous experimentation. The model consists of a process model and an
architectural model. In the process model, assumptions are first identified, exper-
iments are designed to test them, experiment materials (such as minimum viable
features) are built, the experiment is executed, and analysis results are then used
to support product development decision-making. The decision may be to fully
develop and deploy a feature or to pivot if the experiment indicates that the fea-
ture is unsuccessful. The architectural model outlines additional infrastructure
that is required to carry out such experiments continuously, in parallel, and at
scale. In this study, we are guided by the fundamentals of the RIGHT model in
the introduction of continuous experimentation.
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3 Research Approach

This study follows a holistic single-case study approach [15] in order to gain
deeper understanding of how development teams in a large organisation adopt
continuous experimentation. Additionally, the study has elements of action
research, in that the researchers were actively involved with the process being
studied [16]. The unit of analysis is the process of transitioning towards contin-
uous experimentation. We observe only the start of the transition, but consider
this unit of analysis to be bounded by an identifiable starting point, and poten-
tially ending in either non-adoption or adoption to different degrees. The transi-
tion process may be considered to concern several parts of the organisation, but
our observation is limited to one unit concerned with product development. The
data collection phase took place over a three-month period in autumn 2015.

3.1 Case Context

The company involved in the case study is a global corporation specialising in
providing communication technology and services. The organisation is highly
distributed, with globally allocated development teams. This study is conducted
in the context of a connectivity management and billing service platform that
the company develops for telecom operators and their enterprise customers. This
platform includes a management portal, used by operator users, which is the
focus of this study.

Figure 1 illustrates the parties and their location in the B2B network, reveal-
ing a multi-layer structure of stakeholders. The platform development project
involves 11 teams, with around 70 people, who are distributed over multiple
locations globally. The unit of observation in this study is one software devel-
opment team and one UX team located in Finland, who are working on the
aforementioned management portal.

The teams are incrementally developing a new version of the portal, which
includes modernising the visual design and functionality. While the purpose is
to keep the current set of functionality, enhancements to user workflows can be
made if this does not impede the delivery schedule.

At the time of the study, the two teams were tasked with implementing an
activity log inside the portal which would provide information about mobile
subscription events, such as when a SIM card is registered on the network, a
data transfer occurs, or an SMS is sent. The activity log is used by operator
users to troubleshoot problems with enterprise subscriptions. A typical scenario
would involve troubleshooting during a support call. The activity log was chosen
for this study both because it was the teams’ next assignment, and because there
were open questions regarding its design.

3.2 Research Process

The study was conducted in an iterative fashion, with company representatives
evaluating decision points, executing the experiment, collecting and analysing



348 S.G. Yaman et al.

Fig. 1. The case company and other actors in the B2B network formed around the
platform. For clarity, only one operator is shown, although there are multiple operators.

the experiment data, and with researchers observing the process, analysing the
collected research data, and proposing alternative decision paths. An initial
meeting was held where the principles of continuous experimentation and the
RIGHT model [1,2] were explained to development and UX teams and product
owners. After reaching a positive decision from the company, the joint collabo-
ration proceeded. Multiple meetings were held, both online and face to face, to
(1) understand the case context, (2) explore and select an experiment target, (3)
identify assumptions related to that target, (4) develop a hypothesis and experi-
ment design, (5) discuss operational details regarding experiment execution, (6)
analyse experiment data, (7) draw conclusions based on the analysis and (8)
plan the next steps. Between meetings, materials from previous iterations were
analysed and developed to support subsequent decisions and actions.

This study uses materials produced in and for the meetings as well as other
primary data sources, which include participant observation, transcripts of audio
recordings of face-to-face meetings, minutes and notes of meetings (both at the
customer site and online, including weekly online status meetings), open-ended
semi-structured interviews, email communication and background material from
the company. In total, there were three on-site and eight remote meetings. The
accumulated material was analysed using thematic analysis [16,17]. The data
was first extracted and analysed to form initial themes. These were then cross-
checked against the gathered materials and refined into final themes which are
presented and discussed in Sect. 5.
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4 Designing and Executing the Experiment

As our aim was to observe the introduction of continuous experimentation in a
company, we conducted an actual experiment round with a real product, i.e.,
the activity log described in Sect. 3.1. Here, we did not seek to reach a valid and
generalisable result in the scientific sense, but rather to obtain enough evidence to
support a technical decision. In this section, we describe the process of designing
and executing the experiment.

The experiment was planned by a technical coach from the development
team, two people from the UX team, and three researchers. The first decision
to be made was to select a target for the experiment by analysing the fea-
ture requirements for the activity log. Behaviour-driven development (BDD)
stories [18] were developed and analysed during the study in order to better
understand the user requirements associated with the activity log.

In total, seven BDD stories pertaining to the activity log were analysed.
With each BDD story, underlying assumptions regarding user needs and behav-
iour were identified. From the identified assumptions, hypotheses to be tested
were formed. Subsequently, proposals of experimental designs to validate the
hypotheses were drafted. From these, the development and UX teams selected
one design proposal to be the experiment target, which was then elaborated into
a more complete experiment design.

Fig. 2. Mockup of activity log with “reconnect” button indicated and feedback message
displayed.

The selected experiment tested options for a feedback message that is dis-
played after operator users click on a “reconnect” button in the activity log
(see Fig. 2). The reconnect button sends a request to the mobile network, asking
it to flush the current SIM card registration, which means the mobile device
must reconnect in order to resume normal operation. This action can be used
to recover from certain error conditions. As the mobile network provides no
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feedback on the request, the reconnect status cannot be accurately displayed to
users in the activity log. This might lead to a situation where a user clicks the
button several times to no avail. Thus a good feedback message would inform
a user on the current state of the system as well as what to do next, while a
bad feedback message would result in increased load on the network, delays in
problem resolution, worse experience for all users involved, and potential costs
associated with these negative effects.

A series of user interface mockups with feedback messages were created for
the experiment. These were first piloted with the product owner and updated
based on the feedback given. After the update, the experiment was run with test
subjects. Two runs of the experiment were conducted as illustrated in Table 1.
In the first run, the experimenters realised that there were flaws in the mockups
and feedback messages – they were unclear and misleading to the test subjects.
Additionally, the experimenters had difficulties determining whether a user suc-
ceeded according to the criteria outlined in the hypothesis (see Table 1). Hence,
the mockups and feedback messages were updated and the experiment was rerun.
In the second run, the original reconnect feedback message was also included. In
both of the runs, the order of the message candidates was balanced so that each
message appeared at least once and the order changed for each test subject in
order to avoid the risk of a learning effect biasing the results.

From the data analysis of the second run, one feedback message (message 6
in Table 2) had the highest score, on criterion 1, which was prioritised by the
teams. It also scored well on the other criteria. Message 6 was thus selected for
inclusion in the next product release. The results also revealed that the original
message (message 7) performed poorest on all three criteria.

5 Transitioning Towards Continuous Experimentation

In the process of planning, designing, executing, and analysing the experiment,
a number of observations and inferences were made regarding the transition
towards continuous experimentation both from practitioners’ and researchers’
points of view. In this section, we present these findings under the themes that
were deduced from our data analysis.

5.1 Initial Circumstances

Prior to the decision to proceed with experiment-driven software development,
we observed an initial interest towards continuous experimentation among com-
pany representatives, but also concerns as the adoption process started in the
middle of development with an evolving product. The product owner wanted to
limit risks while practising with the new approach. This raised some important
questions: is it possible to start at the team level and with small-scale exper-
iments in order to gain experience before scaling up to multiple teams, higher
in the organisation, and experiment targets that have a larger impact on the
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Table 1. Experiment details for the first and second experiment run.

BDD story As an activity log user, I want to flush network memory for a
subscription so that I can be sure that there is no mismatched
information and next I can see when the device connects to the
network

First run Second run

Hypothesis We believe that with the right
feedback message, users should
be able to tell: (1) what the
state of the device connection is
and (2) what the next action is.
In order to validate this, users
will be shown a set of feedback
messages and will be asked to
provide answers to the above
two criteria. The message with
the most “yes” answers for each
criterion will be the best
message and will be selected

We believe that with the right
feedback message, users are able
to tell: (1) what the next action
to take is, (2) what the state of
device connection is, and (3)
what to do if the device does
not connect to the network. In
order to validate this, users will
be shown a set of feedback
messages and will be asked to
provide answers to the above
three criteria. The message with
the most “yes” answers for each
criterion, especially criterion 1,
will be the best message and
will be selected

Minimum
viable feature

Five mockups (PowerPoint)
with different feedback messages

Seven mockups (PowerPoint)
with different feedback messages

Test subjects Three internal company
employees invited by the
experimenters based on
availability

Seven internal company
employees invited by the
experimenters based on
availability

Experimenters One person from development
team and one from UX team

One person from development
team, one from UX team and an
additional observer from the UX
team (present only in some
sessions)

Collected data Yes or no scores for each test subject according to each
hypothesis criterion, experimenters’ observations of test subjects
during the experimentation, and unstructured interview notes

Duration (total) 60 min 120 min

Data analysis Experimenter judgement (yes or no) scores on each criterion for
each feedback message candidate were summed. The sums were
used to rank the feedback messages to identify the best message

system being developed? Moreover, existing release deadlines dictated the tar-
get and scale of the experiment, as well as the resources that could be allocated
to it.
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Table 2. Scores for each feedback message with the winning message highlighted.
Each test subject was exposed to seven message candidates and was scored by two
experimenters. Criterion 1 had double the weight when choosing the winner. (Note:
There was a data entry error for message 5 where one test subject’s scores on criterion
2 and 3 were not recorded. However, this does not impact the result of the experiment.)

Feedback
message
candidate

Criterion 1
(weight: 2×)

Criterion 2
(weight: 1×)

Criterion 3
(weight: 1×)

Yes No Yes No Yes No

1
2
3
4
5
6 13 1 11 3 4 10
7

7 7 7 7 4 10
9 5 10 4 3 11
5 9 8 6 2 12
5 9 10 4 2 12
7 7 8 4 6 6

4 10 5 9 3 11

5.2 Starting with Small Teams

We observed that beginning with small teams who are interested did facilitate
the introduction of a new way of working in the large case organisation. The
development team consisted of four developers and the UX team consisted of
two persons. Each team had an active person, a “champion”, who took the lead
in conducting the experiment and communicating the approach to other team
members.

While it was possible to get a quick, low-risk start by beginning with small,
motivated teams, we observed challenges which might impact scaling of con-
tinuous experimentation. For instance, we observed that organisational factors
influenced the ease at which experimentation targets could be identified. The
necessary product requirements were not always available at the team level. We
furthermore observed that limitations in the teams’ area of influence affected the
experimentation activities. For instance, the decision to involve real users in con-
ducting the experimentation required approval from different management levels
and extra consideration since most of the customers were abroad. Also, depen-
dencies on other teams and release management decisions meant that product
changes based on the experiment result could not be immediately integrated into
the next release, but into the succeeding one.

5.3 Small-Scale Experiments

From the time that BDD stories were developed to the analysis of the results,
while the experiment planning process took approximately one month, executing
the experiment only took a couple of hours (see Table 1). Nevertheless, the aim
was to initiate the experimentation activity and to learn how to experiment,
i.e., to “experiment with experimentation” as the technical coach put it. He also
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added that “[It’s better to] start experimenting with something small. [...] It’s
more important to start now. Practice will make it perfect.”

As continuous experimentation is a way to achieve customer and user involve-
ment, user access was a discussion point during the experiment planning stage.
The decision to use internal test subjects was mostly a question of time and effort
as noted by the UX designer: “It would be really time consuming to contact our
actual customers, write emails and explain what this [experiment] is about. [The
whole] idea of experimentation is quite new to our customers so [there are] kind
of political reasons why in the first place we did not contact our customers. It
was so agile to do it in-house and we did it so fast with our workmates. [...] We
wanted to learn about the continuous experimentation approach and it would
be easier to practice it in-house for the beginning”. The technical coach also
added that “there is a limit to how much you can e.g., interview the customers
before you provide something [concrete]”. The team members were aware of the
drawbacks of using internal test subjects, but deemed it more important to get
started with the first cycle than spending time on accessing users. “Of course
we thought of how much [more benefit could be gained by experimenting] with
actual customers. But then, this experimentation is about the UX part, [...] and
we did not see that we would get much more benefit if we had waited weeks to
get real customer input.” (Technical coach).

5.4 Identifying an Experimentation Target

We observed that it was not straightforward to identify an experimentation
target. In particular, options tended to be more technical than value-based.
During planning, it emerged that there was no clear understanding on some of the
platform features, and user requirements were not directly available in written
form. Instead, we deduced them from other materials, such as user journeys
and personas obtained from user research, and mockups from prototypes, all
developed in the beginning of the project. We had numerous discussions with
the teams to clarify the purpose of the activity log and its different functions.
Finally, BDD stories were developed and utilised to identify assumptions behind
the user requirements, and the experiment was derived from those assumptions.

5.5 Designing and Executing the Experiment

The experiment was run with internal company employees. Even though the
case company had done a pilot study with a product owner to revise the exper-
iment design, they easily recognised during the first experiment run with test
subjects that additional planning was essential. Test feedback messages were
unclear and scoring criteria specified in the hypothesis were not explicit enough
for experimenters to reach an agreement. Therefore, better background infor-
mation and clearer instructions for the subjects were developed before running
a second round of the experiment. The hypothesis was also revised and clearer
tasks for the experimenters were defined. Although some effort should be spent
on improving the design and execution, we found that it had to be balanced
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with available resources. Small-scale experiments especially meant that effort
should not be expended beyond what is required to get a sufficient result: “over-
planning [improving the experiment beyond a certain point] would be pointless”,
according to the technical coach.

5.6 Collaborating with Experts

Expertise was provided by the five researchers involved in the introduction of
the continuous experimentation approach. Support for the transition was par-
ticularly provided during the planning and execution of the experiments.

At the beginning of the study, the teams and other company representa-
tives had to spend time introducing the product and its context to the experts.
However, they stated that it was beneficial to have expert facilitators guiding
the transition and providing support and guidance when they needed it. In this
case, some mistakes were avoided through expert opinion. For instance, during
the execution stage, guidance was provided on how to achieve more valid results
and avoid introducing bias during the experiment – e.g. avoiding leading the
users by keeping discussions between experimenters and test subjects minimal,
and ensuring that there were at least two experimenters.

5.7 Persistence

Continuous experimentation may be easy to understand in principle, but actu-
ally starting it in a real, large B2B organisation required persistence. The final
experiment design was reached after a number of attempts. The pilot run and
two rounds of actual experiment runs were required to obtain data for the final
analysis. The teams indicated that when starting, one should not dwell on tem-
porary failures. Better to “fix the experiment [the] best way you can and run it
again. You can learn so much with each experiment.” (Technical coach)

Moreover, the teams were willing to include experimentation in some of their
standard procedures. They decided to build a wiki library where all experimenta-
tion details and learnings would be stored so that the information can be reused
when necessary and help guide other teams who want to practice the approach.
Also, the champions in the teams were persistent in documenting each step of
the process, which helped communication internally and with experts. Thus,
some of the prerequisites of scaling the approach to cover a larger portion of the
organisation are in place.

Table 3 summarises the challenges faced when transitioning towards exper-
imentation together with observed mitigation strategies under each of the six
themes presented in Sects. 5.1, 5.2, 5.3, 5.4, 5.5, 5.6 and 5.7.

6 Discussion

Transitioning towards continuous experimentation is a learning process, at the
core of which is the development of the organisational capability to identify
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Table 3. Identified challenges and mitigation strategies.

Theme Challenges Mitigation strategies

Initial
circumstances

– Evolving product, existing
plans, deadlines

– Limited resources
– Need to limit risks

– Allocate only few resources to
begin with

– Choose a small scope for the
initial experiment

Starting with small
teams and
small-scale
experiments

– Higher level product informa-
tion might not be visible at the
team level

– The team’s area of influence
may be limited

– Inaccessibility of real users
– Experimentation activities

may not be initiated because
of prior commitments

– Involve people from different
teams in brainstorming and plan-
ning the experiment together

– Utilise resources that are more
accessible, e.g. internal company
employees

– Good to have champions in
teams pioneering the transition

Identifying an
experimentation
target

– Difficult to select the features
to start experimenting with

– Identified experiment targets
may be on a mostly technical
level

– Utilising existing product-related
materials helps identify experi-
ments, e.g., BDD stories

– Having discussions with team
members and experts

– Carefully analyse the feature to
be experimented on to identify
user needs and assumptions

Designing and
executing the
experiment

– The lack of experimenter expe-
rience can lead to biases being
introduced in the design and
execution of experiments

– Effort and time for planning
needs to be allocated for
running a valid experiment

– Piloting and rerunning the experi-
ment helps to enhance the experi-
ment design, and reach more valid
results

– Seek expert advice to avoid poten-
tial biases in the experiment

– Overplanning should be avoided;
when starting, the important
thing is to learn

Collaborating with
experts

– Effort is needed for
introducing the product and
the context to the experts

– Experts can help avoid mistakes in
experiment design and execution;
the effort to introduce may pay off

– Introduction may be sped up by
using materials that are already
needed in development, such as
user stories and requirements
expressed as, e.g., BDD stories

Persistence – First experimentations can be
seen as effortful and
non-efficient

– Keep practising, learning will
increase efficiency

– Experiment designs and
guidelines for executing
experiments can be gathered and
reused, reducing future effort
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assumptions, test them in experiments, and support development decisions based
on the evidence. However, many other factors play a role in the transition both
on the team and organisational levels. In this section, we address the research
question and compare the study findings with related work.

How can a large software development organisation transition towards con-
tinuous experimentation in a B2B domain?

Based on the findings from the case study data analysis, we identified cir-
cumstances and activities that can be taken to enable the transition towards
continuous experimentation. Even though there might be initial circumstances
that constrain the transition, we observed that initiating the transition is possi-
ble by starting with small teams and small-scale experiments. In order to lower
the barriers to starting, experiment targets can be identified from existing mate-
rials. Collaboration with experts can be used for guidance and support but team
effort is still needed in planning, designing and executing experiments. At this
stage, learning about experimentation is the most important thing. Later, it is
essential to find ways to sustain the process, making it continuous, and scaling
it to cover a larger part of the development organisation.

6.1 Challenges and Lessons Learned

The biggest benefit gained by the teams was that they learned to perform exper-
imentation in a more systematic way, which will help them to better understand
what their customers want and take the right steps in increasing user satisfaction
and reduce support costs. Doing experimentation also helped the teams gain new
insights and better understanding of their ongoing work. In addition, based on
the teams’ experiences, they realised that “experimentation made it clear to the
team that there is no need to debate between opinions and assumptions as you
can quickly test them with an experiment.” (Technical coach)

Information about user needs, e.g. requirements, is needed to identify assump-
tions. In this case, BDD stories proved to be useful for this purpose, but other
forms may be possible, as well. The experimentation activity needs to be inte-
grated with the overall development process. Once integrated, the effort put in
planning experiments could diminish. In this case, planning the study and the
experiment took around a month each, since they included establishing the col-
laboration between the experts and the teams from the organisation, getting
to know the context, and identifying assumptions in the product. On the other
hand, running the experiment itself took only hours.

Several challenges arose because of the complex B2B environment. For
instance, the path from the development organisation to users through the B2B
network was long and involved many organisations. For this reason, end users
could not be included in experiments with reasonable effort, a finding that is
in line with Rissanen and Münch’s [3] observations. Other approaches to get
experiment data were needed in order to compensate this challenge. In this case,
internal test subjects were an economical way to start developing the capability
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for continuous experimentation, and made it possible to even gain some decision
support for a small product decision although the set of subjects was limited.

Some barriers faced were a result of timing. The process started in the middle
of development with an evolving product. Existing release deadlines influenced
the resources available, as well as the target and scale of the experiment. The
selected product feature to be experimented on was quite small and the exper-
iment was more about optimisation rather than validating a complete feature.
However, when the purpose is to practise experimentation, this is not a critical
issue, but it must be understood that experiment results might not be the most
beneficial or target the most value-creating features in the beginning.

In general, it was difficult to design an experiment that would actually test
the value of a feature. This would have entailed determining whether the feature
is necessary or suitable for accomplishing a given task that has already been
found to fulfil a user need. There are multiple possible reasons for why designing
a value-related experiment was difficult, and the long chain from development
to user was one of them. It was unclear what the value of different features was
and for whom. Also, the long chain meant more uncertainty about how a feature
contributes to value. A feature may fulfil a need indirectly, and mapping the
chain was not possible in this study.

Another challenge was that it was difficult to design a behavioural experiment
task, meaning a task that would test whether a feature contributes to a behav-
iour change. This would have been necessary in order to determine whether the
feature contributes to a user need, since it is through behaviour that the need is
fulfilled. In this study, the experiment relied on subjects telling what they would
do rather than observing whether they carried out certain actions or not. Part
of the reason was the effort and cost of setting up required experiment mate-
rials. Observing behaviour requires interactive materials that allow the user to
express the behaviour to be observed. Lack of such materials may be a barrier
when initiating the transition towards continuous experimentation.

Furthermore, it was observed that the scale of experiments can be adjusted
operationally so that little or no development effort is required, for example
by using PowerPoint mockups as in this case. On the other hand, conducting
small-scale experiments is part of a tradeoff between smoothing the path towards
continuous experimentation and reaching the level where experiments directly
target customer value.

6.2 Threats to Validity

Researchers’ expectancy bias might be a threat in this study. Researchers might
interpret the collected data in such a way that it fulfils their expectations. In
order to mitigate this threat, participants from the case company were involved
in the study data analysis stage and participant validation was used in order to
verify the study results.

Researcher triangulation was used to address construct and external validity
in terms of accuracy checking. Two researchers first conducted the initial study
data analysis, then reviewed the analysis process with a third researcher and
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later, all five researchers reviewed the results along with discussion sessions.
This ensured that the study results would not rely on interpretations of single
researchers only.

In terms of generalisability, we are interested in whether the results of this
study would be applicable to other software development organisations tran-
sitioning towards continuous experimentation. The characteristics of the case
company, such as its size, structure, customers, business domain, the scale of the
experiment, the product, and other contextual factors may limit the transferabil-
ity of the results presented in this paper. It is not yet clear how such transfers can
be made. Due to the novelty of the field and early maturity of experimentation
in the company, there is not much evidence available to support transferring the
results. We hope our findings will contribute to the knowledge about transition
to continuous experimentation when combined with further research.

7 Conclusion

We conducted a holistic single-case study in a large, global telecom company
operating in a B2B environment. We introduced an approach to continuous
experimentation in the case company. Two company teams and five researchers
conducted a single experiment cycle with internal test subjects. The experiment
results allowed the company to make a product development decision which
improved the usability of a part of their product. By participating in the activity,
we observed the first steps of a transition towards continuous experimentation.

We found that the approach was easy for practitioners to understand and
reception was favourable in general. The experiment activity highlighted impor-
tant questions about the product under development and how it could best
serve users. The collaboration between the UX and development teams was also
enhanced, as expertise from both was required to plan and execute the experi-
ment. Starting with small teams and experiments with a tightly limited scope
allowed a fast start and a short, one-month cycle time from design to results.

We also found several challenges that may hinder the adoption of an
experiment-based approach and limit its benefits in the initiating phase. Our
study shows that it may be difficult to find an experiment target due to infor-
mation about user needs and goals being scattered in a large B2B organisa-
tion. This makes it difficult to identify the assumptions that should be tested
in experiments. It may also be difficult to reach the level where experiments
directly address product value rather than optimising usability. Involving users
directly in experiments was difficult in this B2B case, and may come with addi-
tional cost, but would also make experiments more valid and relevant. Designing
experiments around assumptions about the user behaviours that are related to
value creation should result in experiments with more impact. This remains a
difficult challenge which warrants further research. More research is also needed
on how to integrate continuous experimentation with the overall organisation
and how this affects culture, architectures, methods, processes, management,
and staffing in contemporary organisations.
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Abstract. Every company tries to improve its overall business, especially in the
fast and reacting world of software. For these improvement activities, the devel‐
opment process is a major aspect. Our goal was the elicitation of common
improvement goals that are considered for improving the development process.
For collecting the common improvement goals, we used a mixture of methods.
We started with existing literature and results of a survey. Further, we extended
both by a set of workshops with industrial partners. Besides the common aspects
of time, cost, and quality, some new goals, such as participation and democra‐
tization, appeared. These results lead to a more practitioner-oriented field of
process improvement, since we are aware of common practical improvement
goals.

Keywords: Development processes · Software process improvement ·
Improvement goals · Reasoning

1 Introduction and Motivation

Software process improvement (SPI) methods, such as CMMI or SPICE, deal with the
continuous improvement of existing development processes and are an important aspect
of software engineering [1, 2]. Nonetheless, SPI projects are hardly ever initiated for
their own sake [3]. Instead, process improvement initiatives are generally triggered by
organizational or project-specific improvement goals. And here, we lack insight into
which organizational improvement goals are actually driving SPI initiatives in practice
and of these, which are the most important?

One aspect that has been researched thoroughly is SPI success factors [1], which are
only partially related to the improvement goals. In this study, we want to shed light on
the state-of-the-practice in setting SPI goals. That is, we want to identify those goals
that are typically considered when improving the software development process.
Although we investigate a wide variety of software domains, special emphasis has been
placed on web domains, business processing, and tool development in small and
medium-sized enterprises (SMEs).
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The remainder of this paper is structured as follows: After this introduction, we
briefly discuss some related work on improvement goals (Sect. 2). Section 3 contains
our approach of how we collected the resulting improvement goals of Sect. 4.

2 Related Work

Software process improvement often relies on assessments and the use of reference
models, such as CMMI for Development [4] or SPICE (ISO15504) [5]. These
approaches only incorporate SPI goals implicitly by aiming for capability or maturity
levels that are loosely coupled with high-level improvement goals (e.g., “GP2.2 - plan
the process” or “GP2.5 - train people”).

However, there is some existing work on goal-based SPI: Diebold and Zehler [6]
introduce an Agile Capability Analysis that uses different improvement goals and
applies GQM [7] and GQM+Strategies [8] approaches. This work also incorporates ISO
25010: Systems and software Quality Requirements and Evaluation (SQuaRE) - System
and software quality models [9], which are used as sub-goals for product quality.

Along with these very process-specific aspects, there are goal-based software engi‐
neering approaches in specific fields such as requirements engineering (RE) [10] and
testing [11]. These approaches focus on project and product improvement goals and do
not consider process and organizational ones.

3 Data Collection Approach

First of all, we used the input that was directly connected with our work ([6, 9] presented
in Sect. 2) as initial idea. (1) Out of this input, we put three examples on a poster to
collect further ideas at the OOP2016 conference (www.oop-konferenz.de). We ended
with 26 possible improvement goals, collected by the conference participants and other
exhibitors. (2) Afterwards, these items were discussed, sorted, and categorized in a
workshop with partners from academia and practice.

For further refinement and extension, we (from academic viewpoint) (3) conducted
three independent workshops with different industrial partners, all SMEs. These work‐
shops were guided by one of the authors and performed in an open way. We asked
generic questions regarding the improvement goals. We collected the data from all
workshop-participants (from 2 to 5 participants) on sticky-notes. In this collecting
process different roles took part, e.g. management, project leaders, and developers. The
notes were discussed, grouped, and consolidated together with all participants. After the
workshops, we integrated these results into a mind map that visualized the previous
results.

To come up with final results, we conducted a further workshop with practitioners
and academics to discuss the final mind map in detail. The results that were concluded
in this meeting will be presented in the following section.
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4 Result: Current Improvement Goals

We visualized the different improvement goals in a mind map including different levels
of abstraction due to their level of granularity. The highest level of the mind map
(Fig. 1), level 1, shows the initially established improvement goals customer involve‐
ment, time-to-market, quality, and organizational democratization.

Fig. 1. Improvement goals

On level 2, the respective improvement goals from level 1 are refined. Therefore,
customer involvement is divided into customer participation, customer satisfaction/
acceptance, (intermediate) product-transparency, budget-transparency, and project-
transparency. Organizational democratization is clustered into the following three
sub-goals: internal knowledge management (technical as well as nontechnical),
personnel motivation, and project democratization. Quality is composed of innovative
solutions, conceptual quality, technical quality, testability/acceptance criteria, and user
experience. Finally, time-to-market has four sub areas: automation, competence
focusing, resource management, and time-transparency. All improvement goals on level
2 will be described in the following sub-sections.

4.1 Customer Involvement

Objective is the integration of the customer in the early phases of the product develop‐
ment process. This is to receive early and regular feedback regarding the customer’s
expectations. It is addressed by the sub-goals customer participation and customer
satisfaction/acceptance. Furthermore, giving stakeholder transparency on the develop‐
ment increases comprehension of the product and business process. This conveys the
feeling of being involved in every step and is addressed by budget-transparency and
project-transparency.
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Customer participation: For a high customer involvement in the development
process, an appropriate qualitative and quantitative feedback is needed. Additionally,
predefined deadlines with defined commitments to assess the intermediate product
results helps increasing the involvement. To reach respectable feedback, receiving real
user feedback in an adequate quantity is important.

Customer satisfaction/acceptance: Understanding customers is a prerequisite to
reach their satisfaction/acceptance. This includes personal aspects and, especially, the
expectations of the customer. Misinterpretations of expectations can be created by either
the customer by, e.g. being uncertain about the desired result, or by the contractor by
misunderstanding the customers’ wishes. The objective is to reach a common under‐
standing concerning the desired output and to build up a common vocabulary regarding
the timed collaboration und functioning.

Budget transparency: Before gaining this goal, an initial (and later continuous) effort
estimation is needed and presented openly. Furthermore, the up-to-date information
needs to be accessible anytime. The idea is to improve the cost estimation to decrease
number of adaptions. Additionally, a good, regular, and truthful communication
regarding time and progress is pursued.

Project transparency: To enable a good project transparency, a close and regular
documentation of the project work needs to be implemented in the company (work
package, problems, problem solutions, etc.). Additionally, every employee and customer
must have an overview over the ongoing projects. Further aspect is the increase of
understanding the system, e.g. by clearer and detailed requirements, clarification of
expectations, clear/understandable definition of the work packages, and transformation
of customer wishes into concrete realizable tasks. Moreover, tracking of progress needs
to be enabled, so the status quo can be presented to the stakeholders. Another important
sub-goal is the contract management, in particular, the tender preparation and project
approval. Project approval enables the customer to recognize, which products will be
contemporarily available on the market. Besides, the customer and the market compet‐
itors are comprehensible shown, which effort (e.g. budget, duration, and employees) is
required to produce the end-product.

4.2 Organizational Democratization

Democratization of the organization tends to uniform, equal (working) conditions and
rights of co-determination of all employees within the company. It is clustered into:
internal knowledge management, employee motivation, and project-democratization.

Internal knowledge management: It is focused on technical as wells as on organiza‐
tion knowledge management, that is divided into: elimination of bottlenecks, better
documentation, knowledge transfer, exchange of experience, better communication
within and across teams, and increase of understanding the system (incl. interfaces).
Possible bottlenecks need to be prevented, existing bottlenecks need to be eliminated,
e.g. competition, cultural differences, distribution within and of team. Better
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documentation refers to documentation of change requests to prove anytime: “What
shall be proved when and how, and what has been changed in fact.” The exchange of
experience focusses on information distribution across all stakeholders and preparation
of project learning. Combined with them, a better communication within and across the
team is addressed. This is achieved as all employees are informed about time, progress,
and budget status of every project. The technical knowledge management should
increase the understanding of the system, including its interfaces. This increase shall be
ensured by an appropriate tool support at the beginning (e.g. Jira for ticketing) and by
avoiding repeating mistakes.

Employee motivation: The aspired improvement goals are: acceptance of the course
of action by the personnel, pleasure at work, satisfaction within the team/staff/company,
increasing creativity, assumption of responsibility by all personnel, credibility
concerning successful implementation, recruiting of new personnel by increasing attrac‐
tiveness of the company, and qualification (e.g. training opportunities). Attracting the
aspects pleasure at work, satisfaction within the team/staff/company, increasing crea‐
tivity, assumption of responsibility by all personnel, and credibility concerning
successful implementation boost employee motivation by creating an overall feeling of
togetherness, being successful, and being appreciated. Recruiting new staff increase
motivation by established employee by, on the one hand, getting new insights and ideas,
and, on the other hand, defending the acquired position. Acceptance of the course of
action leads to the identification with the company values, vision, and working methods.

Project-democratization: Derived from the high-level organizational democratiza‐
tion, flat hierarchies, simplification of the communication and escalation paths, discus‐
sions about project content, multi-project-management, uniformity of processes, and/or
filing by a close documentation need to be achieved and improved. This assures uniform
conditions regarding the collaboration of every single (team) employee. Additionally,
it improves the overall productivity.

4.3 Quality

One workshop resulted in a deeper clustering of the goal “quality”. The companies
explicitly addressed and discussed the sub-goals innovative solutions, conceptual
quality, technical quality, testability/acceptance criteria, user experience, and docu‐
mentation.

Innovative Solutions: One way to increase the process and, thus, the resulting product
quality is the creation of more innovative solution within the products. It leads to a
competitive advantage on the product market. This is because of creating attractive
products, the customers get convinced of their (innovative) unique quality.

Conceptual and technical quality: In particular, both quality aspects were discussed
elaborately due to their high importance. Conceptual quality refers to compatibility,
maintainability and portability of the system or the software. In contrast, the technical
quality focuses on the quality aspects of the ISO25010. These aspects contain
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functionality, performance, usability, reliability, and security of single technical parts
of the products. They improve software architecture, prototyping, technical up-to-date‐
ness as well as the balance between individual/customized and standard software.

Testability/acceptance criteria: A further possibility is the implementation of a more
efficient testability/more efficient acceptance criteria. This results in a faster testing
process. It enables a higher amount of iterations with different scope and, thus, a faster
commercialization of a high-value product.

User experience: This goal focuses on the involvement of the user experience as it is
propagated by the ISO25010 [9] with its “quality in use”. Similar to [6], it shows the
importance of the different quality aspects of the ISO, whereas the customers (especially
in information systems) focus on user experience. User experience increases by fast
recovering, evaluating, and implementing.

Documentation: Documentation is part of software development. Thus, it is an impor‐
tant ingredient for quality. The quality of documentation depends on different aspects,
namely amount, availability, maintenance, and granularity of the documents.

4.4 Time-to-Market

Time-to-market aims at bringing products to the market fast for a competitive advantage
regarding the price policy. It contains the time from a vague idea through the develop‐
ment and test phase up to the real market launch. Time-to-market is divided into compe‐
tence focusing, resource management, and time transparency.

Competence focusing: First of all, competence focusing needs to be implemented and
lived. Time and effort available shall fully be used in exactly these fields of work, which
represent the core competencies of the company. Therefore, core competencies need to
be identified. Afterwards, dealing with these within teams and organization must be
learned.

Resource management: Resource management needs to be optimized for not wasting
time, effort, and resources. It refers to a project specific planning, adaption, and appli‐
cation of resources. Thus, a project specific capacity needs to be carried out as well as
a balance between projects, products and customers (e.g. regular customer vs. new
customer).

Time transparency: Time management/time transparency might be the most impor‐
tant factor to fulfill the time-to-market. It is addressed and fulfilled by the following two
sub-goals: (1) Adhere to internal and external deadlines. (2) Communicate delays within
the project plan (e.g. inclusion of the time buffer while doing time-critical tasks) in a
transparent, calm, and objective way. Furthermore, including sufficient time buffer for
changes that need be done besides the daily business is necessary.
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5 Threats to Validity

The aim of this study was not to come up with a complete model. The exploratory focus
was on having first ideas of existing improvement goals in practice. Thus, we are aware
that conducting a collection on a conference (with mainly German companies) and
conducting workshops with only three industrial partners might be a low number.
Therefore, we performed the workshop with different roles of partners to get different
views and increase the number results. Furthermore, the three workshops were struc‐
tured in the same way. Also, they were performed by the same persons for a better
comparability and integrability.

6 Conclusions and Future Work

This paper presents the collection approach of improvement goals behind SPI as well
as the results from practitioners’ perspective. We identified four main goals, customer
involvement, organizational democratization, quality, and time-to-market, refined into
sub-goals. These sub-goals were collected together with different companies based on
their individual challenges. All results represent common improvement goals derived
from problems or challenges of SMEs. These results show that companies have similar
improvement potential on the high-level goals, but very individual and specific detailed
goals. These improvement goals simplify working on goal-specific SPI approaches that
address practical issues.

Nonetheless, we are aware of the threats to validity of our results. Thus, we are
collecting further input on this topic, e.g. with our project webpage (www.prokob.info)
or specific events. Another aspect of future work is the creation of an SPI-approach
similar to the application scenario in [6] for addressing the different company goals.

The elaborated results help practitioners comparing and baselining their company.
They have the possibility to identify commonalities and differences of other enterprises
with respect to their improvement goals. Such that they can identify missing improve‐
ment goals. On this basis, practitioners consider, whether it is beneficial and useful
including these goals in SPI.
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Abstract. The knowledge about technical debt and its management has
increased in recent years. The interest of academia and industry has generated
many viewpoints on technical debt. Technical debt management consists of
technical and organizational aspects, which make it a challenge in software
development. To increase technical debt visibility and manageability, new
processes must be developed and thoroughly empirically tested for their
applicability. In this paper, we use the action research methodology to design
processes for identification, documentation, and prioritization of technical debt.
Our partner in this research is a large Nordic IT company Tieto, currently in a
need for new ways to improve their technical debt management. The results
include a set of processes and templates that were successfully used to identify
and document technical debt. The identified technical debt items were later
prioritized based on evaluation by Tieto employees. Tieto was able to create a
prioritized technical debt backlog, which is now used for reduction activities to
create a healthy and sustainable product for the future.

Keywords: Technical debt � Technical debt management � Software process
improvement � Action research

1 Introduction

Technical debt refers to a situation in software development where shortcuts and/or
workarounds are used in technical decisions to gain time-to-market [1]. The benefit of
taking technical debt is an earlier and faster release, which can lead to customer
satisfaction and other economic advantages [2]. However, the drawback is the ‘debt’
that is left in the system. In the long-term, shortcuts and workarounds will turn to
unnecessary complexity (interest) in the source code and architecture. Complexities in
software can become hard to fix and change, which may cause decrease in software
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quality and productivity of the development team [3]. Therefore, technical debt can be
a major problem for a software development company.

While shortcuts and workarounds can be seen as intentional decisions to speed up
release cycles, or to circumvent a complex part of the code, unintentional technical debt
occurs without immediate awareness [4]. Unintentional technical debt is introduced to
software, for example, by inexperienced developers or legacy software. An inexperi-
enced developer can create technical debt unintentionally with non-optimal solution.
Old legacy software can consist of obsolete or non-optimal technology and solutions
from past decades, which may require a rewrite or replacement.

Technical debt management refers to activities that are used to manage and reduce
both intentional and unintentional technical debt with various approaches, practices and
tools [5]. Technical debt management not only includes technical development activ-
ities but also organizational ones, such as communication and decision-making.

This study is made in cooperation with one of the largest IT companies in Scan-
dinavia, Tieto. Tieto’s Capital Market product unit is currently planning new processes
for their technical debt management. The goal of the study is to develop new processes
for technical debt identification, documentation, and prioritization. The outcome of this
study includes new processes to increase the visibility and manageability of technical
debt, which can be used in the future for better decision-making.

This paper is limited to studying technical debt that has already been acquired
previously, and does not take in consideration the management activities related to
decision-making process of acquiring new technical debt.

2 Background

Processes for technical debt management have been studied and suggested in the
literature. Li et al. [5] gathered in a mapping study relevant research on technical debt
management. The study showed that technical debt management can be divided into
following activities: (1) identification, (2) measurement, (3) prioritization, (4) preven-
tion, (5) monitoring, (6) repayment, (7) representation/documentation, and (8) com-
munication [5]. Li et al. [5] also state that currently there is a lack of empirical evidence
about technical debt management. In this study, we are mainly focusing on three out of
the eight management activities. Our goal is to use processes for representation/
documentation, identification, and prioritization of already incurred technical debt to
provide empirical evidence with a real case company.

Technical debt representation/documentation has been studied and suggested in
literature with specific lists and templates as an approach to store technical debt issues
[6, 7]. A backlog or a list should increase technical debt visibility and manageability.
When technical debt is properly documented, it is easier to start other technical debt
management activities, because it is visible to the company.

Before a technical debt issue can be documented, it has to be identified. Identifi-
cation of smaller technical debt issues from the source code is possible with specific
tools [8]. However, technical debt is not always only related to issues in the source
code [9]. Technical debt in software architecture and design is a larger challenge [5, 9].
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The identification of architectural technical debt with tools is difficult and often the
only solution is to use human knowledge and examination [9].

The prioritization of technical debt is difficult, because some technical debt might
be important to fix for business reasons, while other for technical reasons. Some models
and methods have been developed for prioritization. Seaman et al. [10] suggested four
approaches for technical debt decision-making: simple cost-benefit analysis, analytic
hierarchical process, portfolio management model, and options. These approaches
have been used also in other domains, such as finance [10]. They support evaluating the
tradeoffs between proposed enhancements, corrective maintenance, and the payment of
technical debt items [10]. Schmid [11] developed a formal model based on providing
several well-defined approximations, which can be used for technical debt prioritiza-
tion. In addition, some papers have used quality attributes from ISO 9126 as an
evaluation to technical debt [12–14].

Overall, there exists a variety of different ideas for technical debt documentation,
identification and prioritization. However, most of them are focused on one specific
activity only. Studies that approach the whole process from identification to repaying
technical debt are rare. Therefore, we collaborate with a real software company to find
and develop processes, including technical debt identification, documentation, and
prioritization. We take inspiration from a study conducted by Li et al. [7] that had a
similar goal. Their approach was to identify architectural technical debt based on
architecture decisions and change scenarios [7]. Our approach extends this by
expanding the technical debt evaluation and prioritization processes. Our goal is to
create more reasoning possibilities in decision-making, which is required especially in
organizational aspects of technical debt management.

3 Research Methodology

Action research was selected as a research methodology for this study. Action research
combines theory and practice [15]. Action research is an iterative process involving
researchers and practitioners acting together on a particular cycle of activities,
including problem diagnosis, action intervention, and reflective learning [15]. Action
research is especially relevant in situations where participation and organizational
change processes are necessary [16]. It attempts to provide practical value to the client
organization while simultaneously contributing to the acquisition of new theoretical
knowledge [17]. The action research cycle [18] consists of three stages: (1) a pre-step -
to understand context and purpose; (2) six main steps - to gather, feedback and analyze
data, and to plan, implement and evaluate action; (3) a meta-step - to monitor.

The rationale for using action research as a research methodology is the nature of
this study. The company in this study had a goal to improve their technical debt
management. The research group in this study had previous experience on working
with various companies and cases related to technical debt and its management.
Therefore, action research, as an approach where both the company and the research
group work together to understand the problem and develop a solution, was especially
fit for the purpose.
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The selected product line in this research is a financial system used in the capital
market industry by multiple customers around Nordics. The product is one of the three
main products provided by Tieto and it has a long development history including
source code from over 20 years ago. The product and development team have faced
both technological changes and organizational changes during their lifetime. Now the
main objective of Tieto’s Capital Market product unit is to migrate to new technology
with the aim to replace and rewrite old one, to improve quality and productivity, while
still serving all of its customers.

The objective of the study was to increase technical debt visibility and manage-
ability by improving processes related to identification, documentation and prioritiza-
tion. Therefore, we set up the following research questions to address the problem:

RQ1: How to improve technical debt identification and documentation? The
limitations of the tools currently available for technical debt identification can be seen
as a big challenge. The identification of architectural technical debt with tools is very
difficult. Therefore, most if not all technical debt identifications have to be done with
manual code and architecture inspection, where developer or architect examines the
system and the source code for possible issues. Our goal is to observe how technical
debt is currently identified in practice and how it is documented afterwards. The
objective is to identify possible improvements to these current processes, and test them
in practice.

RQ2: What factors should be taken in consideration when prioritizing technical
debt? The decisions related to technical debt can be sometimes made based on hun-
ches without any specific model or method to follow. Business owners might prioritize
issues that give direct value to customers, while technical people might put value more
on software quality and sustainability. Understanding both business and technical
effects of technical debt repayment can help technical debt evaluation and improve the
prioritization process for safer decisions. We will observe the processes of technical
debt evaluation and prioritization in practice with the aim to improve technical debt
evaluation and prioritization.

4 Action Research Process

The action research process used in this study is presented in Fig. 1. This research can
be divided into five main activities and outcomes.

The first step of the research process is interviews, where researcher interviews
people related to the product line or company to understand the current issues related to
technical debt and its management. We conducted seven semi-structured interviews
with the average of 45 min. We recorded, transcribed and analyzed all the interviews.
In the analysis of the interviews, we identified major issues. First, we did not find any
systematic process for technical debt identification, evaluation or prioritization. This
led to a technical debt communication gap between the development team and project
managers. Knowledge of technical debt seemed to be tacit personal knowledge rather
than explicitly stored in a common list. Secondly, we noticed that the developers and
architects had much knowledge about the current issues regarding technical debt, but
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there was not any systematic way to document it. Thirdly, when there were technical
debt issues in discussion, the decision-making was mostly done based on hunches,
rather than evaluating and prioritizing them first. The outcome of this step is a problem
identification, which helps to understand the problem in current processes within a
company.

The second step is to develop a process for identification. In our case, the iden-
tification was conducted by gathering the data from previous knowledge and history of
people related to the product. The members of the product line used ten weeks to search
and identify technical debt issues. The reason for manual inspection was that the
company did not have any specific tools in use to identify technical debt. The outcome
of this step is the increase of technical debt visibility, which helps to understand the
overall technical debt view.

The third step is to develop a process for documentation. We decided to introduce
a simple process to document all technical debt issues to a single technical debt
backlog. The idea was to use backlog as an aid to make technical debt more visible to
everyone in the product line. We used a similar template (Table 1) to Guo and Seaman
[6] to collect all technical debt items. The template was sent to nine members of the
product line that was later returned back to the managers. The managers then combined
all the reported issues and created the technical debt backlog. The outcome of this step
is getting technical debt stored.

The result of documentation process was technical debt backlog that consisted 47
identified technical debt issues. For categorization we used 15 different technical debt
types identified by Alves et al. [19] in a mapping study. The majority of identified
technical debt (33/47 issues) was related to issues in design, architecture, code, and a
new category called legacy debt. Other types of technical debt (14/47) requirements,

Table 1. Template for technical debt documentation

Technical Debt ID Technical debt identification number
Date/Reporter Reporting date/Reporter name
Technical Debt Name Name of identified technical debt
Description Description of identified technical debt
Alternatives Explanation of possible alternative solutions
Rationale Reasons to fix technical debt

Fig. 1. The research process
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test, test automation, and process debt were associated more to activities outside
product implementation.

The fourth step is to organize a workshop. We developed a process to prioritize
technical debt issues with a simple technical debt evaluation and prioritization template
(Table 2). This template was used when all the technical debt issues were collected to
the backlog. In the workshop, the participants would evaluate each identified technical
debt issue based on the five questions to create a prioritization. The outcome of this step
is getting technical debt evaluated.

The research group also analyzed the returned evaluation templates based on each
question to understand how technical debt was being evaluated.

We identified three different benefit categories: technical, economic, and organi-
zational benefits. Technical benefits include improvements in software quality, soft-
ware maintainability, software reusability, software performance, software testability,
and software deployment. Organizational benefits include better software deployment,
development team productivity, organizational communicability, and future adapt-
ability. Economic benefits include economic value and customer satisfaction.

We identified three different risk categories: economic, technical, and organiza-
tional risk. Economic risks include cost, time effort, testing effort, and customer sat-
isfaction. Organizational risks include management and competence. In addition,
technical risks like system breakdown and instability are critical to companies.

For reasons, we identified three different categories: intentional decision, unin-
tentional cause, and organizational cause. Intentional reasons were often related to
time constraints, lack of resources, and business driven development. Unintentional
causes were legacy product and lack of knowledge. For organizational causes, software
processes and lack of management were the main reasons for technical debt.

We identified two types of solutions for technical debt: technical and organiza-
tional solutions. Technical solutions were refactoring, redesigning, rewriting, archi-
tectural analysis, and increased testing. Organizational solutions were new processes
and new management plan/strategy.

The fifth step of the research process is sorting. When there is an evaluation for
each technical debt item, it is easier to sort the issues out based on their importance.
The last outcome of the process is prioritized technical debt backlog. The majority of
the issues (27/47) were prioritized at the lowest priorities 5 or 4, which shows that most
technical debt was not considered dangerous now. There were total of 14 issues rated as
the highest priorities at level 1 or 2. There were three level 1 issues related to legacy

Table 2. Technical debt evaluation template

# Question

1 What are the benefits of fixing this issue? (Business value, quality, productivity, less bugs
etc.)

2 Are there any risks in fixing this issue? (Expensive, breaks the system etc.)
3 Why was this issue done previously like that?
4 How to fix this issue and what resources the fix would require?
5 From scale 1 – 5, how important would you rank this issue to be dealt with? (1 – most

important, 5 – not so important)
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debt, which can be explained by Tieto’s current goals to migrate to a new technology to
replace and rewrite old technology. Interestingly, the priorities also show that most of
the technical debt related to design, architecture, and code debt were prioritized as 4 or
5, while test, test automation, and process debt were rated higher. However, it is
important to notice that number of technical debt issues in design, architecture, and
code is much higher than other types of debts, which might explain the difference.

The outcome of this action research cycle was a prioritized technical debt backlog
that can be now used to add more development tasks related to technical debt reduc-
tion. For example, Tieto managers expressed that the backlog would be used in the
future by Tieto to reduce technical debt in small iterations. Tieto managers also
mentioned that this same process would be applied in future to other product lines.

5 Discussion

RQ1: How to improve technical debt identification and documentation? Our study
made technical debt identification and documentation possible with simple practices
that make technical debt more visible and manageable. These similar practices have
been already suggested in other literature [6, 7]. However, the problem is not the
practices themselves, but the fact that changing or adding new practices in companies is
always a challenge and takes time [20]. In our case, we had a company that was
motivated to improve and change these practices. We started some new practices with
templates and processes that gathered previously identified technical debt from the
minds of architects and developers to a specific backlog designed only for technical
debt.

Technical debt identification is a challenge in software development. Identification
of smaller technical debt issues happening in single code lines can be done with static
code analysis tools and often it can be fixed by single developers. However, larger
issues in architecture and structure are often unreachable with tools [9, 21] and require
technical knowledge and competence [22], and discussion on an organizational level.
In our case, the people in the product line did not use any tools to find and identify
technical debt. Instead, the technical debt was identified based on previous experience
and history with the product. The experience with the product of workshop participants
shows that the people responsible for identification had extensive knowledge of the
product development history and high competence to build software. We used this fact
to our advantage, since we did not have to guide developers and architects to inves-
tigate product history, because the knowledge was already acquired during the
development years. This helped to identify existing technical debt and document it
based on our recommendations.

An interesting perspective on identified and documented technical debt and is the
variety of types of technical debts. The large variety of technical debt types shows that
when talking about technical debt, it is not only related to issues in design or code.
Instead, like in our case, the same phenomena of shortcuts and bad solutions happen in
other parts of software product development as well. To some development teams,
technical debt might include only issues happening in the source code and design,
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while to some other teams, like in Tieto it might also include issues like those in testing
and processes. We argue that technical debt management is successful when a company
sets a clear standard to what is technical debt in their context and start to manage
technical debt based on that standard. However, in academia, there is a need to create a
common understanding for technical debt.

RQ2: What factors should be taken in consideration when prioritizing technical
debt? The prioritization in this study was based on evaluation of benefits, risks,
reasons, and solutions of technical debt. Using these factors to evaluate each technical
debt issue could be a good beginning for companies that are trying to improve their
technical debt management. However, these factors are not always measureable with a
numeric value. The interest in technical debt that accumulates larger if not repaid, it is
difficult to estimate [23]. Therefore, rather than trying to measure exact values, tech-
nical debt could be easier to understand from management perspective, if evaluated
based on factors related to it.

Companies should evaluate each technical debt issue on the basis of how fixing the
issue can benefit both company and software, such as improved quality, and how does
this quality improvement affect other factors such as maintainability, performance or
customer satisfaction. One challenge and risk of technical debt is that it often requires
competence to fix or change existing solutions. When developers are changing very old
parts of the code, it is not always certain that it will go as planned and it can be a huge
risk that needs to be evaluated before.

Understanding the reasons behind technical debt can help to understand bigger
underlying problems with technical debt. For example, a single technical debt issue in
one smaller feature can be caused by some larger architectural issue. Instead of just
fixing one single technical debt issue with the most economical value, it might be
possible that another major technical debt item can be actually more beneficial to fix in
a long term. Sometimes the solution might only require small refactoring, while
sometimes it might need a full rewrite of that certain part of the code. Therefore, it is
important to evaluate how much resources and effort does fixing technical debt require.
Understanding the solution can enable a better evaluation, whether the time required for
fixing is worth compared to its benefit.

We believe that technical debt prioritization should be done based on evaluation
rather than measurement. The combination of the presented factors can be used as a
simple way to create basic prioritizations, which can help companies to make decisions
with more rationality. The decision-making may improve when development teams and
management communicate and understand the benefits and risks in each technical debt
issue, accompanied with knowledge on the reasons and solutions for technical debt.

Study limitations. The first limitation to this study is the generalization of the results.
It is not certain that this process is usable in other companies. In our case, most of the
involved people had many years of experience with the product. This helped the
identification stage, since the people from the product line had already extensive
knowledge about the issues in the product. The second limitation is that we conducted
only one round of this action research. Conducting more rounds might change some
results in the priorities and numbers of technical debt issues, but we believe it would
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not have any changes to the actual processes that were used in this study. The third
limitation is that the used process only takes in consideration already occurred technical
debt, and does not include management processes for a situation, where a decision has
to be made for a new technical debt case. This makes the developed management
process limited to only already occurred technical debt.

6 Conclusions

We used the action research process [18] together with a large IT company Tieto to find
and develop processes for technical debt identification, documentation, and prioriti-
zation to increase technical debt visibility and manageability. The action research
process consisted several interviews and meetings with the company representatives
and an organized technical debt workshop to improve processes in the company. The
outcome of the research was a set of templates and processes to identify, document, and
prioritize technical debt. These templates and processes were used successfully at Tieto
to transition from a situation where knowledge of technical debt was not explicitly
documented, to a situation where a specifically prioritized technical debt backlog was
available to reduce technical debt. Tieto’s Capital Market product unit is now using this
new technical debt backlog to increase technical debt visibility and manageability.
Since the results with the developed process were considered successful by both the
research group and the company, the same process will be expanded to other product
lines in Tieto. The main challenges and lessons learned can be summarized as
following:

• Technical debt can be brought visible with simple practices and processes in a
company that does not have a priori knowledge on technical debt management.

• Identification of larger scale technical debt, such as architecture and design, with
tools is a challenge that needs to be addressed and improved in future research.

• Technical debt documentation can be done with simple templates, but requires
motivation and resources from software organization.

• Technical debt prioritization based on measurements is difficult, and therefore
rougher evaluations based on e.g. benefits and risks through opinions can be seen
easier to start with.
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Abstract. In software development projects, documents are very important for
sharing requirements and other information among employees. However, infor‐
mation can be transported in different ways. Conversations, meetings, workshops
and emails convey and impart information as well. Especially large companies
struggle in dealing with unclear and incorrect information flows. These informa‐
tion flows can be improved by means of information flow analysis and flow
patterns. One technique to analyze information flows is the FLOW method. It
supports visualization and analysis of information flows to detect lacks and
anomalies and thereby improves information flows. An analyst gathers informa‐
tion transported in the company. Afterwards, information flows are visualized
and analyzed based on patterns and personal experience. Nevertheless, analysis
based on individual knowledge is error-prone. Hence, we improve the FLOW
method with the help of social network analysis applying centrality measures to
the FLOW method and to support the FLOW analyst.

1 Introduction

Documents play a major role in process-driven software development companies. They
share requirements and other information among team members. However, information
is also transferred through other channels like conversations, meetings or workshops.
Agile methods, becoming more and more established these days, prefer direct informa‐
tion communication channels and use less documents. Especially big companies have
to cope with unclear and wrong information flows in and between teams. Companies
struggle to localize these communication problems. To find the problems, information
flows must be analyzed.

Information flow analysis can uncover disruptions in information flows in compa‐
nies, so that they can be corrected. The first step of the analysis is to determine the flow
of information in the company. After that, the flow needs to be visualized and analyzed.
The analysis may uncover findings that can be used for information flow improvement.
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There are various possibilities to conduct an information flow analysis. One technique
is the FLOW method, which is in focus in this paper [1].

FLOW analysis is a systematic method to visualize, analyze and improve informa‐
tion flow [2]. The FLOW method provides a graphical notation (Fig. 1) as well as an
approach to identify and gather information flows. The graphical notation provides two
different types of information flows. Non-documented, verbal or informal flows of
information are denoted as fluid, whereas solid information flows are always docu‐
mented. By using this graphical notation, so-called FLOW diagrams can be created.
These diagrams represent all information flows and all information stores for a task or
process. On the one hand, FLOW diagrams help the FLOW analyst to analyze gathered
information flows. On the other hand, they can be used after analysis to present findings
to the company the analysis was conducted for.

Fluid StoreFluid StoreSolid StoreSolid Store Solid FlowSolid Flow Fluid FlowFluid FlowMultiple
Fluid Stores

Multiple
Fluid Stores

Multiple
Solid Stores

Multiple
Solid Stores

Fig. 1. The basic FLOW notation

The FLOW method consists mainly of three phases: (1) Information flows need to
be collected by interviewing appropriate persons. (2) After the elicitation, FLOW
diagrams are created by combining partial diagrams from each interviewee into an
overall one. (3) Afterwards, the analysis phase starts. The analyst regards the FLOW
diagram’s structure and looks for bad patterns to decide on improvement recommen‐
dations. Moreover, the analyst also compares the depicted information flow with addi‐
tional information elicited in phase (1) to look for possible contradictions or conflicts.

Mainly the last phase entails several problems. The analysis can be very subjective
due to varying personal experiences. The analyst can overlook or misinterpret aspects.
He may look into some details more closely and dismiss others only based on a gut
feeling.

To reduce the influence of personal experience during analysis, we extend FLOW
with methods from social network analysis. We choose centrality measures that are
suited for FLOW and use them to compute key indicators for FLOW diagrams. An
analyst can use these key indicators as support for his calculations and indicators that
point to possible information flow issues. These indicators are specifically intended to
support analysis of complex and large FLOW diagrams.

The remaining work is structured as follows. Section 2 presents related work.
Section 3 introduces the concepts of the new method. Finally, Sects. 4 and 5 conclude
this paper with a discussion and outlook.
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2 Related Work

In the following section, we provide an overview of existing research on the relevant
topics in this paper.

Modelling and analyzing information flow in organizations is motivated by the need
to improve the information processes, e.g. by eliminating redundant processes, mini‐
mizing the duplication of information, or managing and sharing intra- and inter-organ‐
izational information flow [3]. The FLOW method is a method for diagrammatic model‐
ling information flow in teams with the aim to identify critical points which may cause
loss of information.

Stapel et al. [2] considered the information flow within different kinds of project
teams to detect critical points like lacks of information, a wrong amount of information
sharing or gatekeepers who are very central within the network.

Stapel [1] extends this approach by presenting possibilities to analyze the FLOW
diagrams which visualize the information flows within the team or business.

In the organizational context, social network analysis can help understand how
inter- and intra-organizational networks are linked to outcomes and processes [4], such
as job exit, team performance, innovation and individual satisfaction (for an overview
see, for example, [5]). In addition, social network analysis has been applied to explore
the information flow in and between organizations. For example, Braha and Bar-Yam
[6] analyzed the information flow structure of intra- and inter-organizational networks
in large-scale product development organizations. Friedkin [7] found that the strength
of relationships between employees has an impact on intra-organizational information
flow. Ryynänen et al. [8] observed the internal information flow network in the project
sales process to understand and improve the information flow between the employees.

Information flow networks resulting from the FLOW method are directed networks.
Analyzing directed networks requires a distinction between measures for incoming ties
and measures for outgoing ties [9]. This is important for the measures, which will be
applied in the network analysis in this contribution.

Social network analysis provides a wide range of measures to analyze a network
(e.g. [9]). In order to understand and analyze the roles of actors in networks, many studies
in social science have relied on centrality measures [6]. Centrality measures help to
understand the individual actor’s prominence according to the actor’s position in the
network [10]. We argue that centrality measures are suitable means to analyze the
directed flow networks.

3 Improving the FLOW Method

This section gives an overview of our concept to enrich FLOW diagrams with social
network analysis by calculating key indicators.
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3.1 Selection of Appropriate Centrality Measures

This approach concentrates on the use of centrality measures which help to analyze
FLOW networks to simplify the process. Nevertheless, the FLOW analysis cannot be
fully automated, since a FLOW network will not include all information – in particular,
interpersonal aspects will be hard to visualize. However, there are some centrality meas‐
ures which help to identify critical points and support the individual analysis. We will
focus on embedding five centrality measures in FLOW analysis.

Degree centrality is a local measure counting the number of edges of a node, i.e.
the sum of sources (in-degree) and receivers (out-degree) of information. In directed
networks, in- and out-degree can be considered as two different values to differentiate
between the quantities of incoming and outgoing information [11]. Applied to FLOW
analysis, degree centrality measures the frequency and the amount of incoming and
outgoing information. Degree centrality is a first indicator for a person being important
for information sharing. It identifies central persons who need to share or receive much
information. A drop out of one of these central persons can threaten project success since
all information passing this person would either be lost or delivered in a longer time.

Closeness centrality measures the average distance of a node to each other node
within the network [11]. It can be seen as a measure for the well-positioning of a person
within a network [10]. This measure assumes that information originates from all other
persons with equal probability and that all information flows along the shortest paths
[10]. A low raw closeness score is an indicator for a person being well-positioned to
obtain novel information early [10]. Nodes with a short distance to other nodes tend to
receive flows sooner, assuming comparable times of information transport between all
nodes in the network. Thus, closeness centrality is normally interpreted as the time until
arrival of something flowing through a network [12]. Persons with high closeness scores
have short distances and hence a high collaboration [13] with other persons and will
receive information sooner. In FLOW analysis, these persons are very important for
information sharing. Identifying these persons is one of the aims of the FLOW method,
since they obtain novel information early. In addition, they bundle much information
that can be shared within the network. In some cases, there are tasks referencing to
several processes. Furthermore, they bundle information of many processes and hence
can transport them to responsive persons. Replacing such persons by farseeing persons
with less closeness centrality would go along with a drop in performance.

Betweenness centrality measures how often a node is located on the shortest (i.e.
geodesic) paths between two other nodes. Persons are central if they have the potential
to mediate the flow of resources or information between other actors [14]. Thus, persons
who can mediate the flow of information between other actors are considered as central.
This measure identifies persons who are indispensable for information sharing between
other persons. Furthermore, regular exits due to holidays, retirement, or termination, can
cause problems since it is difficult to replace the respective persons adequately. There‐
fore, knowing these persons is desirable.

Flow betweenness extends betweenness centrality in two ways: It considers all paths
between nodes and not only geodesics, and it is appropriate for graphs and weighted
graphs in which larger weights indicate stronger ties between actors. Edge weights are
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taken to represent the potential for the flow of information between nodes assuming that
the constraints for a metric in a mathematical view (except for the symmetry in directed
graphs) hold [15]. Applied to FLOW analysis, flow betweenness describes the amount
of information, forwarded by a single person by considering all information transported
via this specific person. These persons are interesting because they coordinate the
process-independent information flow.

As an extension of degree centrality, eigenvector centrality defines actors to be
central if they have ties to other actors who, in turn, are central themselves [14]. In
FLOW analysis, eigenvector centrality identifies persons who are important for infor‐
mation flow since they probably get many information in a short time. Furthermore, they
can share their information with other important persons with little effort. These persons
themselves can share the information so that the information can spread in a short time.

Each of these centrality measures is an indicator for problems concerning the infor‐
mation flow within a team. Hence, we use them to help the FLOW analyst identify critical
points in FLOW networks. Having determined these measures, the FLOW analyst can
interpret the network and help the team ensure the right amount of information flow and
unburden persons who must not fail.

3.2 Transforming Flow Diagrams to Networks

In order to apply centrality measures to a FLOW diagram, the diagram has to be trans‐
formed into a valid network first. The ongoing of this transformation is not trivial, since
FLOW diagrams highly resemble networks but differ in some significant aspects. To
clarify this, we provide a short introduction to structure of FLOW diagrams and their
elements below.

A FLOW diagram consists of information stores, information flows, and FLOW
activities.1 Having a nested structure, a FLOW activity can contain information stores,
information flows, and other FLOW activities. To convert the FLOW diagram into a
network, information stores and information flows can be mapped directly to nodes and
edges of these networks but nested structures need to be dissolved.

As illustrated in Fig. 2, there are three different ways of transforming a FLOW
activity. The left side of the figure shows an example of a FLOW diagram containing
an activity with a nested structure to be transformed. On the right side of the arrows are
all possible alternatives to transform the nested structure of the activity:

1. Directly connecting all incoming and outgoing stores of the activity.
2. Representing the activity through a distinct node connected to all incoming and

outgoing stores.
3. Specifying the underlying information flow structure by deciding for each incoming

and contained store to which contained or outgoing store it has to be connected. In
this case, “A” is defined as an incoming store, “X” and “Y” are defined as contained
stores and “B” is defined as an outgoing store.

1 Refer to [16] for a detailed description of the FLOW syntax.
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Fig. 2. Three alternatives to represent the same FLOW activity (left) in a network (right)

To transform FLOW activities properly, we have to clarify the purpose of the actual
activity first. In the first alternative, store “A” provides information for the activity,
which might or might not be processed and changed in the activity. It is obtained by
neither “X” nor “Y”. “B” receives the possibly changed information. This signifies that
an internal way of processing this information is not considered to be relevant for the
overall process.

In the second alternative, the activity represents an abstract task or sub-process,
which can neither be transformed nor removed. This may occur, if a FLOW diagram
contains uncertain information, which could not be elicited during FLOW interviews.
For example, “A” and “B” do not know how information is being passed in the activity
and “X” and “Y” could not be identified and are thereby obscured for the FLOW analyst.

The third alternative represents a fully unrestricted way of interconnecting incoming
and outgoing stores. This case should be used in all cases except alternative 1 and 2.
This case can occur if the activity contains a sub-process of the overall modelled process.
In this example, “A” provides information for “X”, while “Y” provides information for
“B”.

Only the analyst can decide which alternative of these three above he should apply.
He has to decide for each FLOW activity which case is appropriate and which incoming
and outgoing information stores have to be selected.

3.3 Calculating Key Indicators

We developed a converter to transform FLOW diagrams from xml files created with our
FLOW editor ProFLOW into networks. The transformed network now has to be
analyzed by applying centrality measures. For this task, we use UCINET2 to calculate
key indicators based on our centrality measures depicted above. The converted FLOW
networks can be imported to UCINET, which calculates the key indicators. This process
cannot be done automatically yet because user interaction with UCINET is necessary.
After calculation, the determined key indicators are exported by the analyst for further
analysis of the FLOW network.

2 UCINET is a common used tool for social network analysis.
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4 Discussion

In this section we point out the limitations of our method followed by an interpretation
of our findings.

4.1 Limitations and Interpretation

Applying information flow analysis in a software company does not imply to remedy
all company’s problems, but can improve information flows. Furthermore, findings
uncovered through information flow analysis must be accepted by the company and
implemented by the employees.

The benefit of information flow analysis depends on the chosen flow analysis method.
In our case, we have chosen FLOW to analyze information flows which suited well for
the analyses we conducted so far. Applying the FLOW method takes a lot of time and
is highly based on personal experience. The approach requires a considerable number
of manual steps. One reason is that these steps require a decision from the FLOW analyst
that cannot be automated (see Fig. 2). Another reason is the interface between UCINET
and our ProFLOW editor. UCINET does not allow automated processes. It is likely that
the analysis will become more time-consuming for the analyst but he will gain more
insights.

A way to decrease manual steps would be to integrate the converter into the used
FLOW editor and relieve the user to switch between applications and to choose the
FLOW diagram to convert.

In this contribution we applied centrality measures which can enrich the original
FLOW method. Considering the added information (as key indicators) can lead to results
that have been overlooked before.

5 Conclusion

This paper describes concepts, methods and tools to improve the analysis of information
flows by improving the FLOW method with social network analysis. The approach is
to convert FLOW diagrams into networks and to calculate centrality measures for the
converted diagrams. These centrality measures support the analysis of structure and
meaning of the original FLOW diagram and enables an easier detection of inconsisten‐
cies and anomalies in information flows. This improves processes and procedures in the
project as well as in the entire software company.

We accomplished our goal to reduce the influence of personal experience on the
FLOW method as well as our purpose to uncover more findings in information flows in
software companies.
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Abstract. Project management (PM) capabilities define organizational abilities
of delivering predictable project results in a changing environment. To increase
maturity of the PM capabilities, they need to be formalized, aligned with standards
and best practices, measured, controlled and improved. One of capabilities stand‐
ardization and formalization approaches is to perform capability modelling. This
paper proposes to use the Capability Driven Development methodology to model
the PM capability models because this methodology allows for representing
unique capability delivery context situations and specification of context-aware
PM processes. The paper outlines the capability modelling processes and elabo‐
rates the capability model for the risk management sub-capability. Potential
applications of the capability model are discussed.

Keywords: Project management capability · Capability modelling · CDD
methodology · Capability design tool

1 Introduction

An organizational project management (PM) capability enables success of PM in organ‐
ization and provides processes, technologies and peoples for predictable PM delivery
[1]. PM is a process of applying knowledge, skills, methods, techniques and tools to
project activities to meet the project requirements [2]. Organizational PM is a framework
for aligning PM practice with the organizational strategy by customizing or fitting these
practices to organization context and situation [3]. An organization needs to know what
specific PM practices, knowledge, skills, tools and techniques are necessary for it to
successfully achieve the organization strategy and effective PM [1]. So it is necessary
to identify current organizational PM capabilities, required improvements and establish
a roadmap to implement these improvements [1].

The Capability Maturity Model [4] evaluates an organizational ability to complete
projects successfully and describes practices helping to increase process maturity [5],
[6]. However, the maturity level is not the only factor contributing to the project success
[7]. Similarly, PMBOK [2] describes project management references processes without
considering specific project management situations. Recently, Capability Driven Devel‐
opment (CDD) [8] methodology has been proposed to enable development of organi‐
zational capabilities with respect to specific contextual situation. It defines capabilities
as ability and capacity that enable an enterprise to achieve a business goal in a certain
context. Capability modelling and design ensures formal definition of the PM capability
to provide for evaluation of the current PM capability and its improvement options.
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The purpose of this position paper is to present a PM capability model and illustrate
a process of transforming traditional reference PM processes into context-aware PM
processes suitable for development of context-aware Project Management Information
Systems (PMIS). Development of context-aware PMIS as well as analysis, evaluation
and improvement of the PM capabilities are the main application areas of the PM capa‐
bility model. The main contribution of this work is development of building blocks (i.e.,
PM capability models and patterns) needed for further elaboration of context-aware
PMIS. That enables improvement of maturity of the PM processes on the basis of estab‐
lished PM practices.

The rest of the paper is structured as follows: Sect. 2 describes theoretical background
about the PM capabilities, capability modelling approach and motivation of the PM
capability modelling. Design of the PM capability model is presented in Sect. 3 and
application possibilities of models are discussed in Sect. 4. Conclusions and future work
are presented at the end of the paper.

2 Theoretical Background and Motivation

The PM capability (described in Sect. 2.1.) is one of digital organization’s capabilities
that is important for successful project-oriented organizations and is often evaluated
during tenders and outsourcing together with technical capabilities [2]. Capability
modelling (described in Sect. 2.2.) helps to understand and standardize organization
current PM practices and to understand what PM capabilities an organization has. Other
benefits of the PM capability modelling are:

• Understanding of factors that affect project and PM in an organization;
• Identification of PM capability gaps preventing fulfilment of the strategy;
• Identification of the PM capabilities maturity level and improvement possibilities

based on context situation specific PM practices. Also improvement of quality
management in an organization because many of quality management requirements
(e.g. ISO 9001) are related to implemented PM practices;

• Helping to understand requirements and to choose PMIS for an organization;
• Helping to understand configuration requirements of PMIS for a particular project;
• Movement towards design and development of the context adaptive PMIS.

2.1 Project Management Capability

The PM capabilities includes peoples, processes and technologies [1]. Effective PM
requires the right peoples with right skills [1] and is one of organization challenges to
get these peoples. The PM capability focuses to PM processes, but also needs to review
related process in project oriented organization – product related and support processes
[2]. All processes need to be tailored to organization context situation and standardized,
measure, controlled and improved to achieve higher processes capability [1]. From the
PM capability perspective, processes of organization project [2], program [9] and port‐
folio management [10] need to be considered. The third element of the PM capabilities
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is technologies available to the organization. For example, PMIS that supports imple‐
mentation of processes and helps people to perform their tasks.

2.2 Capability Modelling Approach

The capabilities are modelled using concepts defined in the capability meta-model [8]
(simplified view of main concepts given in Fig. 1). Every capability has goals and
achievement of these goals is measured by indicators or KPI. The context (context set,
context element range, context element, context element value) defines circumstance
affecting capability delivery and also defines context situations in which the capability
being able to deliver. The capability delivery is supported by a process. Process variants
can be constructed for dealing with specific capability delivery context situations.
Patterns are used to support capability design. The patterns provide reusable solutions
for capability delivery. They are also characterized by their context, which defines
situation when this pattern is applicable.

Capability Goal

Indicator KPI

ContextSet

ProcessProcessVariantPattern

ContextElementRangeContextElement

Context Situation

Context Element 
Value

1..*

consists of

1

1 1..*
*

influences

*

*

requires

1
0..1

supported by

1

1..*

requires

1..*

1..*

motivates

1..*

1

has

*

1

requires

0..1

1

requires

0..1

11..*

1

consists of

1..*

11..*

1
has value

1..*

0..1

requires

1..*

Fig. 1. Main concepts of capability modelling

3 PM Capability Design

According to the CDD methodology, the capability design process can be organized
following various pathways [11]. For the PM capability design purposes the capability
modelling is organized according the following pathway [12]:

1. Define and name capability;
2. Define the capability goals;
3. Model context - identification of contextual factors affecting the capability;
4. Define main activities of process supporting the capability;
5. Identify process variation - indicate process dependences on context;
6. Specify of capability indicators and KPI;
7. Identification of appropriate patterns in pattern repository and integration in process.
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The capability model designed provides a capability overview and an elaboration of
one of the sub-capabilities, namely, project risk management capability. The capability
model is divided in several sub-models and CDT (Capability Design Tool) [12] is used
for modelling.

The PM capability consists of interrelated sub-capabilities in different levels:
project, program and portfolio (Fig. 2 demonstrates PMI view to PM sub-capabilities
based on [2, 9, 10]). There are interrelated and shared elements among the sub-capabil‐
ities. Some of the sub-capability have duplicated names in different levels but these
capabilities have specific meaning in each level. The main PM capability is “Effective
and efficient PM” [1].

Fig. 2. Composition of PM sub-capabilities

Definition of the goals is similar to enterprise modeling [13] but in the case of the
PM capability that also has been distributed to different levels. It is possible to define
goals for the main PM capability and also separately for each sub-capability. Figure 3
summarizes main goals of the PM capability according to PMI [3]. The main goal and
focus of the PM capability is to derive business value from implementation of practices.

Fig. 3. Goals of PM capability based on [3]

The context situation of the PM capability depends on such contextual elements as
domain, structure of organization (also geographical distribution and location), culture,
technologies, human resources, project and other characteristics. The impact of these
context elements on project success have been analyzed in several investigations: culture
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aspects [14]; culture, industry and PM practice/technology [15]. Similarly, as for the
goals, the context can be modelled for the main PM capability and also for each sub-
capability. The context model helps to identify environment in which the organizational
PM capability works. Some example: PM in local project (location in one country) will
differ from global project (involved different countries, team distributed in different time
zones) or IT and construction PM capabilities also is deliver differently. A fragment of
the general PM context model is given in Fig. 4. that includes culture, geographical
distribution and project characteristics context elements.

Fig. 4. Fragment of the PM context model

The next step is definition of the capability delivery process. This task is performed
for each PM sub-capability. The process initially describes base activities what is
followed by identification of context dependent variations in the next step. The risk
management capability process is considered for demonstration purposes. The reference
risk management capability process and sub-processes are summarized in Table 1.

Table 1. Processes of project risk management

Name Process 
Project risk 
management  

Risk identifica-
tion 
Risk analysis 

Risk treatment 

Risk monitoring 

Design of Project Management Capabilities 391



Context situation changes affect the capability delivery process and require process
variations. The process variants can be viewed as execution scenarios of the delivery
process in a specific context situation. The process variations for the context situations
define in Fig. 4 are: local Europe software development (this process variant describes
the process of managing a software development project in Europe performed by a team
located in one country) or global Asia software implementation (software implementa‐
tion in Asia performed by a globally distributed team). Process variants are identified
for each PM sub-capability and can be aggregated in an overall process for the main
capability. To identify the process variation can be used systematic analysis of process
variation points (process gateway where decision depends on context element value;
example of variation point is in Fig. 5.) and it combinations during the process.

Fig. 5. Updated risk identification process

The indicators are used for performance evaluation of the capability delivery. Clas‐
sical PM capability indicators according to successful project definition [2] are time,
quality and budget, and number of satisfied customer and other indicators. At least one
indicator is needed to be defined for each PM sub-capability. In the risk management
capability example, percentage of occurred unidentified risks is one of the indicators.

During capability design, the patterns are used as recommendations or solutions for
process execution in a particular context. They are stored in the pattern repository [16].
Some examples of the PM patterns are given in Table 2. These example patterns are
related to risk management capability and propose solutions for risk identification in

Table 2. Examples of PM patterns

Pattern prob-
lem 

Context and other 
characteristics 

Solution 

Pattern 1: 
Risk identifica-
tion for low 
priority project 

Project priority = 
normal
Capability = project 
risk Mgmt

Pattern 2: 
Risk identifica-
tion for critical 
project 

Project priority = 
critical
Capability = project 
risk Mgmt
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two context situations – one solution for critical priority projects and other for normal
priority. The risk identification process after integration of these patterns is given in
Fig. 5. After this update, the risk identification process becomes more elaborated and
relies on best practices. Its performance depends of two context elements – area (change
basic risk checklist used for review) and risk priority (change processes of risk identi‐
fication and create process variation point). During pattern identification and integration
new process variation points and new process variants can be identified. Figure 5 shows
these new context dependent variation points for the risk identification sub-process.

4 Application of PM Capability Models

As mentioned in Sect. 2, there are different benefits of capability design and modelling
what can be summarized as two application directions of the developed capability
models:

1. Organization PM capability analysis. There are several objectives of this analysis,
for example, to analyze problems and to evaluate context that affects the organization
PM capabilities; to evaluate capabilities and identify capability gaps; benchmarking
against the best practices and identification of improvement possibilities to increase
the maturity level of the PM capability; and to evaluate possibilities for attaining
new capabilities.

2. PMIS tailoring to support contextual process variability what is discussed in more
detail below.

PMIS is a standardized set of automated tools and techniques used in PM for plan‐
ning, execution, management and closing of the project, as well as for collecting,
combining and distributing project information [2]. PMIS is also part of PM capability
and its quality impacts the PM capability. PMIS provides a wide range of functions
directly supporting PM, as well as tools for its configuration and modification, where
configuration is perceived as the most appropriate PMIS setup depending on project
situation [17]. Definition of the PMIS configuration requirements must include the
following information [17]: data entities used in project; attributes of each data entity;
and processes related to the data entities. The capability model specifies the specific
project situation by defining context situations. It helps to understand data entities, their
attributes and processes.

During the configuration of context-aware PMIS is proposed to separate a core PM
system and a context adaptive part. The core PM system implements processes often
using packaged PM systems such Jira or Microsoft Project Server. Context specific
processes would be setup dynamically depending on the observed context situation. That
is to be performed by the context adaptive part according to specifications provides in
the capability model. Context data might be static or dynamic and context brokering
solutions could be used for retrieving dynamic context data.
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5 Summary and Conclusions

This paper introduces the PM capability models and describes PM capability design
process and challenges. Design of the PM capabilities helps to document and formalize
the PM processes in an organization, understand the context situation in which the
organization can ensure predictable project results. Main application directions of the
PM capability model are the organization PM capability analysis, and PMIS tailoring
to requirements of the organizational PM capabilities.

PM capability modelling is complicated by a number of issues:

1. The PM capability is not one capability but it consists of interrelated sub-capabilities.
In this paper, one of the sub-capabilities is elaborated. Each particular organization
needs to decide how to organize sub-capabilities because they can be joined and
spilled differently. For example, risk/communication management in all level will
be one capability or it will be separate for project, program and portfolio level.

2. The PM context varies among sub-capabilities. Each sub-capability might have its
own context situation. Context granularity also should be decided upon, for example,
location can be identified with continents or country.

3. The PM processes contain many interrelations and cycles. The processes include
many variation points and their combinations. Many processes are organization
dependent and are related to product delivery and support process details.

Currently developed capability models reported in this paper are derived from PMI
standards. That demonstrates that the PM capability models allow adopting existing
general practices and standards for modelling of context-aware PM processes. On the
other hand, that limits a breath of context situations covered to those envisioned in the
PMI standards. Consideration of other PM standards and practices is needed to cover a
wider range of context situations and will be tackled in future research activities.

Future work will focus to three directions:

1. Modelling: modelling of different PM sub-capabilities with focus to design of the
general PM capability. This general PM capability can be used as a base for design
or evaluation of particular organization capability.

2. Development the context-aware PMIS as outlined in Sect. 4: research of possibilities
to design the context adaptive PMIS from methodological view and also from PMIS
functionality and possibilities to support adaption according to the context changes.

3. Creation of the PM pattern repository: design of the PM pattern repository will
ensure collection of PM practices and reusable solutions.

Case studies of the organization PM capabilities and the pattern repository usage and
experimental designs of the context-aware PMIS also will be performed.

Acknowledgement. Support for this work was provided by the Riga Technical University
through the Scientific Research Project Competition for Young Researchers No. ZP-2016/24.
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Abstract. In recent years, the DevOps phenomenon has attaracted
interest amongst practitioners and researchers in software engineering,
reflecting the greater emphasis on collaboration between development
and IT operations. However, despite this growing interest, DevOps is
often conflated with agile and continuous deployment approaches of soft-
ware development. This study compares DevOps with agile, lean and
continuous deployment approaches in software development from four
perspectives: origin, adoption, implementation and goals. The study also
reports on the claimed effects and on the metrics of DevOps used to
asses those effects. The research is based on an interpretative analysis of
qualitative data from documents describing DevOps and practitioner’s
responses in a DevOps workshop. Our findings indicate that the DevOps
phenomenon originated from continuous deployment as an evolution of
agile software development, informed by a lean principles background.
It was also concluded that successful adoption of DevOps requires agile
software development.

Keywords: DevOps · Agile · Lean · Continuous deployment · Effect

1 Introduction

According to Sharp, Robinson and Woodman [1], the software engineering (SE)
field is characterized by rapid change and constant emergence of new paradigms
that dominate most research agendas. In recent times, DevOps and the con-
tinuous deployment (CD) paradigm have attracted widespread interest among
SE practitioners and researchers [2,3]. With the increasing diversity of soft-
ware development approaches described under the general heading of DevOps,
practitioner-led forums have highlighted a lack of clarity around the use of this
term, which has become an umbrella for more definitive terms appearing mostly
in mobile and web contexts [4]. DevOps is commonly associated with related soft-
ware development approaches—especially agile, continuous delivery and CD—
to the extent that it is often conflated with these terms. While there are some
similarities, it remains crucial to differentiate between these concepts in order
c© Springer International Publishing AG 2016
P. Abrahamsson et al. (Eds.): PROFES 2016, LNCS 10027, pp. 399–415, 2016.
DOI: 10.1007/978-3-319-49094-6 27
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to clarify the contribution and significance of DevOps for both practice and
research.

As a blend of the words ‘development’and ‘operations’, DevOps emphasises
cross-functional collaboration within and between teams, with the goal of accel-
erating delivery of software changes [5]. Adoption of DevOps has many benefits;
in particular, it enables better collaboration and reduces time to market of new
features to production [6]. According to Dingsøyr and Lassenius [3], the lead-
ing edge of DevOps is driven by the industry and consultants, with research
lagging behind in synthesizing and systematizing knowledge and in testing the
many claims made by proponents of the concepts. Among studies emerging to
address this concern, DevOps has been compared and contrasted with release
engineering practices [5] and roles [7].

As part of a broader goal of improving understanding of the DevOps phenom-
enon, the present study seeks to clarify the relationship of DevOps to associated
software development approaches. Specifically, an interpretative analysis of data
collected from online sources and from a workshop with practitioners explores
the relationship of DevOps to agile software development, lean software devel-
opment and CD. The article also reports on the claimed effects of DevOps and
on the metrics used to assess those effects. The study addresses the following
research questions.

– RQ1. How does DevOps relate to agile, lean and CD?
– RQ2. What are the claimed effects of DevOps, and what metrics can be used

to assess those effects?

The rest of the paper is organised as follows. The next section describes the
background of DevOps and related work. Section 3 details research method, and
the results are presented in Sect. 4.

2 DevOps: Background and Related Work

The essential purpose of DevOps is to align the incentives of all those involved in
delivering software, with a particular emphasis on developers, testers and opera-
tions personnel [6]. The term has been popularised through a series of DevOps-
Days, which started following a presentation by Patrick Debois and Andrew Clay
Shafers at the 2008 Agile Conference [8]. This phenomenon, and in particular
the definition of DevOps, has been said to lack clarity [4,5]. The first definition
that can be considered scientific was proposed by Penners and Dyck [5] in 2015.
In 2016 Lwakatare, Kuvaja and Oivo [4] advanced the proposed definition as fol-
lows ‘a mind-set substantiated by a set of practices to encourage cross-functional
collaboration between teams—especially development and IT operations—within
a software development organization, in order to operate resilient systems and
accelerate delivery of change’. This enhanced definition was validated by ana-
lyzing descriptions of DevOps by practitioners in online documents such as blog
posts.
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DevOps is often associated (or used interchangeably) with the concepts of
agile software development and CD. In their book1, Bass, Weber and Zhu [9]
note that the emphasis on the relationship between DevOps and agile practices
is one characterization of DevOps. Refering to IBM’s disciplined agile delivery,
they describe how DevOps adds to agile practices. According to their account
[9], DevOps practices affect and relate to all three phases of IBMs framework:
inception, construction and transition. For instance, the construction phase of
disciplined agile delivery includes key elements of DevOps practices, which are
also agile practices that collectively play an important role in the ability to
automate the deployment pipeline [9]. These key elements include code branching
management, continuous integration (CI) and CD, whilst automated testing is
considered to be incorporated [9]. CD differs from continuous delivery; while
the latter aims to keep software in a constantly releasable state [3], CD also
automates the final step of delivering software to production as soon as code is
checked-in and all automated tests have been successfully passed [2]. CD enables
businesses to reduce cycle time so that feedback is quickly obtained from users.
In addition, the risk and cost associated with production deployments is reduced
and managed, as there is improved visibility in the delivery process itself [6].

Few studies have compared and contrasted DevOps with other areas of estab-
lished knowledge and practices in SE. Penners and Dyck [5] recognised that the
lack of a clear definition of DevOps means that the term is easily confused with
or used as a synonym for other terms, such as release engineering. In investi-
gating their differences and relationship, Penners and Dyck [5] found that, as a
discipline concerned with establishing and improving the process of delivering
high-quality software to customers in a holistic manner, release engineering is
broader in scope than DevOps. While not itself a discipline, DevOps stresses
the improvement of collaboration between development and operations teams
through cultural change in the operation of resilient systems and accelerated
delivery of software changes [5]. Kerzazi and Adams [7] compared the main
tasks of release and DevOps engineers by analysing online job postings, con-
cluding that the role of a release engineer is broader than that of a DevOps
engineer because the former combines the principal activities of DevOps and
traditional build engineers. The present study aims to improve understanding
of the DevOps phenomenon by comparing and contrasting DevOps with other
software development practices, especially agile, lean and CD.

3 Research Method

Adopting a qualitative research approach, data were collected from (1) non-
scientific documents, (2) scientific articles and (3) responses from practition-
ers who participated in a DevOps workshop. Scientific articles were gathered
by expanding our previous literature search on DevOps [10] to include recent
publications from November 2014 to March 2016. Non-scientific documents
were collected using the multivocal literature review (MLR) method [11–13].
1 For more detail, see [9], pp. 12–13.
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Research Area Data Collection Data Analysis Results and
Reporting

DevOps
phenomenon

Transcribed
workshop audios

3.

Scientific
documents

Responses from
practitioners

Include 22 studies from
Lwakatare et al. and
extend literature search
untilMarch 2016

Search ”DevOps” in 5
databases and include
studies based on
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1. 2. 3. From step 1 and 2,
include studies
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of paper
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1. 2.Audio record and
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Literatures

Perform Google
Search of ”What is
DevOps”

Include ML first based on
intial coding and then on
paper RQs

1. 3. Quality assessment
based on the metadata
classification

RQ1.
RQ2.

2.

Fig. 1. Research process

The responses of practitioners were obtained during a half-day workshop con-
ducted on 25 April, 2016; the workshop was attended by eleven practitioners
from seven companies involved in the Need for Speed (N4S) project2. Thematic
analysis was used to analyse the collected documents. The research approach is
summarised in Fig. 1.

3.1 Data Collection: Non-Scientific Documents

The first part of the data collection process involved non-scientific documents,
such as blog posts and trade journals that are collectively known as grey or
multivocal literature (ML) [11–13]. ML typically comprises a large collection
of readily accessible writings available in a wide variety of forms. Because it
contains the views of a diverse set of authors and incorporates different research
(or non-research) logics, it is important to have a clear goal prior to ML data
collection. Here, the overall research goal of an MLR was to understand how
different practitioners variously describe the DevOps phenomenon. The goal of
this study—to identify how DevOps relates to agile, lean and CD—emerged from
initial coding within that overall goal.

There is no explicit guideline for collecting ML, and it is an acknowledged
challenge that the diversity of ML means that it cannot be collected and assessed
in the same way as scientific literatures. For this reason, data collection was
informed by procedures recommended or adopted by other authors using simi-
lar methods, including Ogawa [11], Tom, Aurum and Vidgen [12] and Garousi
and Mäntylä [13]. The data collection procedure took account of the following
aspects: (1) data sources and search strategy, (2) inclusion and exclusion and
(3) quality assessment.

2 http://www.n4s.fi/en/.

http://www.n4s.fi/en/
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– Data Sources and Search Strategy. The Google search engine was used to locate
ML from the World Wide Web, using the query ‘What is DevOps?’. From the
retrieved records, links to search results were reviewed page by page, and the
outputs of each link were saved in PDF format. This procedure was followed
until pages showing job adverts began, at which point the review was stopped.
In total, 230 records were gathered for inclusion in the next step.

– Inclusion and Exclusion. All 230 documents were imported into NVivo3 for
initial analysis. Inclusion or exclusion of records was simultaneous with ini-
tial coding. No pre-defined themes were used; instead, themes were allowed to
emerge from the data. The process also involved the classification of records
with different attributes, such as author information (e.g. name, role and place
of work) and source information (e.g. publication year, forum and link). Fol-
lowing the review of all 230 documents, 201 sources were identified as relevant
while 29 were excluded as either duplicates, video links, pointers to catalogues,
course adverts, certification adverts or presentation slides. The initial coding
identified ‘claimed effects’and ‘DevOps in relation to agile, lean and CD’as
new themes for further analysis; the first of these was found in 66 and the
second in 75 of the 201 documents.

– Quality Assessment. Quality assessment was performed mostly during the clas-
sification of sources by metadata. This process provided information about
author and source, as well as the minimum information required to establish
credibility.

3.2 Data Collection: Scientific Documents

The second part of the data collection process involved scientific studies, using
as a starting point 22 scientific documents already identified in our previous
study [10] and adopting a similar approach to identify new scientific documents
published after 11 November 2014. Because of the large number of retrieved
studies, snowballing was not used. The procedure adopted (both previously and
here) involved the following steps.

– The search term ‘DevOps’ was used to search and retrieve documents pub-
lished after 11 November 2014 from the following five databases: ACM Digital
Library, ISI Web of Science, Science Direct, IEEE Xplore and Scopus. Refine-
ment of publication year for each database yielded a total of 340 documents,
distributed as follows: ACM (41), Web of Science (37), Science Direct (72),
IEEE Xplore (72) and Scopus (118).

– Similar inclusion criteria were applied to scientific documents; these were (a)
relevance to the topic, (b) peer review and (c) publication in a scientific journal
or in conference proceedings. Following exclusion during the first stage of 104
duplicates and 55 irrelevant document types, such as glossaries, indexes and
prefaces, a total of 181 studies remained. The inclusion criteria were then fur-
ther applied by reading titles and abstracts for relevance to the topic, as well

3 http://www.qsrinternational.com/what-is-nvivo.

http://www.qsrinternational.com/what-is-nvivo
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as publication forums (for peer reviews and publication in scientific journals
and conference proceedings). On that basis, 87 studies in total were identified
and added to the 22 previously selected studies for analysis. For the current
study, a fourth criterion was added, including only those publications dis-
cussing agile, CD and lean in addition to DevOps. Ultimately, 33 studies were
included in the present analysis to address the research questions.

3.3 Data Collection: Practitioners

The last source of data was a workshop conducted with practitioners involved
in the N4S project. This is a large national programme that aims to create the
foundation for software-intensive Finnish businesses in the digital economy, in
which participating companies seek to develop real-time experimental business
models and capability for instant value delivery, based on deep customer insights.
The workshop sought to identify what DevOps means to practitioners and how
they have implemented the approach in practice. Any effects attributed to the use
of DevOps and their associated metrics were also explored. The workshop session
was organised by researchers from three institutions. Two researchers facilitated
the session by posing a question to the practitioners, who then worked in small
groups and presented their answers, using flipcharts as communication aids.
The presentations and discussions were recorded and subsequently transcribed
for analysis.

3.4 Data Analysis

Using thematic analysis, all data from the literature search, MLR4 and workshop
were saved and analysed in NVivo. Thematic analysis is a process for identifying,
analysing and reporting data patterns (themes); according to Braun and Clarke
[14], this process has six phases. The first phase of thematic analysis, familiari-
sation with data, was conducted in tandem with the second phase, generating
initial codes. The initial codes were identified inductively from ML documents
into categories (themes) related to the initial research objective (describing the
DevOps phenomenon). The analysis yielded multiple themes, including the two
considered here: (1) DevOps in relation to agile, lean and CD and (2) Claimed
impacts of DevOps and metrics. These two themes were also used for deductive
coding of scientific articles and responses from practitioners. The third phase of
thematic analysis, searching for themes, was executed during the second iter-
ation of coding, which involved inductive coding of the above two categories.
In addition to thematic coding, some elements of discourse analysis were used
specifically in the coding of emerging sub-themes for DevOps in relation to agile,
lean and CD practices, focusing on the words that authors used in explaining
their understanding of the concept. Discourse analysis is often utilised to under-
stand what people are using language for in a given situation. After completing

4 Link to list of ML: http://tinyurl.com/z3jpu5v.

http://tinyurl.com/z3jpu5v
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the second iteration, themes were reviewed for refinement, naming (e.g. adop-
tion, implementation) and subsequent reporting in order to complete the fourth
(reviewing), fifth (defining and naming themes) and sixth (producing report)
phases of thematic analysis.

4 Findings

This section presents the results of the analysis in respect of the two research
questions. Figure 2 shows a comparison of included MLR and scientific articles.

4.1 How DevOps Is Related to Agile, Lean and Continuous
Deployment

The analysis showed that authors relate DevOps to agile, lean and CD with
respect to four main topics: (1) origin and background, (2) adoption, (3) imple-
mentation and (4) goals. Table 1 (at the end of section) summarises these findings.

0
10
20
30
40
50
60
70
80

N
um

be
r
of

do
cu
m
en
ts

Total number of documents per
publication year

ML Scientific Articles

0

50

100

150

200

250

ML Scientific Articles

N
um

be
r
of

do
cu
m
en
ts

Total number of documents discussing
DevOp in relation to Agile, Lean and CD

Documents discussing DevOps in relation to Agile, lean and
CD

Fig. 2. Publication years and number of included ML and scientific articles.

DevOps and Agile Software Development

1. Origin and Background. Most ML items described DevOps as an evolution
or extension of agile software development—in particular, of agile principles
and values as specified in the Agile Manifesto—with the aim of applying to
operations the same values, ideas and practices of agile software development
applied by developers. A similar claim was identified in scientific articles [15–
19]. In addition, some ML and scientific articles framed DevOps as a type or
part of agile software development [20–22].
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2. Adoption. DevOps has also been related to successful adoption of agile soft-
ware development. While few ML and scientific documents reported on the
latter, those that did so described agile methods as the key factor in using
DevOps [23–29]. The arguments fell into two categories. First, agile methods
are well established [28], and their emphasis on cooperation among stake-
holders helps to formalise similar collaborations between development and
operations [18,24]. For this reason, IT organisations applying agile methods
will find DevOps familiar and easy to use and work with [25,27]. Second, most
of the practices advocated by DevOps are incompatible with the traditional
waterfall approach because one of the main goals of DevOps is to deliver new
software features frequently and quickly [22,29]. On the other hand, use of
agile methods does not in itself amount to adopting DevOps, unless collabo-
ration with operations has been established to address challenges of deploying
and operating software in live environment where customers can appreciate
the value of software in the same time support continuous flow of work. The
latter was evidently an important learning point for practitioners during the
workshop; as one practitioner put it,

“I think that when we talk about success factors, we want to emphasise
people and commitment over technologies. This is a somewhat familiar
idea from the agile world, but when you talk about DevOps, many
people immediately mention CI and Jenkins and Docker; these are
useful tools as well, but I think that the best DevOps achievement
was just me and one of the ops guys sitting down and setting up the
initial environment together. The most important thing is to get the
communication going, and it helps a lot when you have that element
of commitment.”

3. Implementation. DevOps is also related to the implementation aspect of agile
software development, as evidenced by two main points deduced from ML
and supported by scientific articles. First, DevOps builds upon agile soft-
ware development practices, especially continuous integration [22,26,30–33],
as well as on existing software development roles in agile methods. Second,
DevOps practices enhance existing agile practices and roles by also taking
account of operations activities. In this latter regard, rethinking the day-to-
day working relationship of the development team with the operations team
and using agile principles to guide interactions between the two groups usu-
ally helps [17,24]. For instance, one ML source listed improvements to Scrum
methodology when using DevOps [34]. Additionally, the following response
from a practitioner in a large non-consultancy organisation elaborated on the
implementation aspect:

“One of the things I came across is learning, and then collaboration.
Breaking the silos and enabling communication channels increases the
organisations overall competence. Because people are learning and col-
laborating, youre able to iterate these cycles faster and faster. Even
in a big organisation, this enables quite a lot of things, like the ability
to break down bureaucracy and silos. In one instance, a big customer
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took a build directly from a CI at the end of the day. Normally, that
build should have ended up with the customer after six months because
of the bureaucracy chain. As a result, learning happened because some-
body took this step and learned that he can take the build directly from
the CI and put it in a live system.”

However, unlike agile software development, DevOps does not have method-
ologies such as Scrum and extreme programing. Instead, DevOps embodies
a vast and diverse set of practices, from which some patterns can be identi-
fied [23] and generically applied under certain conditions, depending on the
environment [30].

4. Goals and Values. DevOps and agile software development are driven by sim-
ilar basic goals and values. First, in terms of organisational silos, DevOps
tears down the walls between developers and operations, not unlike how agile
methods tear down the walls between the development team and the cus-
tomer, as well as walls within the team. DevOps requires the development
team to work closely with the operations team and to understand its needs
and priorities in much the same way as agile methods require developers to
work with the customer to understand real business needs and priorities and
to solve business problems together. Second, DevOps brings more decisions
about how the total system is set up and run to the level of the dev-and-ops
teams, just as agile methods bring more decisions on how the system needs to
work down to development team level. Moreover, when their goals are com-
bined, DevOps and agile software development focus on rapid and incremental
releases, gathering feedback quickly and correcting problems [35].

DevOps and Continuous Delivery/Deployment

1. Origin and Background. Some ML authors [8,36] have argued that DevOps
emerged directly from CD during a presentation given by John Allspaw and
Paul Hammond at a Velocity conference in 2009. On that occasion, Allspaw
and Hammond showed how Flickr used the DevOps approach to deploy soft-
ware updates to production multiple times a day [8,36]. CD represents a
step forward from continuous integration, and DevOps is required in order
to complete such a step [37]. DevOps in context of CD highlights issues and
challenges of deploying software updates on continuous basis (and in fast iter-
ations) to production environment whilst also ensure reliable operability of
the live environment. When asked why the embedded systems company he
worked for had decided to introduce DevOps, one practitioner explained:

“We saw that infra-development separation doesnt work anymore. The
mindset has changed a lot in recent years. We need increased trans-
parency and getting things done. We have and are doing continuous
integration—CI mostly—but if were going forward from CI, we need
to have this DevOps going on.”

2. Adoption. According to many ML and scientific articles [16,26,33,35,37–43],
using DevOps is a necessary and potentially great way to achieve CD.
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The split between developers and operations is a major obstacle to fast and
frequent software releases; DevOps can bridge the gap by enabling more effi-
cient collaboration [44]. The use of DevOps facilitates continuous software
updates in both web and embedded systems domains [45]. However, the use
of DevOps in the embedded systems domain raises a number of concerns
[26,30,45], including competency challenges related to the use of technologies
not traditionally associated with embedded systems, such as cloud systems
in cyber-physical and embedded systems [45]. These concerns were also men-
tioned by two practitioners from a telecommunications company. According
to the first, who heads a global efficiency team,

“We have many product creation teams; I dont know how they do
DevOps in detail, but in general, I know that were not doing very
much product development using DevOps principles.”

The second practitioner (from network management) explained the reason for
this:

“For example, in our product line, were still looking into what it would
mean for us as a very large organisation of 2000+ people to move
towards DevOps. Were still struggling with CD, even for internal pur-
poses. We have our internal customers to do the network integration
and network verification, in which multiple different product lines are
delivering multiple different products for integration as one system. So
lets say that were struggling with the scale of this work and the multi-
plicity of different organisations, as well as the different parts of the
different organisations and were not even talking about the operator
customer yet, at this point in time.”

3. Implementation. Both ML and scientific articles agreed that the practices
and tools advocated by DevOps help to achieve CD. Some of these prac-
tices involve: (1) organisational and cultural changes designed to eliminate
the gap between development and operations, (2) automation of deployment
process in the deployment pipeline, (3) automation in infrastructure manage-
ment to ensure reliability, reproducability and programatic operations and,
(4) monitoring that ensures reliable operations and feedback [42,44,46–48].
Both sources claimed that CD implementation typically includes a deploy-
ment pipeline in which tests and the deployment process are automated
[19,35,46]. This deployment pipeline is an automated delivery process involv-
ing software changes from version control and software building through mul-
tiple stages of testing and deployment until a new software version is delivered
to users [49]. The process includes automated monitoring of software quality
and performance at multiple stages in order to obtain feedback quickly. Use of
a deployment pipeline may mean that developers are responsible for testing,
deploying and monitoring software [24].

4. Goals and Values. Both DevOps and CD share a background in agile and lean
thinking. For that reason, they exhibit the same driving goals and values (i.e.
small and quick changes with a focus on the end customer) but from differing
perspectives [50]. In particular, CD is much broader than DevOps in the
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sense that it’s focus on fast, frequent and rapid releases requires incorporating
additional changes in software delivery organisation such as business model.

DevOps and Lean Software Development

1. Origin and Background. Most of what has been addressed in DevOps is
informed by a lean thinking background [26,30]. Lean thinking goes further
than agile software development by emphasising that software development
does account for the entire IT value stream. In the same way, the DevOps
approach seeks to optimize the whole process as required in lean software
delivery [26,51].

2. Adoption. The Japanese word kaizen, meaning continuous improvement, is
often used in the lean software development context [31,52]. A kaizen culture
is described as implementing behaviour that continuously shows improve-
ments [31,52]. Applying kaizen thinking results in focused attention on
increased feedback and a culture of collaboration between developers and
operations [52].

3. Implementation. ML and scientific documents related DevOps implemen-
tation to lean software development in terms of the product development
process flow, encompassing a systems thinking approach (i.e. end-to-end inte-
gration of product development processes). In contrast to batch-and-queue
thinking, product development flow requires effective teamwork beyond the
software development function to effectively and immediately connect the
actions of product design, implementation and testing, as well as deployment
of product features once requirements are identified [31]. In addition, devel-
opers can improve decision making about incremental product improvements
by exploiting operations knowledge. This highlights the effective utilisation
of a short feedback loop in eliminating waste and moving beyond individual
performance to system performance, informed by insights into product qual-
ity [38]. An ML author [53] argued for the use of kanban in implementing lean
software development, and this sits well with DevOps. This argument finds
empirical support in [19,47]. Schneider [19] advocates kanban rather than
Scrum because of the potential to work immediately on high priority targets
for feature development and particularly on tasks that need to be performed
at once when they are occurring e.g. reacting on the basis of insights or
anomalies from production.

4. Goals and Values. DevOps incorporates lean principles and thinking into the
entire IT value stream, which extends development into production.

4.2 DevOps Effects and Metrics

Reflecting the dynamic nature of the DevOps concept, the analysis suggested
a wide range of effects and metrics for measuring DevOps success. Table 2 lists
some of the frequently claimed effects of DevOps and associated metrics identi-
fied in this study. (The list is not exhaustive.) The analysis focused on identify-
ing claimed effects of DevOps from ML and on validating those claims, based on
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Table 1. Summary of DevOps in relation to agile, lean and CD findings

DevOps as related to Results Source

Agile Agile software development principles,

values and practices are required for suc-

cessful adoption of DevOps

58 of 75 ML 21 of 33 sci. doc.

CD DevOps implementation is necessary to

enable CD

36 of 75 ML 23 of 33 sci. doc.

Lean Lean software development principles

and practices inform DevOps implemen-

tation

22 of 75 ML 9 of 33 sci. doc.

scientific articles and practitioners workshop responses. While there was some
evidence of a correlation between different claimed effects, this was not of imme-
diate interest here. Most authors of ML described the effects with reference to the
annual State of DevOps survey reports (by Puppet Labs) and the 2015 annual
State of DevOps (by Delphix) as supporting evidence. One limitation is that
the identified effects were too generic, and it remains difficult to argue that such
effects are based entirely on the integration of operations and development.

Most of the claimed effects of DevOps and associated metrics mentioned in
ML were also reported in the scientific articles. For instance, Farroha [18] listed
advantages of DevOps and key performance indicators that can be used to assess
the approachs success in an organisational context. However, only a few studies
provided empirical evidence of the claimed effects, such as improved release
cycle time [35] in the context of an e-commerce platform and [46] in a project to
develop and deliver a system to network service providers. Claims about DevOps
effects and metrics similar to those reported in ML were identified from the
workshop with practitioners, who were asked to name the most important effect
of DevOps in their organisation and how this was measured. Importantly, other
factors such as context, customers and type and maturity of the project/product
emerged as key considerations in relation to effects and metrics.

5 Discussion and Conclusion

The aim of this study was to explore DevOps in its relationship to agile, lean and
CD. Our findings confirm that the DevOps phenomenon originated from CD as
an evolution of agile software development and is informed by a lean principles
background. While claimed DevOps effects and metrics were also identified here,
most lacked sufficient empirical support. These findings invite four conclusions

– Agile software development principles, values and practices are required for
successful adoption of DevOps.

– DevOps implementation is necessary to enable CD.
– Lean software development principles and practices inform DevOps implemen-

tation
– Effects of DevOps include the ability to release software quickly, frequently and

with improved quality. However, the use of popular metrics such as deployment
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Table 2. Summary of DevOps Effects and Metrics

Source

ML Sci. docs Practi.

Effects

Fast and more frequent releases/deployments (fast

time-to-market, shortened lead time, rapid releases)

58 [18,21,23,30,37,45–47,49] X

Improved quality and reliability of software product,

deployments and infrastructure

25 [18,23,46,51] X

Increased efficiency through automation 22 [16,35,47,49] X

Increased innovation and customer experience 18 [18,45]

Fast recovery time following unexpected events,

security flaws etc

16 [18,21,30,48] X

Increased transparency and collaboration between

stakeholders especially developers and operations;

Improved employee morale and work culture

15 [19,31,37] X

Lower chance of product failure once deployed 14 X

Maintainability and scalability of infra, Ops

processes

13 [16,23,29,37]

Cost saving (associated with effective utilization of

resources, reduced outages and automation)

13 [16] X

Frequent operational and user feedback 8 [18,45] X

Metrics

Deployment frequency/rate 13 [37,46,51] X

Mean time to recover 12 [18,21,47] X

Cycle/Lead Time (Time required to release software to

production)

12 [30,46,47,51] X

Change success/failure rate 11 [47]

Frequency of production failures/outages 6 [47]

Customer/business associated metrics (customer

satisfaction, conversion rate, sales)

6 [23,47] X

rate and cycle/lead time are insufficient to determine whether these effects
arise from implementation of DevOps or other approaches.

While the supporting empirical evidence was poor, many sources (especially
ML) stood over many of the presented claims. The lack of empirical evidence
suggests that DevOps is still in its infancy. Additionally, most discussion of
DevOps is confined to informal talks, workshops and events in forums outside
more formal dissemination channels.

In conclusion, it seems clear that the DevOps concept is often conflated
with other concepts, notably agile software development and CD. However, the
present study serves to clarify the essential differences between these concepts.
Like agile, lean and CD practices, DevOps makes its own significant contribution
to SE while also building upon existing knowledge from agile and lean software
development. Future DevOps research should be clearer about its unique contri-
bution and about what distinguishes it from and connects it to other established
and emerging practices in SE. As empirical studies on DevOps remain relatively
rare as compared to broad and mainstream informal discussions on DevOps
within the industry, studies of real-world projects can help to test these results
and conclusions.
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6 Validity and Limitations

This study fulfils the thick-descriptive purpose of qualitative research in explicat-
ing the meanings and perspectives constructed by individuals, groups or both in
a particular context rather than effectiveness or causal relationships [54]. Three
major quality criteria for thick-description qualitative research were addressed
here: triangulated and descriptive data, member checking and situating the
meaning of data [54].

Triangulation and member checking are crucial techniques for establishing
credibility, and three data collection methods were utilised for triangulation.
Given the nature of the ML, we did not conduct member checking by sending
individual e-mails to ML authors. Instead, we presented and solicited feedback
on the initial resultsand especially on the claimed effects and metrics of DevOps
as derived from MLto practitioners at the end of the workshop. We acknowledge
threats to validity, and that our results are limited (particularly in terms of
the relationship of DevOps to agile, lean and CD practices) because there was
no member checking. Additionally, as most of the ML sources lacked empirical
evidence or rigorous presentation of the authors opinions or experiences, the
claims made need to be verified in future empirical evaluations, regardless of our
selection criteria. Additionally, we do not contend that the study has examined
all relevant material, especially from online sources. However, we believe our
choice of materials to be representative. Limitations also arise from the fact
that a majority of sources are of low to medium pertinence in discussing the
relationship of DevOps to agile, lean and CD practices.

Acknowledgement. This work was supported by TEKES as part of the N4S project
of DIMECC (Digital, Internet, Materials and Engineering Co-Creation).
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Abstract. Agile Software Development has been around for more than
fifteen years and is now widespread. How does experience effect the appli-
cation of agile methods in organizations and what are the implications
on the individual and organizational culture? This paper presents in-
depth analysis of the Swiss Agile Study 2014. Switzerland offers an illus-
trative microcosm of software development, with a range of industry
domains and sizes, and well-educated and internationally aware profes-
sionals. The study included more than a hundred professionals and man-
agers, contacted through professional and industry associations. The top-
ics addressed included experience with Agile development, motivations
for adopting it, barriers perceived, specific practices used, and specific
benefits realized. Analysis of the data identified important trends and dif-
ferences. Agile experience seems to be an important factor, which affects
many aspects of practice and workplace culture. More troubling is that
it appears stress and overwork may be common among Agile profes-
sionals. All these findings illustrate important differences between Agile
processes as prescribed, and as actually practiced.

Keywords: Agile · Software process · Collaboration · Organizational
culture · Software practices

1 Introduction

After 15 years since the publication of the Agile Manifesto [1], Agile software
development has become mainstream. In most recent studies 70 % up to 94 % of
the participating companies claim to follow an Agile approach in their software
projects [11,15], with Scrum by far the most dominant process identified. These
studies report about the distribution and application of Agile practices in compa-
nies, and the effects and changes they cause. But as far as we know, there are no
studies about if and how the application of Agile methods and practices change
c© Springer International Publishing AG 2016
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over time and with experience. Moreover, the Agile landscape has changed. In
earlier times, for example, Extreme Programming (XP) advocates often advised
novices to learn and apply all XP practices [5,8] whereas more recently, with a
greater variety of Agile processes and practices, it has become common for edu-
cators and workplaces to make their own selections [6,7] and blend as they see
fit. This has meant that there can be a large difference between Agile processes
as-prescribed, and as-practiced.

Fig. 1. Number of technical and collaborative practices applied by company.

In this paper we explore the data from the Swiss Agile Study 2014 [11] with
respect to the agile experience of the study participants, and in particular we
were interested in answering the following questions:

– RQ1 : Is the usage of Agile practices dependent from the Agile experience of
the IT professionals and organizations?

– RQ2 : Does the application of Agile methods have any influence on the organi-
zational culture of companies and, if so, how does this evolve with experience?

– RQ3 : What is the influence of Agile on the individual IT professional? Does he
work less overtime, has less stress? (as propagated by eXtreme Programming,
for example).

– RQ4 : What improvements are reported by Agile professionals and companies,
and are these dependent from their experience?



418 M. Kropp et al.

Our analysis of the data reveals two major issues: The amount of applied
Agile practices evolves only slowly with the Agile experience of the companies
as indicated in Fig. 1. Second, following an Agile approach over a long time
changes the organizational culture in companies.

One indication of the pattern and practices revealed is shown in Fig. 1. For
each company surveyed, this shows the relationship of the number of collabo-
rative practices reported to the number of technical practices reported. Points
nearer the bottom left show companies reporting few practices, and points near
the top right show those reporting many. Points above the diagonal show com-
panies reporting more collaborative practices, whereas those below the diagonal
report more technical practices. Each company’s experience with Agile is shown
by a colored symbol, with the darker colors indicating more experience. There
is some variation, but the pattern is evident: in general, more experienced com-
panies report using more practices, and especially more collaborative practices.

Our study data reflects the current state of Agile software development in
Switzerland. Since Switzerland offers an illustrative microcosm of software devel-
opment, with a range of industry domains and sizes, and well-educated and
internationally aware professionals, we suggest that this situation might be very
similar to other countries. The results of our study show that it takes many
years of Agile experience until organizations have adopted the Agile work style.
Change to the collaborative practices seems to be especially hard, due to resis-
tance to organizational changes. However, the longer organizations are applying
Agile development the more they tend to have a collaboration and cultivation
organizational culture. The results also show that it takes many years of Agile
experience until Agile development becomes effective; but once Agile has been
really adopted it seems to bring improvements across the board. We speculate
that if organizations would pro-actively address the organizational change from
the beginning, Agile development might become effective much faster and orga-
nizations would benefit much earlier.

In the rest of this paper, we will show in detail how the application of the tech-
nical and collaborative practices changes with Agile experience, when the major
improvements occur, how barriers for further Agile application change, and how
the individual professional experiences the transformation to an Agile work style,
with all its consequences like personal stress, work life balance, engagement in
the project and identification with the work and team. We will discuss the results
and their possible consequences for companies introducing Agile approaches.

2 Study Method

The Swiss Agile Study, conducted by the authors, is a biennial Swiss nationwide
online survey about the usage of development methods and practices in the IT
industry.

It addresses both Agile and non-Agile companies and IT professionals. It
comprises a catalog of about 30 questions about applied software development
methodology, techniques and practices on technical level, collaborative level and
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Table 1. Demographics of partic-
ipating companies: role, % of par-
ticipants

Role %

CEO 29 %

Development manager 14 %

Project manager 8 %

Team leader 7 %

CIO 6 %

CTO 5 %

Senior software developer 5 %

Designer/Architect 2 %

Product manager 1 %

Other 23 %

Table 2. Sizes of the participating
companies

Size %

Micro enterprise (≤ 9) 18 %

Small enterprise (10–49) 29 %

Medium enterprise (50–249) 25 %

Large enterprise ≥ 250) 28 %

value level as outlined elsewhere [10]. The complete study reports are freely
available [11]. The latest survey, in 2014, included specific questions concern-
ing the organizational culture in Agile and non-Agile companies according the
organizational culture model of William Schneider [12].

101 companies and 128 IT professionals participated in the last survey in
2014. We emailed 1461 companies and about 50001 IT professionals in Switzer-
land. The addresses of the companies and the professionals were delivered from
the participating IT associations SwissICT, SWEN and ICTnet, as well as from
our own institutional databases. In the company survey we addressed represen-
tatives of the company or the development department of a company, i.e. the
management level. Table 1 shows the demographics of the company participants.
It shows that almost 30 % of the participants were Chief Executive officers. The
relatively high number of “others” includes roles like Business Analysts, Business
Unit Managers, and CFOs, for example.

Table 2 show the distribution of the sizes of the participating companies fol-
lowing the official categories of the Swiss Federal Statistical Office2. The main
branches of the companies are IT Services/IT Consulting (40 %), Software Indus-
try/Development (25 %). Medical and Health Care companies and Finance and
Insurance companies make 5 % each. The rest are 3 % and below. The respond-
ing IT professionals were typically Senior Software Developers (19 %), Software
Developers (18 %) and Project Managers (11 %).

1 We do not know the exact number, since these mailings were partially done by the
partner associations.

2 http://www.bfs.admin.ch/bfs/portal/en/index/themen/06/02/blank/key/01/
groesse.html.

http://www.bfs.admin.ch/bfs/portal/en/index/themen/06/02/blank/key/01/groesse.html
http://www.bfs.admin.ch/bfs/portal/en/index/themen/06/02/blank/key/01/groesse.html
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3 Findings

3.1 Influence

In this section we look at the influences which Agile has on the software devel-
opment process, i.e. which aspects in software projects and project management
got better or worse and how they change over time. The professionals responding
to the survey answered the question: “How has Agile software development influ-
enced the following aspects?” To display which Agile influences are strongest, we
use co-occurrence grids, as shown in Fig. 2. Each grid shows the occurrences of
each influence, and co-occurrences of each pair of influences; this allows us to see
which influences are commonly occurring together. The influences are listed on
the left and the bottom of each grid. On the diagonal of each grid, the number
of professionals answering the question with improved or significantly improved
is shown on the diagonal, with higher numbers shown in shades of blue, and
lower numbers in shades of red. At each grid intersection, the co-occurrence of
two influences is shown.

Fig. 2. Agile influence by experience. (Color figure online)

At the left of Fig. 2 are the results for the 25 professionals with less than
2 years Agile experience. The pattern is clear and a bit of a disappointment:
Agile has clearly a positive influence on managing changing priorities and, to a
lower degree, on team morale, productivity and the development process. The
remaining items of the co-occurrence map are mostly red, i.e. those aspects
have not improved. In particular, development costs have not improved at all.
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Why is this? This is most likely because reducing development cost is not the
main objective of an Agile transformation. Instead of reducing development cost,
the money is spent on developing more features and better software products.
Also note that nobody regarded distributed teams as an influence.

In the middle of Fig. 2 are the results for the 68 professionals with 3 to 5 years
Agile experience. With more experience, a notable cluster of positive influences
occur. This cluster includes, in decreasing order, responding to changing require-
ments, development process, team moral, software quality, alignment between IT
and business, project visibility, maintainability and engineering discipline. Dis-
tributed teams are still not noted as an influence.

At the right of Fig. 2 are the results for the 27 professionals with more than
5 years Agile experience. The pattern is clear: mature teams profit much more
of the benefits of Agile. This is reflected in the blue color of the co-occurrence
grid. There are only three outliers: development cost, risk management and man-
agement of distributed teams. These outliers are a topic for concern and future
study.

In summary, the presented data suggests that Agile has a profound positive
influence on many aspects of software projects but it takes long time and suggests
great effort.

3.2 Agile Practices

In the introduction to this paper we highlighted Fig. 1 showing the number of
practices varied with experience, and also the balance between categories of prac-
tices: technical and collaborative practices [10]. The practices we enquired about
are shown in Table 3. The practices comprise those recommended by eXtreme
Programming [4] and by Scrum [13], plus new practices that have come since
then like Continuous Delivery, Acceptance Test Driven Development, Behaviour
Driven Development. To explore the relationship between experience and prac-
tices more closely, we now show which practices are used with which levels of
experience.

At the left of Fig. 3 are the results for the 34 professionals with less than
2 years Agile experience. The pattern is clear: at the top in light blue are a
number of commonly used technical practices: unit testing, automated builds,
coding standards, and continuous integration. Lower down, the use of user sto-
ries, daily standups, and task boards are indicated. But otherwise, the grid is
predominantly red, showing very little usage of many practices, especially the
collaborative practices such as pair programming, collective ownership, retro-
spectives, and others.

To display which practices were used by each group, we again use co-
occurrence grids, as shown in Fig. 3. In the middle of Fig. 3 are the results for
the 93 professionals with 2–5 years Agile experience. Here the pattern is some-
what different. The practices used in the grid at the left are now more commonly
used, as indicated by the darker shade of blue: both for the technical practices at
the top, and the collaborative practices such as user stories and daily standups.
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Fig. 3. Agile practices by experience. (Color figure online)
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Table 3. Agile practices

Practice Type

Unit testing Technical

Refactoring Technical

Automated builds Technical

Coding standards Technical

Continuous integration Technical

Clean code Technical

Test Driven Development (TDD) Technical

Continuous delivery Technical

Automated acceptance testing Technical

Burndown charts Technical

Release planning Collaborative

On-site customer Collaborative

Iteration planning Collaborative

User stories Collaborative

Daily standup Collaborative

Taskboard Collaborative

Pair programming Collaborative

Collective code ownership Collaborative

Retrospective Collaborative

Open work area Collaborative

Kanban pull system/Limited WIP Advanced

Acceptance Test Driven Development (ATDD) Advanced

Behavior Driven Development (BDD) Advanced

But now there are other practices also indicated. Practices shown include burn-
down charts and release planning, retrospectives, and also use of pair program-
ming.

At the right of Fig. 3 are the results for the 33 professionals with more than 5
years of Agile experience. Again, the pattern is different, but continues the same
trends. Practices with light usages reported by the other groups are now much
more common, and practices such as collective code, test-driven development
(TDD), and clean code are strongly indicated.

Overall, the pattern is strikingly clear: professionals with more experience
report applying considerably more practices, more consistent use of practices,
and more use of related practices. Moreover, while those with less experience
report principally technical practices, more experience brings use of more col-
laborative projects.
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3.3 Barriers

Our basic study [11] revealed that the ability to change organizational behavior
was listed as the greatest barrier to adoption of Agile software development in
an organization. We were also interested whether the barriers reported vary with
Agile experience within organizations, and if so, in which direction. Figures 4
and 5 show the relevant data for the IT professionals and companies. The figures
show which three barriers were most important.

The figures reveal that the change within the organization is by far the most
critical issue when companies switch to Agile, especially at the beginning. More
than 50 % of the IT professionals and more than 40 % of the companies ranked
this issue as the greatest barrier. We find it interesting that this issue remains
among the greatest barriers even in companies experienced with Agile methods.
The figures also show that other issues become more important. However the
views of the professionals and the companies differ. Both see customer collab-
oration becoming an important issue. But while the experienced professionals
rate the lack of skilled personal as critical, the managers of experienced compa-
nies suggest the handling of complex projects as the major barrier for further
adoption of the Agile methods.

Fig. 4. Barriers by companies

Fig. 5. Barriers by IT professionals (Legend as in Fig. 4)
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3.4 Organizational Culture

We examined the organizational culture of the participating companies, applying
the organization model of William Schneider. Schneider identifies four different
organizational cultures, the control culture, competence culture, collaboration
culture and the cultivation culture [12]. To identify culture, we used the ques-
tionnaire from Schneider’s book [12]. We were using ten out of 20 of William
Schneider’s questions about which organizational culture the participating com-
panies exhibit. In this approach, the answer to each question identifies which of
the four culture categories is indicated, and so the overall response yields four
numbers, one for each culture. In our results it was most common for one particu-
lar culture to dominate the others by three or four points, and we therefore chose
that as the dominant culture. We then evaluated if the organizational culture
depends on the Agile experience. Figure 6 shows that, as experienced by IT pro-
fessional, organizations start with the preference of the traditional control and
competence culture, which changes with more Agile experience towards a culti-
vation and collaboration culture. This seems to imply, that following an Agile
approach over a long time changes an organization’s culture to collaboration and
cultivation culture.

Fig. 6. From a control and competence to a collaboration and cultivation culture.

3.5 My Agile

One section of the survey asked professionals to reflect on their personal experi-
ences with Agile development; we called the section “My Agile”. Whereas earlier
we had asked about the influences they saw, this set of questions asked about
their actual personal experience. We suggested a range of possibilities, and asked
whether it applied in their case.
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Fig. 7. My Agile by experience. (Color figure online)
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The data is illustrated in Fig. 7. We again show co-occurrence grids, and
distinguish professionals with less than 2 years, between 2 and 5 years, and
more than 5 years. Again, the grids show shades of blue for higher reported
factors, and red for those reported less. The patterns and differences are clear.

The grid on the left shows the data for the 22 less experienced professionals.
The most reported individual element was team morale, and other common ele-
ments reported include technical excellence, release stability, customer relations,
more fun, better team environment and initiative. There also are some patterns
where several of these factors are reported. The most striking part of the grid,
however, are the entries highlighted in red, indicating very few responses. Most
prominent were “working less overtime” and “I have less stress”. There are also
absences shown for team empowerment and servant leadership.

In the grids in the middle (2–5 years) and the right (more than 5 years),
we see remarkable changes. In particular far more factors are reported, and the
most experienced professionals show many reports of almost all of the elements.
However, in both cases, the weakest elements reported are the same as for less
experienced professionals.

The progression from less to more experience clearly shows an increasing
appreciation of a greater range of advantages, and that seems reasonable. How-
ever, the emphatic indications about overtime and stress lack are concerning. In
Beck’s books about Extreme Programming [3,4], there were specific recommen-
dations about what in the second book was called “sustainable pace”. It appears
this is not occurring, especially for less experienced professionals, and perhaps
even for those with more experience. It is interesting to note that the stress and
overtime are happening at the same time that high team moral and fun are both
reported, suggesting a mixed picture of positive and negative aspects.

The milder issue raised by the data involves team empowerment and “ser-
vant leadership”. This concept is emphasized in several Agile processes, including
Scrum and XP, neither of which suggests a manager in any traditional sense. This
is a long history of approaches to socio-technical teams [14] and self-organizing
teams [9], and a wide range of related thought before and since. However, our
data suggests this is seen as one of the least common benefits of Agile processes.
Further work is necessary to establish why this is so: Are professionals not con-
cerned? Or has it simply not been possible? If, so, what were the circumstances
and consequences?

3.6 Quality Control

Figure 2 showed that significant improvements in software quality come rather
late. Accordingly, we were also interested if there is a relation between quality
control and the late quality improvement, and if quality control is also dependent
on Agile experience.

Figure 8 shows the corresponding data for the IT professionals. We focus on
the data from the professionals because the quality control measures we explore
are at a detail level commonplace to professionals – managers may be unaware
of tools at this level.
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Fig. 8. Agile quality control by experience. (Color figure online)

At the left of Fig. 8 are the results for the 30 professionals with less than 2
years Agile experience. The grid shows that these professionals just start using
code coverage and code reviews for quality control as indicated by the light blue
color. The application of other measures is low (light red to dark red color). In
the middle of Fig. 8 are the results for the 87 professionals with 2–5 years Agile
experience. Here the pattern is a little different. The measures used before are
now more common (dark blue color) and also the usage of style checker tools has
increased. At the right of Fig. 8 are the results for the 32 professionals with more
than 5 years of Agile experience. Here the pattern changed significantly. The
numbers of the used tools have further increased, and also Pair Programming is
now widely applied. Quite striking is the very high application of code reviews
(91 %).

Again, the pattern is clear: the usage of quality control tools increases with
experience. However, it takes more than five years of Agile experience until the
majority of the listed quality control measures are applied by the majority of
the professionals.

4 Discussion

Our goal in this paper was to study how Agile methods as-prescribed might
differ from Agile methods as-practiced and how Agile evolves with experience in
organizations. In the previous sections we have presented our main findings with
respect to the research questions formulated in Sect. 1, and we will now attempt
to articulate answers to these questions:

Agile and Workplace Culture: One of the issues addressed in the 2014 survey
was workplace culture. In particular, the model of Schneider [12] was used, and
questions from Schneider’s book were included in the survey. The model suggests
4 kinds of workplace: Control, Collaborative, Competence, and Cultivation. We
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did find that most sets did emphasize one of these, and the responses did align
with responses to questions about Agile methods: see Sect. 3.4.

Agile Changes with Experience: Perhaps the most wide-ranging finding from
our survey was how the responses to a range of questions related to experience with
Agile. In Sect. 3.1 we showed differences in reports of influences of Agile processes,
and in Sect. 3.2 we showed how the practices used varied from a few mostly techni-
cal practices for beginners, to a wide range of practices for those with more expe-
rience. As we outlined in the introduction, in the early days after the Agile Mani-
festo, it was common to advocate following all the practices, especially for begin-
ners. More recently it has become common for workplaces to choose their partic-
ular process, mixing elements from Scrum, XP, and a range of sources. While our
results show a clear pattern, we do not know why that pattern emerges, what the
implications are, and what, if anything, might be preferred.

Agile Influence for Improvements: In Sect. 3.1 we showed that it takes very
long until Agile development becomes effective in Agile organizations showing sig-
nificant improvements. While there are immediate improvements with handling
changing priorities, only in more experienced Agile organizations we see improve-
ments in requirementsmanagement, software quality, productivity, and in the engi-
neering discipline. This long-term benefit may be related to the late application
of many practices, but it might also reflect the strong resistance to organizational
changes, especially when starting with the transformation to Agile. It could be a
matter of further research to find out why the improvements come so late, and if it
is possible to shorten this path to success, and if so, how it could be done.

Agile is Commonly Stressful: In Sect. 3.5 above, we examined the results
from the survey where professionals reported their own reflections. Surprising to
us was that the topics least agreed with were all related to stress or overwork.
This seemed odd, considering that time-boxed iterations, collaborative environ-
ments, and self-management are all Agile practices, and would appear beneficial
and lead away from stress. It appears this might not be the case. A potentially
important observation is that the professionals also reported that team moral
was high. This combination has been suggested before, in the 2007 study of social
factors in Agile teams by Whitworth and Biddle [16]. Quotes from that study
reflect a kind of characteristic zeal with a dark side: “This isn’t a place that you
go and hide”. Moreover, they point to research by Barker [2] on self-managing
teams, entitled “Tightening the Iron Cage: Concertive Control in Self-Managing
Teams”. That research shows how the strong social control in teams leads to
a peculiar kind of stress that is more intense because it is connected to social
factors in team commitment. Barker’s term “Iron Cage” is a sobering indication
that this aspect of Agile processes needs more attention.

Our aim for the survey was to be descriptive, so we must consider threats to
external validity, and especially factors that might make our results differ from
reality. One such factor is self-selection, and this might lead to more participants
with responses they strongly wish to share: these might be positive or nega-
tive, and might therefore exaggerate results both ways. Another factor might be
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uneven response from different workplaces, especially in responses from profes-
sionals, where multiple participant might describe the same workplace. This was
not possible for the company responses, but there still might be more responses
from some industries or areas than others.

When analyzing the data, we noticed that the results from the IT profession-
als partly differ significantly from those of the managers. This is very obvious
in Figs. 4 and 5, in which both groups partially have quite different opinions on
the barriers for further adoption of Agile methods. We feel these do not suggest
inconsistency, but rather a different perception of their corresponding environ-
ments. While management may often have a high-level view on the business,
the IT professionals are dealing with everyday detail issues. Another surprising
result came up in the response to influence of Agile on various aspects in Fig. 2.
While the majority of experienced participants report improvements in require-
ments management and in handling of changing priorities, and report applying
the retrospective practice in Fig. 1, they report no improvements in risk manage-
ment. We assume that this question has been misunderstood: While there is no
explicit “Risk Management” activity foreseen in Agile methods, short iterations,
early feedback and retrospective are risk management per-se. So we might have
to change this question in future surveys.

5 Conclusions

In this paper we addressed the issue of how Agile software development processes
are actually used and viewed, showing how the process as prescribed differs from
the process as practiced. We presented data from the 2014 Swiss Agile Survey,
with responses from 101 companies and 128 professionals in Switzerland. The
survey covered a wide range of topics, from influences of Agile, to practices
actually used, barriers perceived, and reflections on personal experience.

Our main findings show several themes. One is that experience with Agile
methods is an important factor. More experience is related to a greater number
of practices used, greater emphasis on collaboration, and more sustainable work-
loads. Another finding is that, despite Agile principles such as “sustainable pace”
and strict time-boxing of iterations, there are warnings that stress and overload
remain a problem, especially for those new to Agile, but sometimes even for
experienced professionals. This is despite indications of high team morale.

There are limitations in our survey approach, because of self-selection and
of inability to follow up interesting results immediately with questions to probe
details and causality. In addition, the granularity in some questions might be
improved, for example to better gauge experience on a finer scale.

In future research on this topic, we suggest that questions of causality should
be the priority. In particular, it would be interesting to know why some practices
appear only with more experience. In particular, practices around customer col-
laboration are seen as very important, but only arise with more experience. Is
it that only then is the importance realized, or are there barriers that prevent
it by those with less experience? Also, it would be important to explore causes
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of stress and overwork. Is it simply enthusiasm stemming from high morale, or
perhaps is it lack of familiarity with certain practices?
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Abstract. Context: Previous research investigated how to approach architecting
in agile projects (e.g., in terms of processes and practices), but the role that archi‐
tects play in Scrum is still not well understood. Objective: We aim at capturing
scenarios of how architects (or those taking on architecture-related tasks) are
involved in Scrum. Furthermore, we aim at identifying how those taking on the
role of the architect interact with other roles in Scrum. Method: We conducted a
multiple case study and interviews with practitioners from six Dutch software
organizations. Results: We identified three generic scenarios of architects in
Scrum (“internal architect”, “external architect”, “internal and external archi‐
tects”). We found that how architects interact with other roles in Scrum heavily
depends on the Product Owner role. Conclusions: Some of our results are not in
line with recommended practices in the Scrum Guide. Our findings support those
who take on architecture-related tasks in preparing for Scrum-like projects.

Keywords: Software architect · Architecture · Agile software development ·
Scrum

1 Introduction

Software architecture is crucial for software project and product success [1]. However,
architecting activities and the role of the software architect are often not explicitly
considered in agile software development approaches (e.g., Scrum) [2]. This allows agile
teams (a) to consider specifics of individual projects, (b) to not restrict how architecting
responsibilities are distributed but to make most use of the expertise, skills and experi‐
ence of individual team members, and (c) to highlight that every team member is
responsible for all activities needed to make the project a success. Previous research
investigated how software architecting could be approached in agile development
projects, including processes and practices to design and maintain flexible, adaptive,
and evolving architectures [3]. For example, it has been acknowledged that in agile
projects, an architecture may emerge during a project based on an architecture metaphor
and “quick design sessions”, rather than being fully designed upfront [4]. Yet, there is
currently little attention devoted to the role of software architects (i.e., the actor(s) in a
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software development process who perform architecture-related activities) and how this
role (and related tasks and capabilities) appears in agile development projects.

The most frequently used agile development framework is Scrum [5]. The Scrum
Guide1 (which describes recommended practices for Scrum) recommends cross-func‐
tional team members but does not explicitly consider the role of an architect or any other
task-related role (see also the discussion on roles in Scrum in Sect. 2.1). In addition,
anecdotal evidence from industry suggests that there is no explicit role of an architect
in Scrum [4]. However, as discussed by Abrahamsson et al. [2], it is highly recommended
to include an architect role in agile projects: “Software architects are expected to act as
facilitators in whole software development projects and as the representatives of a
system’s overall quality attributes”. Even though there is no dedicated role of an architect
in many organizations that follow Scrum, certain roles in these organizations create
architecture designs and communicate their decisions to development teams [4]. This
means that by adopting Scrum, an organization does not suddenly “forget” that there
are many different activities to perform (including design and architecture related activ‐
ities, quality assurance and testing). There must be actors in a Scrum team who perform
these activities. Depending on the type of product and maturity/experience/skills of team
members, those team members might be more or less influential. However, detailed and
systematic insights into the architect’s role is currently missing. In this paper, we look
beyond agile architecting practices and at investigating the role of architects themselves.
This results in the following research goal:

We focus on Scrum because it is the most often used agile development framework
[5]. Also, focusing on Scrum helps us scope our study and explicate the applicability of
our results. Concrete research questions are formulated in Sect. 3. To achieve the goal
of our study, we conducted a case study in industry [6]. This case study involved inter‐
views with practitioners in Scrum projects in six Dutch companies.

The main contribution of this paper is an empirically-grounded model of the archi‐
tect’s role in Scrum projects, including scenarios that describe interactions of architects
with other roles in Scrum. These roles and interactions may not be in the Scrum Guide.
Furthermore, results help educate and train less experienced (or novice) architects for
architecting activities in Scrum by explicating their position and relationships with other
actors in the development process. Finally, our findings are a guidance for defining and
understanding roles related to architecting in Scrum when setting up new teams or
projects.

In Sect. 2, we discuss background and related work. In Sect. 3, we present the case
study design. In Sect. 4, we present the results which are discussed in more detail in
Sect. 5. The paper ends with conclusions and future work in Sect. 6.

1 http://www.scrumguides.org/scrum-guide.html.
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2 Background and Related Work

We first discuss Scrum based on the Scrum Guide, focusing on roles in Scrum. We do
not describe Scrum in further detail but refer the reader to literature [7, 8]. We then
discuss the role of architects in general. Finally, we highlight related work of architects
in agile development.

2.1 Roles in Scrum

The Scrum Master takes care of the proper implementation of Scrum and related prac‐
tices. He/she also helps resolve any impediments the team may face and manages
resources (software, hardware, space, time, etc.). Finally, the Scrum Master protects the
development team from undesired influences during sprints. The development team is
self-organizing and cross-functional (i.e., team members allocate tasks to themselves
and perform activities as needed) and performs all software development activities,
including architectural work if required. The Product Owner performs all communica‐
tions between the team and the stakeholders outside the team (e.g., end users or manage‐
ment). In this sense, the Product Owner shields the team from the external environment.
The Product Owner needs to be an expert in the product domain or should at least be
able to become an expert quickly. As reported by Friedrichsen [9] and Diebold et al.
[10], most Product Owners care only about functional requirements but not about non-
functional requirements and quality attributes. Typically, Product Owners do not engage
in the architecting aspects of a project as they “are often employees of a business depart‐
ment or a different non-IT department” [9].

2.2 Role of the Software Architect

Generally, architects have three main tasks: getting input from outside world (listen to
stakeholders, learn about technologies, etc.), architecting (i.e., make architectural deci‐
sions to decompose systems, select technologies, decide on architectural patterns and
styles, etc.) and providing information (communicate architecture, help stakeholders,
etc.) [11]. Activities of architects and required skills center on processes, practices, and
technologies. The line between “development” and “architecture” is thin [12]. However,
in contrast to architects, developers implement, test and maintain code-related software
artifacts, and spend most of their time coding (relative to other types of activities).
Developer and architect are not necessarily separate: They are roles (not ranks or posi‐
tions), i.e., one position can take on more than one role.

2.3 Related Work on the Role of the Architect in Agile Development

Faber describes experiences from architecting and the role of architects in agile projects
at a specific company [13]. According to Faber, architects should actively guide but not
dominate developers, i.e., architects should accept deviations from original architectural
designs if developers request (and justify) it [13]. Martini and Bosch introduce three
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types of architecture-related roles in large agile organizations (not Scrum-specific): the
chief architect (takes high-level architecture decisions and drives other architects and
teams), the governance architect (role between teams and chief architect) and the team
architect (responsible for architecture in team). These roles interact with different types
of teams in large scale projects, i.e., feature teams (responsible for implementing features
on the backlog and therefore most similar to “teams” in Scrum), runway teams (respon‐
sible for the “architecture feature” and architecture refactoring), architecture teams
(groups of architects for different projects), and governance teams (teams of architects
and other high-level decision makers). With regards to roles in agile teams, Scott Ambler
argues for “architecture owners” in large teams to facilitate architectural decisions on a
sub-team2. In this sense, architecture owners are similar to a chief architect or gover‐
nance architect defined by Martini and Bosch. In contrast to Martini and Bosch, our
study (a) investigates Scrum in small, medium, and large organizations instead only on
large agile organizations in general, and (b) focuses on the role (in terms of tasks and
capabilities) of architects that interact with other roles in Scrum and teams, rather than
with other roles in an organization in general.

Some frameworks for Scrum at larger scale (e.g., Scrum@Scale3, The Nexus –
Scaled Professional Scrum Framework4, Large-scale Scrum Framework5, “Scrum of
Scrums”6) include high-level architecture-related practices, but do not discuss the role
of the architect in the development process. One exception is SAFe (Scaled Agile
Framework)7, which considers a “System Architect/Engineer” at development program
level (program level is where teams work on a common enterprise mission). There are
also “non-Scrum” agile frameworks, such as the DSDM (Dynamic Systems Develop‐
ment Method)8 which explicitly include architecture-related roles (e.g., the “technical
coordinator” in DSDM designs the system architecture).

In our own previous work, we identified challenges that architects face in Scrum
projects [14]. This current study is an extension and focuses on the role that architects
play in agile teams and agile development settings, as well as scenarios to describe
interactions of architects with other actors in Scrum projects.

3 Research Method

We study architects in Scrum in practice. Furthermore, architects cannot be studied in
isolation from their context (e.g., organization, project) and we have little control over
all variables (e.g., people, organizational structures). Therefore, we apply case study
research. Case studies offer a deeper understanding of the tasks of architects in Scrum
projects and the context in which they operate. The research followed guidelines

2 http://www.ambysoft.com/essays/agileRoles.html.
3 https://www.scruminc.com/scrum-scale-case-modularity/.
4 https://www.scrum.org/Resources/The-Nexus-Guide.
5 https://less.works/.
6 https://www.scruminc.com/scrum-of-scrums/.
7 http://www.scaledagileframework.com/.
8 https://www.dsdm.org/resources/dsdm-handbooks/dsdm-atern-handbook-2008.
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described by Runeson and Hoest [6] and is described below. Based on the study goal
defined in Sect. 1, we defined the following research questions (RQ):

• RQ1: What is the position of the architect in Scrum projects?
• RQ2: How does the architect interact with other roles in Scrum?

Case study design: Our study is a multiple case study with six cases (Table 1). Our
research is exploratory as we are looking into an unexplored phenomenon [15]. Our unit
of analysis is the architect (specifically, tasks and role) in Scrum projects. Our sampling
method is purposive sampling (i.e., we investigate organizations that use Scrum; organ‐
izations were selected on actual Scrum practices rather than only based on their own
claim to use Scrum) augmented with convenience sampling (we selected cases based
on their accessibility and availability of interviewees) [16]. Also, studied organizations
should be representative rather than in very specific domains. Therefore, we selected six
well-known organizations from the Netherlands that use Scrum and have established
software development practices (due to confidentiality reasons, we only use case
numbers in Table 1).

Table 1. Overview of the case organizations

Case Domain Size Interviewees (Multi-)national Reach
1 E-

commerce
Medium (<150) Lead developer Multi-national Global

2 Software
solutions

Small (~50) Lead developer National Local

3 Finance Large (~3,500) Senior architect National Local
4 Consul‐

tancy
Large (>11,000) Senior architect Multi-national Global

5 Navigation
systems

Large (~4,500) Senior architect,
Software architect

Multi-national Global

6 Appliances Large
(>100,000)

Design owner Multi-national Global

Preparation for data collection: Data for each case was collected via semi-structured
interviews on-site and follow-up phone calls and e-mails. Interviewees were not only
selected based on their job title, but also based on their tasks and capabilities and their
involvement in architecting activities. All interviewees held representative roles within
their organizations to report on architecture practices, process issues, roles, etc. To
answer our research questions, we asked questions about the position and role of the
interviewees in development projects and about the tasks which they perform using
tasks-descriptions from [11, 17]. For each task, we asked if and how it was performed,
if challenges/problems were observed when performing it, what kind of interactions
would take place, with which actors, etc. Open questions were used to find out additional
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information not captured through questions in the interview guideline9. We took notes
during interviews and each interview was recorded and later transcribed.

Analysis of collected data: The transcripts of recordings were complemented with
information from the notes taken during the interview. The full transcripts were then
analysed and information was clustered. To cluster data, we used open coding where
one code can be assigned to many pieces of text, and one piece of text can be assigned
to more than one code [18]. After initial coding, we looked at groups of code phrases
and merged them into concepts and related them to the role, position, and interactions
of architects. Codes and concepts emerged during the analysis and were not defined up-
front. Since data was collected in a case study and is context sensitive, we performed
iterative content analysis to make inferences from collected data in its context [19].
Analysing qualitative interview data requires integrating data where different inter‐
viewees might have used terms and concepts with different meanings or different terms
and concepts to express the same thing. To address this problem, we use reciprocal
translation. Furthermore, we checked with interviewees to ensure that our interpretation
of data and findings is valid. Data were analysed and discussed by all authors.

4 Study Results

4.1 Overview of Results and Initial Observations

In Table 1, we provide an overview of the cases. “Size” in Table 1 refers to the number
of employees, “(Multi-) national” indicates whether an organization has sites/employees
in different countries or only in the Netherlands. “Reach” indicates whether an organi‐
zation targets global or local markets. Below, we provide initial observations for each
case with regards to the role of the architect(s).

• In case 1, there is no explicit architect role in the company. Discussions/decisions
about the architecture involve the whole Scrum team. The lead developer is the most
senior technical person and thus has the final say in an architectural decision.

• In the organization of case 2, one project is usually done by one Scrum team. Each
team has a lead developer who is responsible for the architecting activities but the
whole team works on the architecture and architecture-relevant tasks.

• In the organization of case 3, a senior architect residing outside the Scrum team
elaborates a high-level architecture and explains it to the team leader (who also fulfils
the role of the Scrum Master). The architect elaborates the detailed architecture
during the project (and if needed evolves the architecture). He supports the team on
architectural aspects throughout the project.

• Case 4 is a consultancy company offering specialized architects to clients. Architects
reside outside the Scrum teams and provide their services and expertise to various
Scrum teams.

9 https://sites.google.com/site/samuilangelov/InterviewQuestions.docx.
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• In the organization of case 5, there is a senior software architect who is not part of
the Scrum team and another software architect who is part of the Scrum team. Given
the scale of the projects, multiple Scrum teams are involved in single projects. There‐
fore, Scrum is applied integrated in the Scaled Agile Framework (SAFe) with Scrum
teams at “Team” level of SAFe and the senior software architect at “Program” level
(at which teams work towards an enterprise mission).

• In case 6, an architecture team that is located outside Scrum teams maintains a refer‐
ence architecture which Scrum teams have to apply. The reference architecture and
a prototype implementation is provided to a Scrum team at the beginning of a project.
In addition to the architecture team, a system architect outside the Scrum team main‐
tains a requirements specification focusing on legal and regulatory aspects of the
software. Furthermore, a Scrum team has a design owner who streamlines the archi‐
tecting activities within the team and elaborates when necessary detailed designs.

To answer RQ1 (position of architects in Scrum), we analyzed the data from the
interviews and the characteristics of the six cases. We identified the following three
general scenarios (these scenarios are described in further detail in Subsects. 4.2–4.4):

• “Internal architect” scenario in case 1 and case 2
• “External architect” scenario in case 3 and case 4
• “Internal and external architect” scenario in case 5 and case 6

We acknowledge that the three scenarios are still high-level and each scenario comes
in its own “flavor” depending on the organization (as described in Subsects. 4.2–4.4).
Also, these scenarios might not come as a surprise or appear novel. However, in our
study, we derived these scenarios from empirically studying industry practice, rather
than anecdotal evidence from personal experience. Exploratory studies provide a picture
of reality and reality is rarely surprising or controversial [20].

With regards to RQ2 (interactions of architects with other roles in Scrum), we found
that the interactions depend on the positioning of architects in the process and the skills
of Product Owners. Just like in “non-agile” projects, the architect in Scrum projects
needs to document and communicate the architecture; understand requirements, the
overall architecture and its implementation status; and facilitate and offer services to
teams [21]. Overall, architects interact with all other types of roles and stakeholders in
Scrum projects. We discuss RQ2 and interactions in more detail in the following sections
where we introduce the three scenarios found for RQ1.

4.2 “Internal Architect” Scenario

In case 1 and case 2, we found an “internal architect” scenario (Fig. 1) where the architect
is part of the development team. Figure 1 shows an aggregation of the interactions from
the two cases (i.e., we extracted the commonalities from case 1 and case 2). In Fig. 1,
entities within the “Team” indicate roles, rather than individuals.
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Product
Owner

Stakeholder

Stakeholder

Scrum Master

Developers, TestersTeam

Architect

Stakeholder

Fig. 1. “Internal architect” scenario

The architect may take multiple roles, e.g., also act as developer and contribute to
coding. The architect defines an architecture draft together with the other team members,
which is maintained, updated and extended throughout the project. If there is no dedi‐
cated architecture expert in the team (as in case 1), the role of the architect can be taken
on by the whole team. As an interviewee in case 2 noted, “It is important to regard all
members of the Scrum team as equal members. Also engineers with limited work expe‐
rience can have an important contribution to the team’s architecture. In this way, the
best comes out of the team, and communication goes much more smoothly”.

With regards to interactions (RQ2), we found in case 1 that Product Owners with no
architectural knowledge, although being open to architecting activities, cannot facilitate
architecture work. “Internal” architects need to directly communicate with external
stakeholders about architecture issues which increases their workload and to some
degree defeats the purpose of the role of the Product Owner in Scrum. As we found in
case 2, Product Owners provide incomplete information to architects and the team.
Therefore (and similar to case 1), external stakeholders interact with the team and the
architect directly and vice versa (indicated by the dotted line in Fig. 1). Some Product
Owners in case 2 take offence from being left out in communications and therefore
conflicts between Product Owners and architects may arise. Note that in Fig. 1 the
Product Owner may communicate with any team member (including the architect) and
we do not illustrate the communication within the team (all team members communicate
with each other).

4.3 “External Architect” Scenario

In case 3 and 4, we identified an “external architect” scenario (Fig. 2). Figure 2 shows
an aggregation of the interactions from the two cases (i.e., we aggregated case 3 and
case 4 into a generic scenario). In this scenario, the architect is not part of the Scrum
team and there is also no “internal” architect. The architect elaborates an initial high-
level design and presents it to the team. The architect is available during the project to
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clarify the design, to resolve problems, to adapt or extend the architecture or to make
new architectural decisions. The architect also monitors the compliance of the product
with the architecture design.

Product
Owner

Stakeholder

Stakeholder

Architect

Scrum Master

Developers, Testers
Stakeholder Team

Fig. 2. “External architect” scenario

With regards to RQ2 (interactions), we found in case 3 that architects need to educate
project stakeholders outside the team about architecting and the value of architecting.
However, due to time constraints of the Product Owner in this case, the architect cannot
educate the Product Owner on architecting issues or involve the Product Owner in
architectural decisions. Also, since the architect is external to the team and responsible
for more than one team, the architect is not always available to the teams and is not
always up-to-date on the team’s developments. Therefore, the architect involves team
leaders to act as a “proxy” to represent the architect to the team. In case 4, similar to
case 3, the architect does not communicate with the PO on architectural issues as the
PO has no architecting knowledge (dotted line in Fig. 2). In contrast to case 3, in case
4, the architect is available to the team on a more regular basis.

4.4 “Internal and External Architects” Scenario

In case 5 and 6, we identified the “internal and external architects” scenario (Fig. 3 again
shows a generalized scenario for case 5 and 6). In this scenario, there is an external and
an internal architect. The “internal” architect deals with tasks related to the day-to-day
work of the team whereas the “external” architect is concerned with higher level deci‐
sions that potentially affect also other teams. In case 6, the external architect is a member
of the architecture team and is coupled with the Scrum team.

440 M. Galster et al.



Product
Owner

Stakeholder

Stakeholder

Architect

Scrum Master

Developers, Testers

Architect

Stakeholder Team

Fig. 3. “Internal and external architects” scenario

With regards to interactions (RQ2), we found that the external architect interacts
with external stakeholders and the communication between external architect and team
is via the internal architect. In case 5, the external architect is empowered to remove
stories from the sprint backlog which the Product Owner did not specify sufficiently,
positioning the architect hierarchically higher than the Product Owner. Furthermore,
internal architects in different teams are encouraged to communicate between each other
on architectural decisions that affect other teams or parts of a project (not depicted in
Fig. 3, as this is a specific of case 5). As we found in case 6, there is often a one-directional
communication between external architects and external stakeholders. This means that
the architects receive input from stakeholders, but do not check back with stakeholders
about the quality of their decisions. Furthermore, in case 6, the external architects might
not provide sufficient input for the development team during a project, which is crucial
in agile projects where architectural decisions may change over time. To mitigate this
issue, an external architect temporarily joins the development team at the beginning of
a project. In case 6, there is an additional system architect outside the Scrum and archi‐
tecture teams. The system architect interacts with the team independently from the
“external” architect, creating an additional communication channel towards the team
and imposing additional documentation requirements on the team.

5 Discussion

5.1 Relation to Existing Literature

The general idea that architects can appear at different positions in agile projects has
been discussed by others [22]. Our work goes beyond the general idea and differs in that
we derive three concrete scenarios for Scrum teams. In this section, we therefore relate
architect scenarios and interactions that we identified to existing literature. Furthermore,
since we were conducting a qualitative analysis of data, this comparison with literature
strengthens the theoretical validity of each scenario found in our study.
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• The “internal architect” scenario has similarly been described by Schwaber [8] and
Cohn [23]. Others have argued that all team members are involved in architecting
activities but no single team member will carry the title or full responsibility of an
“architect” [24]. As stated in the agile principles: “The best architectures, require‐
ments, and designs emerge from self-organizing teams”10. Friedrichsen [9] also
argues that architectural work should be done by “[…] either the whole team, or at
least some specifically skilled team members - to share the knowledge across the
team”. Similarly, Waterman et al. [25] view architectural decisions as a result of the
collaboration of the whole team. In contrast to Martini and Bosch who define the
team architect as a role taken by a technical leader or experienced developer [26],
we found that this role can also be taken by the whole team. Van der Ven and Bosch
conclude in their study that an architect role in the team (either shared between all
team members or carried by one team member) significantly contributes to successful
projects and besides architects, the Product Owner and the development team are
also “involved in, and sometimes responsible for, the architecture decision process”
[27]. We found that the team is involved in the architecting process but not necessarily
the Product Owners due to their lack of understanding of architecting issues.

• In the “external architect” scenario, the architect might work with multiple agile
teams and partner with other architects (for example, as a project architecting team
or as a member of an architecture board where common architecting practices are
agreed and implemented) [13]. As suggested by Faber [13] and Madison [28], an
“external” architect focuses on the high-level architecture diagrams, the architectural
choices and quality attributes. The architect communicates with external stakeholders
and works closely with the Product Owner and with the team to define and evolve
the architecture. According to literature, good communication with the Product
Owner is vital [13, 28]. However, in our study, we observed insufficient communi‐
cations with Product Owners due to their lack of architectural knowledge. The
“external architect” in our study is similar to the role of the “chief architect” identified
by Martini and Bosch. However, “chief architect” implies a formally recognized role
to take high-level decisions to drive the rest of architects to support strategic business
goals [26]. This might apply to large-scale organizations, but in our case 4 we found
that external architects do not necessarily have the role of the chief architect respon‐
sible for higher level decisions. This role might exist, but was not found to be inter‐
acting with Scrum teams in particular. However, a role similar to the “governance
architect” who would be responsible for scalability of agile architecting in a large
setting as an intermediate between chief architect and team [29] could be considered
the “external” architect in this scenario.

• The “internal and external architects” scenario is similar to the setup discussed by
Fowler [17] and Abrahamsson et al. who define two types of architects in agile
projects: architects who focus on the big decision, who are facing requirements and
act as external coordinators (“architectus reloadus”), and architects who focus on
internal team communications, mentoring, troubleshooting and code (“architectus
oryzus”) [2]. It could also be seen as the setup of a team architect combined with a

10 http://agilemanifesto.org/principles.html.
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governance architect discussed by Martini and Bosch [26]. As noted by Abrahamsson
et al. [2], the “internal and external architect” setup is mostly valuable in projects
developing a “large, challenging, novel system”. In the study presented by Babar
[30], the two roles are named “solution architect” (performing more management
activities) and an “implementation architect” (ensuring the implementation of the
user stories and mentoring the developers).

5.2 Implications for Practice and Research

Overall, our study contributes to highlighting different interaction scenarios of those
responsible for architecting activities in Scrum. Even though the architect may not be
an explicit and formally recognized role, related tasks and capabilities exist in Scrum
settings. In this section, we summarize potential scenario-specific and general implica‐
tions for practice and research:

• In the scenarios that involve external architects (i.e., the “external architect” and the
“internal and external architects” scenarios), we noticed that external architects fail
to provide sufficient information to external stakeholders about architectural deci‐
sions made (cases 5 and 6) and to teams, including “internal” architects (cases 3 and
6). This defeats the purpose of external architects. A possible explanation can be their
high and diverse workloads (reported in case 3), geographical distance between a
team and external architect (reported in case 5), or external stakeholders who lack an
understanding of the value of architecting (cases 3 and 5). Further research is needed
to better understand the reasons for external architects not performing some of the
activities for which they are responsible.

• In the “external architect” scenario, potential challenges for the architect can be
caused by the distance between the architect and the development team. Since there
is no “internal” architect, architecturally relevant input from the team may therefore
be harder to capture at the beginning of the project. This could cause problems in
particular in critical projects. Also, the external architect may not be able to constantly
support and mentor the team during the project. Moreover, being an outsider, the
architect may face difficulties in convincing the team in the rightfulness of his/her
ideas and into following the architectural decisions consistently throughout the
project. Architecturally relevant changes requested by the team during a sprint may
be harder to address due to the lack of easy access to the architect.

• The “external architect” scenario seems to contradict the idea of a cross-functional
team in Scrum and the Scrum paradigm, while the “internal architect” scenario is
what the Scrum framework expects and supports. However, in organizations with
the “external architect” scenario we found other practices recommended in Scrum.
It could be argued that the “external architect” scenarios show that organizations who
claim to adopt Scrum might simply be struggling with doing so (e.g., due to unclear
responsibilities for architecture-related tasks).

• In the “internal and external architects” scenario, synchronization of ideas and under‐
standing between the external and internal architects may be difficult and even lead
to conflicts. This is particularly true where no clear hierarchical structure exists

A Multiple Case Study on the Architect’s Role in Scrum 443



between external architects, the team (including team architect, Scrum Master) and
Product Owner.

• The tasks of the architect in Scrum are similar to the tasks of architects in non-Scrum
projects (see general role of the software architect discussed in Sect. 2.2). However,
in all cases of our study, we observed that architects in Scrum projects should have
certain skills that go beyond “traditional” architecting, such as understanding agile
practices, being able to communicate to and convince a Product Owner about their
decisions, and being able to fulfill (or delegate) responsibilities of different types of
architects as described in the different scenarios. Furthermore, Scrum architects may
perform architecting activities differently, e.g., architect smaller parts of the design
early on, interacting with a more diverse range of stakeholders, apply specific prac‐
tices, such as agile modeling as suggested by Scott Ambler11 (i.e., model and docu‐
ment “just barely good enough” architecture, modeling as part of iteration planning
activities, documenting continuously but late, etc.). Identifying architecture skills in
agile settings that potentially differ from skills required for “traditional” up-front
architecting is a topic for future research.

• We found that the activities of architects were significantly affected by the architec‐
tural background, knowledge, and availability of Product Owners. An architecturally
un-savvy Product Owner may introduce multiple challenges to an architect. For
example, architects may face the need to cope with low priorities of architecturally
critical user stories (e.g., stories related to refactoring) prioritized by the Product
Owner without understanding the significance of these stories for the product. Also,
architects may not involve Product Owners in architecting activities (e.g., in an
architecture review to evaluate “the proposed architectural solutions against the
architecturally significant requirements” [30]) and communicate their decisions
directly to the team and external stakeholders. This seems to contradict common agile
principles and definitions of roles in Scrum. According to the Scrum Guide, the
Product Owner’s “decisions are visible in the content and ordering of the Product
Backlog. No one is allowed to tell the Development Team to work from a different
set of requirements, and the Development Team isn’t allowed to act on what anyone
else says”. Some of these variations of Scrum in practice have already been discov‐
ered [10]. In theory, an architecturally savvy Product Owner could substantially
facilitate the work of the architect. The Product Owner could provide a single point
of communication for the information provided by external stakeholders, simplifying
communications between architects and external stakeholders. This implies that the
Product Owner needs to collect and provide architecturally relevant information,
communicate architectural decisions to the stakeholders, and even get involved in
architecting activities (e.g., architecture reviews). All activities related to “getting
input” for architecting and “providing information” to stakeholders that go beyond
the team would target the Product Owner rather than the external stakeholders.
However, this additional responsibility requires more effort and time from the
Product Owner, but also competence in architecting activities. Except for case 5, in
all our cases, the Product Owners were not skilled enough to support architects in

11 http://www.agilemodeling.com/.
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their activities. Product Owners must be trained to not hamper communication
between Product Owner and team due to lacking architecture related knowledge (and
thus inability to provide the team with architecture-relevant input from the stake‐
holders).

• Architects faced challenges with regards to adoption of their architectural decisions
in all but one cases. These were mostly due to disagreements with other stakeholders
or team members. Related to that Woods reports that “difficulties frequently arise
when agile development teams and software architects work together” and proposes
general architecture practices that encourage collaborative architecture work in agile
development [31]. These issues were not reported for architects only in case 2. This
could be because the organization of case 2 follows strictly Scrum practices (advo‐
cating team autonomy and team architecting). Again, further studies are needed to
understand what Scrum practices affect architecting, interactions between architects
and other actors, and in what way.

5.3 Threats to Validity

With regards to construct validity (did we measure what is intended), our study is limited
since we gathered data only from a limited number of sources. However, we obtained
insights from different organizations and projects. Also, we followed semi-structured
interviews based on an interview guideline. We included control questions and checked
the accuracy of data with the organizations. Also, some findings about Product Owners
are based on the perception of those involved in architecting activities. Future work may
address how Product Owners see their role in architecting and supporting teams in
architecting related activities. With regards to external validity (extend to which findings
are of interest outside the investigated cases) we acknowledge that we focus on an
analytical generalization (i.e., our results are generalizable to other organizations that
have similar characteristics as the cases in our case study and use Scrum). The list of
scenarios is based on six cases and is insufficient for drawing major conclusions.
However, we also compared our findings with other literature to increase theoretical
validity. With regards to reliability (how data analysis depends on researchers), we
recorded interviews and interview data, and reviewed data collection and analysis
procedures before conducting the study. Also, the types of scenarios found in organi‐
zations could depend on the type of organization and its complexity. Cases 1 and 2 are
from small and medium-sized companies, while cases 3, 4, 5, 6 are from large organi‐
zations. Internal validity is not a concern since our exploratory case study does not make
any claims about causal relationships.

6 Conclusions

We performed a case study with six cases involving companies that apply Scrum prac‐
tices to better understand the role of architects in Scrum projects. The cases were chosen
to cover different scenarios of how architects can be involved in Scrum. We identified
three scenarios: “internal architect”, “external architect” and “internal and external
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architect”. With regards to communication and interactions of architects, we found that
architecting activities are significantly impacted by the skills of the Product Owner role
in Scrum. In order to improve architectural work in Scrum settings, attention may be
paid to educating Product Owners in architectural relevant matters in order to (a) appre‐
ciate the value of architecting, and (b) help Product Owners extract architecturally rele‐
vant information from stakeholders to support architects in performing their tasks. Some
of our findings are not in line with the Scrum Guide, but represent variations in Scrum
as presented in [10]. The findings reported in this paper increase architects’ awareness
(especially of novice architects) about different positions in a Scrum process and inter‐
actions with other roles in Scrum. They support architects (or individuals who take on
architecture-related tasks) in preparing for participating in Scrum-like projects. Further‐
more, our findings support setting up new teams, processes, and projects.

Some future work has already been outlined in the previous section. As further
research, we plan to extend the number of cases (covering companies of different sizes
and different countries) and provide more general conclusions and a more refined list of
roles and interactions. Furthermore, we plan on identifying relevant architecting skills
for the different roles in Scrum. Finally, we aim at investigating group dynamics and
organization theory to understand the three scenarios and in particular interactions in
more detail.
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Abstract. In this paper we present a summary of factors that must be taken into
account when applying continuous integration to software-intensive embedded
systems. Experiences are presented from two study cases regarding seven topics:
complex user scenarios, compliance to standards, long build times, many tech‐
nology fields, security aspects, architectural runway and test environments. In the
analysis we show how issues within these topics obstruct the organization from
working according to the practices of continuous integration. The identified
impediments are mapped to a list of continuous integration corner-stones
proposed in literature.

Keywords: Software integration · Software testing · Continuous integration ·
Embedded systems

1 Introduction

Continuous integration is widely promoted as an efficient way of conducting software
development. The practice is said to enable that tests can start earlier, that bugs are
detected earlier and to increase developer productivity [3, 12].

Martin Fowler’s popular article [4] is often referred to as a summary of the practice
of continuous integration. Paul Duvall summarizes continuous integration in a similar
way into a list of seven corner-stones [3]. The corner-stones (here labelled C1-C7) are
presented in Table 1.

Applications of continuous integration and other agile practices on large, complex
systems have been presented by Craig Larman and Bas Vodde [7] and Dean Leffingwell
[8]. There are also reports describing various experiences from introducing continuous
integration practices, often together with other agile practices [2, 6, 9–11]. However,
these reports do not describe experiences from applying continuous integration to soft‐
ware-intensive embedded systems (software systems combined with electronical and
mechanical systems).
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Table 1. Duvall’s seven corner stones of continuous integration

Id Continuous integration corner stone
C1 All developers run private builds on their own workstations before committing their

code to the version control repository to ensure that their changes don’t break the
integration build

C2 Developers commit their code to a version control repository at least once a day
C3 Integration builds occur several times a day on a separate build machine
C4 100 % of tests must pass for every build
C5 A product is generated that can be functionally tested
C6 Fixing broken builds is of the highest priority
C7 Some developers review reports generated by the build, such as coding standards and

dependency analysis reports, to seek areas for improvement

The topic of this paper is an overview and discussion of factors specific for software-
intensive embedded systems that could constrain a full adaptation of continuous inte‐
gration (as defined by Duvall’s corner-stones). The authors of this paper have under a
long period of time been involved in software development projects for large-scale and
complex systems. Through our work in various roles related to integration and testing,
we have gained experiences of problems and issues related to the practices of continuous
integration.

The main contribution of this paper is a summary of factors that we believe must be
taken into account when applying continuous integration to software systems combined
with electrical and mechanical systems. Further work could examine solution
approaches that can be applied in multiple case-studies.

The remainder of this paper is organized as follows. In the next section the study
cases are described. Subsequently in Sect. 3 we present the problems and issues that we
have experienced regarding seven topics. In Sect. 4, we present an analysis of how the
topics described in Sect. 3 are related to the corner-stones for continuous integration that
were presented in Sect. 1. The paper is concluded in Sect. 5 where we summarize those
relationships.

2 Case Study Companies

In order to discuss impediments for continuous integration, we will compare experiences
from two study cases, which both are companies developing large-scale and complex
software for products which also include a significant amount of mechanical and elec‐
tronical systems.

2.1 Study Case A

Study Case A is a telecommunications company with a wide range of products that
serves the B2B market. The products are highly software-intensive, but also include
significant electronical and mechanical parts.
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Study Case A has an advanced system of automated build and test, which has been
implemented to support continuous integration. Build, test and analysis of varying
system scope and coverage run both on event basis and on fixed schedules, depending
on needs and circumstances. A wide range of physical target systems as well as a multi‐
tude of both in-house and commercial simulators are used to execute these tests.

2.2 Study Case B

Study Case B is developing airborne systems and their support systems. The main
product is the Gripen fighter aircraft, which has been developed in several variants.
Gripen was taken into operational service in 1996. An updated version of the aircraft
(Gripen C/D) is currently operated by the air forces in Czech Republic, Hungary, South
Africa, Sweden and Thailand. The next major upgrade (Gripen E/F) which will include
both major changes in hardware systems (sensors, fuel system, landing gear etc.) and a
completely new software architecture.

Continuous integration practices such as automated testing, private builds and inte‐
gration build servers are applied in development of software for the Gripen computer
systems. The software teams commit to a common mainline. Testing is conducted in
simulated environments, rigs and test aircraft.

3 Problems and Experiences

In this section we will compare the conditions at Study Case A and Study Case B
regarding seven topics (derived from the characteristics of the companies’ products).
The seven topics are shown in Table 2. In general, our experiences of applying contin‐
uous integration practices are positive, but we present challenges related to applications
with complex software systems together with mechanical and electronical systems.

Table 2. The seven topics discussed in Sect. 3

Id Topic title
T1 Complex user scenarios need manual testing
T2 Compliance to standards shifts focus away from working software
T3 Longer build time due to tightly coupled systems
T4 Complete system a secondary concern due to many technology fields
T5 Restricted access to information due to security aspects
T6 End-to-end testing impossible without architectural runway
T7 Test environments often a limited resource with bespoke hardware

3.1 T1: Complex User Scenarios Need Manual Testing

Study Case A is developing communications solutions where systems interact which
other systems. The user experience is limited to measurable capabilities such as quality
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and data transfer speed. Every other aspect of the user experience is linked to the user
interface of products that are provided by other companies.

Study Case B on the other hand develops a product where the pilot cockpit is a vital
part of the product. The pilot’s judgment is critical with regards to whether the presen‐
tation and manoeuvring of sensors, weapons and other systems on the displays can
support the pilot to fulfil the assigned missions.

Our experience is that usability testing for a product such as the Gripen fighter (Study
Case B) is very difficult to discuss in terms of automated testing. Testing with the purpose
of checking if for example a symbol is presented after a button is pressed can be auto‐
mated, but the pilot’s judgement when evaluating a complex user scenario is extremely
difficult to replace with an automated test case. Our experience is that the challenges of
testing which include subjective experiences are clearly valid for Study Case B, but are
much less pronounced (if present at all) at Study Case A.

3.2 T2: Compliance to Standards Shifts Focus Away from Working Software

Development of airborne systems follows standards like DO-178B or specifically in
Sweden RML-V-5. Development is to a great extent requirement-driven, where high-
level requirements are broken down into low-level system requirements. Specific roles
are responsible for quality assurance through reviews and audits. The telecom industry
also has rules and regulations, but often not to the same extent as avionics software
systems.

If evidence that the product is compliant to a standard is at the same importance as
the product itself, however, a document review can be seen as time-critical and be given
higher priority than software problems. Our experience is that Study Case B (fighter
aircraft) to a greater extent than Study Case A (telecom systems) has milestones and
project progress connected to audits (on system design or software) or formal documents
(a document is issued that is required at a certain stage in the process).

3.3 T3: Longer Build Time Due to Tightly Coupled Systems

The Gripen aircraft (Study Case B) is a highly integrated system which uses rate-mono‐
tonic scheduling with a cyclic execution pattern. Both execution within a computer and
communication between the central computers are scheduled. Our experience is that
when working with a highly integrated (tightly coupled) system, a small delivery to the
main track may cause building and linking of a large part of the computer system which
implies long build times.

Study Case A’s telecom systems have varying degrees of real time characteristics,
typically depending on the level of abstraction with regards to the underlying physical
interfaces. Similarly, the degree of coupling and ability to modularize also varies. Study
Case A has had (where possible) very positive experiences of increasing “integration
time” modularity – in other words, building and testing the systems in smaller, inde‐
pendent pieces. This approach is impeded by the tighter coupling of Study Case B.
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3.4 T4: Complete System Secondary Concern Due to Many Technology Fields

Development of a product requires knowledge of all technology fields that the product
covers. The Gripen aircraft (Study Case B) covers technology fields spanning from for
example aerodynamics, engine control and electrical power system to communication
system, navigation and mission planning. The telecom products of Study Case A also
covers many technology fields, such as network optimization or handling of customer
data.

Our experience is that a large number of technology fields fosters silo behaviours.
The organization tends to establish tailored ways of working for each system (technology
field) and also tends to see it as “our system”, and treating the complete system as a
secondary concern. This is arguably as a consequence of limited understanding of the
unique challenges and requirements governing the many parts of the complete system.
Silo mentality in not unique for this scenario, but we find it severely exacerbated when
these silos operate in separate engineering disciplines with little or no understanding of
one another’s unique characteristics or challenges.

3.5 T5: Restricted Access to Information Due to Security Aspects

All companies have to take into account how to protect company confidential informa‐
tion. Almost every company has a strategy for how to avoid information leakage.
Another aspect is the ability to protect customer data. That is, to ensure that information
about one customer’s performance or available functionality is not exposed to other
customers. Both Study Case A and Study Case B must make allowances for this.

A third aspect is defence-related security. Defence-related security includes safe‐
guarding of national security and foreign policy objectives for all (military) customers,
but also to follow export control regulations for parts or sub-systems supplied by a
foreign vendor. US arms regulations demand that it is secured that only specified indi‐
viduals have access to software included in defence-related items, which increases the
difficulty of a common understanding of the product. Export control of US technology
(especially arms regulations) is regulated by The International Traffic in Arms Regula‐
tions. Our experience is that these regulations are affecting Study Case B (fighter
aircraft), but are not relevant for Study Case A (telecom systems).

3.6 T6: End-to-End Testing Impossible Without Architectural Runway

Platforms like .NET or Java Virtual Machine possible for a developer to rapidly produce
software that includes both user input/output and communication with other software
modules. Embedded systems developed by Study Case A (telecom systems) and Study
Case B (fighter aircraft) are not built on a commercially available platform like .NET.
Instead, the development of an entirely new product includes a long period of in-house
construction of a platform with all infrastructure functions. When you start from a clean
slate you give up the luxury of a platform with working infrastructure including for
example communication between systems, functional monitoring or data registration.
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Dean Leffing well defines the term architectural runway as infrastructure sufficient
to allow incorporation of new requirements (new functionality) [8]. Development for
bespoke hardware with tight dependencies to the physical interfaces miss out the benefits
from a commercially available platform. Consequently, the architectural runway is much
longer.

Our experience from both study cases is that at the initial phase of development of
a new product (lasting for a significant part of the project) the sub-systems cannot be
integrated. Due to this, the product cannot for a long time be functionally tested end-to-
end to expose any problems.

3.7 T7: Test Environments Often a Limited Resource with Bespoke Hardware

Development of embedded systems is highly dependent on bespoke hardware, both
mechanical and electronical parts. The telecommunication equipment delivered by
Study Case A (for example network nodes) often contain specialized internally devel‐
oped hardware, and is deployable in a large number of variants. The equipment may
also coexist with a wide variety of topologies, including equipment developed by Study
Case A and/or any competing vendor. The computer system in the Gripen aircraft (Study
Case B) is built on internally developed hardware and equipment developed for aero‐
nautical applications. Gripen is designed in different variants, and each variant have sub-
variants. Simulators with models of hardware are used by both Study Case A and B, but
have limitations regarding for example timing.

When the system is based on bespoke hardware (not running on any standard
computer) and hardware is considered expensive or in short supply, the test environ‐
ments often become a limited resource. Further on, a large number of hardware config‐
urations (caused by customer-specific hardware) increases the test effort needed for
every build. Our experience is that both Study Case A and Study Case B are highly
dependent on bespoke hardware, with Study Case A having to handle a greater degree
of differences in hardware configurations.

4 Analysis

In the previous section we compared the conditions at Study Case A and Study Case B
regarding seven topics (T1-T7 in Table 2) related to product characteristics, based on
our experiences. In this section we will analyse how this relates to the seven-bullet
summary of continuous integration (C1-C7 in Table 1).

4.1 C1: All Developers Run Private Builds

The first corner stone (C1) states that “All developers run private builds on their own
workstations before committing their code to the version control repository to ensure
that their changes don’t break the integration build”.

Test environments easily become a limited resource if the system is based on bespoke
hardware (T7). We argue that if the developers build and test in a simulated environment,
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they cannot fully ensure that the exact same test cases will not expose problems during
test activities that run on real hardware.

4.2 C2/C3: Commit Code and Build Often

As we find the two corner-stones “Developers commit their code to a version control
repository at least once a day” (C2) and “Integration builds occur several times a day
on a separate build machine” (C3) related they will be jointly discussed.

Build time is correlated with the size of the code base. If a product can be divided
into several parts that are built and linked in parallel as separate binaries, build time can
be reduced. If the product is a tightly coupled system, such sectioning is more difficult
or even impossible which implicates a longer build time. We argue that a long build-
and test-time (T3) reduces the developer’s interest in committing to the main track often,
and the developers will not commit their code to the repository at least once a day. Kent
Beck quite simply states that “if integration took a couple of hours, it would not be
possible to work in this style” [1]. If build- and test-time for the integration build (T3)
extends to several hours, this severely limits the number of integration builds that can
be produced in a day.

4.3 C4: 100 % of Tests Must Pass for Every Build

To use automated tests to support the practices of continuous integration is a far more
effective approach than manual testing [3]. We find automated tests to be a prerequisite
for the continuous integration of any not-trivial software system.

Testing should include different categories of tests, from unit tests and component
tests to functional tests and tests of load/performance and other capabilities. Tests of
Human Machine Interaction (HMI) differ from other types of testing, as the purpose of
the tests are to check that the usability is considered at least good enough by user repre‐
sentatives. Manual usability tests take longer time to execute and are less predictable
than automated tests, which means they cannot be repeated for every integration build
(at a build rate of several builds a day or more).

When the system is based on bespoke hardware (not running on any standard
computer) and hardware is considered expensive or in short supply, the test environ‐
ments soon become a limited resource. Further on, a large number of hardware config‐
urations (caused by customer-specific hardware) increases the test effort needed for
every build. With a wide range of hardware configurations it is no longer clear what
“100 % of tests must pass” actually means – does it mean testing on all valid configu‐
rations or a representative subset?

Test environments more easily become a limited resource with bespoke hardware,
especially if the product uses many hardware configurations which increases the test
effort (and consequently the demand of test environments). A large number of hardware
configurations also increases the risk for flaky tests, as there are more test environments
to maintain.
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We argue that both a product with complex user scenario testing (T1) and many
bespoke hardware configurations (T7) can be impediments when trying to adhere to the
rule that “100 % of tests must pass for every build”.

4.4 C5: A Product Is Generated That Can Be Functionally Tested

Before a first version of all infrastructure for the complete product has been developed,
the developers don’t have a minimum viable product which then can be incrementally
expanded upon. That is, before the architectural runway is established, the product
cannot be generated (assembled) and cannot be functionality tested end-to-end (T6).

Another aspect is that is important that all participants have common understanding
of the desired functionality of the product. We argue that if the product has a large
number of technology fields (T4) and especially if the technology fields are not adjacent,
it becomes more difficult to agree on the content and meaning of functionality tests.
Security aspects (T5) can also be an impediment, such as when developers are hindered
from communicating freely regarding the exact content of the functions they have built.
This further increases the difficulty of a common understanding of the product, which
also becomes an impediment related to testing the product end-to-end.

4.5 C6: Fixing Broken Builds Is of the Highest Priority

Fixing broken builds fast restores the confidence for a stable and sound main track. If
status of the software is undisputed as the full picture of status in the project, it is easy
to keep focus on fixing broken builds fast.

“Working software over comprehensive documentation” is one of the values in the
agile manifesto, which also fully applies to continuous integration. This might be seen
as a value that collides with the principles of development of safety-critical, highly
regulated software such as medical devices, nuclear power stations or flight-critical
software. This conflict is also discussed by Janet Gregory and Lisa Crispin [5].

Regulated environments typically apply one or several standards that require that
the developing organization should “show evidence” of compliance to the standard,
which should be done in written documents. We argue that the obligation to show
compliance to a standard (T2) can be an impediment in relation to the intention of fixing
broken builds as the highest priority.

4.6 C7: Developers Review Reports to Seek Areas for Improvement

The last corner stone states that “Some developers review reports generated by the build,
such as coding standards and dependency analysis reports, to seek areas for improve‐
ment”. We argue in the same way as for corner-stone C5 (Sect. 4.4) that a large number
of technology fields (T4) and security aspects (T5) make it more difficult to achieve a
common understanding of the product. Only a few people have an overview of the whole
product, and in many cases information cannot be shared due to security restrictions. To
some extent, this affects how developers review reports on other parts of the product
than where they are working themselves.
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5 Conclusion

The analysis in the previous section relates the seven topics to the corner stones for
continuous integration that were presented in the introduction. The analysis is summar‐
ized into the following bullets:

• If the developers run tests in a simulated environment, they cannot fully ensure that
the same tests will pass for the integration build that runs on real hardware

• Tightly coupled systems (causing long build- and test-time) implies additional chal‐
lenges related to frequent deliveries and integration builds several times a day

• A product with complex user scenarios and/or bespoke hardware (especially a large
number of hardware configurations) implies that the rule “all tests must pass for every
build” must be replaced with other testing approaches

• In a highly regulated environment, “fixing broken builds” must be balanced against
other project objectives

• At the initial phase of development of a new product (before the architectural runway
is established) the sub-systems cannot be assembled in order to test the system func‐
tionally end-to-end and expose any integration problems

• It is more difficult to achieve a common understanding of a product with a large
number of technology fields or security aspects, which affects tests and reviews

The relations that were found are summarized in Fig. 1.

Fig. 1. Relations between corner stones and impediments

We believe that these experiences represent an area of further work of high relevance
to large segments of the software industry. Any research promising to mitigate the
discussed impediments would be of great value in the embedded software development
community.
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Abstract. The majority of software developers work in teams and are
thus influenced by team norms. Norms are shared expectations of how to
behave and regulate the interaction between team members. Our aim of
this study is to gain more knowledge about team norms in software teams
and to increase the understanding of how norms influence teamwork in
agile software development projects. We conducted a study of norms in
four agile teams located in Norway and Malaysia. The analysis of 22
interviews revealed that we could extract a varied set of both injunctive
and descriptive norms. Our results suggest that team norms have an
important role in enabling team performance.

Keywords: Group norms · Team values · Collaboration · Self-managing
teams · Behavioral software engineering

1 Introduction

Teamwork is an integral part of contemporary software practice. Productive col-
laboration in software teams requires a certain unity in norms. Team norms are
emergent, consensual standards that regulate team members behaviors [1]. Pro-
ductive teamwork carries with it a set of norms such as listening and respond-
ing constructively to views expressed by others, giving others the benefit of
the doubt, providing support and recognizing the interests and achievements of
others [2]. Such norms are important because they promote individual perfor-
mance, which boosts team performance, and good team performance boosts the
performance of the organization. Understanding and influencing team norms is
therefore key to building a productive software team [3].

With the emergence of agile development methods, we have also seen a sub-
stantial research interest in team-related topics such as communication [4], coor-
dination [5] and self-managing teams [6], to name a few. Despite the increased
interest in teamwork and behavioral aspects in software development research,
team norms has been largely ignored [7]. This paper seeks to contribute to our
understanding of team norms in software development by drawing on studies of
norms in other disciplines [8–10]. Our main contribution is the application of
team norm categorizations to a case study of four software teams. Not only do
we report on particular norms in the software development context, but we also
c© Springer International Publishing AG 2016
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hope this contribution will enable more data-driven empirical research in this
area in order to improve software processes.

We may think of team norms as shared expectations of how to behave in
the team [11]. Norms have the power to partially explain human behavior by
expressing our motivation for doing certain actions [8]. Norms are normative in
the sense that they associate value to certain patterns of behavior. Norms thereby
discriminate between acceptable and unacceptable behaviors of members in a
team [12]. Furthermore, norms are a fundamental element of a team’s structure
and constitute an important vehicle for team members’ identification with the
team. When team members identify themselves with a team they will more
easily commit themselves to team goals [10,12]. One of the most important
characteristics of team norms is that they do not exist if they are not shared
with others [13]. Norms may promote adaptive and effective behavior because
people feel compelled to act in ways that are consistent with the norms. Norms
simplify team processes because they make it possible for members to count on
certain things being done and other things not being done [12].

A recent study at Google found that some norms, for example the norm that
team members speak roughly the same amount, could raise the teams collective
intelligence, while other norms could halt the team [3]. A study by Teh et al. sug-
gested that team norms can be adjusted to promote certain behaviors in software
teams [14]. In that particular study, group norms were altered using task prim-
ing, whereby team members would complete a pilot task under direct guidance
to establish new norms. Agile methodologies require a shift from command-and-
control management to leadership-and-collaboration [15]. McHugh [16] found
that norms influence behavior in agile teams and argue that since traditional
bureaucratic controls are often reduced in agile teams, team norms may be even
more of importance than in traditional software teams. Further, Moe [17] argue
that a software team, in order to become self-managing, needs to change the
operating norms within the team, as well as in the wider environment. While
developing productive norms are important in co-located software teams, it is
even more important in distributed software teams. Sharp and Ryan [18] noted
that a crucial element of virtual team design was the establishment of a shared
set of norms. They argue that virtual teams benefit from learning to express
explicit norms and role expectations to new members.

2 Study Design

The company in which this study was set is an international telecommunications
software company with roughly 700 employees. It was selected as a research site
because it was part of a large research project on teamwork in agile software
teams. We studied two teams located in Norway (Mercury and Mars) and two
teams located in Malaysia (Jupiter and Pluto), as shown in Table 1. One of the
team members worked in both Mercury and Mars, but identified more strongly
with the latter, and therefore we place her in this team in Table 1. All teams
had used Scrum with the recommended practices for more than two years.
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Table 1. Sample of teams

Team name Country Team members Team members interviewed

Mercury Norway 9 1 architect, 1 developer, 1 Scrum Master,
1 tester

Mars Norway 9 3 developers, 2 Scrum Masters, 1
technical writer

Jupiter Malaysia 10 5 developers, 1 project manager, 1
Product Owner, 1 Scrum Master, 1 tester

Pluto Malaysia 6 1 architect, 1 developer, 1 team leader

The 22 interviews were semi-structured and the respondents were asked ques-
tions regarding teamwork and meetings. The interview guide was based on a
teamwork model [19], which covers the following teamwork components: com-
munication, team orientation, team leadership, monitoring, feedback, backup,
and coordination. By understanding the teamwork components in each team,
it will be possible to understand the patterns of behavior and the influencing
norms. Understanding team orientation is of particular interest in this study.
Team orientation is defined as [19]: “the attitudes that team members have
toward one another and the team task. It reflects acceptance of team norms,
level of group cohesiveness, and importance of team membership.”.

The average interview duration was 60 min. All the interviews were audio-
taped and fully transcribed. The first author also observed the teams in meetings
and during daily work. Statements in the interviews regarding daily stand-up
meetings have been used in previous work [20], but the information concerning
norms was analyzed and reported on for the first time for the study reported in
this paper.

The two first authors studied the interview transcripts and observation notes
and identified statements that indicated norms - i.e. patterns of behavior. We
looked for statements where team members described a behavior as an “unwrit-
ten rule” or “how our team does it”. All the interviews were coded in NVivo.
We decided to use the categorization by Cialdini et al. [8] to understand and
analyze two type of norms: injunctive and descriptive (explained in Sect. 3). We
discussed which of the categories the identified norms belonged to, and whether
we believed the norms positively or negatively affected team performance. We
also considered the framework proposed by Forsyth [1], but found that the cat-
egories were not as clear as those of Cialdini et al.

3 Results and Discussion

Upon analyzing our data we identified both injunctive and descriptive norms.
Injunctive norms are concerned with what people ought to do or should do.
Such norms describe approved or disapproved behaviors. Descriptive norms are
norms of what most people do, how they typically act, feel, and think in a given
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situation. Because what is approved behavior (injunctive norms) is often the
same as what is typically done (descriptive norms), it is easy to confuse these
two types, but they are conceptually and motivationally distinct [8].

3.1 Injunctive Norms

We found that injunctive norms were the easiest type of norm to identify because
the interviewees often expressed these as ways people ought to behave. For exam-
ple, one developer in Jupiter described a norm of how to dress for work: “We
have to wear long pants, and we cannot wear slippers.” In Teams Jupiter and
Pluto they had the norm that “the Product Owner (PO) is not allowed to attend
retrospective meetings.” A third example is that all teams had the injunctive
norm: “team members have to be on time for meetings”, and they tried to coun-
teract the tendency to violate this norm with concrete sanctions, such as having
to pay a fine. While talking about allocation of tasks, one developer from Team
Jupiter noted: “We have specialized roles in order to go in depth in solving prob-
lems and to be able to solve tasks faster.” The expected behavior in this team
was that team members chose tasks according to specialization. This behavior
was positively sanctioned because the team members believed that it made them
more productive. This norm suggests that the team prioritized role specializa-
tion at the expense of agile teamwork norms such as having backup behavior
and knowledge redundancy [5].

Another respondent in Jupiter commented on the autonomy level of the team:
“The thing is, the differences from now and the early days of Scrum is that we
have full design rights. Previously we did not.” The reference is here to the
positively sanctioned design behavior, i.e. team members are allowed to design.
Design is a part of the work that sets direction for the subsequent coding. This
is a norm that contributes to team performance since it brings decision-making
authority to the level of operational problems.

One developer in Pluto reflected on a negative incident with a team member:
“Someone actually decided to take up a user story without informing us and then
told us it was done before the story was even groomed. It is not ok that team mem-
bers take such decisions without informing the rest of the team.” The injunctive
norm here suggests that team members should not pick up user stories without
informing the other team members. This kind of behavior is often referred to as
decision hijacking [21] and is an example of violation of a norm. The injunctive
norm that team members should inform each other is an enabler for effective
teamwork because agile team members should make decisions together.

3.2 Descriptive Norms

Descriptive norms are concerned with the behavior that generally occurs, and
these norms are predominantly based in implicit assumptions. Hence, in order
to identify these norms, we had to supplement the analysis of the interviews
with observational data to identify the usual behavior of the team members.
For example, when investigating how the burndown chart was updated, one
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respondent in Team Mars replied: “In Team Mercury, the team members report
and the Scrum Master update it. We have concluded that we do not do it like
that. We do it ourselves. Each one of us has the responsibility to update it.”
This statement suggests a pattern of behavior that is established in the team.
However, we observed that the team members rarely updated the burndown
chart. Hence, the descriptive norm in the team was to update the burndown
chart rarely, even if the project manager wanted them to update it often.

In Team Jupiter, during planning poker, the team member who estimated
the highest or lowest number of hours had to give an explanation of his or hers
estimate. This had resulted in a norm that most team members tried to estimate
a middle value in order to avoid speaking up and explain their value to the others.

Another observation of a descriptive norm in Team Jupiter was that it was ok
to be present in team meetings without paying attention, if the team member said
they had something more important to do. For example, some team members
coded during planning meetings. A consequence of this norm may be a reduced
shared understanding of the work and the teams goals, which negatively affects
team performance.

In all of the teams, team members often arrived at work just in time for
the daily stand-up meeting, even if company policy stated an earlier time. This
illustrates an important aspect of team norms: the informally agreed on guide-
lines for acceptable behavior in a team may conflict with the organization’s
expectations of behavior. Team members will then find themselves in a position
where they, often unconsciously, choose or negotiate between different norms. In
this example, team norms got precedence above organizational norms. This may
indicate that the team members identified more strongly with the team than the
organization.

3.3 Co-existing Norms

Injunctive and descriptive norms may co-exist in the same behavioral pattern [8].
In the beginning of our data analysis this created some confusion. An example
of an injunctive and descriptive norm acting simultaneously is the following
statement from a developer: “When I have a problem, I ask for help immediately,
I do not try to sit for days trying to solve the problem myself”. We often observed
that team members asked each other for help, either by going to a person sitting
close by or by sharing the problem in the daily stand-up meeting. The behavior
of seeking and providing assistance from each other was positively sanctioned in
these teams (injunctive norm). At the same time, it was what people usually did
(descriptive norm).

Another, more intricate example of co-existing norms is illustrated by the
following statement from a manager: “John is not too harsh on the PO, so the
PO would always give him new tasks behind the Scrum Masters back. This is how
John approaches stuff, so we can just let him. It is not really wrong by the way,
he is just doing his part to improve the product.” It is disapproved (and hence an
injunctive norm) to allow the PO to approach team members directly without
the Scrum Masters consent. Nevertheless, this often happens (descriptive norm.)
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Teams go through a natural process of creating norms to find a comfortable way
to operate [12]. They try to operate in such a way that they maximize the chances
for success and minimize the chances for failure, and that they also maximize
the satisfaction of the team members and minimize interpersonal discomfort
[22]. For example, the team as a whole are satisfied when they try not to accept
tasks from the PO, but at the same time they accept that some team members
solve this type of tasks because it minimizes interpersonal discomfort to let
this person say yes. Nevertheless, we believe that the injunctive norm (team
members should reject tasks from PO) positively affected team performance,
while the acceptance of this being violated (the descriptive norm) negatively
affected team performance.

3.4 Psychological Safety

Some norms of communication were described by the interviewees as cultural
differences. For example, in Malaysia, one tester noted: “In Norway, the testers
would just go to the developers cubicle and just talk to them whenever there is a
problem. In Malaysia, maybe the working culture is different, because most of the
time we are communicating through e-mail to have it in black and white.” How-
ever, we believe that other factors than culture are also important in explaining
norms for communication. Norms of how team members behave towards each
other are closely related to the concept of psychological safety, which is a sense
of confidence that the team will not embarrass, reject or punish someone for
speaking up [23].

We identified several norms that indicated a high degree of psychological
safety. For example, in Jupiter, the developers had the norm that they responded
positively whenever they were confronted with a bug. One tester explained: “In
my previous job I was afraid that developers would be offended when I filed a
bug because basically you are telling them that they have made a mistake. So I
had to think a lot of how I would present the bugs I found. But, I do not get
that feeling in this team because this team is quite mature. The developers are
happy if you find a bug. It makes me feel happy about my job and my team.”
This supports the findings in a recent study of norms that stated that productive
software teams have norms that fosters a high degree of psychological safety in
the team [3].

3.5 Changing Norms

A capacity for learning about norms and how to change them is needed to
improve team performance. The results of this study indicate that it is impor-
tant that teams reflect on the two types of norms associated with how they are
operating as a team, and how such norms evolve. Norms are socially developed
through interactions among team members. As a consequence, they are not sta-
tic. An intriguing aspect of norms is that behavior that is found effective can
gradually be turned into routine, norm-driven behavior [12,24].
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Organizations seek to establish norms in different ways by enforcing process
standards, code of conduct etc. Similarly, teams will try to establish norms, for
example by agreeing on rules to regulate the team’s interaction. One example
is the set of rules defined by Team Pluto. Figure 1 is a picture of a working
agreement that the team had posted on the wall in the office space. However,
agreeing on these rules are not sufficient to designate them as norms, they are
merely potential injunctive norms. A rule must also be associated with motiva-
tion to behave according to this rule (which, naturally, will most often be the
case). Hence, we must find evidence of people’s inclination to behave according
to a certain pattern of behavior to verify if they are indeed injunctive norms.

By discussing the working agreement in Team Pluto, the team tried to estab-
lish their own norms for effective teamwork. Teams that are able to improve their
own work methods often achieve a higher level of autonomy than teams that do
not make such decisions [11]. One way of changing norms in a conscious manner
is by reflection. To enable reflection, agile methods typically establish some form
of retrospective meetings. We argue that these should be used as a means to
discuss team norms.

Fig. 1. Working agreement in Team Pluto

In observation of retrospective meetings, we noted several examples of issues
related to team norms, for example: (1) How can we make sure people are punc-
tual to grooming meetings? (2) How can we make team members prioritize the
retrospective meetings when they are busy preparing for the sprint demo? (3)
Should we ban laptops from meetings? and (4) How can we make sure that the
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burndown chart is updated more often? By discussing these issues, the teams
reflected on descriptive norms and tried to establish injunctive norms that would
subsequently be adopted as typical. This shows that rituals and ceremonies such
as daily stand-up meetings and retrospective meetings may reinforce acceptable
behaviors. Discussing the team’s own norms is an example of clan-based con-
trol. Often, the team will seek to establish sanctions to uphold these injunctive
norms [9]. Clan control is a type of control that operates when the behavior in
a team is motivated by shared values and norms [25]. Clan control empowers
team members in agile software teams [16].

4 Methodological Implications and Future Work

As far as we are aware, this is the first study of norms in agile software teams.
Studying norms is a challenging undertaking because most people do not reflect
on how norms guide their behavior. Additionally, they may not be aware of
which norms that regulate their actions. We have come to understand norms
better through our analysis according to the framework by Cialdini et al. [8].
Perhaps symptomatic for many soft topics in software engineering, we need to
be vigilant to opportunities for using theory from other disciplines that explain
the practice of software development.

While it seems clear to us that norms are an integral aspect of working in
a team, they may be difficult to uncover because of their degree of visibility,
as shown in Fig. 2. In order to understand norms, researchers have to uncover
assumptions. One may start with identifying artifacts and behaviors in the teams
to decipher the underlying sources of motivations, such as norms. Our position

Fig. 2. Visibility of values and norms. Figure adapted from [25], examples from Team
Mercury
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is that it is not enough to just interview project members to uncover norms,
one should supplement this data collection method with field observations to
see what people actually do. Research in social psychology can serve as useful
examples for future research in software teams [10].

Future research might also explore the concept of team values. Team values
guide behavior and decision making in the team and they underlie norms [26,27].
However, team values may be even more difficult to identify because they are
even less visible than norms.

5 Conclusion

Productive teams, where team members act in a collaborative manner to achieve
project goals, are important for successful software projects. In such teams, team
members often exhibit a strong sense of commitment to the team, and members
are influenced by shared norms. The purpose of our study was to evaluate the
presence of norms in four software teams. The results support the idea that some
norms enable team performance, while others hinder. In order to encourage pro-
ductive team member behaviors, we suggest that teams regularly reflect on both
their injunctive norms (what is approved/disapproved behavior) and descriptive
norms (what is commonly done). Our contribution can serve as an initial basis
to guide and integrate research findings about norms in software teams.
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Abstract.
Context: The current transformation of automotive development
towards innovation, permanent learning and adapting to changes are
directing various foci on the integration of agile methods. Although, there
have been efforts to apply agile methods in the automotive domain for
many years, a wide-spread adoption has not yet taken place.
Goal: This study aims to gain a better understanding of the forces that
prevent the adoption of agile methods.
Method: Survey based on 16 semi-structured interviews from the auto-
motive domain. The results are analyzed by means of thematic coding.
Results: Forces that prevent agile adoption are mainly of organizational,
technical and social nature and address inertia, anxiety and context fac-
tors. Key challenges in agile adoption are related to transforming orga-
nizational structures and culture, achieving faster software release cycles
without loss of quality, the importance of software reuse in combination
with agile practices, appropriate quality assurance measures, and the
collaboration with suppliers and other disciplines such as mechanics.
Conclusion: Significant challenges are imposed by specific character-
istics of the automotive domain such as high quality requirements and
many interfaces to surrounding rigid and inflexible processes. Several
means are identified that promise to overcome these challenges.

Keywords: Software development · Agile methods · Automotive

1 Introduction

The automotive industry is confronted with high-frequent changes due to innova-
tions and new technology. Today, it is a competitive advantage for car manufac-
turers to develop and distribute high-quality software at a high pace. A promising
solution to keep pace with this progress are agile software development methods.
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High quantities with high cost pressure, test and validation under real-time
conditions and a high amount of software variants are important characteris-
tics for automotive software development. Safety-critical applications on the one
hand and cost pressure on the used hardware on the other hand are encountered
in the automotive domain. Furthermore, strict processes for car development
have to be considered. Automotive functions must be verified by long term field
tests and endurance tests that are enforced by law.

This survey investigates the specifics of agile adoption in the automotive
domain. It presents an interview-based qualitative survey that aims to under-
stand today’s state of the practice of perceived forces on agile adoption. This
work focuses on the agile software development for electronic control units
(embedded software) in the automotive domain.

2 Related Work

Since a decade and more, agile software development methods show promising
benefits in domains such as mobile or web development. In the beginning, it
was not yet clear if agile software development would be applicable to the auto-
motive field. In 2004, Manhart and Schneider [1] “tried to break the ice” for
agile embedded development. They summarized existing experiences with agile
methods, but emphasized that more knowledge of agile practices is needed. A
survey by Kugler Maag CIE [2] in 2015, revealed a non-uniform adoption of agile
development in the automotive domain with various and selective adopted agile
methods and practices.

A leader in agile adoption is the Original Equipment Manufacturer (OEM)
Volvo. Eliasson et al. [3] performed several case studies at Volvo to identify the
limitation of agile development in the automotive domain. These studies focus
on impacts with respect to software architecture and pointed out cooperation
problems with subcontractors. In 2014, Eliasson et al. [4] identified the necessity
to reveal possible showstoppers in the earlier phases of projects by means of
faster feedback. In addition, they focus on requirements engineering combined
with agile practices. Stelzmann et al. [5] analyzed success factors which help
projects to become agile. Katumba et al. [6] conducted a case study to identify
challenges in software development process related to frequent task switching,
individualism, lack of complete knowledge and communication. With this in
mind, our study aims at identifying hindering forces on the agile adoption and
potential solution approaches.

3 Study Approach

3.1 Research Questions

RQ 1: What are the perceived forces that prevent agile adoption in automotive?

RQ 1.1: What are the habits and inertia that prevent agile adoption?
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RQ 1.2: What are the anxiety factors that prevent agile adoption?
RQ 1.3: Which context factors prevent agile adoption?

RQ 2: What are the perceived means to adopt agile in automotive?

3.2 Research Design

The study is based on a qualitative survey. It is designed as an exploratory semi-
structured interview. The method provides insights into the examined topic and
gives essential information to understand the phenomenon in its real context
[7,8]. For a semi-structured interview an interview guide was implemented [9].
The interview guide was structured along a funnel model [8]. Each section begins
with open, exploratory ground mapping questions [10]. These questions reveal
all topics of interests [11]. In addition, dimension mapping questions are used
to focus on interesting topics [11]. The interview guide was tested in a pilot
interview and adjusted to the problems which have arisen.

3.3 Data Collection and Analysis

Research Sites and Participants. The interview participants were selected
from employees of an OEM and an automotive consultant. The interviewee selec-
tion was based on two criteria: First, the interviewee should have a work expe-
rience of several years. The length of employment varied from 3 to 20 years,
with an average working experience of 16 years. Second, the interviewee should
already use agile practices for software development. To get a different point of
view on the examined topic, the following participants were selected: Two man-
agers, five process owners, two system architects, six software developers and
one automotive consultant for agile development processes. The interviews were
conducted by the primary researcher at the interviewees departments from May
to June 2016.

Interviews. There were 14 face-to-face interviews as well as a group interview
with two participants. Every interview took around one hour. The interview
questions were initially defined in English and translated to the native language
of the interviewees. In consent with the interviewee, the interview was recorded
and transcribed verbatim for detailed analysis. All transcribed interviews notes
were managed using the reference management program Citavi.

Analysis. According to the classification of Stol et al. [12], the coding concepts
of Straussian Grounded Theory were used. We used the three coding phases of
Straussian Grounded Theory: open coding, axial coding, and selective coding [12,
13]. The interpretive process of open coding generates categories and concepts
by breaking down the data analytically. The concepts were grouped together
and related to their subcategories in the axial coding. In the selective coding the
central categories were defined.
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Validity Considerations. Validity was threatened by the possibility of misun-
derstandings between interviewees and the researcher. To minimize this risk, the
study goal was explained to the participants prior to the interview. Steps taken
to improve the reliability of the interview guide included a review and a pilot
test. To reduce researcher bias, the interviews were recorded and transcribed.

4 Results

4.1 Forces on Agile Adoption

We define six categories of forces on agile adoption (cf. Fig. 1). The categorization
aims to better understand the different aspects of the transition process from
traditional to agile development practices. We distinguish between “trigger”,
“push” and “pull” as forces that lead to agile adoption. In contrast, we define
“inertia”, “anxiety”, and “context” as forces that prevent the agile adoption. The
classification is inspired by the Customer Forces Diagram by Maurya1 that itself
is inspired by the Forces Diagram by Moesta and Spiek from the Jobs-to-be-done
framework2.

A trigger force initiates a change and pushes an individual or an organization
towards agile adoption. A push force pushes an individual or an organization
towards adopting agile practices based on issues or demands. A pull force come
into effect when individuals or organizations are pulled towards agile adoption
based on the attractiveness of a future situation.

Inertia forces, such as habits, keep people from trying out something new and
hence prevents agile adoption. The anxiety forces are representing fears which
could prevent the adoption of agile. Often, uncertainties surrounding new situa-
tions cause anxiety. The context forces result from constraints and obstacles in
the environment (such as organizational structures or process barriers) and pre-
vent agile adoption. In the following, the preventing forces found in the study are
subsequently described and explained using the information from the interview
transcripts and the interpretations from coding and analysis.

Fig. 1. Agile adoption forces diagram

1 https://leanstack.com/science-of-how-customers-buy/.
2 http://jobstobedone.org.

https://leanstack.com/science-of-how-customers-buy/
http://jobstobedone.org
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4.2 Perceived Forces that Prevent Agile Adoption

Inertia. Most of the interviewees mention that a major problem is the missing
understanding of the applicability of agile methods within their context. Some
interviewees emphasize that it is not clear for the management how to manage
agile development and how to integrate it into their departments. Managers point
out that a change of the mind-set is needed to adopt agile, but it is unclear how to
achieve this. All interviewees mention that applying agile methods might require
more communication effort. 50 % of the interviewees agree that communication
effort is manageable in local, small teams but it is difficult to coordinate if the
development is distributed.

Anxiety. The developers believe that it is necessary in agile development to give
more responsibility to software developers; they mention that the management
does not want to give up responsibilities. The managers emphasize that it is
unclear how to provide correct estimations on development efforts when applying
agile practices. They mention that it is difficult to prioritize features without
correct estimations. In addition, the managers mention that they do not want
to displease software developers by changing roles and responsibilities. In fact,
they fear that annoyed developers might leave the department. The software
developers emphasize their biggest fear that customer-relevant defects remain in
the delivered software.

Context. Except of two, all interviewees mention that with the current struc-
ture of the company too many responsible persons are involved in negotiations
about feature implementation. The interviewees state that this slows down the
software development and prevents agile adoption. Most of the interviewees con-
sider the high amount of process-dependencies for software development as an
impediment for the transition towards agile development. One manager men-
tions the demand for more employees to maintain and manage the intersection
between the agile department and the traditional organization. The processes on
the higher system levels are seen as important. At the same time, however, they
are considered to prevent and restrict agile development. The software devel-
opers emphasize the need to synchronize with fixed freeze dates and hardware-
development what is seen as slowing down the process. In addition, one inter-
viewee attributes the longer development time to the increased communication
effort during the implementation. The interaction with the purchasing depart-
ment and suppliers is highlighted by most interviewees as a challenging task.
The communication with a supplier is identified to be a problem. Challenges
with respect to communication are as well present in the context of globally
distributed software development projects.

All interviewees mention the high effort to fulfill compliance and validation.
Technical risks and challenges are mentioned by seven interviewees. It is impor-
tant that the software is validated and of high quality. The developers mention
that test and validation departments cannot increase speed due to the necessity
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of integration and validation in a real car. All interviewees refer to limited capac-
ity in manpower and test systems when it comes to validation. Therefore, it is
necessary to reuse software parts in order to reduce certification efforts. Other
restrictions which are seen as important for adopting agile are long term field
tests and endurance runs that are enforced by law, e.g. summer and winter tests.
These tests must be kept at reasonable costs.

4.3 Perceived Means to Adopt Agile

How to Overcome the Inertia? Most of the participants mention that they
already use incremental builds to shorten the release cycles. In addition, the
interviewees stress that they have implemented approaches to build prototypes
independent from the main development. Therefore they introduced auxiliary
processes to provide an environment for faster internal releases.

The managers mention that more than 80 % of the software development
for selected electronic control units is already transferred to in-house develop-
ment. One developer emphasizes that in-house development is appropriate if the
specification effort for a feature functionality exceeds the development effort.
Another interviewee describes a situation in which in-house implementation is
not possible. He stresses that the collaboration with the supplier should be a
closer collaboration with more coordination and communication.

How to Overcome the Anxiety? The developers mention an increasing soft-
ware quality at an early stage of the development is allaying their fear of late
defects in the software. An increase in learning speed is considered as a mean to
increase the odds for delivering high quality software. Other interviewees expect
that prototyping might help to create a safe to fail environment that allows a
fast feedback about a new function which is under development. In addtition,
the risks of late defects can be reduced.

Several interviewees mention that software developers should be granted
more responsibility. One manager referes to the one-room principle where dif-
ferent employees from different engineering domains like software, electronics
and mechanics are sitting together in one office. He highlights the benefits from
interdepartmental cooperation. A mind-set change and redistribution of respon-
sibility is therefore necessary to keep a cooperative atmosphere.

How to Overcome Obstacles Imposed by the Context? All interviewees
identified organizational structures in large organizations as a main reason of
preventing the adoption of agile practices. They stress that it is almost impos-
sible to change the organization. Three participants mention that although top
management is fostering the change towards agile development, this is not the
case on all management levels. They recommend reorganization with lower hier-
archies.

One interviewee describes how his department embedded agile software devel-
opment in small agile environments in the organization. He emphasizes that this
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approach is manageable on a small scale but needs more employees to maintain
the intersection with the traditional organization. The interviewee mentions the
need for new processes in order to manage the interaction between the tradi-
tional organization and the agile environment. Two participants mention that
they recruited a consultant to adapt agile practices appropriately to the context
of their department.

Several interviewees state that the benefits achieved so far by the use of
product line management should not be neglected. Therefore, one participant
emphasizes that the level of software reuse should be maintained and extended
by the use of simulations that replace unavailable parts during development.
Table 1 summarizes the challenges with associated possible solution approaches
for the forces that prevent agile adoption.

Table 1. Challenges and Solution approaches

Forces Challenge Solution approach

Inertia Missing understanding of the
applicability of agile methods in a
specific context

Organize context-specific agile train-
ing and coaching

A change of the mind-set is needed
to adopt agile practices

Collaborate with (external) experts

More communication effort required Word-of-mouth recommendations
and feedback-culture

Current development process is seen
as satisfying

Explain benefits of agile adoption

Limited acceptance for organiza-
tional restructuring

Slow and stepwise integration of agile
methods

Anxiety Management does not want to give
up responsibilities

Redefine management role; Software
developers should be granted more
responsibility

Unclear how to provide correct
estimations on development efforts
when applying agile practices

Shorten estimation interval

Fear that customer-relevant defects
remain in the delivered software

Provide a safe to fail environment and
prototype development

Context Rigid and inflexible surrounding
processes

Define interface between agile and
traditional processes

Hierarchy in the organization Transform hierarchies into networks

Frequent synchronization with sup-
pliers and QA

More in-house software development

Globally distributed software devel-
opment

Use of simulations that replace
unavailable parts

Keep benefits from software reuse Reorganize product line development
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5 Discussion and Conclusion

The study presented a state of the practice analysis on agile adoption in the
automotive domain. In 2015, Kugler Maag CIE [2] revealed a selectively adop-
tion of agile methods in the automotive domain. In addition, our study identified
the forces on the agile adoption. Furthermore, our study associates the findings
by Katumba [6] and Eliasson [3,4]. Key challenges in agile adoption are related
to transforming organizational structures and culture, achieving faster software
release cycles without loss of quality, the importance of software reuse in com-
bination with agile practices, appropriate quality assurance measures and the
collaboration with suppliers.

The survey reveals many avenues for further research. Potential directions
could be to integrate agile practices into existing product lines in the automotive
domain and to identify means for addressing the restrictions of a rather strict
surrounding process.
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Abstract. ‘Internet of Things’ (IoT) systems are fundamentally changing the
way in which users interact and perceive technology. In this paper, we focus on
two of the numerous dimensions of IoT systems with which the users interact;
(1) the IoT user interface and (2) the IoT ecosystem. Based on literature, we
develop a model that identifies how data is presented to users and how users
interact with the system, and the level at which systems interconnect with, and
collects data from, multiple systems. Companies can use the model to assess their
systems in order to identify the current state of their systems and to identify the
desired state. Moreover, the model can be used to better understand the steps
necessary for transforming from one dimension to another in order to develop
more advanced IoT systems.

Keywords: Internet of Things · User interface · Ecosystem · User value

1 Introduction

In the ‘Hype Cycle for Emerging Technologies’, the ‘Internet of Things’ (IoT) is
presented as the new digital business paradigm that will offer fundamentally new ways
for service- and value creation [1–3]. With technologies allowing interconnectivity of
objects, unobtrusive user interfaces and embedded intelligence, IoT applications will
rapidly permeate our everyday lives by transforming the way we interact with informa‐
tion technology and our surrounding environment. Already now, we see examples of
how IoT technologies change everyday life. As one example, ‘smart cities’ is rapidly
transforming city planning, construction and infrastructure [4]. Another area that is
dramatically changing due to IoT technologies is the area of ‘smart homes’ [5]. Finally,
and as an area that is receiving increasing interest is the area of wellbeing, where IoT
applications help people monitor their own health and fitness by collecting data on e.g.
number of steps, calories, heart rate and pulse etc. [6].
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IoT systems involve numerous interesting dimensions that challenge existing views
on how users interact with these. In this paper, we focus on two of the many dimensions
that make IoT systems interesting from a user perspective: (1) the IoT user interface and
(2) the IoT ecosystem. We develop a model in which we define these two dimensions
and we explore how they influence user interaction and user value of IoT systems. We
evaluate the two dimensions in the model in five case companies, and we outline the
typical evolution path that companies take when transitioning towards developing more
advanced IoT systems.

2 Background: ‘Internet of Things’ (IoT)

IoT is the interconnection of uniquely identifiable embedded computing devices within
the existing Internet infrastructure [7–9]. The devices collect information through the
use of embedded sensors, and data is transferred without human-to-human or human-
to-computer interaction. Based on the data that is collected, IoT systems dynamically
adjust to the environment and behaviors of which they are part, and allow for increasing
opportunities for intelligent identification and monitoring of objects. IoT systems allow
many new opportunities in how to present information to users and how to have users
interact with the system [10, 11]. Today, users interact not only by touching, pointing
and scanning, but also by audio, video and gestures [12], and as recognized in [13–15],
the desktop metaphor with windows, icons and pointers is quickly being replaced with
smartphone user interfaces and touch screen input. By definition, IoT systems are
networks of interconnected objects [16]. The diversity of objects and devices offers
endless opportunities for innovation of new products and services [17]. Jim Hunter [18]
presents a pyramid in which he outlines the different needs of an IoT system. At the
bottom level in the pyramid, basic capabilities such as e.g. connectivity, power, security
and network are identified, and that must exist for any IoT system to be useful. At the
very top of the pyramid, capabilities that are realized when multiple systems interconnect
are identified. These capabilities allow IoT systems to learn about users, to share what
they learn with other systems and to predict user behaviors [13, 19].

3 The UDIT Model: ‘User Dimension In IoT’

Based on literature, and an explicit interest in the user interface and the ecosystem
dimension of IoT systems, we develop the UDIT model: ‘User Dimensions In IoT’
(Fig. 1). The model focuses on two of the many dimensions of IoT systems: (1) the IoT
user interface dimension and (2) the IoT ecosystem dimension. In our model, the ‘IoT
user interface’ dimension pictures the different formats in which information is presented
to users, and the ways in which users interact with the system. The ‘IoT ecosystems’
dimension pictures the ways in which the system interconnects with external systems.
In Fig. 1, we present the model and the definitions of each dimension.
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Fig. 1. The UDIT model: ‘User Dimensions In IoT’.

4 Method

This paper reports on a five-months multi-case study (August – December 2015) in five
companies developing IoT systems. In our study, we adopt an exploratory approach [20–
23], in which we develop and evaluate two dimensions of IoT systems. We develop a
model in which we picture two dimensions of IoT systems in a two-by-two matrix. A
draft of the model was presented to the case companies at a cross-company workshop
to get initial feedback on the two dimensions. To further evaluate the model, we met
with representatives from the case companies to conduct interviews where we asked
them to assess and map one selected system according to the two dimensions in the
model. The interviews were exploratory in nature [24]. All interviews were carried out
face-to-face and lasted for 1–1.5 h. A problem that has been identified in relation to
qualitative research is that different individuals may interpret the same data differently
[25]. This problem was addressed by using a ‘venting’ method, i.e. a process whereby
interpretations are discussed with professional colleagues [26, 27]. The case companies
are briefly outlined below:

Company A is a supplier of energy and energy related services. For the purpose of
this study, we met with the project manager for business innovation with a main respon‐
sibility in the areas of smart homes and sustainable cities.

Company B develops mobile phones, tablets, smart wear and associated devices that
enhance use and experience of information and communications technology for
consumers and businesses. For the purpose of this study, we met with one of the senior
research managers for technology research and advanced applications.

Company C offers a wide portfolio of IP-based products and solutions for security
and video surveillance. For the purpose of this study, we met with two senior people
from the core technology group.
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Company D offers mesh network technology with a software package that enables
mobile devices to form instant networks. For the purpose of this study, we met with two
software developers.

Company E develops monitoring and alarm solutions for homes. For the purpose of
this study, we met with three people from the research and development unit.

5 Results

In this section, we summarize our empirical findings by presenting (1) the current state
of the systems in each company, and (2) the desired state and transition towards more
advanced IoT systems as identified in each company. Finally, we present the mapping
of the systems that was carried out by the interviewees.

Current state: Homogenous and static IoT systems

Company A. The application is a monitoring solution that helps users track and reduce
energy consumption. It is used in private households, in larger apartment buildings and
in large public buildings. The application uses two main sources of data i.e. an optical
reader and a smart plug reader device sensor. Currently, data is collected from a limited
number of internal sources, and it is not combined or merged with any external data
source.

Company B. The application is an activity tracker application that presents information
in the form of ‘tiles’ via a mobile phone app interface. The different tiles present infor‐
mation such as e.g. running and walking activities, surfing the web, watching a film,
sleep patterns, heart rate, pulse etc. Currently, data is collected primarily from a few
internal sources, and the company is actively looking into the opportunities to connect
to external sources to add user value and experience.

Company C. The product is a surveillance camera that streams video data from surveil‐
lance systems at airports and grocery stores etc., and stores it for further analysis.
Currently, data is collected from one source, and although functionality such as inter‐
connectivity to other systems can be added, this is not yet done.

Company D. The technology provides connectivity when there are no master nodes and
when network infrastructure is poor. Connection of devices is realized by broadcasting
and peer-to-peer connection in a mesh network. In providing instant connection to other
devices, the system has the opportunity to use data from several external sources.

Company E. The system is a home security and surveillance system that allows the user
to keep in contact with the home wherever you are. Through a mobile app, users can
switch off the coffee machine, get information about who is at home, switch on the home
alarm system, control locks, lights and electronic devices and household appliances.
Currently, users cannot influence the mode of presentation and the system does not
integrate with external systems.
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Desired state: Heterogeneous and dynamic IoT systems

Company A. The primary goal is to have the system connect with other data sources
such as e.g. data collected in other households, weather forecast data, and social media.
This would increase the opportunities for correlation of data as well as community
building among users. Also, the company aims at developing functionality that provides
the users with proactive recommendations, and that allow comparisons to other house‐
holds to stimulate competition among households. The intention is to have an increas‐
ingly autonomous system that learns from previous experience and from other systems
and that, based on these insights, acts proactive to improve user behaviors.

Company B. The company aims at providing a more dynamic system in which the
different tiles base their information on several data sources, and where the presentation
of data is continuously updated without any delays. In being a consumer product, the
user experience is a key factor. Therefore, the interviewee identifies the ability for users
to customize the information, as well as the appearance of the tiles, as critical to increase
user value and maintain user experience over time.

Company C. In similar with company A and B, company C views the transition towards
a more heterogeneous system as the first and most important step in advancing IoT
systems. As an example, a camera in a grocery store could monitor people, but also
availability of products, what groceries that need to be refilled and with a connection to
the sales system it could issue orderings etc. As such, the system would increase effi‐
ciency and productivity and they would help automate manual tasks.

Company D. The company aims at having the technology they provide become a
standard for mobile communication so that future mobile devices have the technology
as a standard option to connect to the Internet. Also, there is great potential in building
applications on top of the network in order to allow dynamic interaction among multiple
users, and with an interface that responds dynamically to any change in the network.

Company E. The company aims at having the system connected with other systems in
order to provide an integrated user experience. This would allow the company to collect
data from several sources, and to combine this data to enhance functionality and increase
the value. The company believes that a lot of additional functionality, such as e.g. audio
and video, could be added to the product to increase user value.

Mapping of IoT systems: The UDIT model
As part of the interview study, we asked the interviewees to map the system they had
selected according to the dimensions in the UDIT model. In Fig. 2 below, we present
this mapping. As can be seen, the majority of the systems are placed within the lower
left quadrant implying that the user interface dimension is static/standardized, i.e. the
systems present information in a ‘display’ or ‘dashboard’ format, and that users cannot
influence the way data is presented. Also, this quadrant implies that the systems use one
or a very limited number of data sources as input.
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Fig. 2. Mapping of case study IoT systems.

6 Discussion

Based on our interviews, we see that the companies identify the transition towards
heterogeneous ecosystems as critical. The main reason for this is the access to multiple
data sources that, if connected, could leverage new user value and innovative business
opportunities. This will be critical to maintain user interest and value over time. Also,
a heterogeneous ecosystem that connects with, and collects data from, multiple sources
would allow increasing system automation. Going a step further, heterogeneous ecosys‐
tems allow for embedded analytics, logic and distributed intelligence to be shared [18].
In our case companies, the opportunity to have interconnected systems that learn from
each other, and that adjust based on input from each other, is seen as the next step towards
autonomous systems. With systems that learn from each other, and adjust accordingly,
many of today’s manual tasks and decisions can be reduced, and based on our research
this is equally important regardless of domain.

With regard to the user interface dimension, our study reveals interesting findings
in that companies strive for increasingly dynamic user interfaces, while they view
exploratory interfaces as less important. Although they all agree on that exploratory
interfaces are important for improving user experience, they emphasize that with
increasingly intelligent systems user interaction will, and should, be reduced over time
[28]. In contrast to the prevailing belief that more options, more interaction and more
customization opportunities drive user value, the companies we studied foresee
successful IoT systems as systems that over time require less human intervention.

Although the companies we studied target different domains, we identify a number
of similarities in relation to what drives the transition towards more advanced IoT
systems. All companies view the transition towards heterogeneous ecosystems as driven
by the increasing desire for system automation and autonomy. In our study, this is
reflected in companies striving for interconnected systems and multi-source data collec‐
tion as the basis for automation of actions and system-initiated decision-making.

482 H.H. Olsson et al.



The transition towards dynamic interfaces is driven by the desire to have systems that
continuously update and optimize information in order to present accurate recommen‐
dations based on real-time data.

7 Conclusion

In this paper, we explore the user interface and the ecosystem dimension of IoT systems.
We develop a model that captures these dimensions and we evaluate the model in five
case companies. Based on our findings, we conclude that (1) companies transition
towards heterogeneous ecosystems to increase system automation and autonomy, (2)
companies transition towards dynamic user interfaces to improve system accuracy and
optimization, and (3) companies foresee future IoT systems as increasingly autonomous
systems for which the desire for user interaction will decrease over time.
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Abstract. Decision making and requirements scoping occupy central roles in
helping to develop products that are demanded by the customers and ensuring
company strategies are accurately realized in product scope. Many companies
experience continuous and frequent scope changes and fluctuations but struggle
to measure the phenomena and correlate the measurement to the quality of the
requirements process. We present the results from an exploratory interview
study among 22 participants working with requirements management processes
at a large company that develops embedded systems for a global market. Our
respondents shared their opinions about the current set of requirements man-
agement process metrics as well as what additional metrics they envisioned as
useful. We present a set of metrics that describe the quality of the requirements
scoping process. The findings provide practical insights that can be used as input
when introducing new measurement programs for requirements management
and decision making.

Keywords: Requirements engineering � Software metrics � Process
improvement

1 Introduction

Requirements Management (RM) [4] iteratively integrates the requirements elicitation
and analysis results into the project management and development flows. RM also
supports managing requirements during the product lifecycle and between the products.
Large, globally operating software companies need to manage large quantities of
features and requirements that continuously arrive from ever-changing markets [10].
Measuring and optimizing requirements identification, prioritization, definition and
implementation processes is, in a market-driven context [10], crucial for achieving and
sustaining competitive product growth [5].
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The process of selecting a subset of requirements for implementation within a given
project is called scoping. Many software-intensive companies increase the flexibility of
decision making by allowing scope fluctuations. Our previous work highlighted that
large companies experience frequent scope fluctuations and have limited support in
scope management [14]. The resulting late changes increase the need for improved
monitoring and management capabilities that can evaluate the adequacy of the selected
requirements management process models. Despite that, most published work on
requirements measurement focus on the attributes of requirements [2] rather than the
requirements management process [1]. Some published process metrics include:
(i) how much value a software team delivers in every iteration [3], (ii) the number of
requirements awaiting analysis, prioritization or decision, and (iii) the lead time in each
state for each user story [7].

In this paper, we present the results from an exploratory interview-based case study
with 22 participants working with the requirements management process at a large
company that develops embedded systems for a global market. During semi-structured
interviews with mostly senior-level practitioners working with requirements gathering,
prioritization, scope management, software resource planning and high-level man-
agement, we investigated the following two research questions:

RQ1: What are the current scope management process quality metrics used by the case
company?

RQ2: What scope management process quality metrics would the practitioners like to
implement in the future?

2 Case Company

The case company is a large (5,000 employees) organization active in the telecom-
munication domain, developing embedded systems for the global consumer market. As
the inflow of new requirements is rapid, product management often needs to make
unplanned scoping decisions [14]. The company utilizes the Software Product Lines
concept [9] where different development projects contribute to an evolving common
code base, also called a platform. The total number of features registered in the
company’s database exceeds 10,000 and is steadily growing as new products are added
to the product line, each containing on average 60 to 80 new features and associate up
to 20 system requirements per feature. Feature implementation is allocated to
approximately 20 to 25 development teams (each team has from 40 to 80 developers).

Features are managed based on a state machine depicted in Fig. 1. When features
are created, they are put into an administrative state called New Feature (NF). In the
next step, features enter the process and are discussed at the M0 forum. This forum
critically reviews if a proposed feature has a sponsor, sufficient business justification
and is aligned with the current product and portfolio strategy. Many features are
rejected at this stage mainly due to insufficient business justification or unclear defi-
nition. Next, a feature is promoted to the M1 state where it is prioritized against other
features by scope owners using a one-dimensional prioritization based on business
value. A feature could be returned to the M0 state for further refinement.
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At the next stage, called M2 in Fig. 1, the development resources are consulted and
implementation schedules are discussed and agreed upon. Each feature comes to this
forum with a target delivery date that is discussed and adjusted depending on the
current software development organization load and other responsibilities. Prototypes
are used at this stage to provide more accurate effort estimates and possible delivery
times. A pipeline tool is used at the M2 stage to control the resources and to schedule
delivery of several hundreds of implementation running in parallel. After the M2 state,
the development organization takes the main responsibility for the features which are
promoted to the: Definition Ongoing (DO), Awaiting Execution (AE), Execution
Started (ES), Execution Completed (EC), Awaiting Integration (AI) and Integrated (I).
Transitions between any two states are in theory allowed, including backward transi-
tions. However, there is one optimal path without backward transitions through a state
machine which is visualized with a dashed line in Fig. 1.

3 Research Methodology

To gain deep understanding and explore different requirements management metrics at
the case company, a flexible case study design was chosen [11] with semi-structured
interviews as the method for data collection.

We started phase 1 by iteratively developing an interview instrument in collabo-
ration with four practitioners from the case company. Finally, two senior software
engineering researchers and two practitioners reviewed the 17 questions and they were
grouped into 6 topics: background, business goals, current metrics, desired metrics,
visualization, and open innovation. The interview instrument can be accessed online
[12]. Note that the results reported in this paper are exclusively related to questions
under topics 3 and 4 as well as background questions under topic 1. The remaining
topics are covered in a separate publication [15].

In the next step, we selected interview respondents by using a combination of
maximum variance and convenience sampling [11] to cover as many views on
the requirements management process as possible. Twenty-two respondents partici-
pated in the study. Their average experience in working with requirements processes

Fig. 1. The example history of three features. The first feature, marked with dashed lines was
implemented. The second feature marked with solid arrows was withdrawn. The third feature
marked with dashed-dotted arrows was discarded. Also available at [13].
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was 6.5 years with the most experienced participant having almost 13 years of expe-
rience and the least experienced participant having about 3 years of experience [12].

Prior to the interviews, we sent the questions to the participants to help them
understand the scope of the study and prepare for the discussions under the interviews.
The first author then interviewed all participants individually, recorded and transcribed
the interviews. The transcripts were sent to the interviewees to validate the content, and
to enable clarifications where needed.

As the industry partner requested a quick summary of the findings, we concluded
the first phase with five senior managers in a seminar. During this seminar, the first
author presented preliminary results from an initial analysis of the data. The seminar
delivered early tangible outcomes and the discussions at the seminar also acted as a
validation, i.e. a sanity check that the direction of our work was promising, and
motivated the deeper analysis in phase 2.

Phase 2 involves the four steps of the systematic data collection and analysis. First,
the first author divided the transcripts into chunks of text containing a few connected
sentences. The second author then repeated the process for 4 of the interviews (21 %),
to validated that we had a reasonable level of granularity. The authors compared the
chunk sizes, and agreed on simple rules resulting in the creation of a chunk for each
relevant proposition (i.e. what is believed, doubted, etc.) expressed in the interviews.
The first author then reiterated the remaining chunks to apply the rules.

In the second step, the first and second authors collaboratively analyzed 11 of the
interviews (48 %) with the goal of developing a robust coding scheme. The first and
second authors then independently coded the remaining 12 interviews (52 %). The
authors calculated an inter-rater agreement using Cohen’s Kappa [6] on the coding
results. We achieved a Kappa score of 0.59, which we interpret as moderate agreement
on the coding scheme.

In the third step of phase 2, we analyzed the coded data. The output from the coding
step was synthesized by the first and second authors, and reviewed by the third author
to provide further validation and observer triangulation. Finally, all authors prepared
the manuscript for this research article.

Validity. We discuss validity issues based on the guidelines by Runeson et al. [11].
We attempted to mitigate the interpretive validity threats by asking interviewees to
check the interview transcripts. Threats to evaluative validity are not applicable in this
case due to exploratory nature of the study and a lack of evaluative purpose. Threats to
description validity were addressed by recording the interview sessions and tran-
scribing them. The transcripts were sent back to the interviewees for validation. Threats
to theoretical validity have a minimal impact on this study due to its explorative nature
and therefore a lack of theory, specific hypotheses, or conceptual frameworks to be
validated. Moreover, we minimized the bias of unclear questions by iteratively
developing the interview guidelines. The questions were formulated in a way to
minimize the possibility of imposing a particular answer. We took precautions that the
interviewer expressed neutrality when asking the questions and therefore the risks of
reflexivity are minimized.
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Due to an exploratory nature of this study, exploring to what extent our concep-
tualizations and conclusions derived from the interviews are correct remains to a certain
degree unclear and calls for inspection by other researchers in the field as well as
follow-up studies. Since the investigated problem originates from the case company,
we can for sure claim that it is an authentic research problem.

We report that both internal and external generalizability are strongly limited in
this case, mainly due to only one company involved. The paper’s exclusive focus on an
individual company narrows the applicability of the observations. Nevertheless, we
attempted to gather as many perspectives as possible on the studied phenomenon by
inviting participants with various roles and experiences from the case company.

4 Results

Table 1 summarizes the 26 scope management process quality metrics identified in the
study. Among them, only five metrics are measured and 21 are needed or requested
metrics. The five currently used metrics are: the number of backward transitions (Q1)
and their reasons (Q2), the software design quality and if the process actually prioritizes
the most important features from the portfolio planning (Q4) and customer perspectives
(Q5).

The requested metrics include the impact of priorities on the lead-times (Q6 and
Q7) as well as the impact of high priority features on low priority features (Q8). The
accuracy of estimates and its impact on the efficiency of requirements analysis or
definitions (Q9 and Q12) clearly indicate that focusing plainly on speed may not give
the desired effects as quality of the work should not be compromised.

Several metrics also describe the features and their nature in terms of testability or
complexity, e.g. Q10 and Q11. These metrics should be introduced during the
requirements analysis phase and used as extensions to the widely accepted aspects, e.g.
correctness, ambiguity or completeness. Q10 and Q11 further detail requirements on
system test metrics suggested by Petersen and Wohlin [8].

Metrics Q14 and Q15 focus on how many times or why a feature was sent back in
the process due to unclear information. This indicates that some stages of the process
may either not do their work rigidly or receive appropriate input from earlier stages -
thus delivering requirements of insufficient quality.

Similarly, our respondents would like to measure how many times a feature is
moved between the releases (Q13) and why they were moved, which could indicate
either: i) issues with accurate release planning or ii) several strategic changes after the
release plan is agreed upon. Metric Q13 provides interesting input for the iterative
release planning approaches that are based on continuous release re-planning and timely
responses to a frequently changing market situation. The number of release changes
could be correlated with how many times previously set delivery dates are altered (Q25).

Two requested metrics focus on the “waste” generated by analyzing unimple-
mented features (Q18 and Q19) while one metric (Q20) focuses on the effort saved on
unimplemented features or software definitions in relation to the previous (waterfall)
way of working. Two other requested metrics correlate the defined scope with the
overall product strategy (Q24) or increased sales from successful products (Q23).
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Table 1. Elicited metrics. Respondents are coded with Greek alphabet letters.

ID Metric definition Mentioned or need
for/respondent

Q1 How many times a feature is sent backwards in the process Measured, ZETA
Q2 Why features are sent backwards in the process from the M2 forum Measured, RHO
Q3 The quality of the software design and the associated user interaction

features
Measured, TAU

Q4 The overlap or potential discrepancies between the early product
definitions from the portfolio planning and the product scope at the TG
Commit

Measured, SIGMA, ETA

Q5 Priority levels of highly requested features by various stakeholders Measured, KAPPA

Q6 The correlation between the priorities set and the time needed to
implement the features or the time needed for definition or
implementation

Need for, GAMMA,
LAMBDA

Q7 The frequency of priority changes in relation to the dev. performance Need for, PI
Q8 How new-coming highly-prioritized features impact low-priority features

(e.g. low-prioritized get delayed)
Need for, RHO

Q9 The accuracy of the estimates in relation to the efficiency of the process Need for, ZETA

Q10 The testability of the “vertical features” (features involving several
technical areas) and their impact on various technical areas

Need for, THETA

Q11 The complexity of the features that are sent to the definition (cf. DO in
Fig. 1) in terms of their impact on other organizations

Need for, THETA

Q12 The quality of feature definitions and estimates Need for, KAPPA
Q13 How many times features are moved between the releases and why Need for, BETA, ETA,

KAPPA, MY
Q14 How many times (and why) the features are send back from the M1 to

the M0 forum
Need for, ALFA and CHI

Q15 How many times (and why respondent CHI) features are send back from
M2 to M1 forum (respondents JOTA and LAMBDA)

Need for, CHI, JOTA,
LAMBDA

Q16 How many time a feature is resubmitted at the M0 forum due to unclear
information or quality issues

Need for, LAMBDA

Q17 The reasons why features are send back from the M0 forum to
redefinitions

Need for, RHO

Q18 How much “waste” the process is producing (analyzed but
unimplemented features, e.g. how many features are withdrawn at each
stage)

Need for, PHI, CHI

Q19 The “waste of the scope” after the features are promoted to the definition Need for, KSI
Q20 The effort saved on unimplemented features or software definitions in

relation to the previous (waterfall) way of working
Need for, PHI

Q21 The stability of the scope after the customer acceptance test Need for, KAPPA, NY

Q22 How many changes to the OSS code each feature requires and when to
share these changes with the open source community

Need for, PI

Q23 If the planned scope later implemented in the products is meeting the set
sales and customer satisfaction business targets

Need for, ETA

Q24 To what degree the features that are created in the process reflect the
overall strategy of the company

Need for, PI

Q25 How many times previously set delivery dates altered (caused by e.g.
resource shortages or changed priorities)

Need for, ETA

Q26 The percentage of effort put on legacy work Need for, CHI
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Finally, the amount of changes in the open source code each feature requires (Q22)
in combination with the percentage of effort put on legacy work while developing new
features (Q26) can bring interesting insights regarding the selected sourcing strategy
and also suggestions about the amount of open source code in the product.

5 Implications and Conclusions

Our study delivers several implications for research and practice. Firstly, the fact that
we elicited 26 quality metrics is a clear indication that it is challenging to come up with
an accurate set of metrics to capture the important aspects the requirements manage-
ment process. Secondly, the fact that 21 identified (required) quality metrics were
collected brings a possible interpretation that more focus should be directed towards
complementing efficiency metrics with quality metrics. For example, quickly delivering
features with minimal process waste is highly desired, as long as these features will
provide value to the end customers and positively realize product strategies, see for
example metrics Q23 and Q24.

Thirdly, requirements prioritization for agile development should go beyond pop-
ular one-dimensional priority or urgency lists and be correlated with measures that take
the holistic perspective on prioritization (see e.g. metrics Q5, Q6 and Q8) and integrate
it with product and portfolio planning.

Fourthly, measuring lead-times and delays on the interface between the require-
ments and development organizations appears to be equally important as measuring the
requirements process lead-times. Additional significant factor is to measure backward
transitions and understand why they happen (see metrics Q1, Q2, Q14, Q16 and Q17)
or transitions between the releases (Q13). Fifthly, measuring the number of features in
each state should be complemented with the derived measures of the ratios between the
features in two states. This provides useful indications for rapid identification of pro-
cess bottlenecks.

In future work, we plan to create a conceptual model of measuring and tracking
potential waste in requirements management and decision making processes. More-
over, we plan to conduct additional case studies at other companies that record the
information during their requirements management processes. Such empirical studies
would help us in expanding our knowledge about the applicability of our model.
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Abstract. In this paper, we focus on source code quality assessment for Share‐
Point applications, which is a powerful framework for developing software by
combining imperative and declarative programming. In particular, we present an
industrial case study conducted in a software consulting/development company
in Netherlands, which aimed at: identifying the most common SharePoint quality
rule violations and their severity. The results indicate that the most frequent rule
violations are identified in the JavaScript part of the applications, and that the
most severe ones are related to correctness, security and deployment. The afore‐
mentioned results can be exploited by both researchers and practitioners, in terms
of future research directions, and to inform the quality assurance process.

Keywords: Quality assessment · Defect prediction · Sharepoint

1 Introduction

Although some organizations have such unique business processes that urge for custom-
made software solutions, in most cases, business processes are fairly typical; therefore,
their needs can be accommodated using more standardized solutions (e.g., by reusing
existing commercial-off-the-self—COTS software). This has led to a shift from devel‐
oping custom-made solutions to standardized solutions that are based on modular devel‐
opment. A prominent way to develop such solutions is SharePoint, in which standardized
COTS are combined to offer the required functionality. These standardized modules can
be configured to target and facilitate the specific needs of diverse organizations. The
configuration of such solutions can be performed by using a declarative programming
language (e.g., XML). Furthermore, SharePoint can be extended with custom modules
and code, so as to provide functionality that is not found in the offered COTS. This way,
solutions can be created by combining standardized off-the-self components and organ‐
ization-specific modules (developed using an imperative language—e.g., C#).

Similarly to conventional software development maintainability of SharePoint appli‐
cations is of paramount importance, since maintenance of a software system is
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considered as the most effort-intensive part of the software development lifecycle [11],
urging organizations to increase maintainability to reduce the overall maintenance
expenditures [1]. In this paper we study a particular aspect of maintainability, namely
source code quality. Source code quality has been assessed in many ways in the litera‐
ture: through software metrics [2], number of defects [10], number of vulnerabilities [3],
etc. Focusing on the number of vulnerabilities (also known as quality rule violations)
has certain benefits: (a) they are more easily interpreted compared to metrics, since they
are targeting specific lines of code and the way to resolve them is simple; and (b) they
can be handled at a pre-deployment phase (in contrast to defects), thus they do not reach
the attention of the customer/end-user. A common practice for identifying such rule
violations is code reviews [6], which can be performed manually (code inspection), or
with tool-support (tool-assisted code review). The latter enables not only distributed
reviewing, but also improves both the quality and the quantity of reviews [7].

The goal of this paper is to investigate the source code quality of SharePoint appli‐
cations, through tool-assisted code reviews. Specifically, we aim at investigating which
rules: (a) are more frequently violated; and (b) are the most severe ones depending on
certain characteristics. The identification of the most frequently violated rules can
provide insights into what are the most common “programming mistakes”. Among
those, special attention should be given to the rules that are most severe, as well as those
that are more probable to lead to defects, as the number of defects is crucial for the
success of a software system. To achieve this goal, we performed am industrial case
study, based on the guidelines provided by Runeson et al. [9] (more details in Sect. 3).

2 Related Work

In this section we present research efforts that can be characterized as related work to
our study. We note that, to the best of our knowledge, there are no available studies in
SharePoint quality assessment. Therefore, we present related work that uses rule viola‐
tions as a means for quality assessment. Quality rule violations have been extensively
investigated as indicators of quality in the software engineering literature. For example,
Misra and Bhavsar [8] have explored rule violations as indicators for correctness, and
Zaman et al. [12] have explored them as indicators for security and performance. When
using rule violations to quantify quality, it is a common practice to classify them into
categories. Zaman et al. [12] classified rule violations according to their effect on specific
QAs (e.g., security and performance). Therefore, to evaluate software projects with
respect to their quality, one can perform static analysis by collecting the number of
violated rules. One of the most established tools that is used for this purpose is FindBugs.
FindBugs is capable of detecting vulnerabilities in software by using bug patterns [4],
divided into five categories (in total 246 bug patterns) that can be mapped to: correctness,
performance, and security. In this study, since FindBugs is not applicable for SharePoint
applications, we used SPCAF (see Data Collection and Analysis in Sect. 3). Other tools
that perform such analysis are PMD and CPPcheck.
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3 Case Study Design

Objectives and Research Questions: The goal of the study is described using the Goal-
Question-Metric (GQM) approach, as follows: “analyze quality rule violations for
SharePoint applications for the purpose of evaluation, with respect to their (a) frequency
of occurrence, and (b) severity according to certain characteristics, from the viewpoint
of software engineers, in the context of SharePoint application development”. Based to
the aforementioned goal, we derived two research questions that guide the design and
reporting of the case study.

RQ1: What are the most frequently violated rules in SharePoint applications?
This research question aims at identifying the rules that are most frequently violated

in real-world SharePoint applications. Existing tools for SharePoint quality assurance
are capable of assessing approximately 400 predefined quality rules, so we will explore
which ones are more frequent. In addition, we investigate the frequency of rules at
different levels of criticality (e.g., warning, error, critical error, etc.)

RQ2: What is the severity of SharePoint rule violations?
SharePoint quality rules can be classified based on several characteristics (e.g., some

rules are related to correctness). Before specific defects can be detected, it is important
to determine what kinds of rules are more severe, (difficult to identify or critical). There‐
fore, this research question is focused on the orientation of preventive maintenance
activities (i.e., the ones that aim at identifying and correcting latent faults in the software
product before they become effective faults [11]).

Case Selection: This study involves different cases for each research question. For
RQ1, as cases we used three projects developed at Capgemini. The three projects have
been selected so as to belong to a different production stage (ranging from ‘under
development’ to ‘production-ready’ versions). The projects are referenced as Project-
A, Project-B, and Project-C for confidentiality reasons. Project-A was developed
internally by Capgemini. At the time of the analysis, the project was still in its early
stages of development. Project-B was developed by an external organization and
Capgemini was managing the code-base. At the time of the analysis, this code-base
was ready for use in a production environment according to the external organization
that was responsible for the development. Finally, Project-C had been developed
internally by Capgemini. At the time of the analysis, the code-base was being used
in a production environment. Concerning RQ2, we conducted a supervised survey
with SharePoint experts, so as to investigate the relationship of quality rules and
defects. The term supervised survey [5] refers to the process during which an inter‐
view takes place, but with a specific data collection instrument (questionnaire) with
mostly closed questions that the responded would be able to complete without any
guidance. Nevertheless, in supervised surveys the researcher is in the same place as
the subjects to provide possible clarifications. The questionnaire has been given to
10 SharePoint experts of Capgemini Netherlands.

Data Collection and Analysis: The case study has been performed within Capgemini,
which is an international corporation primarily focused on providing IT services, which
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is present in over 40 countries with more than 180,000 employees. At this point,
concerning SharePoint solutions, the quality assurance process is in a research stage.
Therefore, this project was of great interest to the company.

Used Tool—Code quality analysis for SharePoint is still in its infancy. An initial
research on the state-of-practice on this topic, unveiled that there is only one tool that
is in front of competition, namely SPCAF1. SharePoint Code Analysis Framework
(SPCAF) is a commercial set of four tools, specialized for SharePoint applications, each
one focused on different aspects of code quality in SharePoint. From these tools, since
we are interested in identifying rule violations, we used only SPCop, which validates
both the imperative and declarative code. The tool is offered with several predefined
rule sets, each set consisting of a certain group of rules (e.g., the “All Rules” set includes
all of the rules2). If a violation of one of the rules is encountered, the occurrence is added
to the rule violations report. The rule violations are listed using the title of the rule that
is violated and the location (file and line number), where the violation was discovered.
For the purpose of our study, we used the predefined set of analysis rules (i.e., those that
would be selected without any tool customization), to increase replicability of the study,
and mitigate researcher bias (which would be raised if any selection was made by the
authors). The rules that we used in our case study identify quality rule violations of the
following categories: correctness (cor), supportability (sup), deployment (dep), security
(sec), design (des), best practices (pra), memory (mem), naming (nam), localization
(loc), and JavaScript (jsh).

Data Collection Instruments from Experts—The outcome of using certain constructs
in SharePoint can be difficult to predict, because some aspects are hard to assess, unless
they have been previously encountered. Therefore, we decided to collect knowledge
from experts to fill in these uncertainties, and in addition to validate the information and
conclusions. We elicit data from experts using one questionnaire, aiming at answering
RQ2. The questionnaire consisted of five questions, each inquiring about the severity of
a certain SharePoint rule type, and an initial one aiming at understanding which part of
SharePoint code is more defect prone.

[q1] SharePoint projects are built using two types of code. The first type being the
imperative code, which is the C# code. The second type being the declarative code,
which is the XML code. Which of these types of code do you consider more prone
to produce defects (Imperative code, Declarative code, or Equal)?

[q2] The absence of referenced resources will most probably be followed by rule
violations. A missing resource should be easily detectable. From this perspective,
how severe do you consider this kind of rule violations (“Not severe at all consid‐
ering it is easily detectable”, “Moderately severe, it may be easy to detect, but that
does not make the rule less important”, or “Highly severe, it is important such a
rule violation is detected and solved as soon as possible”)?

[q3] On the contrary, having too many resources might also result in rule violations.
In some cases SharePoint deploys prohibited assemblies, e.g. “ssocli.dll”, or

1 http://www.spcaf.com.
2 Rules are available in https://docs.spcaf.com/v6/SPCAF_PAGE_QUALITY.html.
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includes the same assembly in different configuration files. How severe do you
consider this (the options are the same as q2)?

[q4] In the XML configuration files, a lot of required attributes have to be defined. Not
filling in these required attributes might result in rule violations. How would you
value assistance on this kind of violations (“Very important, I consider these rules
to be severe”, “Moderately important, assistance would help me solve these rule
violations faster”, or “Do not need assistance, these rule violations are easy
enough to solve on my own”)?

[q5] A possible aspect of security related rule violations is that they may not be as
detectable as other violations, since security-related rules do not have to cause
crashes, but result in unwanted behavior that is more difficult to discover. These
rule violations might pose a big threat. How do you value security related rule
violations that produce this unwanted behavior (“Highly severe, any assistance in
this field would be highly helpful since these rule violations are hard to detect”,
“Moderately severe, this kind of rule violations are uncommon”, or “Not severe,
these kind of rule violations are no problem at all”)?

[q6] The previous questions have covered the following kinds of rule violations: (a)
Missing resources, (b) Having too many resources, (c) Missing attributes in XML,
and (d) Security issues. Are there categories of rule violations that have not been
covered by the previous questions? If so, what types of rules do you feel are not
represented (This is an open-ended question)?

Data Analysis: The research questions have been answered by using descriptive statis‐
tics. In particular we have used frequency tables, and bar charts for all questions. For
RQ2, in case subjects provided some qualitative data, we tried to analyze and synthesize
their answers using semantic analysis. Nevertheless, this process was very simple due
to the low number of responses and the similarity of answers.

4 Results

In this section we present the results of our data analysis, organized by research question.
Implications to researchers and practitioners are provided in the discussions section (see
Sect. 5). Figure 1 presents the number of violations identified in each project. From the
figure, we can observe that the three studied projects are different, providing broad and
representative data. Additionally, regardless of the maturity of the code-base, the tool
was able, in all three cases, to provide valuable data on how to improve the source code
quality.
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Fig. 1. Demographics on Rule Violations Criticality

Rule Violations Frequency: In Table 1, we present the most frequent rule violations
in the three examined projects. In particular, in Table 1 we present the category, the
criticality, the name, and the occurrence frequency of the most recurrent rule violations.
We note that each rule has a single criticality, regardless of the context in which it is
used.

Table 1. Most Frequent Rule Violations.

Category Criticality Name Frequency
loc W Use resources for localizable attributes 1642
jsh W Use curly braces around blocks 745
jsh W Use correct === and ! == 700
jsh W Declare variable before it is used 430
jsh W Avoid trailing whitespaces 379
jsh W Do not exceed max length of a line in

code
324

sec CW Avoid usage of “RunWithElevatedPri‐
vileges”

196

jsh W Remove unused variables 189
nam W Files / Folders should contain the name

of the parent solution
146

sec CW Avoid setting “AllowUnsafe Updates”
on SPWeb

142

From Table 1, two observations can be made: (a) jsh is the category, in which the
most frequent rule violations can be identified, and (b) the top-10 most frequent rule
violations are Warnings or Critical Warnings. The first column of the table shows that
six out of the ten most recurring rule violations are found in the JavaScript (jsh) category.
This means that an important percentage of the identified rule violations is found in the
JavaScript code. However, this does not necessarily mean that violating these rules has
a negative impact on the external behavior of the system, since some of these rules focus
only on code conventions. Nevertheless, it still is interesting to take such an observation
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into account, when optimizing and improving code quality. Additionally, two out of the
ten most frequent rule violations are critical warnings, while the remaining eight are
warnings. Therefore, there are no errors in the first positions of the rule violation
frequency table. By inspecting the complete list of rule violations (omitted from this
manuscript due to space limitations), it becomes apparent that the first twenty-two rule
violations are either critical warnings or warnings.

Table 2. Most Frequent Errors caused by Rule Violations

Category Criticality Name Frequency
cor E Define attribute ‘ID’ in FieldRef in

correct casing
50

dep E Do not deploy assembly multiple times 28
cor E Declare required attributes in schema of

ListTemplate
27

dep E Do not deploy assembly with DEBUG
mode

24

cor CE Define unique value for ‘Id’ in
CustomAction

22

dep E Do not deploy TemplateFile multiple
times

10

sup CE Do not access SharePoint API via
reflection

6

sup E Do not read ConnectionString from
SPContent-Database

6

cor E Declare required attribute in
CustomAction

4

cor E Declare required attributes in
SiteDefinition

4

By inspecting the top-10 most encountered errors (see Table 2), one can highlight
the following:

• The number of occurrences of the ten most occurring critical errors and errors
is relatively low, especially when compared to the amount of occurrences of the ten
most frequently occurring rule violations. However, each of these errors has a higher
potential to cause system crashes or unexpected behavior. Therefore, the information
that is provided by these reports can be considered valuable, since they directly
provide information on aspects that require immediate attention.

• The other aspect that is different between the ten most frequently occurring rule
violations and the ten most recurring errors are the categories of the violations. The
list of top-10 most frequently occurring rule violations was dominated by the Java‐
Script (front-end) category, whereas the top-10 most recurring errors is identified
in the SharePoint backbone categories (i.e., correctness and deployment). A
possible explanation for this is that rules of the JavaScript category rule violations
cannot have a large negative influence on the system, but rather result in user interface
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problems, while SharePoint backbone categories, can potentially have a huge impact
on the ability of the system to function as intended.

Severity of Rule Violations: In this section we discuss the level of severity of rule
violations, organized by the six questions included in our questionnaire. The first ques‐
tion was designed to determine what type of code, (i.e., imperative or declarative), was
considered most prone to result in defects (related to Correctness). The results obtained
based on experts opinion suggest that 10 % of the participants considers imperative code
and declarative code equally prone to defects. The remaining 90 % chose the imperative
or the declarative code options nearly the same amount of times, consisting an indecisive
difference. Therefore, both types of code are considered equally prone to result in
defects. In addition to the quantitative results, we have encountered some qualitative
results as well: One developer stated that coding in C#, and XML was mostly used to
facilitate communication between websites. A second developer pointed to code written
with XSL, which is a form of declarative language, as the most defect prone parts of the
code. The third comment stated that XML is more sensitive to syntax related mistakes,
and that these small mistakes may have big consequences. However, these are supposed
to be easier to fix, leaving choice on the multiple choice part to the imperative option.
Finally, the fourth comment stated that XML is more error prone, but the impact on the
systems’ defects and performance is significantly less.

The second question was designed to determine the severity of leaving out refer‐
enced resources, the emphasis being on the influence, since this rule violation should
be relatively easy to detect (related to Deployment). Only 20 % of the participants
considered the potential to result in defects to be highly severe. On top of that, 60 %
considered the potential to result in defects to be moderately severe. Overall, this means
that a total of 80 % considered the potential for defects at least moderately severe. This
is a good indication that this aspect of SharePoint has to be monitored when analyzing
the code quality. The third question was designed to determine the negative influence
of adding too many assemblies, i.e. prohibited assemblies or including the same
assembly twice (related to Deployment). Out of the 80 % of the participants that chose
one of the multiple choice answers, only 10 % considered the defect not severe. There‐
fore, it was concluded that this kind of rule violation in SharePoint will be considered
moderately severe meaning this kind of rule violations will be monitored when analyzing
the code quality. After initial research into the SPCAF tool, it soon became clear that it
offered good detection and assistance on missing required attributes in the XML
configuration files. The fourth question was designed to explore the severity of this kind
of defects, to determine its impact on the number of times the system present unexpected
behavior, and to ascertain the importance of this rule. 40 % of the participants considered
the assistance very important, since they considered potential defects that can result from
this rule violation. 30 % considered the assistance moderately important, mainly because
it allowed them to solve the problematic code faster. Only 20 % of the participants stated
that they did not find the assistance valuable. In conclusion, the severity of this type of
rules will be regarded as highly severe since 70 % considered it at least moderately
important and 40 % considered it as very important.
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Even though Security related vulnerabilities might not have a huge impact on the
behavior of the software, possible rule violations may have an even bigger impact on
the system. Software carrying security related vulnerabilities may appear to function as
intended, but would malfunction in the security area, e.g., it may provide entrance to
users to parts that should not be accessible. The fifth question is designed to determine
how valuable the experts consider detection and assistance in the security area. The
results suggested that 70 % of the participants considered the potential of rule violations
to result in defects, highly severe, and that assistance on this type of defects is highly
appreciated. The remaining 30 % of the participants consider the rule violations moder‐
ately severe (since they are uncommon). Finally, the sixth question aimed to provide
the experts with the ability to name types of rules that were not discussed in the first
five questions. This way, the types of rules that were not yet represented, could still be
brought forward. The additional types of vulnerabilities were: (a) Memory violations,
e.g. disposing all sorts of instances or memory leaks; (b) Performance related violations,
e.g. endless loops or other inefficient code; (c) Common coding mistakes, e.g. wrong
syntax or improper use of variables; (d) Not using unique identification of components;
and (e) Inconsistency of developed code. This new insight posed a valuable addition to
the types of rules that were already considered in the code quality analysis.

5 Discussion

The results of this study can be considered as a starting point for code quality analysis
in SharePoint applications, which is a rather understudied research field. The obtained
results can be useful to both researchers and practitioners:

• (researchers) The relation of some SPCAF rules to defects remains uncertain. These
rules require further investigation.

• (researchers) This research effort was exploratory since it was based on expert
opinion and descriptive statistics. More explanatory research is required.

• (researchers) Evolution analysis with data analytics can be performed, to confirm the
relationship between the existence of defects and specific rule violations.

• (practitioners) The majority (approx. 67 %) of the predefined rules offered by SPCAF
is associated to defects. Therefore SPCAF can consist a good starting point for tool-
assisted code reviews.

• (practitioners) Most rule violations are related to the client-side of the application,
but these rules are not that sever. Correctness, deployment, and security rule viola‐
tions should be prioritized.

6 Threats to Validity

In this section we present potential threats to validity for our study following the guide‐
lines proposed by Runeson et al. [9]. According to Runeson et al., there are four types
of threats to validity: construct, reliability, external and internal validity threats. In this
study internal validity will not be considered, since causal relations are not in the scope
of this study. Concerning construct validity, we have identified one possible threat, i.e.,
the fact that we assessed the quality of the code, based on the suggestions of a single
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tool. Although this threat is important, a discussion with practitioners suggested that 2
out of 3 rule violations, identified by the tool, are considered vital by practitioners. In
addition to that, no other tools for SharePoint applications quality assurance exist, to the
best of our knowledge. To mitigate threats to reliability, we presented in detail the case
study design, and we have not parameterized the used tools, to ensure that our results
are reproducible and comparable to future replications. Concerning external validity,
we need to underline that the obtained results cannot be generalized to all SharePoint
projects and that the use of a different tool for code reviews, might have led to different
results. Nevertheless, the diversity of the examined projects ensures some heterogeneity
in the cases.

7 Conclusions

This study aimed at exploring the quality assessment processes in SharePoint application
development, through tool-assisted code reviews. The results of the study suggested that
the majority of the rule violations can potentially lead to defects, and that they exist in
all stages of software, regardless of their positioning in the software development life‐
cycle. As expected, the number of critical errors and errors are eliminated in production
ready software. In addition, the most frequently occurring rule violations are warnings
that exist in the JavaScript part of the applications, whereas the more severe errors (i.e.,
correctness, deployment, and security) are more probable to appear in the imperative
parts of SharePoint applications.
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Abstract. Requirements artifacts build the basis for various software
engineering activities, such as development, testing or effort estimations.
As such, the quality of requirements artifacts impacts the efficiency
and effectiveness of these activities. Consequently, requirements artifacts
should be subject to quality assurance (QA).

Unfortunately, QA of requirements artifacts struggles in practice. We
contribute a first industrial case study, in which we found that the main
problems in QA for requirements artifacts were a missing common quality
understanding, the low feedback speed, low efficiency in the QA process,
and, consequently, the lack of creating a sustaining QA processes.

Based on these results, we furthermore contribute a process for
requirements artifact QA that is designed to address these problems. We
discuss feasibility and impact of the process with industry, who acknowl-
edge its potential to increase efficiency and to provide a more sustaining
QA process in practice.

Keywords: Requirements Engineering · Artifacts · Quality Assurance

1 Introduction

Requirements artifacts (such as use cases) are central entities for software
projects: Based on these artifacts, developers build the system, test managers set
up a test-strategy, etc. Consequently, it is widely accepted that quality defects in
requirements artifacts can cause expensive consequences in downstream software
development activities [1]. We supported the evidence of negative consequences
of requirements quality defects also through experiments, e.g. for the impact of
passive voice on understanding in [2].

But how can we detect these quality defects to remove them before they
propagate with the aforementioned negative consequences? As analytical qual-
ity assurance techniques, Fagan inspections [3] or perspective-based reading have
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shown a high effectiveness for detecting quality defects in various empirical stud-
ies (summarized in [4]). However, based on our experience in industry, we argue
that, in practice such heavy-weight processes are (at most) only applied at the
beginning of a project, if at all. After a while, projects neglect quality assur-
ance (QA) more and more, until QA is performed just in an ad-hoc instead of
continuous fashion, depending on the available resources in the projects. While
requirements engineers in a recent study by Mendez and Wagner [5] name various
quality defects, e.g. incomplete, hidden, inconsistent, or underspecified require-
ments, as well as their expensive consequences, the question remains: Which are
the concrete issues that engineers face during requirements engineering artifact
QA (in the following short: requirements QA)?

To understand these problems, we report on an first exploratory case study,
in which we analyze the situation at Munich Re, one of the largest reinsurance
companies world-wide, to understand the individual challenges of requirements
engineers in practice. Based on the outcomes, we develop a process that aims at
controlling these challenges to enable a sustaining QA process for RE artifacts.

Problem Statement: We lack knowledge on the challenges of real-world
requirements QA processes, and efficient processes in requirements (artifact) QA.

Contributions: This paper contributes an analysis of the challenges of require-
ments QA processes in a case study and a proposal for a more efficient QA process
for RE artifacts.

2 A Case Study on Requirements QA in Practice

To gain first insights into the state of the practice as well as the main problems
that requirements engineers face, we performed an exploratory case study with
three cases in the context of one company.

2.1 Research Questions

We concentrated on the following research questions:

RQ 1: How is quality understood?
RQ 2: What is the status quo of quality and QA of requirements artifacts?
RQ 3: What are the main problems for QA of requirements artifacts?

2.2 Case and Subject Description

To get practically relevant outcomes, we performed our study in the context
of industrial software projects within Munich Re. Munich Re has about 45,000
employees in reinsurance and primary insurance worldwide. For their business,
they develop and maintain a variety of individual software systems. The pro-
duced systems often involve many stakeholders across the globe, and software
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systems are often run by changing, distributed teams over a long period of time.
Therefore, good requirements engineering (RE) and RE artifacts are very impor-
tant to the company.

We performed three interviews with in total five requirements and system
engineers of Munich Re. The engineers we interviewed are responsible for three
different, globally running business information systems. Each of the systems is
up to seven years old and under active development and maintenance. In the
projects, requirements are typically documented in form of use case descriptions,
business rules and change requests documented in Microsoft Word.

2.3 Data Collection and Analysis

To answer RQ 1 to RQ 3, we collected qualitative data through semi-structured
interviews. Upfront, we created an interview guideline in which we discussed four
aspects of the current project of the participants.

Each interview took about 60 min and covered different aspects of the
project’s requirements QA. After the interviews, we openly classified our notes.
Afterwards, we summarized the results and compared the results across the dif-
ferent interviewees. To increase the validity of our interpretation, the results
were presented and discussed in the company at various different levels, includ-
ing requirements engineers from projects, RE methodologists and department
heads.

2.4 Results of the Case Study

In the following, we report on the results, structured through the aspects under-
standing of quality, status quo, and challenges.

RQ 1: Understanding of Quality in RE

We first discussed with requirements engineers what they understood by good
requirements artifacts. We asked them to describe what high or low quality in
RE means for them.

We found that all projects strongly agreed on the importance of requirements
artifact quality, such as the quality of use cases. When asked about what quality
meant for the requirements engineers, they described quality in two different
forms, as summarized in Table 1. While in the former understanding, engineers
broke down quality into properties of artifacts, in the latter, engineers described
it in terms of what the requirements engineer wants to use it for (activity-based
quality; cf. also our work in [6]).

Interpretation: We observed that the criteria can be split up into properties
of artifacts and properties of activities to be performed with the artifacts effec-
tively and efficiently (quality-in-use). Nevertheless, these two views are strongly
related: The rationale of most of the aspects of the former category is that cer-
tain activities of the latter can be executed. For example, the artifact should
have no implicit knowledge, to enable an efficient understanding, and thereby to
enable an efficient switch to new suppliers.
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Table 1. Two views on quality

Quality as properties of artifacts: Quality-in-use: Artifacts enable. . .

– Artifact is correct/valid
– Artifact is clearly traced to tests
– Artifact contains no implicit knowledge
– Artifact is up to date
– Artifact has appropriate level of

abstraction
– Artifact is well-structured
– Artifact is using only un-ambiguous

phrases and grammatical constructs
(e.g. active instead of passive voice)

– Estimate the testing and development
effort

– Implement a requested change
– Keep an overview of the system and its

requirements
– Find a certain information of the busi-

ness process
– Understand the system / compensate for

team fluctuation
– Switch the development team to a new

supplier

Result: In summary, the requirements engineers were aware of or even advocat-
ing the importance of requirements artifact quality. There was no unique view
on quality, instead it could be seen from both the properties of the artifacts,
as well as quality-in-use perspective. Together, these views holistically form the
understanding of quality in the projects.

RQ 2: Status Quo of Quality and Requirements QA

As a second research question, we analyzed the status quo of the cases regarding
quality assurance in RE.

There was no systematic process for requirements QA in the cases we have
seen. Two of the projects used to have a requirements QA process at the begin-
ning of the project. However, after a while, the processes decayed.

As a consequence, two of the projects explained that they are aware that their
requirements artifacts might not be up-to-date. They stated their dissatisfaction
with this situation, and explained the reasons (see next section). The require-
ments engineer of the third project claimed that the project’s requirements arti-
facts were of “relatively high quality” (“up-to-date”, “well-maintained”). She said
she takes care of this aspect, since these artifacts are vital for her to keep an
overview. However, also she did not have a systematic process for requirements
quality in place; instead, requirements QA was performed ad-hoc.

Interpretation: In all three projects there was no systematic requirements
QA in place. In some, there used to be a process, which was abandoned for
the reasons that we will explain in RQ 3. Regarding the impact of the missing
requirements QA, we had mixed responses.

Result: In summary, in these cases, requirements QA is done irregularly. The
resulting quality was, by the engineer’s own admissions, strongly varying.
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RQ 3: Requirements QA Challenges

From the first results, we understood that the requirements engineers were will-
ing to create good artifacts, they had a varying understanding of what good
artifacts meant in their domain (see RQ 1). However, afterwards, we discovered
that there were no systematic processes (anymore) to analytically ensure that
the RE artifacts were of high quality (see RQ 2). The reason for this partially
lays in the process in which the company aims to focus on high quality of the
product instead of requirements and documentation. In addition, they explained
various challenges that hinder systematic analytical requirements QA:

Problem 1: QA is time consuming and expensive. In practice, requirements QA
mostly means manual reviews. These reviews are time-consuming activities since
they require various coordinated actions by various stakeholders: review goal
definitions, review participant selection, participant coordination, participant
review execution, collection of results, discussion of results, and finally, a check
whether all changes were executed correctly.

Problem 2: Synchronous QA meetings are inefficient. Synchronizing for QA,
i.e. having a group of people coming together for a review, was considered inef-
ficient. Scrolling through the text together, and discussing typos, ambiguity or
other aspects in the group was perceived unnecessary, especially if the group is
large.

Problem 3: QA processes have long feedback loops. The company’s software
development process is built around short iterations (usually two-weeks). One
engineer said that a full-blown review, as they performed in the beginning of the
project, would take too long to fit into one iteration1.

Problem 4: QA initiatives decay over time. Maybe as a consequence of Prob-
lem 1–3, amplified by project pressure, after a while, the existing QA processes
decay and things are done in a cowboy-fashion, as we also see in the answers to
RQ 2.

Problem 5: Quality of requirements artifacts decays over time. Maybe also as
a consequence of Problem 4, participants state that the quality of artifacts gets
worse over time, especially in terms of being outdated. This makes the artifact
less and less usable, since stakeholders, such as testers or developers cannot rely
on it. This again will deteriorate the quality, starting a vicious circle.

1 In a presentation after the study, another engineer reported that for a review it
usually took multiple weeks until the original author received feedback. The person
mentioned that after she received feedback, she herself, although being the original
author, needed some time to understand the content again.
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Problem 6: QA processes lack support for the maintenance phase. All analyzed
cases were in maintenance phase, meaning, that applied changes not always
introduce new use cases. Instead, sometimes just passages of existing use cases
are changed. Since reviewing the whole use cases was considered unnecessary, no
QA was performed instead. On the long run, this obviously leads to unreviewed
changes and decay of quality (see also Problem 4).

Problem 7: No support for introducing QA in the middle of a project. Lastly,
the question was raised whether it made sense to start improving all use cases
now. Sometimes, the authors of the original artifacts have left the team. There-
fore, a QA initiative now would probably reveal many different findings, over-
whelm the inspectors, and leave the question where to start with cleaning up.
This is again related to Problem 4 and 6.

Problem 8: Quality definition varies. In addition to the aforementioned, explic-
itly stated problems, RQ 1 shows another problem, unmentioned by the require-
ments engineers: The understanding of requirements engineers strongly varies
from project to project.

Interpretation: We can group these problems into four categories: First, the
main challenges lay in the time-consuming QA review activities. Manual review-
ing is an expensive activity that does not immediately pay back. Second, engi-
neers express their discontent with the long feedback cycles, which (a) constraints
the development process and (b) creates additional effort, since authors must
re-read the texts again. Third, probably since QA is not the primary respon-
sibility of requirements engineers, many projects face difficulties sustaining the
QA process. Fourth, quality definition varies. This is not necessarily a problem,
since different projects may require different quality definitions. However, there
should be systematization or control behind the varying quality definitions.

Many of these problems are linked to each other (e.g. one problem is the
consequence of another). For example, as stated in the introduction, it is a
common assumption in the processes community that decay of QA processes
leads to quality decay. Many of these challenges are unavoidable facts. There
is no free lunch and QA will always cost resources. Although most challenges
are common-sense, listing them as constraints helps to improve the process by
trying to limit the effect and hassle of each individual factor.

Result: The case revealed eight main problems, which can be summarized into
time-consuming QA, long feedback cycles, lack of sustaining the process, and a
varying understanding of quality.

2.5 Proposals for Sustaining Requirements QA

Based on the aforementioned problems, we developed a set of principles that
target these problems and foster a sustaining QA process for requirements arti-
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Fig. 1. Problems, principles and proposals

facts (see Fig. 1). Each principle is supported by one or more process proposals.
The proposals transfer various concepts from QA of source code or project man-
agement to RE.

2.6 A Step-by-Step Process for Requirements QA

We suggest to combine the various principles and proposals into step-by-step
QA process. We assume that the process is applied either in the beginning of a
project or in the middle of a development process (see Problem 7). The process
is applied continuously, for each change in the requirements. We furthermore
assume the existence of tool support in terms of automatic feedback. For pos-
sibilities and limitations of such a tool, see e.g. AQUSA [7] or our own [8,9].
Lastly, we assume the existence of a QA system that supervises the process
itself. Figure 2 illustrates the complete process.
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Fig. 2. A proposal for a quality assurance process with roles, activities, quality defini-
tions and variation points, based on proposals of Fig. 1
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3 Discussion in Practice

As a next step, we need to understand whether the proposed process is applicable
and benefitial in practice. As a first step in this direction, we discussed the
proposed process in terms of feasibility, impact, and effort with one of the leading
requirements engineers of the company.

Feasibility: First, we wanted to find out whether the expert thought the app-
roach was feasible in practice. The expert answered this question in the affir-
mative. She stated, however, that besides the QA process itself, an additional
aspect is the integration into concrete development processes in the projects. Her
company strongly advocates short iterations and often development and testing
is performed in parallel to requirements engineering, hence, the question remains
when to conduct the QA.

Benefits: Second, we iterated through the problems of RQ 3, as described
in Sect. 2.4, and asked whether the expert thought these problems could be
addressed by the process. She stated that in general, she saw the potential for
this. However, it also much depends individual people and projects at hand, so
further studies are necessary.

Required Effort: Third, we asked about the required effort for such a process
in comparison to the status quo. She named various cost items, which she esti-
mated to be relevant: In general, the most relevant cost item are still the manual
reviews. She suggested that if the users of the artifacts execute the review (as pro-
posed in the process), these efforts could be reduced. She argued that these users,
e.g. the testers, have to read and work with the requirements anyways. Costs
for manual reviews include furthermore organizational costs for synchronous
reviews. In addition, writing protocols for reviews was considered costly, both
for reporting findings from the reviewer to the requirements engineers, but also
reporting changed sections from the requirements engineer to the reviewer after
the review comments have been incorporated. All aspects strongly depend on
the appropriate tool support. Consequently, the success of the proposed process
depends to some extent how it is integrated in a QA tool. This result sup-
ports similar conclusions in the domain of code quality, as reported by other
researchers [10,11].

Summary: Altogether, the effort depends on the concrete integration into the
project, the participating individuals, and the tool support. In future work, when
evaluating the process in practice, these factors should be analyzed in detail.

Threats to Validity. Regarding internal validity, recording and interpretation of
the interview is subject to confirmation bias and similar subjectivity. Therefore,
two researchers took notes independently and compared the notes afterwards.
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In addition, we validated our results and conclusions through presentation in
various meetings with the company. Furthermore, we distributed a first draft of
this paper in the company. Participants acknowledged the validity of the results.

The external validity of the results contains two levels. Regarding the rep-
resentativeness of results for the whole company, we performed data source tri-
angulation through three cases. These interviews provided a coherent view on
this matter. In addition, in discussions at the company, various senior engineers
reported that, according to their own experience and perception, these results
were representative for this company. Yet on a more general level, future work
must analyze whether the same results hold for other companies and processes.

4 Related Work

Various authors have published in the related fields of QA for source code, as
well as QA for requirements.

Our paper is related to the area of requirements engineering process improve-
ment. A recent systematic mapping study by Mendez et al. found “very few
exploratory papers” [12] in this area.

Various techniques in related work provide pieces for the puzzle. The proba-
bly best-known method in reviewing are Fagan inspections [13]. Other technique
are perspective based reading (c.f. [4]), which includes, just as we do, the con-
cept of the stakeholder viewpoint, as well as ad-hoc, checklist-based, scenario-
based, pattern-based or defect-based reviews [14]. The last piece in the puzzle
are phased inspections, as proposed by Knight and Myers [15]. In their paper,
Knight and Myers discuss the combination of automatic and manual approaches
and discuss the consequences. In this early work, they also discuss application
in requirements engineering, but mainly focus on code.

However, these methods do not put the small pieces together. In our opinion,
the work that most holistically combines different approaches was written by
Katasonov and Sakkinen [14]. In conclusion, our process proposal extends this
classification through various aspects. Based on the problems that we phased in
QA in practice, we extend the framework of Katasonov and Sakkinen in Fig. 3.

Salger [16] provides an analysis of what he argues to be the five main chal-
lenges in reviews, based on related work. We detail his results through an empiri-
cal analysis from the perspective of industrial requirements engineers. The results
overlap only partly. Nevertheless, the gap indicates that RE research must care-
fully coordinate research topics with practitioners to gain traction in industry.

Discussion: In contrast to previous works, we approach the topic holistically
(suggesting a complete process instead of only parts) and inductively, i.e. through
an exploratory, empirical investigation in a certain context and a derivation of a
process from this context. We extend the work by Katasonov and Sakkinen [14]
through additional variables in Fig. 3.
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Fig. 3. Our process within the framework of Katasonov and Sakkinen [14]. We highlight
added aspects in light-blue. (Color figure online)

5 Conclusion and Future Work

In the presented paper, we interviewed requirements engineers in a case study to
gain first insights into the challenges of requirements QA in practice. The study
shows that quality assurance is a time-consuming and difficult endeavor that can
quickly decay. Based on the interviews, we argue that the key lies in the efficiency
of the process. We suggest various tools, most prominently automatic guideline
and quality checks, to increase efficiency. In summary, we consider our process
a pragmatic QA process. This means that on the one hand the process provides
strict guidelines. On the other hand, the process aims to avoid the inefficiency of
heavy-weight processes by optimizing cost drivers. As a very first step towards
evaluation, we discuss the process with an expert from industry, giving us a first
indication that the process could be applied in practice and, to some extent,
provide the required improvements.

There are some aspects that should be studied in future work. First, we
reported on two different perspectives on requirements quality. Future work could
analyze how they are related and intertwined. In addition, we executed the case
study on three projects, but only in one context. Future work should extend this
to different domains and compare the resulting challenges. We also proposed a
process that seems fit in our context. We integrated this to an existing framework
by Katasonov and Sakkinen, and compared our results to those by Salger. Future
work could extend our approach and propose different solutions that are more
fit in other domains. Lastly, future work is required in the form of experiments
and longitudinal studies to evaluate whether the proposed process can indeed
prevent the decay on the long run.
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Abstract. Once supporting the electrical and mechanical functionality, soft-
ware today became the main competitive advantage in products. However, in the
companies that we study, the way in which software features are developed still
reflects the traditional ‘requirements over the wall’ approach. As a consequence,
individual departments prioritize what they believe is the most important and are
unable to identify which features are regularly used – ‘flow’, there to be bought
– ‘wow’, differentiating and that add value to customers, or which are regarded
commodity. In this paper, and based on case study research in three large
software-intensive companies, we (1) provide empirical evidence that compa-
nies do not distinguish between different types of features, which causes poor
allocation of R&D efforts and suppresses innovation, and (2) develop a model in
which we depict the activities for differentiating and working with different
types of features and stakeholders.

Keywords: Customer feedback � Innovation � Commodity � Wow feature �
Flow feature � Duty feature � Checkbox feature

1 Introduction

The amount of software in products is rapidly increasing. At first, software function-
ality was predominately required in order to support tangible electrical, hardware and
mechanical solutions without delivering any other perceptible value for the customers
[1]. Today, software functionality is rapidly becoming the main competitive advantage
of the product, and what delivers value to the customers [2]. However, the way in
which software features are being developed, and how they are prioritized is still a
challenge for most organizations. Often, and due to immaturity and lack of experience
in software development, companies treat software features similarly to electronics or
mechanics components, with the risk of being unable to identify what features are
differentiating and that add value to customers, and what features are regarded com-
modity by customers. As a consequence individual departments continue to prioritize
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what they find the most important and miss the opportunities to minimize and share the
investments into commodity features [3, 4].

In this paper, we identify that the lack of distinguishing between different types of
features is the primary reason for inefficient resource allocation that, in the end, make
innovation initiatives suffer.

The contribution of the paper is twofold. First, we give guidelines on how to
distinguish between different types of features that are being developed and we provide
empirical evidence on the challenges and implications involved in this. Second, we
present a conceptual model to guide practitioners in prioritizing the development
activities for each of the feature types. With this model, companies can develop only
the amount of feature that is required for commoditized functionality and, on the other
hand, maximize their investments in innovative features.

2 Background

In most companies, customer feedback is collected on a frequent basis in order to learn
about how customers use products, what features they appreciate and what function-
ality they would like to see in new products [5–8]. The number of requests and ideas
that originate from this feedback often outnumbers available engineering resources and
prevents companies from realizing all of them [9]. To help practitioners control the
information overload originating from customer feedback, Knauss et al. [10] propose a
feedback-centric requirements approach, together with a tool that elicits the most
important information. Recently, Johansson et al. [11] stressed the importance of
complementing the qualitative customer feedback with quantitative input by showing
its implications on the product managers prioritization decisions. Moreover, and in
order to further develop only those requirements that will deliver the most business
value, various prioritization techniques have been introduced in requirement engi-
neering and product development literature [12–16]. However, these do not consider
market factors such as the availability of the features being assessed in competitors’
products [17]. Also, very little is known on how to prioritize the development activities
for different types of features.

To recognize the importance of distinguishing between different types of func-
tionality from a complexity point of view, Bosch [18] developed the ‘Three Layer
Product Model’. The model provides a high-level understanding of the three different
layers of features, i.e. commodity, differentiating and innovative, however, does not
give guidance on how to distinguish between the different types, neither which
activities to invest into for each of them. The model distinguishes between three types
of functionality layers, i.e. commoditized functionality (functionality necessary for
system operation that customers take for granted), differentiating functionality (the
functionality that differentiates the product from its competitors) and Innovation
functionality (functionality providing significant value).
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3 Research Method

This case study [19] research builds on an ongoing work with three case companies
(see Table 1 below) involved in large-scale development of software products. It was
conducted between August–December 2015.

3.1 Data Collection and Data Analysis

First, we conducted a workshop at each of the companies. Second, we conducted
twenty-two interviews that lasted one hour. During analysis, the workshop notes,

interview transcriptions and graphical illustrations were used when coding the data.
The data collected were analyzed following the conventional qualitative content
analysis approach [20] where we derived the codes directly from the text data.

To improve the study’s construct validity, we conducted semi-structured interviews
at the workshops with representatives working in several different roles and companies.
Since these companies represent the current state of large-scale software development
of embedded systems industry, we believe that the results can be generalized to other
large-scale software development companies.

Table 1. Description of the companies and the representatives.

Company and their domain Representatives

Company A is a provider of telecommunication systems and
equipment, communications networks and multimedia solutions for
mobile and fixed network operators. The company has several sites
and for the purpose of this study, we collaborated with
representatives from one company site.
The participants marked with an asterisk (*) attended the workshop
and were not available for a follow up-interview

1 Product Owner
1 Product Manager
2 System Managers
2 Software Engineer
1 Release Manager
1 Area Prod. Mng.*
1 Lean Coach*
1 Section Mng.*

Company B is a software company specializing in navigational
information, operations management and optimization solutions.
All the participants attended the workshop and were interviewed

1 Product Owner
1 System Architect
1 UX Designer
1 Service Manager

Company C is a manufacturer and supplier of transport solutions,
construction technology and vehicles for commercial use.
All the participants that attended the workshop were interviewed. In
addition, one sales manager and one technology specialist wished to
join the project at a later stage, and were interviewed

1 Product Owner
2 Product Strategists
2 UX Managers
2 Function Owners
1 Feature Coord.
1 Sales Manager
2 Technology Spec.
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4 Findings

4.1 Feature Realization: Current State of Feature Differentiation

Features that are being developed are handed over from one development stage to
another, together with their requirements and priorities. The differentiation strategy is
unclear to the practitioners developing the features (see e.g. Table 2).

4.2 Differentiating Features: Challenges and Implications

The current state advocates a situation where features are not differentiated in the
strategy between being innovative, differentiating or commodity and, as a consequence,
development activities do not differ between the features. Based on our interviews, we
see that there are a number of challenges associated with this situation. We present the
challenges in Table 3 below.

Due to an unclear differentiating strategy, our case companies experience a number
of implications during the development process of a feature. We summarize them in
Table 4 below.

Table 2. The current State of Feature Differentiation.

Current State Description Quote

Vague
differentiating
strategy

Practitioners struggle to know if
the feature is innovative and
requires e.g. direct investment, or
commodity and can be covered
from e.g. running maintenance
budget

“Should we go into Maintenance
budget? Or should it go to
investment budget and we
prioritize there?”, – Product
Strategist from Company C

Dev. investment
level does not vary

Based on the interview data, we
do not see a significant difference
in defining the investment level
allocated to the feature

“There is a lot of functionality
that we probably would not need
to focus on.” – Technology
Specialist from Company C

Feature
prioritization
processes is in
favor of commodity

Prioritizing innovative features is
suppressed with numerous
commodity efforts that are
needed to satisfy the standards
and follow the competitors
instead of accurately
understanding what adds value to
the stakeholders

“Customer could be more
involved in prioritization that we
do in pre-development. Is this
feature more important that the
other one?” – Product Owner
from Company B
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Table 3. The challenges with differentiating features.

Challenge Description Quote

Understanding the
stakeholder and
purpose of the feature

The way in how feedback is
being collected is rather ad-hoc
and it depends on the stage of the
feature and not on the

“We want to understand what the
customer wants to have and also
truly, what do they need.” –

Product Manager from
Company A

Incomprehensible
high-level directives

Identifying whether a feature is
commodity, differentiating or
innovative, and investing into
activities needed for each type is
left to the practitioners
developing the feature

“Functionality is software
basically and the features are
more subjective opinions and
things that we can’t really… it is
hard to collect data.” – Function
owner from Company C

Commodity
functionality is
internally considered to
be innovative

Companies do not learn from
customers fast enough and,
occasionally, consider and invest
in development activities for
features they believe are
innovative

“Those are the things that
worries us the most. All of us,
since it is so hard, you need to
gamble a bit. If it turns out that
you are wrong, then you are
behind.” – Product Manager from
Company A

Table 4. The implications of feature realization.

Implication Description Quote

Uniform
stakeholder
impression

Individuals in our case companies
typically find it difficult to identify
and truly understand the stakeholder
and their needs that the feature is
being developed for

“If you are sitting in a team…you
see that this is the most important
thing we need to do.” – Product
Manager from Company A

Arbitrary
investments in
development
activities

Companies risk to invest extensively
in development activities that are
not required for a certain type of
feature

“We tend to focus on,…on the
wrong things. We need to look at the
benefit for their customers.” –

Product Manager from Company A
Commodity
suppresses
innovation

As a consequence, features that are
expected to be innovative do not get
to be prioritized. Instead, and in a
rush to keep the pace, our case
companies study close competitors
and analyze their most promising
features

“In our organization is really hard
to sew everything together, to make
it work. That requires funding that
is almost nonexistent.” – Software
engineer from Company A

Projecting
competitors
current state is the
norm

Companies base themselves on
competition right now instead of
where it will be in the future

“We do also our own tests of
competitors….We measure are we
on track or not.” – Product
Strategist from Company C
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5 The Feature Differentiation Model

In response to the empirical data from our case companies, combined with the findings
and the implications that we presented above, we expand the 3LPM model to a new
dimension and present our model for feature differentiation in the following section.
The contribution of our model is twofold. First, we provide four different categories of
features and their characteristics in order to give practitioners an ability to better
differentiate features early in the development cycle. Second, and as a guidance for
practitioners after classifying a feature, we provide a summary of development activ-
ities for every type of feature. Practitioners can use the guidance in prioritizing the
development activities for the features that they are developing. With this model,
companies can develop only the amount of feature that is required for commoditized
functionality and, on the other hand, free the resources to maximize their investments in
innovative features that will deliver the most value.

5.1 Differentiating Characteristics of New Feature Development

Our model advocates an approach in which four fundamentally different types of
features are being developed. We name them “duty”, “wow”, “checkbox” and “flow”
types of features. With “duty”, we label the type of features that are needed in the
products due to a policy or regulation requirement. “Checkbox” features are the fea-
tures that companies need to provide in order to be on par with the competition that
provides similar functionality. With “wow”, we label the differentiating features that
are the deciding factor for buying a product. Finally, and with “flow”, we label the
features in the product that are regularly used. We depict the four types of features on
Fig. 1, where we place each of the types in relation to the 3LPM commodity-
differentiating-innovative categorization.

Fig. 1. The Feature Differentiation Model.
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On the horizontal axis, we indicate the development extent for the features, ranging
from “Satisfy” to “Maximize”. On the vertical axis, however, we indicate the dis-
tinction between primarily “User-centric” and “3rd party-centric” features. By this, we
divide between features that are primarily being developed for users of the product
(hence “User-centric”) and other, 3rd parties-centric features, which are not directly
used by the users. And to help practitioners categorize a feature on these axis, we
distinguish between five characteristic points; the stakeholder (e.g. the requestor of the
feature), feature engagement (e.g. the expected level of feature usage), the source of the
feedback (e.g. the stakeholder generating the most feedback), the focus of the feature
(e.g. is the feature indenting to minimally satisfy a known need, or to innovate in a new
area?) and its impact on driving sales (is it a feature focusing on the customer paying
for the product?).

5.2 The Development Process

For each of the four feature types, we suggest how to set the extent of the feature that
should be developed. Here, the extent of the feature can be either defined once
(constant) or dynamically adjusted during development and operation (floating -
alternates, following - follows the competitors or open - no limitation). Next, the
sources that contain the information required to set the development extent need to be
defined, together with the techniques that make it possible for the practitioners to
collect relevant customer feedback. Next, we suggest the most important R&D activ-
ities. They are followed by the activities that do not deliver value for that type and
should be avoided. Finally, we suggest how to set the deployment frequency. We
summarize the most important differences between each approach in Fig. 2.

Fig. 2. The summary of the 4 different development approaches.
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6 Discussion

Multi-disciplinary teams involved in the development of a software product are
increasingly using customer feedback to develop and improve their products and
features. Both qualitative techniques [5, 6, 8] and quantitative techniques [7, 8] are used
to collect customer feedback and product data. Previous research shows that the
number of requests and ideas that originate from this feedback often outnumbers
available engineering resources [9]. And with increasing amount of ideas, prioritizing
development resources and identifying which features to develop to what extent is a
crucial step in new feature development process. Bosch [18] recognized the importance
of dividing functionality between commodity, differentiating and innovative. However,
and as shown in our empirical findings, companies still struggle with this and, con-
sequently, invest into development activities that do not deliver value to the stake-
holders. Innovative features are suppressed by commodity.

To address the concerns above, we develop the Feature Differentiation model,
where we illustrate how development activities depend on the type of the feature being
developed with respect to characteristics. The model helps companies to (1) differen-
tiate between the four types of the features, and (2) prioritize the necessary develop-
ment activities.

7 Conclusion

In this paper, and based on case study research in three large software-intensive
companies, we (1) provide empirical evidence that companies do not distinguish
between different types of features, i.e. they don’t know what is innovation, differen-
tiation or commodity, which is the main problem that causes poor allocation of R&D
efforts and suppresses innovation. We (2) develop a model in which we depict the
activities for differentiating and working with different types of features.
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Abstract. Embedded system development workflow is complex, often poorly
modelled, and thus difficult to optimize. We propose a new process mining tool
PROMOTE as the first step of the flow improvement. The tool includes an event
log analyzer and web user interface. PROMOTE has been tested in four real
industrial projects, and in an open source SW project. We exposed several bottle‐
necks otherwise undiscovered, which proved the need and feasibility of
PROMOTE. It will be deployed in production in a big embedded system company
in 2017.

Keywords: Process mining · Embedded system development · Workflow ·
Business process modeling · Optimization · Web interface · Event log

1 Introduction

Embedded systems have become very complex requiring increasing efforts in safety
critical SW development. Unexpected changes e.g. in HW sourcing can cause significant
changes. The projects use hundreds of design tools, thousands of configuration files, and
millions of the source code lines [1]. A change in a tool can drastically affect the tasks,
ordering and scheduling.

According to a survey [2], an average project duration was 12.4 months and 57 %
finished “late or canceled”. The biggest technology challenge was “managing the design
complexity” [2]. Desagent Oy and TUT performed a similar survey for 102 Finnish
companies in 2013. The potential to improve the design efficiency was 30–50 % for 87 %
of the answers. Only 3 % mentioned their process is formally modeled. 65 % uses office
documentation. Practically none explicitly measure the efficiency of the development
process. The reason is that the workflow is very complex and e.g. vulnerable to tool
changes. The bottlenecks may remain hidden and nobody knows the overall efficiency.
The tools, such as Issue and Bug Tracking, Version Control System (VCS), Continuous
Integration (CI), Test Management and Code Review are widely used and lots of docu‐
mentation is produced. Thus, the developers dislike any extra tasks for workflow model‐
ling. To overcome this, we use process mining to examine tool event logs and then
automatically construct the workflow model [3].

Several tools are available for process mining [4, 5]. ProM is excellent, but we also
required outstanding visualization for non-expert users. Many process mining reports
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exist of the systems themselves [6, 7], but none of the development process. Some studies
focus in SW development [8–10]. In [11], visualizations were utilized to illustrate events
in the issue management system. We have utilized the basic mining techniques found
in the related work also in our tool.

We have examined real logs in a large Finnish engineering and service company and
from an open source SW project [12]. It soon turned out that current process mining
tools were too focused on business domains, for which reason we propose a new tool,
PROMOTE (PROcess Mining tOol for embedded sysTem dEvelopment). The goal is
to bring a consolidated and transparent view to embedded systems development process
from the information scattered around log files. The aimed users are project stakeholders.

The key contributions in this paper are (1) usage of process mining in embedded
system development in a real industrial case, (2) new intuitive tool for it, and (3) analysis
of the case studies as proof-of-concept.

This paper is organized as follows. Section 2 introduces the proposed PROMOTE
tool, and Sect. 3 describes its user interface. Section 4 focuses on the evaluation of the
log data and Sect. 5 concludes the paper with ideas for future work.

2 PROMOTE Core Architecture

Figure 1 depicts the overall architecture. PROMOTE captures event logs from other
systems using the other tool interfaces available. Event logs are stored into database and
then processed and converted into a common format using conversion scripts. Converted
event logs are visualized and shared using WebUI, which is aimed to product stake‐
holders.

Fig. 1. General architecture

PROMOTE consists of several interface and conversion scripts which are imple‐
mented in Python. Systems to be analyzed are specified using a configuration script,
which stores their information (name, type, URI etc.) into a dedicated database.
Capturing and conversion is executed automatically without any user interaction. Event
log data is stored into PostgreSQL database, which allows analysis to be executed in
incremental steps without need to retrieve all event logs for each analysis. Database data
is processed and stored into CSV and JSON file formats which are accessible by the
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WebUI. Processed data is stored into several files using categories such as Issue
events, and Review events.

Three specific challenges were identified in event log handling. The first one is
coherency of timestamps across the systems, since otherwise the differences can cause
misleading analysis results. All timestamps were converted to Coordinated Universal
Time (UTC) and events without timestamp were discarded.

The second challenge is multiple usernames for same person in different systems.
This matter was solved by creating a special algorithm for detecting which usernames
belong to single user. Individual users are detected by comparing usernames, full names
and email addresses. The third challenge was to determine and extract the relevant
information from the event logs and to process that information into usable form. This
requires external system specific knowledge and was manually included to the event log
analysis.

PROMOTE can capture the whole development workflow by linking events between
different systems. The links used are e.g. issue IDs and VCS commit hash tags.
Figure 2 illustrates how the event log data is processed to capture the whole development
workflow. The Event log handler (middle) analyses event logs (left) and generates the
process model (right). Typically issue IDs used in the issue management system (e.g.
Task-23) is used to identify events in other systems as well. For example VCS commit
is linked to an implementation task by adding an issue ID to a comment or code review
is linked to an issue ID or a VCS commit. After the links have been captured, the process
model is generated by arranging events into a temporal order and by calculating the
amount of transitions.

Fig. 2. Capturing of the workflow

The typical size of a capturing script is 150–400 lines of Python code. Several libra‐
ries were created for handling user detection, process modeling, and timestamp conver‐
sions. Currently PROMOTE includes a total of 4530 lines of Python code and supports
the following systems: GIT, Subversion, Review Board, Jenkins, Redmine, Source‐
Forge, Jira, and VersionOne.
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3 PROMOTE WebUI

The existing process mining tools are often used by analysis experts, for which reason
they are not easy to use by normal users. PROMOTE WebUI aims at changing this and
visualize the results for any project member. WebUI includes a hierarchy of views
starting from the overall status and digs into details as the user desires. The WebUI is
based on the HTML KickStart framework [13], which allows adding new views rapidly.
Each visualization view has been designed for universal usage and implemented with
the d3.js Javascript library that supports CSV and JSON files [14].

The start view, shown in Fig. 3, contains a list of analyzed systems and the status
summary with a word cloud from the most frequent words.

Fig. 3. PROMOTE WebUI start page

Figure 4 lists all the available views. Highest tree level includes categories distinctive
for the embedded system development. Second level views were selected to present the
most important information related to each category. Scatterplot view is similar to the
Dotted chart analysis available in ProM [4] but other views are created based on the
systems and processes available for the embedded system development. We present the
most important views in more detail in the following. For brevity, we also discuss anal‐
ysis findings from the industrial studies at the same context.

Fig. 4. PROMOTE WebUI views
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Project status is intended for showing an overall project status and it can be
displayed in large info screens.

Process flow graph shows information about traces between events in one or multiple
systems. It shows how different systems are linked to each other and reveals the actual
workflow. In addition, the graph is used to analyze how the actual and planned workflow
differs. WebUI includes a process flow graph for the whole development process or a
single system. Figure 5 depicts the process flow of Kactus2 including creation and
closing of Redmine issues and SVN commits. Amount of transitions is shown on top of
each transition.

Fig. 5. Process flow example from Kactus2. (Color figure online)

Analysis of industrial CI system revealed that build pipelines were not utilized at all.
In practice, builds are triggered by VCS commits or by predefined schedule, and a single
commit can cause several builds to be executed in parallel. Pipelines should be used to
ensure that most important builds are executed first and build failures are detected as
early as possible.

Scatterplot provides a way to investigate events in a temporal and logical manner.
It is intended to everyone to analyze their own behavior. The vertical axis contains task
IDs and the horizontal axis the timeline. Each task can include several events such as
Create issue, Assign, and Close issue. Each type of event is painted in individual color.
Issue filtering helps finding causalities. WebUI includes scatterplots for the following
categories: Issue tracking, Testing, Reviews, Requirements, VCS, and CI.

Figure 6 depicts the review events for over 1200 reviews in industrial projects using
Review Board. Several anomalies were discovered. For example, Review Board is not
used in the same way in all projects. Some reviewers mostly add comments instead of
opening defects, while some only open defects. A common guideline is clearly needed.
Occasionally the time between opening and closing of the review is quite long. In most
of the cases the review has ended but forgotten to be closed. Thus, the review looks to
have taken even several months. It could also be seen that the review was left open on
purpose and defects were fixed later. However, open defects may cause other problems.
Most of the reviews are completed within few days and reviews are rarely reopened.
Interestingly quite many reviews are discarded because the review had become obsolete
or the review had been created incorrectly.

Timeline collects all events in the embedded system development project to provide
a one glance overview. Timeline is mainly intended for the project managers to analyze
overlapping tasks and compare planned and realized schedule. Timeline for an industrial
development project is shown in Fig. 7. Timeline includes VCS tags (vertical lines),
VCS commits (brown dots), VCS merge commits (purple dots), CI builds (grey dots),
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tasks (green horizontal lines), scrum stories (red horizontal lines), reviews (purple hori‐
zontal lines) and scrum sprints (blue boxes on the background).

Fig. 7. Project timeline from an industrial study. (Color figure online)

Timelines of the industrial projects show that reviews are not always completed
before the sprint ends. Some have taken even three sprints. We suggest to complete in
the same sprint so that the scrum story can be closed at the end of the sprint. In addition,
reviews should be small enough to take only few days, and time should be allocated for
upcoming reviews.

Heat map illustrates usage of the system in question. Darkness of the color indicates
the amount of the activities for the current hour. WebUI includes heat maps for following
categories: VCS, Issue tracking, CI, and Review. With heat maps it is possible to inves‐
tigate when the system is accessed most often and when people are working. Target
group for the heat maps are project managers and system administrators.

Figure 8 illustrates the usage of VCS in one large industrial project including over
1500 commits during two years. In this case VCS is used quite evenly from Monday to
Thursday but on Friday the amount of commits increases heavily. Further analysis indi‐
cates that this is most likely caused by the weekly release schedule, which requires that
a new SW version must be released on every Friday. This leads into situation that new
features are committed into VCS as late as possible, which causes problems in testing
that is executed after the release. Thus, developers should commit source codes evenly

Fig. 6. Scatterplot for review events from an industrial study.
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on every weekday, and the release schedule should be modified so that the weekly release
would be done on Wednesday or latest on Thursday.

Fig. 8. VCS heat map from an industrial study.

Figure 9 illustrates the usage of CI server. CI heat map and CI process flow indicates
that CI server is executing scheduled builds during night. By analyzing the heat map it
is recommended that nightly builds should be divided more evenly for the whole night
to avoid overloading. In addition, dependency between the amounts of CI builds and
VCS commits depicted in Fig. 8 is clearly visible and highlights that events in one system
affects other systems. This further advocates for the usage of CI pipelines.

Fig. 9. CI heat map from an industrial study.

Project members graph shows which persons have participated into which project.
The graph is used to check who are familiar with certain projects and helps illustrating
development organization. In addition, this graph is used to find out which persons are
in key roles in the organization.

Social network is used to investigate how users collaborate, who are working
together and what kind of hierarchy exists in the organization. In addition, social
networks are used to discover roles of the project participants [4].

Target group for the social network graph are project managers, team leaders, human
resources, and stakeholders interested in collaboration between persons and teams.
Figure 10 illustrates the social network for the Kactus2 project especially for the issue
assignment. This particular social network implies that one user has a bigger role than
others when assigning tasks. It is notable that most of the assignments are done by the
users for themselves which reflects that the issue management should have more atten‐
tion. Scatterplot indicates that the issues are not prioritized, only categorized using target
version. In addition, Fig. 10 shows that one person has much more tasks than other
persons, which indicates that workload should be divided more evenly.
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Fig. 10. Social network example from Kactus2.

Analysis of the social network for industrial projects shows that developers tend to
use same reviewers for all of their reviews. It would be beneficial to use a bigger group
for reviewing source codes to ensure high review quality and coverage. Developers
should also include persons from other teams as reviewers. This would help spreading
information, knowledge, and practices between developers and teams.

Personal skills view illustrates the skills of the individuals in the form of radar charts.
The charts are created for the usage of tools and for programming skills. The results can
be used e.g. for identifying if some developer needs training, finding out the best candi‐
date for a new task or to investigate the overall usage of tool. The personal skills view
is targeted for the project managers and team leaders, but also for the other project
members for self-examination. Figure 11 shows an example of skills in usage of
Redmine in the Kactus2 project for a single user (left) and all users (right). It can be
seen that Redmine is utilized quite well in the Kactus2 project excluding feature Add
news, but a single user has used only a portion of all features.

Fig. 11. Redmine skills for single user and for all users from Kactus2.

4 Evaluation

PROMOTE has been piloted in Kactus2 and four industry projects including 15 devel‐
opers and test specialists. Table 1 lists contents of the latter. Events in the different
systems were linked together with issue management IDs and VCS commit IDs.
PROMOTE was run on top of 64-bit 2 GHz Ubuntu 14.04 server with 1 GB of RAM
and 16 GB of hard-drive space.
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Table 1. Systems included into industrial pilot

System Content of the analysis
7 GIT repositories 7185 commits, 1205 branches
VersionOne (Issue tracking system) 10 projects, 20 epics, 221 backlog items, 606 tasks
Jenkins (CI system) 35 jobs, 2586 builds
Review board 1247 reviews

Kactus2 utilizes the following systems: Subversion (2084 commits), Redmine (255
issues), and SourceForge. Time needed for the capturing and conversion was about
10 min. The conclusion is that Kactus2 is a small and agile project with flexible mile‐
stones rather than strictly scheduled and prioritized traditional SW project. In large
industrial setups, time for the capturing and conversion is significantly higher. The first
execution of the PROMOTE Log handler commonly requires several hours. Follow-up
executions are much faster, typically taking 5–10 min, because only the new events
needs to be captured. Size of the PostgreSQL database generated in industrial pilot was
5 MB, but can be 100 MB in larger setups.

The user acceptance of PROMOTE has been very good based on about 15 persons
test group. The WebUI fulfills the requirements of visualizing and summarizing the
information gathered from several sources. It was noticed that compared to related work,
PROMOTE’s architecture provides faster and more straightforward way to automati‐
cally capture and analyze event logs from several sources. In addition, deployment of
PROMOTE in new environments has proven to be very easy because of an expandable
architecture, simple configuration, and reusable scripts.

5 Conclusions

PROMOTE performed very well in the presented cases, in which usage of tools is
extensive, documentation is comprehensive, and traceability between systems has been
taken into consideration. PROMOTE will also be tested with less rigorous development
setups to disclose even bigger bottlenecks. Implementation of PROMOTE started in
2015, an industry pilot in spring 2016, and later in this year it will be taken into wider
use in the pilot company.

In the future, we will model the workflows using YAWL [15, 16] and compare with
the models captured by PROMOTE to adjust model accuracy. Implementation of
PROMOTE continues by adding support for systems such as Quality Center, and by
adding reasoning to automatically find bottlenecks and suggest corrective actions. As a
conclusion, PROMOTE is promising even as such and will be immediately deployed in
a company, and will be used as the data and process mining part for workflow optimi‐
zation research.
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Abstract. The Kano model is a frequently used method to classify user pref-
erences according to their importance, and by doing so support requirements
prioritization. To implement the Kano model, a representative set of users must
answer for each feature under evaluation a functional and dysfunctional ques-
tion. Unfortunately, finding and interviewing users is difficult and
time-consuming. Thus, the core idea of our proposed approach is to extract
automatically opinions about product features from online open sources (e.g.,
Q & A sites, App reviews, etc.) and to feed them into the Kano questionnaire to
prioritize software requirements following the principles of the Kano model.
One problem with our proposed approach is how to pair input extracted from the
internet into paired answers to the functional dysfunctional questions. This
problem arises because the reviews and comments from online sources that we
plan to transform into answers to either the functional or dysfunctional question
are usually unpaired. Therefore, the aim of this study is to find a method that
produces results resembling those of the traditional Kano model although we
only retrieve partial information. We propose two Kano-like models, i.e., the
Half- and the Deformed-Kano model, for unpaired answers to functional and
dysfunctional questions. In order to analyze the performance of the two pro-
posed models as compared to that of the traditional Kano model, we run several
simulations with synthetic data. Then we compare the simulation results to see
which Kano-like model produces results that are similar to those of the tradi-
tional Kano model. The simulation results show that on average both the
Half-Kano and Deformed-Kano models on average generate feature catego-
rizations similar to those of the traditional Kano model. However, only the
Deformed-Kano model generates the same range of categorizations as the tra-
ditional Kano model. The Deformed-Kano can be used as an approximation of
the traditional Kano model when the input is unpaired or partly missing.

Keywords: Kano model � Requirement prioritization � Online source

1 Introduction

In software product management, requirement prioritization is often used for deter-
mining which candidate requirements of a feature should be included in a software
release. Requirements are also prioritized to minimize risk during development so that
the most important or low-risk requirements are implemented first [1, 2]. Several
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methods for classifying and prioritizing software requirements exist. The Kano model
is one of the best-known and frequently used methods to do this.

The Kano model was developed by Noriaki Kano in the 1980s [3]. It defines the
relationship between user satisfaction and product features. Since the Kano model can
be used to prioritize user needs as a function of customer satisfaction, it is one of the
most popular methods that address customer needs prioritization. The traditional Kano
model defines five categories of user needs that have different effects on user satis-
faction. Those are O, A, M, I, R1 [4–8]. Since it is possible to receive contradictory
responses from customers, the category Q (Questionable) is also an option.

In the context of a larger research project, we plan to use advanced machine
learning and data mining techniques to help us extract systematically user needs from
online open sources for complementing traditional sources for the elicitation and pri-
oritization of software requirements. In order to fuel the information generated in this
way into requirements prioritization activities, we intend to use the principles of the
Kano model to classify user needs according to their importance. In this paper, we do
not report on the automatic elicitation and sentiment analysis of user needs voiced in
online open sources. In the following we rather focus on how to use the ideas and
principles of the Kano model when the information extracted does not correspond to
paired answers of the Kano questionnaire.

2 Related Work

Since the 1980s when the Kano model was first introduced, it has become a popular
theory used by researchers and business practitioners across many industries. After an
extensive review of the literature on the Kano model, Josip and Darko summarized and
evaluated five methods, which classify quality features into the categories defined by
the Kano model [9], however, in a different way than Noriaki Kano proposed. The
methods analyzed were the original Kano model developed by Noriaki Kano [3], the
“Penalty reward contrast analysis” (PRCA) originally proposed by Brandt [10], the
“Importance grid” developed by IBM [11], the “Qualitative data methods” including
CIT (critical incident technique) developed by Herzberg and ACC (analysis of com-
plaints and compliments) used by Cadotte [12], Oliver [13], Friman, and Edvardsson
[14], and the “Direct classification” method proposed by Emery and Tian [15]. Among
those five methods, only CIT and ACC have the same assumption, i.e. that “quality
features can be categorized by comparing how frequently customers mention it in a
positive context or a negative context” [9]. However, the reliability of both CIT and
ACC methods, as compared to the Kano model, remains questionable when the fre-
quencies with which customers mention features are low. According to Josip and
Darko’s research, the Kano model and the direct-classification method are the only
methods capable of classifying features.

1 O = One-dimensional Quality, A = Attractive Quality, M = Must-be Quality, I = Indifferent
Quality, R = Reverse Quality.
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Based on the analysis of the related work, we concluded that the traditional Kano
model is the best approach to elicit future customers’ perceptions regarding a product’s
features.

3 Research Goal and Method

To apply the Kano model on data extracted from online open sources, we assume that
we have already filtered out the sentiment information expressing a person’s feeling
from online reviews, comments, and questions, and that we have translated the sen-
timent information into a data set similar to the format of the Kano model. For example,
the statement “I dislike X very much!” represents a very negative answer to the
functional question, and “I would be very happy if there is no function X.” represents a
very positive answer to the dysfunctional answer regarding feature X. We put all
answers to the functional questions in one “Yes” (Y) vector, and all answers to the
dysfunctional questions in one vector “No” (N) vector.

One of the biggest problems we are facing is how to pair the required input to the
Kano model without conducting interviews with real people giving answers to both
functional and dysfunctional questions. The reviews and comments from an online
source are usually unpaired so that we cannot process the data following the traditional
Kano model. Because of this, we need to design Kano-like model algorithms for
processing unpaired data.

In this paper, we propose two kinds of Kano-like models, i.e., the Half-Kano model
and the Deformed-Kano model. The goal of our study is to compare the performance of
the Kano-like models with that of the traditional Kano model and to decide which of
the two Kano-like models behaves more similar to the traditional Kano model. Our
research method uses simulation experiments with synthetic data (see Sect. 5 for
details).

4 Kano-like Models

The two Kano-like models we propose differ in the way how they interpret the unpaired
answers derived from online open sources. The assumption of the Half-Kano model is
that we only have either answers to the functional question or answers to the dys-
functional question. The assumption of the Deformed-Kano model is that answers to the
functional and the dysfunctional questions are from the same group of people, even
though we lost the links between answers. One output of the traditional Kano model will
only contain one specific category to which a feature is classified to. However, in our
study, to be able to compare with the output of the Kano-like models, we use the
probability of each category that one feature is categorized into instead of the one
category to which the feature is most frequently categorized into. For example, if we get
five paired answers about one feature, and each paired answer leads to one category,
then we have a list of five categories (e.g., M, M, A, M, O). The traditional Kano model
output is that this feature is classified to category M. However, in our study, we say the
output is that this feature is 60 % classified to category M, 20 % to A, and 20 % to O.
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4.1 Half-Kano Model

To implement the Kano-like models on unpaired data, we assume an extreme case, i.e.,
that each time when we have an interview with our interviewees, we ask only func-
tional questions or only dysfunctional questions relating to one software feature, hence
we only get two groups of responses for functional and dysfunctional questions from
different interviewees. In this case, we cannot use two responses from different inter-
viewees to classify one person’s satisfaction and based on that derive the satisfaction
category the software feature belongs to. However, we can implement an algorithm
which calculates probabilities with which a software feature would be classified based
on the responses for the functional and the dysfunctional questions. Since the data in
the Y and the N vectors are not matched, the Half-Kano model is not a traditional Kano
model. Nevertheless, we calculate the probabilities following the traditional Kano
model. The difference is that in this method, we use each signal value from Y and N
vectors to derive a satisfaction category. Figure 1 shows an example of the process of
how the Half-Kano model processes the Y and N vectors when the unpaired input is
“1” in the Y vector, and “−2” in the N vector. In this case, we can say that with a
probability of 40 % this feature should be classified to the M category, with 30 %
probability to the I category, and with 10 % probability each to the R, O, and Q
categories.

The algorithm of probability (P) that vector Y (Functional) and vector N (Dys-
functional) are categorized to the same category (X) can be written as

Fig. 1. An example of the process of Half-Kano
model (2 = I like it, 1 = It must be like it, 0 = I
am neutral, −1 = I can tolerate it, −2 = I dislike
it.)

Fig. 2. An example of the process of
Deformed-Kano model
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Pðcat Yð Þ ¼ catðNÞ ¼ XÞ ¼
Pm

i¼1 FxcatðY ið ÞÞþ Pn
j¼1 FxcatðN jð ÞÞ

mþ nð Þ � 5

and

FOcat Y ið Þð Þ ¼ 1 if Y ið Þ ¼ 2

0 if Y ið Þ 2 f�2;�1; 0; 1g

�

FAcatðY ið ÞÞ ¼ 3 if Y ið Þ ¼ 2

0 if Y ið Þ 2 f�2;�1; 0; 1g

�

FMcat Y ið Þð Þ ¼ 1 if Y ið Þ 2 f�1; 0; 1g
0 if Y ið Þ 2 f�2; 2g

�

FIcatðY ið ÞÞ ¼ 3 if Y ið Þ 2 f�1; 0; 1g
0 if Y ið Þ 2 f�2; 2g

�

FRcat Y ið Þð Þ ¼
4 if Y ið Þ ¼ �2

1 if Y ið Þ 2 �1; 0; 1f g
0 if Y ið Þ ¼ 2

8
><

>:
FQcatðY ið ÞÞ ¼ 1 if Y ið Þ 2 f�2; 2g

0 if Y ið Þ 2 f�1; 0; 1g

�

and

FOcat N jð Þð Þ ¼ 1 if N jð Þ ¼ �2

0 if N jð Þ 2 f�1; 0; 1; 2g

�

FAcat N jð Þð Þ ¼ 1 if N jð Þ 2 f�1; 0; 1g
0 if N jð Þ 2 f�2; 2g

�

FMcatðN jð ÞÞ ¼ 3 if N jð Þ ¼ �2

0 if N jð Þ 2 f�1; 0; 1; 2g

�

FIcatðN jð ÞÞ ¼ 3 if N jð Þ 2 f�1; 0; 1g
0 if N jð Þ 2 f�2; 2g

�

FRcat N jð Þð Þ ¼
4 if N jð Þ ¼ 2

1 if N jð Þ 2 f�1; 0; 1g
0 if N jð Þ ¼ �2

8
><

>:
FQcatðN jð ÞÞ ¼ 1 if N jð Þ 2 f�2; 2g

0 if N jð Þ 2 f�1; 0; 1g

�

and Fx is a function that maps the statement X to the set {0,1,3,4}

Fx : X ! f0; 1; 3; 4g

where

i 2 f1; 2; 3. . .mg

j 2 f1; 2; 3. . .ng

X 2 fO;A;M; I;R;Qg

m is the number of values of Y vector
n is the number of values of N vector

4.2 Deformed-Kano Model

In the Deformed-Kano model, we assume that the responses are from the same group of
people, but we lost the links between answers to functional and dysfunctional
questions.
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We sequentially pick a number of the Y vector to combine with each number of the
N vector to derive the satisfaction categories, and then we get a list of satisfaction
categories. After each value in the Y vector has been combined with all values of the N
vector, we calculate the overall proportion of the appearance of each category. Figure 2
shows the example of the process of the Deformed-Kano model when the unpaired
input is “2, 1” in Y vector, and “−1, −2” in N vector. The output is that this feature is
25 % classified to category M, 25 % to A, and 25 % to O, and 25 % to I.

The algorithm of probability (P) that vectors Y (Functional) and N (Dysfunctional)
are categorized to the same category (X) can be written as

Pðcat YÞ ¼ catðNð Þ ¼ XÞ ¼
Pm

i¼1ð
Pn

j¼1 xxðcat Y ið Þð Þ � cat N jð Þð ÞÞÞ
m � n

and

cat Y ið Þð Þ � catðN jð ÞÞ ¼

O if Y ið Þ ¼ 2 and N jð Þ ¼ �2

A if Y ið Þ ¼ 2 and N jð Þ 2 f�1; 0; 1g
M if Y ið Þ 2 f�1; 0; 1g and N jð Þ ¼ �2

I if Y ið Þ 2 �1; 0; 1f g and N jð Þ 2 f�1; 0; 1g
R if Y ið Þ 2 f�2;�1; 0; 1g and N jð Þ ¼ 2 j Y ið Þ ¼ �2 and N jð Þ 2 f�1; 0; 1gj
Q if Y ið Þ ¼ 2 andN jð Þ ¼ 2 j Y ið Þ ¼ �2 andN jð Þ ¼ �2j

8
>>>>>>>><

>>>>>>>>:

and xx is a function that map the statement X to the set {0,1}

xx : X ! f0; 1g

where

i 2 f1; 2; 3. . .mg

j 2 f1; 2; 3. . .ng

X 2 fO;A;M; I;R;Qg

m is the number of values of Y vector
n is the number of values of N vector

5 Simulation Study

Simulation Input: There are 31 possible value sets2 both in the Y and N vectors. For
example, value set ID No.1 indicates that the Y and N vectors only contain elements
with value ‘−2’. Value set ID No.31 indicates that both vectors contain all possible
values, i.e., ‘−2, −1, 0, 1, 2’.

2 C1
5 þ C2

5 þ C3
5 þ C4

5 þ C5
5 ¼ 31.
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Simulation Approach: We use the R language to execute the simulation algorithms
we proposed in Sects. 4 and 5. We first set the length of Y and N vectors equals to 20,
and these 20 numbers are picked from each possible value set to simulate responses of
one feature. We combined all 31 possible value sets of Y and N vectors. The total
number of possible ways to combine the Y with the N vector value sets is 31 *
31 = 961. In each round simulation, for each combination of value sets of Y and N, we
sample data randomly following a chosen distribution, e.g., uniform distribution. Then
we run traditional Kano and Kano-like models five times respectively. Next, we cal-
culated the average value of those who have the same value set ID of Y and N vectors
and join them together to finally get a table which contains 961 rows and 20 columns
(Value set ID of Y and N vectors plus PO, PA, PM, PI, PR, and PQ for the traditional
Kano, Half-Kano, and Deformed-Kano model, respectively).

Simulation Hypothesis 1: Deformed-Kano model generates more similar output to the
traditional Kano than the Half-Kano model.

We pick the data from one out of 961 rows to show an example of the way to
calculate the difference between the traditional Kano model and the Kano-like models.
Table 1 shows the way to calculate the difference between traditional Kano and
Kano-like models, and the calculation results are shown as well. When we calculate the
absolute value of the difference between the two sets of data (Traditional and Half or
Traditional and Deformed), the range is 0 to 200 %. Hence, we divide the absolute
value by 2 to get the result in the range from 0 to 100 %.

The lower value of difference represents closer output to traditional Kano model. In
the case shown in the Table 1, we can see the Deformed-Kano model’s output is closer
to the output of the traditional Kano model (difference = 1 %) than the output of the
Half-Kano model (difference = 12.5 %).

The ranges and means of the differences between the outputs of the traditional Kano
model and the Kano-like models are shown in Table 2. We can see from Table 2 that
the range of difference between the traditional and Half-Kano models varies from
10.5 % to 80 %, which is much higher than the range of differences between the
traditional and Deformed-Kano models, which is 0 % to 18.74 %. The means show the
same trend. 25.99 % between the traditional and Half-Kano models and 4.28 %
between the traditional and Deformed-Kano models.

Table 1. An example of the difference between the traditional Kano model and the Kano-like
models

PO PA PM PI PR PQ

Traditional (%) 0 20 0 45 25 10
Half (%) 3 15.5 7 40.5 27.5 6.5
Deformed (%) 0 19.5 0 45.5 24.5 10.5
Difference (%) Traditional − Half = (|0 − 3| + |20 − 15.5| + |0 − 7| + |

45 − 40.5| + |25 − 27.5| + |10 − 6.5|) /2 = 12.5
Traditional − Deformed = (|0 − 0| + |20 − 19.5| + |
0 − 0| + 45 − 45.5| + |25 − 24.5| + |10 − 10.5|) /2 = 1
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To see more clearly the distribution of the differences of outputs between the
traditional Kano model and the Kano-like models, we draw 3D and 2D figures.
Figures 3 and 4 show that the Deformed-Kano model shows outputs which have lower
differences with the outputs of the traditional Kano model.

Simulation Hypothesis 2: The Deformed-Kano model provides similar outputs as the
traditional Kano model.

According to the simulation results, we found that when the input value of the Y
vector or the N vector belongs to {−2}, {−1}, {0}, {1}, {2}, {−2, 0}, {−2,1}, {0, 1},
{−2, 0, 1}, the difference always equals zero, which means 477 out of 961 (49.6 %)
output combinations of Deformed-Kano and traditional Kano model show no
difference.

Table 2. The range and means of the difference between the outputs of Traditional Kano model
and the Kano-like models

Traditional-Half (%) Traditional-Deformed (%)

Ranges [10.5, 80] [0, 18.74]
Means 25.99 4.28

Fig. 3. The projection of the distribution of differences between the traditional Kano and the
Kano-like models on Y vector plane

Fig. 4. The projection of the distribution of differences between the traditional Kano and the
Kano-like models on N vector plane
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When the input value of Y vector and N vector does not belong to {−2}, {−1}, {0},
{1}, {2}, {−2, 0}, {−2,1}, {0, 1}, {−2, 0, 1}, the difference will always be more than
zero. The simulation results show that 484 out of 961 (50.4%) combinations show
differences between the outputs of the traditional Kano and the Deformed-Kano model
with a range in 1% to 18%. In addition, the average values are less than 11 %.

6 Threats to Validity

There are several limitations and threats to validity linked to our simulation study. First
of all, both Half-Kano and Deformed-Kano models are not fulfilling the requirements
of the traditional (interview-based) Kano model, because the input taken from online
sources will most of the time not generate paired answers to functional and dysfunc-
tional questions, and the number of answers extracted from online sources will not be
balanced. The latter point is particularly limiting our study as comparisons with the
traditional Kano model could only be done with sets of balanced data. Thus, we had to
restrict our simulation experiments to cases of balanced data. Another limitation is the
choice of distributions used in our simulation experiments. Since we have not yet
started with extracting real data from online sources, we do not know what empirical
distributions of values in the Y and N vectors are realistic. Therefore, we chose a
neutral approach and sampled from uniform distributions in our simulation experi-
ments. Finally, we noticed that the relative amount of questionable categorizations
might deviate from the typical numbers when using the traditional Kano model.
However, since we exclude questionable data from the comparisons between the
Kano-like and traditional Kano model, this limitation does not influence our compar-
ison results.

It should be mentioned that the comparison of the Kano-like models used in our
simulation study with the traditional Kano model is not based on a single category
resulting from the majority of categorizations per interview (in the traditional Kano
model) and per vector matching (in the Kano-like models). Instead, we compare the
distributions (expressed as probabilities) categorizations per feature. Although this is a
deviation from the procedures used by the traditional Kano model, our approach could
be considered as giving richer output. Assume, for example, an extreme case where you
get 1000 paired answers, with 501 answers leading to category ‘M’ and 499 answers
leading to category ‘I’. The output of the traditional Kano model is that this feature
should be categorized as “Must be” (M). If only this final categorization is conveyed,
one will not know that 49.9 % of the interviewees considered this feature to be
“Indifferent” (I).

7 Discussion

It is clear from our simulation study that the Deformed-Kano model produces outputs
that are more similar to those of a traditional Kano model than what the Half-Kano
model produces.
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Although the Deformed-Kano model only partly works like the traditional Kano
model, based on our simulation experiments, we found that 49.6 % of its outputs have
no difference to the outputs of the traditional Kano model, and for those 50.4 % outputs
showing a difference, the differences are very small, with an average of less than 11 %.

Although the Deformed-Kano model does not work exactly like the traditional
Kano model, it has several advantages. Firstly, it can handle unpaired and unbalance
input (Y and N vectors). Secondly, the ability to process unpaired and unbalanced data
but nevertheless producing similar results than the traditional Kano model makes the
analysis of user preferences cheaper as all steps can be automated and now costly
interviews are needed. Thirdly, it is difficult to guarantee the representativeness of the
opinions voiced by a small set of selected interviewees. Using data from online sources
has the potential of generating a more complete and thus more realistic input to the
analysis of user preferences.

8 Conclusions

According to our simulation experiments, we find that the results of using the
Deformed-Kano model are always close to the results of the traditional Kano model.
Because of that, we consider the Deformed-Kano model to be a good approximation of
the traditional Kano model. Moreover, the Deformed-Kano model can be used even
when the input is unbalanced or partly missing. Therefore, we believe that the low cost
of using the Deformed-Kano model combined with the possibility to use unbalanced
data compensates for the potential lack of paired data when comparing with the tra-
ditional Kano model.
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Abstract. Intelligent Transportation Systems (ITS) consist of a large number
of vehicles and stop monitors, as well as operations management center and
servers. Their development can be challenging due to 3rd party black-box
components and limited debugging visibility. Our solution is log file analysis.
We developed a tool framework called LOGDIG, which differs from related
work by supporting also very complex system behaviors discovered by recurrent
and backward processing of the log files. The tool was successfully used to find
and fix faulty timing of bus stop monitor information in a product called ELMI.

Keywords: Log file analysis � Systems engineering �Data mining �RTPIS � ITS

1 Introduction

This paper presents our experiences in developing an Intelligent Transportation System
(ITS) product called ELMI [1]. It included real-time bus tracking and bus stop monitors
displaying time of arrival estimates. ELMI is based on proprietary radio network and
involves parts from several vendors, which complicates testing on the field. Log file
analysis helped us discovering the real vs. expected behavior of the black-box parts,
which helped fixing the open ELMI parts. The first log tools were TCL scripts but
eventually we ended up with a general purpose tool framework called LOGDIG.

The new contributions in this paper are (i) using feedback from log analysis for
continuous system development improvement loops, (ii) using a log generator to create
test logs and expand real data for better problem tracking and (iii) using LOGDIG
framework to analyze behavior of the case study ELMI.

This paper is organized as follows. Section 2 describes the motivation and related
work, and Sect. 3 the log file analysis in ELMI as complex behavior mining. Section 4
presents LOGDIG analyzer with generated data and in Sect. 5 using real case study.
The paper is concluded in Sect. 6.

2 Motivation and Related Work

In ELMI, we have applied a continuous development process combining Systems
Engineering [2, 3], CRISP-DM [4] data mining process and event-driven development
[5, 6]. Figure 1 depicts an overview (A) and a detailed (B) model of our development
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process. The knowledge base and the engineering process are out of scope, but we
focus on the following loops.

UserLoop is based on end users’ feedback that we call bug reports independent of
the form. Understanding and reasoning can take much time and is sensitive to
misunderstanding, but this is definitely the last source if nothing else is available.

SysLoop is based on an automated monitor and can detect and report misbehavior
for a system operator. The report is manually processed and sent to the engineering
process. This is less prone to human errors than above. It should be noted that the

K = Knowledge base of system
E = Evaluation and engineering 
process of system
A = Analyzing process (automatic
and manual)
S = ELMI system process
U = Users of system
M = Model of analyzing
L = Log files of system
G = Guidelines to users
I = System Info
P = Preprocessing

U

A. Simple model

S

A

E

A S U

K

M

L

E

B. Detailed model

1. 2. 3. 4.5. 6. 7.

SysLoop

AnaLoop

UserLoop

Feedbacks

G

Improvements

PP

I

Fig. 1. Models of improvement loops in ELMI continuous development process

Table 1. Feedback features for engineering process

Feature of feedback UserLoop SysLoop AnaLoop

1. Knowledge response time (no delay) Low High Medium

2. Knowledge delivery interval Low Medium Medium

3. Knowledge accurance and 
probability for understanding

Low Medium High

4. Automation Low Medium High

5. No data preprocessing Low Medium High

6. Variety of knowledge Medium Low High

7. Amount of knowledge Low Medium High

8. Analyzing small development time Medium High Low

9. Analyzing complexity Low Medium High

10. Final (physical) behavior
observations

High Low Low

11. Suitability for engineering process Low Medium High

Log File Analyzing in ITS Development 551



monitors may not be originally designed for the engineering process at all, which was
the case in ELMI.

AnaLoop can automatically and regularly analyze the log files for extracting the
expected behavior. Reports are automatically sent to the engineering process. Human
errors are not probable, because the knowledge is already in the format the engineering
process requires. Table 1 summarizes feasibility of the three feedback loops. The
AnaLoop is the best, as we learned to know in practice in ELMI as well.

Our focus is in discovering the realized behavior that appears as an execution trace
or sequential interdependent events in log files. Log file analyzers can be divided in two
groups. The first group includes analyzers, like Synoptic [7], Invarimint [8] and Daikon
[9], which creates behavior models from the log files. The second group includes
analyzers, like LFA [10], Texada [11] and CEP type analyzers [5], which have a
built-in expected behavior model independent of the log files. The latter only checks if
the behaviors in the log files are expected or not. Similar approach is also presented by

TATLOGIN ADLOCAT

Tim
e

2. 3. 

4. 

5. 

Bus B1 sign up to bus line L1
in terminal busstop TBS1 

Bus B1 leaves busstop TBS1  

Bus B1 arrives busstop BS1

Bus B1 arrives busstop BS2  

Bus B2 sign up to bus line L2
in terminal busstop TBS2 

Description of 
logs events

Search (or found) order of 
traces A and B for busstop BS1

Bus B2 leaves busstop TBS2  

Bus B2 arrives busstop BS3  

Bus B2 arrives busstop BS1

Trace B 

TAT for monitor of busstop BS1

TAT for monitor of BS2  

AD correction for waitime of 
monitor of busstop BS1

AD correction for waitime of 
monitor of BS2  

Trace A 1. 

Start time of searching

Stop time of searching

6. 

TAT for monitor of busstop BS1

AD correction for waitime of 
monitor of busstop BS1  

7. 
8. 

9. 

10. 

11. 

Legend: LOGIN (login to a bus line), LOCAT (location of a bus), 
TAT (theoretical arrival time of bus for busstop), AD (advanced or delayed correction of TAT) 

TAT for monitor of BS3  

AD correction for waitime of 
monitor of BS3  

TBS1 BS1TBS2 BS2BS3Bus B1 

Bus B2 

Bus line L1 

Bus line L2 

Configuration
of ITS system
in the example:

Messages from bus
Messages to 
monitor of busstop

Fig. 2. Example of the search method of LOGDIG in ITS type log data
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Maoz [12] that uses model-based traces as runtime models. Batch-job analyzers can be
slower, but few on them, like LOGDIG, can perform very complex analysis.

LOGDIG has also a special “versatile searching” feature, which we have not seen
in any other scientific analyzer. This means the possibility of backward searching as
presented in Fig. 2. Other scientific analyzers seem to read log lines (events) only by a
forward way and often row by row all the lines. LOGDIG can read only the selected
lines from the log files.

One challenge in log analysis is that the information might not be purposed for
error detection but e.g. for business, user or application context. This requires capa-
bility to interpret log information. In addition, there can be chains of sequential
interdependent events, for which simple statistical methods are not sufficient [13]. This
requires state sequence processing. LOGDIG [14] supports this, because it is intended
for expected behavior mining. We have also proposed a Behavior Mining Language
(BML) to support these needs [15]. There are also commercial real-time analyzers, like
Apache Spark, but they are out of scope of this paper.

3 Complex Behavior Mining in LOGDIG

Figure 2 depicts an example of the search method of LOGDIG. For brevity we consider
the figure self-explaining. This is a typical example of ITS system logs from sources
like buses and central computer. The behavior is seen in the following sequential
events: (1) a bus has sent login (i.e. start) to the line, (2) the bus has left the terminal
bus stop, (3) the central computer has sent the first waiting time estimation to a bus stop
monitor, (4) the central computer has sent the last time estimation to the bus stop
monitor and (5) the bus has arrived to the monitor’s bus stop. The searching has found
two chains of sequential events, which we call traces A and B. Figure 2 also shows
how the searching actually works in a versatile way. It is selective, because it rejects
non-essential traces, which are shown as grey arrows. It can also go backward, like in
arrows 2, 5, 6 and 10.

4 Testing LOGDIG with Generated Log Data

We have used both real and generated log data in testing LOGDIG. We discuss first the
latter. To generate the test log files, we have implemented a tool called LogGen that
takes static and dynamic properties as parameters. The former is e.g. test area, bus stop
areas and bus lines. The latter are e.g. scheduling and speeding of buses, number of
buses, number of generated traces and timing of logs. Figure 3 depicts a visualized
example of the static properties in our example case, which consists of 4 bus lines, 4
terminal bus stops for direction A in left side of the test area, 3 terminal bus stops for
direction B in the right side and 6 bus stop monitors in the edges of the matrix area. The
sizes of all areas have been defined as meters. Bus lines are links as between bus stops,
e.g. the red bus line goes through A1, M1, M3 and B1 bus stops.

The details of LogGen and LOGDIG are out of scope, but we present two example
sets with the help of Fig. 4: Short (A) and complex (B) traces. The log file data is
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depicted in the middle of Fig. 4 by the order of lines originally written to them. BMU
executes the search of desired events (ESU) specified in the BML language. The results
are traces from the log files as explained in the following.

In Example A, we want to search many short traces. The main objective is to
measure all lengths of line logging and check if they are too long. To achieve this,
LOGDIG (1) searches LOGIN event of a bus, (2) searches LOGOUT event of the bus
and (3) checks if the time difference between the events is too long. This is repeated as
many times as all LOGIN events has been read in the given review time window. In the
example we have four “line logging” traces. The results are output to a Static Behavior
Knowledge (SBK) formatted .csv file depicted in Table 2.

In Example B we want to search one complex and long trace. The main objective is
to measure the time difference between real arriving and estimated time of a bus to the
stop monitor. To achieve this, LOGDIG (1) searches Real Theoretical Arrival Time
(RTAT) event of the bus, (2) LOGIN event of the bus, (3) leaving time of the bus from
a terminal, (4) arriving time to the bus stop monitor, (5) last Advanced or Delayed
(AD) event of the bus, (6) LOGOUT event of the bus and (7) calculates time difference.
The results are written to the SBK file.

For brevity and clarity, the examples do not include all the details, like input
parameters and adjusting of the time windows during the searching. For example, it is
possible to search events only for certain bus or for all buses. A start and a stop time of
the time windows typically depends on the results of previous searches. This can be
seen as dotted horizontal lines between search states in Fig. 4.

5 Testing LOGDIG with Real Case Study

A severe bus stop monitor problem was discovered in ELMI, in which the arriving bus
symbol disappeared too early [16]. The real case is similar to example B in Fig. 4, but
with thousands of traces per day. Figure 5 depicts a screenshot of LOGDIG for the first
9 traces from a bus line between 07:00–8:30. The searching time windows are pre-
sented as vertical lines, and horizontally the traces with the corresponding colors. We
can find there some issues. Trace 4 had problems, because no arriving was found to the
stop monitor and the trace shape is different than others. There are maybe missing trace
and departure of a bus between traces 4 and 5. Traces 8 and 9 have been almost the
same and maybe two buses have been driving one after the other because of the
morning rush hours.

Table 2. The SBK file of example A

SBK_ID,BUS_ID,LOGIN,LOGOUT,DIFF,STATUS,CNT_OK,CNT_ERROR
1,1,2016-06-21 12:01:00,2016-06-21 12:11:00,600,ERR,0,1
2,2,2016-06-21 12:06:00,2016-06-21 12:15:00,540,OK,1,1
3,3,2016-06-21 12:08:00,2016-06-21 12:13:00,300,OK,2,1
4,1,2016-06-21 12:12:00,2016-06-21 12:17:00,300,OK,3,1
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Some of the original data is unfortunately no longer available even if we know how
the problem occurred. Thus, we augmented the original data with some generated data
to expose the problem. The results are from one bus line (2132) per one day between
03:00–23:00, and we present only the most important results helping to fix the prob-
lems. Tables 3 and 4 depicts the minimum, average and maximum errors of the waiting
times in five bus monitors (Sign ID). The waiting time errors were divided into 15, 10
and 5 min before arriving to a stop monitor and 0 min when a bus has just arrived to
the stop monitor. A positive waiting time error means that the bus has arrived too late,
and negative one means the opposite. The most important value is the average error
value for 0 min. After fixes to ELMI, it has clearly been improved from 124 to 17 s.
Another important result in Fig. 6 is the follow-up list, which lists all “bad” bus lines,
buses and stop monitors. This means over 2 min waiting time errors. Figure 6 depicts
how the total number of errors has been decreased from 16 (8 + 2 + 6) to 9 (3 + 2 + 4)
after improvements. Also the percentage values are much smaller, e.g. in bus line
0021321 it has been decreased from 45,2 % to 2,4 %.

Fig. 5. LOGDIG’s screenshot of real traces from ELMI logs
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Figure 7 depicts the variation of waiting time errors from −5 to +8 min by 30 s
resolution for all stop monitors. For example, there have been 5 waiting times in 0 min
errors and 44 waiting times in +1,5 min errors.

After the improvements the results are clearly better. Almost all (155) waiting time
errors are in 0 min and the variance is much smaller. There are still some single
problem cases, like one bus arrived 7 min too late to the stop monitor.

Table 3. Waiting time errors before improvements

Num Sign D L  TAT-msg 15 minutes 10 minutes 5 minutes 0 minutes
ID   R C  Amount min   ave max min   ave max min   ave max min   ave max

------------------------------------------------------------------------------------------------
1: 1031 E 1    15    -12    66   308    -12    66   308    -12    71   290     85   131   184 
2: 1033 W 1    62   -430    86   634   -434   137   608   -429   107   462     62   133   548 
3: 1041 E 1    15    -22    59   278    -22    59   278    -22    60   157     63   129   179 
4: 1061 W 1    77   -249    55   441   -145   104   412    -86   116   426   -165   127   540 
5: 1071 E 1    12    -23    43   270    -23    43   270    -23    43   270    -23    38   141 

------------------------------------------------------------------------------------------------
ALL             181   -430    66   634   -434   104   608   -429   100   462   -165   124   548 

Table 4. Waiting time errors after improvements

Num Sign D L  TAT-msg 15 minutes 10 minutes 5 minutes 0 minutes
ID   R C  Amount min   ave max min   ave max min   ave max min   ave max

------------------------------------------------------------------------------------------------
1: 1031 E 1    15    -12    66   308    -12    66   308    -12    51   146      3    15    25 
2: 1033 W 1    62   -430    45   543   -501    35   459   -517     0   376      1    22   427 
3: 1041 E 1    15    -22    59   278    -22    59   278    -22    20    79    -10    10    29 
4: 1061 W 1    77   -249    40   412   -190    30   412   -168    10   369   -246    17   405 
5: 1071 E 1    12    -23    43   270    -23    43   270    -23    43   270    -23    10   121  

------------------------------------------------------------------------------------------------
ALL             181   -430    46   543   -501    38   459   -517    13   376   -246    17   427 

Fig. 6. Follow-up list errors, Original (left) and Fixed (right).
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6 Conclusions

We have introduced an automatic, general purpose log-file analyzer framework
LOGDIG, which was used to improve the ELMI real time passenger information
system after the field deployment. To our best knowledge, there is no other such log file
analyzer capable of backward and selective searches through the log files, which was
required to fix ELMI. LOGDIG also automated many analysis tasks that are usually
carried out manually. The results are looped to the systems engineering process every
night, so the improvements can be started in the next working day. LOGDIG and the
tools are freely available at GitHub [17] as well as the generated test data used in this
paper. In the future, we will evaluate the feasibility of commercial log file analyzers
and study further generation of representative and generally applicable test logs.
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Abstract. Code clone is one of the factors that makes software mainte-
nance more difficult. Once a developer find a defect in a code fragment,
he/she has to inspect the all of the code clones of the code fragment.
In this study, we investigated the effectiveness of query-based use of a
vector-based clone detection tool for supporting simultaneous fixing of
buggy clones in source code and compared it with the query-based use
of a token-based clone detection tool CCFinder.

Keywords: Code clone detection tool · Software maintenance · Simul-
taneous editing

1 Introduction

A code clone is a code fragment that has identical or similar code fragments to
it in the source code [10]. So far, a lot of code clone detection techniques have
been developed to capture various aspects of source code similarity [7,10,13].

For the detection of syntactically identical or similar code fragments, token-
based and tree-based approaches detect identical token sequence and similar
syntax tree in source code, respectively [7,10]. These approaches are able to
detect useful clones (i.e., code fragments to be merged [5], inconsistent code
clones that are suspected to include a bug [9]), but have limitations of false posi-
tives [5] (syntactically similar but semantically different code) and false negatives
[4] (syntactically different but semantically similar clones). As a more sophisti-
cated approach, a few techniques have been proposed for the detection of only
semantically similar clones from source code [7,11,12].

For example, Komondoor and Horwitz proposed an approach to finding iso-
morphic subgraphs of program dependence graphs (PDGs) in order to find
semantic clones from source code [12]. Also, MeCC detects C functions imple-
menting semantically-similar computations based on the similarity of abstract
c© Springer International Publishing AG 2016
P. Abrahamsson et al. (Eds.): PROFES 2016, LNCS 10027, pp. 560–567, 2016.
DOI: 10.1007/978-3-319-49094-6 41
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memory states between them [11]. Jiang and Su proposed an approach to com-
pare program execution traces via random testing in order to find function-
ally equivalent code fragments [8]. However, those approaches have limitations.
Identifying isomorphic subgraph of PDG is time-consuming as well as identify-
ing abstract memory states of C functions [11], and comparing execution traces
require a number of test suites to achieve sufficient level of test coverage. Also,
it is difficult for those approaches to be applied to uncompilable source code.

In our previous research [18], we developed a vector-based approach for the
lightweight detection of function clones. In our vector-based approach, a feature
vector is generated for each function, based on the occurrence of identifiers and
reserved keywords, and then clustering of the generated vectors is performed
by means of locality-sensitive hashing (LSH) [6]. Finally, clones are detected
based on the similarities between each pair of feature vectors. We confirmed the
advantages of the vector-based approach over MeCC as follows:

– Detects a number of function clones but also maintains a low false positive
rate in comparison to MeCC

– Detect in a shorter time
– Finds a larger number of clone-related defects and bad smells

We introduced the tool based on the vector-based approach to a Japanese
multinational IT company and then got feedbacks from practitioners in the com-
pany. According to the feedbacks, the practitioners need to know the effectiveness
of the vector-based approach for supporting simultaneous fixing of buggy clones.
They are mainly motivated to perform query-based use of the vector-based app-
roach. When they find a defect in a function, they would like to give the function
as a query to the vector-based approach and then discover clone-related defects
from the detected function clones. In our previous research [18], we detected func-
tion clones from OSS and then manually confirmed that a large number of the
detected function clones included defects and bad smells. However, the effectiv-
ness of query-based use of the vector-based approach is still unknown so far.

In this study, we investigated the effectiveness of query-based use of the
vector-based clone detection tool for supporting simultaneous fixing of buggy
clones in source code. In the investigation, we used the collection of clone-related
defects that was collected by Li and Ernst for the evaluation of a cloned buggy
code detector CBCD [14,15].

The remainder of this paper is organized into the following sections. Section 2
details a vector-based approach to detecting code clones. Section 3 describes a
method to investigate the effectiveness of query-based use of a clone detection
approach. Section 4 explains the investigation result, Sect. 5 reviews related work
and finally, Sect. 6 summarizes this study.

2 Vector-Based Approach to Detecting Clones

Figure 1 provides an overview of the vector-based approach. The Vector-based
approach takes source code is used as the input, and the output consists of a list
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Fig. 1. Overview of the Vector-based approach

of clone pairs (i.e., pairs of function clones that are identical or similar to one
another).

Hereafter, we use the term word to represent a set of identifiers (e.g., variables
and function names) and reserved keywords (e.g., conditional statements and
interactive statements).

2.1 STEP1: Extracting Word

In this step, words are extracted from functions in the source code. During this
process, if an identifier consists of more than one word, it is divided into different
words as follows:

– It is divided using a delimiters such as hyphens or underscores, between words.
– It is split by using a capital letter for each word using CamelCase

2.2 STEP2: Generating Feature Vectors

In this step, feature vectors are generated based on the weights of extracted words
from STEP1. For this, we use Term Frequency Inverse Document Frequency(TF-
IDF ) [2], a popular technique, in IR, for weighting each word. Uramoto et al.
used TF-IDF to weight newspaper articles for the relation of multiple news
articles [17]. In this study, we use TF-IDF to weight words in the source code.

TF-IDF combines Term Frequency(TF) weights and Inverse Document Fre-
quency(IDF) weights. For example, suppose Nw represents the occurrences of w
in a function, and Nall represents the total number of occurrences of all words
in a function. In addition, Function represents the set of all functions in the
source code, while Functionw represents the set of functions that contain word
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w exists. The weighting of w using TF-IDF is defined as follows:

tfw =
Nw

Nall
idfw = log

|Function|
|Functionw| tfidfw = tfw × idfw

2.3 STEP3: Clustering Feature Vectors

Clustering is used to identify candidates for clone pairs, and is conducted. prior
to clone detection (STEP4) for the sake of time efficiency. In this step, the fea-
ture vectors generated in STEP 2 are clustered using Locality-Sensitive Hash-
ing(LSH) [6], which is known to be an efficient nearest neighbor search algorithm.

To cluster feature vectors, in this study we used E2LSH1 [1], which imple-
ments the LSH algorithm. Given a feature vector as a query, E2LSH performs
clustering of feature vectors approximate to the query from the dataset, based
on Euclidean distance. Using a dataset of functions, with each feature vector
(function) as a query, a set of similar functions is returned.

2.4 STEP4: Detecting Clones

Clone pairs are detected based on the cosine similarity between all of the fea-
ture vectors of the clustered feature vectors obtained in STEP 3. Cosine similar-
ity identifies similarities between multidimensional vectors. Formally, the cosine
similarity between two vectors a, and b whose dimension is d are determined as
follows:

sim(a, b) = cos(a, b) =
∑d

i=1 aibi√∑d
i=1 ai

2

√∑d
i=1 bi

2

Cosine similarity takes a value between 0 and 1, because feature values only
have positive values, as seen in the formulation of the TF-IDF described in STEP
2. If the cosine similarity value between two feature vectors is higher than the
threshold, these two vectors are regarded as clone pairs. In this study, we set the
threshold at 0.9 to reduce the probability of false positive results.

3 Investigation Method

We investigated the effectiveness of query-based use of the vector-based clone
detection tool for supporting simultaneous fixing of buggy clones in source code
and compared it with the query-based use of a token-based clone detection tool
CCFinder [10]. Please note that we set 10 tokens as minimum length of a token
sequence for CCFinder because most clone-related defects in the dataset are 10
tokens or smaller in source code.

As we mentioned in Sect. 1, this research was triggered by the feedbacks
from the Japanese multinational IT company. Because this company has used
CCFinder for several years, they would like to know the effectiveness comparison
of the vector-based approach and CCFinder.
1 http://www.mit.edu/∼andoni/LSH/.

http://www.mit.edu/~andoni/LSH/
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Table 1. The numbers of N1, N2, N3 and N4

Vector-based approach CCFinder

Threshold = 0.9 Threshold = 0.5

N1 11 10 10

N2 22 13 11

N3 4 11 16

N4 1 4 1

3.1 Dataset

For our investigation, we used the dataset of clone-related defects that was col-
lected by Li and Ernst [14,15]. The clone-related defects in the dataset are from
the OSS repositories of Git, Linux kernel and PostgreSQL that are written by
C/C++.

The dataset also includes commit IDs of not only clone-related defects but
also code clones of those defects [14]. Please note that we removed the instances
if a defect and its code clones in the same function because the purpose of this
study is the investigation of effectiveness of query-based use of the vector-based
approach.

3.2 Effectiveness Criteria

We used not only precision/recall and F-measure but also a categorization pro-
posed by Li and Ernst [15]. Li and Ernst proposed the following categorization
for each instance in their dataset of clone-related defects.

– N1: no false positives, no false negatives
– N2: no false positives, some false negatives
– N3: some false positives, no false negatives
– N4: some false positives, some false negatives

After clones of each clone-related defect are detected, each clone detection tool
can be characterized by the numbers of N1, N2, N3 and N4.

Precison/recall and F-score for each approach are calculated from the total
numbers of true positives, detected functions and buggy functions that are
involved in the dataset.

4 Investigation Results

Table 1 shows the numbers of N1, N2, N3 and N4 and Table 2 shows recall,
precision and F-score for each approach.

According the numbers of N2 in Table 1, the vector-based approach with
threshold=0.9 is the most efficient for supporting simultaneous fixing of buggy
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Table 2. Recall, Precison and F-score

Vector-based approach CCFinder

Threshold=0.9 Threshold=0.5

Recall 0.41 0.53 0.53

Precision 0.59 0.11 0.01

F-score 0.48 0.18 0.02

clones because N2 means no false positive. When developers have only a limited
time, the vector-based approach with threshold=0.9 is the most suitable.

In terms of the numbers of N3 in Table 1, CCFinder is the highest. For the
development of a high-reliability software system, CCFinder is the most suitable
because N3 means no false negative.

N1, N2, N3 and N4 take account of the existence of false postives and neg-
atives and do not take account of the numbers of them precisely. On the other
hand, Recall/Precision takes account of the numbers of them precisely.

According to Table 2, the precision of CCFinder is extremely low. In several
instances of clone-related defects in the dataset, CCFinder detects a large num-
ber of false positives (max. 218). This means that CCFinder is unsuitable when
developers have only a limited time. The vector-based approach with thresh-
old=0.9 is most suitable when developers have only a limited time according to
the precision in Table 2.

In terms of recall, the all of the score are almost same. The vector-based
approach with threshold=0.5 and CCFinder are the highest score between them.
Since the precision of CCFinder is extremely low, the vector-based approach with
threshold=0.5 is more suitable for the development of a high-reliability software
system.

5 Related Work

Thus far, various techniques have been proposed for the detection of code clones
from source code. For the detection of syntactically identical or similar code
fragments, the token-based and tree-based approaches detect identical token
sequences and similar syntax trees in the source code, respectively [7,10]. How-
ever, these approaches may result in false positives (syntactically similar but
semantically different clones) [5] and false negatives (syntactically different but
semantically similar clones) [4].

As a more sophisticated approach, a few techniques have been proposed for
the detection of only semantically similar clones from the source code [8,11,12].
For example, Komondoor and Horwitz proposed for finding the isomorphic sub-
graphs of PDGs in order to find the semantic clones from the source code [12].
Additionally, MeCC [11] detects C functions implementing semantically simi-
lar computations, based on the similarity of their abstract memory states. Jiang
and Su proposed an approach to comparing program execution traces via random
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testing in order to find functionally equivalent code fragments [8]. The vector-
based approach in this paper is inspired by the existing vector-based approach
that is proposed by Marcus et al. [16]. Their original approach uses a LSI-based
clustering technique to form all clusters of similar entities. LSI-based retrieval
is a considerable idea to improve the recall of the vector-based approach in our
study. However, we do not use LSI because it leads the increase of the detection
time.

Various applications of the detection of code clones from source code have
been proposed. For example, several studies have been conducted on the support
of clone refactoring using clone detection techniques. Balazinska et al. proposed
a code clone classification method for the identification of reengineering oppor-
tunities [3]. Higo et al. [5] proposed a set of metrics to represent the difficulty of
merging clones detected by the token-based clone detection tool CCFinder [10].
Yoshida et al. proposed an approach for extracting clone clones that are related
to each other from the output of CCFinder, and suggesting these be used as
a large-scale reengineering opportunity [19]. Combining these approaches with
the vector-based approach appears to be a promising solution for achieving the
efficient support of clone refactoring.

6 Summary

In this study, we investigated the effectiveness of the query-based use of the
vector-based clone detection tool for supporting simultaneous fixing of buggy
clones in source code. In the investigation, we used the collection of clone-related
defects that was collected by Li and Ernst for the evaluation of a cloned buggy
code detector CBCD [14,15].

The summary of the investigation result is as follows:

– The detection result of the vector-based approach with threshold=0.9 is high-
est precesion.

– The detection results of the vector-based approach with threshold=0.5 and
CCFinder are highest recall.

– Since the precision of CCFinder is extremely low, the vector-based approach
with threshold=0.5 is more suitable for the development of a high-reliability
software system.

Acknowledgments. This work was supported by JSPS KAKENHI Grant Numbers
25220003, 26730036, 15H06344 and 16K16034.
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Abstract. To find a fast-track to profitability, a startup needs to
streamline and speed up two vital processes – developing novel prod-
ucts and finding new markets for their products. These two goals are
typically opposed to each other, business development requiring quick
iteration and product development requiring focus on quality. This dif-
ference in mindsets, where the focus should be on the balance of quality
to the business experimentation causes a conflicting environment for the
developers to develop products. This problem is aggravated in a startup
environment, where the reasons for product failure are not clear, increas-
ing the frustrations felt by the developers. Clear ways to communicate
the product goals and even successes between management and devel-
opers is needed to create an environment for success. This balancing
act between quality and speed to achieve fast product iteration is the
developers dilemma.

Keywords: Startups · Software development · Business development ·
Lean startup · Prototyping · Agile

1 Introduction

The success of a startup, or a potential company looking for a repeatable and
scalable business model, is often related to the time it takes for the startup to
develop their business model. [4,9] Consequently, the importance of fast iteration
cycles is intensified, as the entire business model can be unclear or at least it
remains under constant development [3,13].

Mastering this requires optimized techniques and methods for product and
customer management [3]. An emerging choice for such a management method is
the Lean Startup framework [4,9]. Products are tested through hypothesis driven
iterations, where the success of the product is measured by actionable metrics.
Moreover, when a product is deemed failed, a pivot is encouraged. As each
iteration brings new knowledge, iteration speed is vital – Failing faster means
also finding success faster. To meet the requirements of rapid course corrections
in the business, i.e. pivoting, the product development process has to adapt to
fast iterations [13].

In a startup environment the developers should be constantly aware that the
software might become waste and therefore typical quality thinking can become
c© Springer International Publishing AG 2016
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difficult. This creates a situation where a software developer is pulled in two
directions: should I follow the values of professional software development or
work fast to support the constantly changing business directions?

This delicate balancing act between writing good quality software and spend-
ing as little resources as possible on a product that could be scrapped creates
the Developers Dilemma that we explore further in this paper.

2 Background

The Lean Startup method is a popularized collection of best practices from mul-
tiple previous entrepreneurship theories such as Creation theory [1] and Bricolage
[2]. With it, business development is seen as an iterative process of confirming
business hypotheses with minimum viable products (MVPs) [9]. The method
consists of iterative cycles of building, measuring, and learning.

Each cycle is typically linked with its own MVP, which is used to test the
hypothesis of the current cycle. Based on these tests, the company either stays
on the same path, building additional MVPs on top of the data gained from the
first, or pivots their business plan to a new trajectory. Startups could even be
said to be defined by their pivot making capabilities [12].

An MVP is a version of the product that enables a full turn of the build-
measure-learn loop. It should contain the features that realize the unique value
proposition of the software solution and little else. The idea is to cut out all
non-essential features and leave just the core features of your application and
the tools to enable learning [8].

As a software development method, producing MVPs is somewhat similar to
prototyping. Prototyping approaches have been developed for situations where
the work steps of a project cannot be clearly detailed before execution [10]. Pro-
totyping incorporates many styles, such as iterative, rapid, evolutionary, throw-
away incremental and mock up prototyping [7]. Stephen and Bates [11] define
the prototype through two common characteristics:

1. The prototype enables a high degree of user evaluation which substantially
affects requirements, specifications, or design.

2. The prototype initiates a learning process for users and developers of the
system.

The first definition matches the MVP’s aspect of user evaluation. The second
definition matches the MVP cycle, where the MVP is designed to enable one cycle
of the experimentation and produce learning with minimal development effort.

The prototypes can be split into throwaway and evolutionary prototypes.
These two types are classified by their intended life cycle. Development based on
evolutionary prototypes goes through sequences of re-design, re-implementation
and re-evaluation without knowing the complete set of requirements beforehand
[7]. Although the exact requirements for further development might be unclear,
the implementation choice still matters as large parts of the code will be reused.
On the contrary, throwaway prototypes will not be reused.
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Comparing these two with MVPs, MVPs cover both aspects and possibilities
of prototypes. In MVP development, the key idea is to validate the business case
as fast as possible with a minimum set of features. If the experiment fails, the
MVP should be thrown away, but in the case of a success it will be used again.
However, it is not typically known beforehand if the MVP results in a throwaway
prototype or in an evolutionary prototype. Therefore, the developers encounter
a dilemma of writing code suitable for either throw-away or evolutionary proto-
typing.

3 Developers Dilemma

3.1 Environment

Modern software development, especially in a startup business where direction
is changed rapidly, challenges the professional mind-set of software developers.
These contradicting goals summarize the Developer’s dilemma:

– As any professionals, software developers want to create artifacts. However,
experimentation and pivoting that are implemented in many startups often
lead to abandoning of software that did not receive positive feedback from the
users or could not create an attractive business model fast enough.

– One of the main ways of showing your skills as a software developers is to write
elegant code. However, when aiming at the minimum viability, developers
should not refine their work in terms of quality and functionality to a level
that they can be proud of.

– Developers can be used to creating prototypes that are thrown away, but this
is not the case if they look at an MVP more as the first version of a final
product, i.e. an evolutionary prototype. When such an MVP fails, this can
cause a sense of loss for the developers who have poured their talent into the
creation of the MVP.

– In the sense that an MVP is actually closer to being a tool for market research
than an actual product, developers might spend too much effort on developing
features that are ultimately not needed. The stress about features which are
not essential is unneeded.

This environment of creating software, where the passion of the software
developers might work against the goals of the company is typical in product
development and startup environments. It creates a difficult environment to
manage and develop software in.

To further elaborate, developers typically want to distinguish prototypes from
a real products, but if the operation of the company is based on business exper-
imentation, the choice is not known in advance.
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3.2 Organizational View

The developers dilemma is a problem and a strategic question for the whole
organization. The disjoint between the quality expectations of the software and
the learning that the organization wants to achieve can cause problems.

This problem is illustrated in Fig. 1. The quality of the software and the size
of the learning goals are placed on different axes. Typically the more complex
the learning objectives, the larger product has to be built. For example, you are
assessing solutions to complex networked problems or totally novel technology.

Fig. 1. Quality vs learning scale

The quality of this product has to be above a viable level to produce reliable
results. This is illustrated by the Minimum Viability line on the graph. The
quality of an MVP above the line is such that it does not interfere in assessing
an business hypothesis. To further elaborate, the reason why the customers will
not use or buy the MVP is that the they actually do not see it worthy – not
because for example that the UI is horrible. Consequently, MVPs that are under
the Minimum Viability line do not produce reliable results to the learning goals.

On the other hand, when the learning goals are still small and abstract, such
as when an organization is just looking for the initial problem solution fit (PSF),
MVPs can be smaller and of worse quality than when looking for product market
fit (PMF). This is illustrated by the dotted vertical line.

In this case, we define quality to include not only typical quality attributes,
but also the effort level it takes to develop an MVP such as additional features
and keeping track of technical debt. So the challenge is to optimize quality as
close to the Minimum Viability line as possible to reduce the amount of wasted
quality and work. Also the two steps to product validation, PSF and PMF are
marked to the chart to show the different phases of validation [4].
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Research into the motivations of programmers show that competence, not
experiments and financial incentives motivate them. [5] For the developers the
way to show talent is to write quality code, so the natural tendency for quality in
this is to go up. When such overquality prototypes are thrown away, the efforts
of the developer are wasted and it results in frustration for the developers. The
goal of the organization would be to make sure that the developers understand
the goals of the prototype/MVP. The management has to message to the devel-
opers the point in the x-axis for the current product. The developers are then
responsible for the positioning in the y-axis.

Some typical first products are positioned on the scale. Landing pages are
small products which enable learning on a small scale, but do not require much
quality. Typically the goal of the landing page MVP is to just assess the initial
PSF. Brick and mortar stores as the first product on the other hand require
a huge investment of resources to start and they may result in an immediate
failure, if the clientele is not interested in the products of the store. The idea
being that initially starting a brick-and-mortar store to asses your initial business
hypothesis produces a high quality “product”, but is a huge risk.

This positioning on the axes is at the heart of the developers dilemma and
how the wanted position in these axes is messaged to the developers. The posi-
tioning on both axes is important to the success of the company, but the man-
agement typically forgets to take into account the quality tendencies and its
psychological effects when deciding the goals.

3.3 Example

The issues that result from the developers dilemma in development can be better
shown through an example:

A small startup is investigating their new hypothesis that people want to buy
blood pressure measurement services. An MVP to test the validity of the idea
is created. This MVP is a small website which enables customers to contact a
person to come and measure their blood pressure. For the software development
the user story in the backlog would be “As a user I want to fill in my contact
details so the company can contact me to measure my blood pressure”. In this
first iteration, the experiment is to see if people want to even buy these services.
The enabling MVP is the website that collects and stores contact information.

After the success of MVP, the company decides to experiment if they can
expand the business by changing the contact form to a time reservation system.
This way they can allocate personnel more efficiently. To facilitate this, a time
reservation website is built as the second MVP.

At the third stage, the company has seen that there is demand for blood pres-
sure measurements and decides to experiment if the people are willing to mea-
sure their blood pressure in predesignated locations. To test this, they develop
a mobile application with GPS location to show the closest free blood mea-
surement point. The new user story is: “As a user I want to be able to find
out the nearest point where I can measure my blood pressure and reserve it.”
Here the experiment has expanded from a web form to a mobile application.
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Again from the angle of the software developer, the development of the mobile
application is a new production of a new stand alone application.

On the business development side, the continuous development of the theme
progresses and builds upon the results from the previous application, expanding
the scope of the project to one direction at a time. This however is not reflected
even in the backlog items created. The actual goals of the company are not
reflected by the user stories that the development is based upon. To improve
upon this, the startup should have a backlog item that shows the goals of the
current experiment, e.g. “We as a startup want to know if the customers want
to come to our premises for measurement.”

This communication problem causes the developers to develop three different
projects. First a web application contact form is developed. Next a reservation
system is developed and third a separate GPS location application is built. These
three separate projects do not have large amounts of overlap and also the two
previous versions of the product have now been throwaway prototypes. On top
of this, the developer has seen two of his products thrown out as waste.

Even though the company has achieved its goals, this feeling might not have
been transferred to the developers. The feeling with the developers might even
be that most of their work was wasted, even though it clearly contributed to the
company goals. Similarly, if the developers have used huge amount of resources
in refining for example the first contact form MVP and its back-end scalability,
the organization can leave the developers without proper recognition as their
efforts have done in vain in the eyes of the organization.

3.4 Lean Startup Difficulties

One of the most difficult things in the execution of Lean Startup’s Build-
Measure-Learn cycle is understanding why an MVP actually fails. This assess-
ment of product failures is a critical part of the Developer’s Dilemma. The Lean
Startup tries to avoid the dilemma, however, by focusing on learning goals, not
on development goals.

By developing different types of MVPs, a startup can split their learning
goals into appropriately sized fragments. The different types of MVPs have been
described e.g. in [9,13]. By sharing the vision of using many of them along the
life cycle within the whole organization, we think that the risk of Developer’s
Dilemma can be mitigated.

However, if the targets of developing an MVP are not made clear for the whole
organization (including developers) Lean Startup will not help in resolving the
Developer’s Dilemma. Therefore, the underlying communications problems and
the way developers valuate their own work form the crux of the Developer’s
Dilemma.

We propose that developers are intrinsically drawn to think that it is the
lack of refining, missing features and things such as technical debt that make an
MVP fail. If this opinion is given the most value, an unsetting can be created in
which an MVP is refined forever or until the organization runs out of funds, but
no one really understands (or accepts) why no user actually needs the product.
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On the other hand, the development organization can be drawn to think
that an idea and the related MVP do not have any business value because the
MVP does not succeed straight away at a targeted level. In such a case, the
organization might perceive the developed MVP as a perfect artifact to find
out if a business problem is worth solving. This, however, is quite often not the
case. Rather, MVPs usually need some refining to be able to produce reliable
results for learning, if a business problem is actually worth solving. Again, this
premature rejection of an MVP can create an unfavorable setting. In such, MVPs
are thrown away before they are developed to their minimum viability.

We propose that the difficulty of balancing between these two unfavorable
settings, can be a root cause for the Developer’s Dilemma. On one hand, the
technical development of MVPs that can produce reliable results is required
and expected from the software developers. Also the developers naturally tend
toward better quality because it is a way for them to show their skills. However,
developing MVPs above the quality of minimum viability can be considered
waste. Thus, developers need to understand thoroughly the level of quality they
are expected to produce. On the other hand, the organization needs to have an
amazing competence in chopping down the learning goals to appropriate size
experiments. If these two premises do not exist in a case, the setup is ready for
example for contradicting opinions on why an MVP fails, i.e. one of the result
of the Developer’s Dilemma.

3.5 Analysis of the Developer’s Dilemma

This conflict between business-driven and technical-driven goals is not new. Sim-
ilar dilemma exists in most Agile processes since the development should focus
on the tasks of the biggest business value. This often leads to compromises in
the architecture, and the maintenance of the architecture requires special care
in Agile development [6]. In one way, Lean approaches partly amplify this since
non-productive work is considered waste but by including principles like build
quality in the Lean community has recognized the importance of professional
development.

Many aspects of the developer’s dilemma are known but the startup app-
roach amplifies the developer dilemma since the process is driven by the busi-
ness experiments. As in all organizations, the key element is communication and
understanding of common goals. Based on these assumptions we propose several
aspects that can be used to identify the developers dilemma:

– Do the same people develop the software and business aspects of the software?
The easiest way to understand both sides of the problem is to work on both
development and management roles. This allows for a larger perspective on
the whole company. The management should be transparent and allow for
opinions from both sides to be intermixed.

– Is the software development outsourced? Outsourcing the software develop-
ment splits the goals of the company in two. The software company is respon-
sible for delivering software and they have their own goals. The original busi-
ness is left with just the business goals in mind and can optimize to fulfill
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those. For the outsourcing companies, the fulfillment of developer ethos might
be easier because the clients bring the problems to them and the company
does not have to do validation on those. Even if the product would fail on the
business side, the software developers have met their goals.

– What are the performance indicators that are used to measure the software
development? You get what you measure is an old mantra that still holds
true. If the development is only measured in regard to quality or number of
tickets completed the development work is separated from the business goals.
The measures should be developed in such a way to encompass business and
quality indicators.

– If asked, do management and software development teams have the same goals
for the product? Do they see the same future for it, i.e. still in use after
6 months, profitable. Also what do the developers see as the core targets,
optimizing performance, creating products quick? Does management share
these goals?

– How does the company handle the failures of the previous MVP? Is it taken
as a way to learn from failure and do the management and development see
it in the same way. Are questions like was the UI good enough handled in the
same light as was there a market for the product?

4 Conclusions and Future Work

In this paper, we have analyzed the mismatch and especially the Developers
Dilemma between professionalism in software development and the needs of fast
business development. Thus this problem is not just limited to lean startup, but
also to other environments, where rapid product development is needed.

As as response, we propose a set of questions that can be used to analyze if
the developers dilemma is a problem in your company, outlined in Subsect. 3.4.
These questions allow for the initial recognition of possible problems between
unified goals of the developers and the management. It seems that one core
aspect to the developers dilemma might be the usage of different measurements
to measure product success on the business development side and the software
development side. If these two sides are brought closer together and both sides
share a deeper understanding of the project goals the problem can be mitigated.

Although the idea comes from our personal experience and communication
with a number of local startups, there is still work to be done in refining and
validating the proposed concepts.

As future work, we want to analyze how startups can efficiently recognize the
difference between throw-away and evolutionary parts of MVPs to assess the first
solution. Similarly, we need to study to which extent the idea of experiments as
top-level requirements is already used and how it affects development. Also other
ways that companies use to handle failure and waste are of interest. Instructions
on how to write and manage such requirements should be developed e.g. with
action research methodology. These two methods could be used to help solve the
dilemma.
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The Developer’s Dilemma is a mismatch between the software developer’s
professional ambitions and the startup’s need for fast business experimentation.
As not responding to the dilemma can have grave consequences for the company,
the dilemma should be alleviated as well as possible to ensure the growth. This is
not just a problem for the management, but a challenge for the whole company
on how to communicate their core targets.
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Abstract. Corporate foresight is a value-creation tool that helps companies
survive in a competitive, ever-changing business environment. Foresight can be
perceived as a company’s capability to commit to continuous environmental
scanning and to respond quickly to the discovered market threats and opportuni‐
ties. Currently, there is scarce literature about foresight application procedures in
organizations. This paper presents a single-case study, with a foresight process
that was experimented in a real industrial setting. Based solely on a workshop
series, this simple and straightforward process used the participants’ tacit knowl‐
edge and insights as the main data sources. The participants presented different
roles and departments of the case company. As a result, two new application areas,
My Data and eHealth, were found, and a message to the company’s top manage‐
ment was formulated. The future will show how the results will be implemented
in the company and what will be their business impact.

Keywords: Corporate foresight · Environmental scanning · Innovation · Insight ·
Process · Workshop

1 Introduction

The current global business environment is ever changing. Competition is tough; new
technologies, innovations, threats, and opportunities emerge continuously. An early
identification of discontinuities can prevent companies from loosing ground in compe‐
tition. Companies have to consider how to survive or to defeat rivals. Many companies
have started to prepare better for the future by starting foresight practices. Foresight
requires future-oriented awareness and planning that enable businesses to respond
quickly to future market threats and opportunities [1].

Software companies have realized that changes in their business environment will
occur frequently with increasing speed and may include serious discontinuities. Compa‐
nies need to be aware of their business environment and be able to adopt or even create
radical adjacencies, that is, stepping outside the core and operating in new markets and/
or with novel products [2]. Moqaddamerad [3] defines corporate foresight as an organ‐
ization’s ability to scan the environment constantly and to consider future options.
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Both the overall corporate and specific business strategies should bend to foresight
and continuous innovation and hence help the company react to changes in the internal
and the external environments. As claimed by Grant [4], a turbulent business environ‐
ment makes systematic strategic planning more difficult than before. Organizations are
affected by both external changes, such as the economy, competition, and political
interference, and internal changes, such as management systems, organizational culture,
and employee morale [5].

Despite the abundance of current literature on the use of foresight, details of
successful methods and the results of foresight activities are scarce [1]. Plenty of fore‐
sight tools and methods are available today. However, it is challenging to choose the
most suitable ones for an organization. Companies interested in implementing foresight
are often unable to identify best practices because these firms conduct foresight activities
behind closed doors [1]. Mazurkiewicz et al. [6] also argue that foresight activities do
not always lead to successful implementations of their results. Foresight practitioners
usually focus on developing methodologies and conducting foresight exercises and have
no influence on the implementation of the results [6].

To fill in this gap, a single-case study was conducted at Elisa Appelsiini, one of the
leading telecommunications, information and communication technology (ICT), and
online service companies in Finland. ICT industry field relies heavily on software engi‐
neering as their products and innovations include software. The empirical data was
gathered through a series of workshops. The specific research question was formulated
as follows: How business opportunities can be discovered by a workshop based foresight
process? Thus, this paper’s main contributions are its presentation of an uncomplicated,
workshop-based foresight process and description of the first experiences in using it.
The experiences gained from the case study form the first validation of the process.

This paper is structured as follows: Sect. 2 reviews the current literature on foresight.
Section 3 describes the study’s research design. Section 4 presents and summarizes the
case study’s findings. Finally, in Sect. 5, the conclusions are drawn from the research.

2 Related Research

This section briefly describes the characteristics of foresight. Since foresight and inno‐
vation are closely related, they are discussed as well. Foresight frameworks, methods,
and tools are then presented.

2.1 Setting Scene for Foresight

Foresight involves future-oriented awareness, enabling businesses to respond quickly
to future market threats and opportunities. It is useful in managerial planning, where the
ever-changing environment makes past data an unreliable basis for future action.

This paper focuses on the foresight of enterprises and corporations. Moqaddamerad
[3] defines corporate foresight as an organization’s ability to commit to continuous
environmental scanning and to implement corrective actions accordingly. Thus, fore‐
sight requires exploring new markets, products, and services to ensure the company’s
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long-term survival and success. Likewise, Rohrbeck [7] views corporate foresight as the
capability to detect, interpret, and respond to discontinuous changes.

The starting point of foresight includes environmental scanning, which identifies
trends, driving forces, change factors, weak signals, and so on, that impact the business
environment Thus, foresight enables an enterprise to respond to the changes in the busi‐
ness environment or to actually foresee the coming changes, trends, and discontinuities
and prepare for them [3].

In enterprises, strategic planning had previously been solely the concern of the top
management. The growing request for transparency in management is gradually
increasing the share of staff members who have the possibility to contribute to the fore‐
sight or even the strategy of an enterprise. This broader participation has to be organized
with suitable tools because face-to-face dialogue is not feasible with a huge group [8].
Foresight is not just a method or a technique but a social activity [9].

Foresight increases the future awareness of an enterprise and helps corporations
survive in a competitive business environment in times of continuous changes [3]. At
the organizational level, foresight refers to examining possible futures in a range of areas,
including technology, politics, and demographics, as well as determining what decisions
should be made today to establish the best possible future for the organization [10].

Moqaddamerad [3] argues that companies try to win the innovation race in different
ways, such as the integration of foresight into their innovation processes. The purpose
of innovation management is to discover creative capabilities, constantly generate new
products, renew internal processes, and create a new market opportunities to promise a
long-lasting competitive advantage [3].

2.2 Foresight Process

The foresight process presented by Voros [11] was selected as our reference framework
because it is widely referred to in the current literature, e.g. [1, 8] and a practical
approach, describing the foresight process with questions to be answered. Actually,
foresight feeds strategic thinking with the “what if” question [11]. Prior to the process,
inputs represent the strategic intelligence that feeds the forthcoming foresight. The fore‐
sight process itself has three phases—analysis, interpretation, and prospection. The
process outputs bring options to decision making. In a strategy, the question of what
will be done will be decided; in action planning, how it will be done will be determined.
The three phases of foresight, together with the precondition (inputs) and post condition
(outputs), were selected as the starting points of our summary presented in Table 1,
which includes other foresight frameworks.

As shown in Table 1, the phases presented by the authors overlap to some extent.
The precondition (inputs) is mentioned by Voros [11], Bishop et al. [12], and Popper [8].
According to Voros [11], this phase is needed for information gathering before the actual
foresight. Popper’s [8] practical approach includes the people’s involvement. All the
presented foresight processes initially have an observation phase, that is, scanning,
monitoring, exploring, or sensing, which Voros [11] refers to as analysis. His second
foresight phase is named interpretation, which other authors call forecasting, analysis,
or seizing. Prospection, Voros’ third foresight phase, is termed visioning, projection, or
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anticipation by other authors. The post-condition phase—output for strategy—
comprises action planning, transformation, renewal, and asset reconfiguration. The
options are proposed for decision making, to be included in strategy and action planning.

Table 1. Foresight phases in literature

Voros [11] Bishop et al. [12] Keenan et al. [13] Popper [8] Teece [14]
Input for
foresight

Framing:
identifying the
problem

Pre-foresight:
setting the overall
aspirations
Recruitment:
enrolling key
individuals and
stakeholders

Analysis
What seems to be
happening in the
environment?

Scanning:
understanding
the context of the
organization

Monitoring:
recognizing
relevant trends

Generation:
generating
prospective
knowledge and
shared visions in
three phases;
exploration,
analysis, and
anticipation

Sensing:
identifying
opportunities and
threats (both
internal and
external)

Interpretation
What is really
happening?
Which changes
are meaningful?

Forecasting:
taking into
account future
possibilities

Analysis:
understanding
the drivers of
change

Seizing: creating
business models,
determining
organizational
boundaries,
adapting the
strategy

Prospection
What might
happen?

Visioning:
moving from
possible to
preferred future

Projection:
anticipating the
future

Output for
strategy
What might we
need to do?

Planning:
building a
pathway to the
future
Action:
continuously
translating
foresight into
action

Transformation
: drawing
implications for
business

Action:
committing key
players
Renewal: mixing
intelligence and
wisdom

Asset
reconfiguration:
aligning tangible
and intangible
assets

3 Research Design

This section describes the research design of this study. It includes the purpose, methods,
and process of the research, as well as the case company description.
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3.1 Research Method and Process

This research was built on a single-case study [15]. A case-study approach was decided
to gain practical experiences. Järvinen [16] emphasizes the ability of case studies to
examine complicated circumstances and in this way, to gather information for the crea‐
tion of new knowledge. Additionally, the case-study methodology is reported to be well
suited for software engineering research as it involves the study of contemporary
phenomena in their natural context [17]. This study also follows the participative action
research [18] approach, which emphasizes participant collaboration. Action research is
an iterative process involving researchers and practitioners acting together on a partic‐
ular cycle of activities, including problem diagnosis, action intervention, and reflective
learning [18].

The research process followed the case-study research design presented by Yin [15].
It consisted of the following three phases: (1) define and design; (2) prepare, collect,
and analyze individual case results; and (3) analyze and conclude cross case results. The
research process was initiated by conducting a literature review, whose purpose was to
provide an understanding of the current state and knowledge relating to the main research
area. It is essential to construct a preliminary theory about a study [15]. The development
of the preliminary theory helps in defining the appropriate research design and data
collection, as well as in generalizing the case study’s results.

Another intention of the literature review was to discover gaps and thus focus the
research on the most unexplored areas of study, and then to help structure the empirical
data collection. Thereafter, the case company was selected, and the data collection
protocol was designed. It was decided that the empirical data would be gathered through
several workshops, comprising the second phase of the research process. Both the case
company and the workshop participants were selected by using purposive sampling [19].
Purposive sampling involves designating a group of people for selection based on some
traits that are important for the study. After each workshop, all findings and results were
filed and memos were written. Finally after all four workshops were conducted the
results were validated with the attendees in a remote session.

3.2 Data Collection and Analysis

The main data collection method used in this case study involved a series of four work‐
shops held at Elisa Appelsiini during the autumn of 2015. The research started with
planning meetings with three researchers and four contact persons from Elisa Appelsiini.
In these meetings (four in total), the schedule, number, and content of the workshops
were drafted, as well as the desired roles of the participants to be invited.

Thereafter, four half-day workshops were organized, with the following main
themes: (1) kick-off, (2) analysis, (3) interpretation, and (4) prospection and selection.
A total of 13 Elisa Appelsiini employees representing different roles participated, from
solutions consultants to directors. There were 13 participants in the first workshop, nine
in the second, 11 in the third, and nine in the last one.

In the kick-off workshop, an introduction to foresight was given, including the
process description, and various foresight methods and potential tools were presented
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before agreeing on the title of this process. The second workshop’s goal was to gather
all trends, threats, discontinuities, and weak signals that might have effects on the
company’s business. In the third workshop, the findings of the previous workshop were
further processed, this time from the viewpoint of potential customers. In the last work‐
shop, the participants prioritized the identified initiatives, evaluated their business
opportunities, analyzed the capabilities needed to implement the prioritized initiatives,
and formulated their message to the top management.

The workshops were facilitated by three researchers. One of them mastered the
process and ensured its smooth progress. The other researchers supported and docu‐
mented both the process and its intermediate findings, keeping notes and taking pictures.
The result slides were created based on the memos, post-it notes, and photos taken during
each workshop, and shared with the participants via email before the next workshop.

Finally, a result and feedback session for all initially invited workshop participants
was organized. The results were presented, and feedback was requested. The participants
honestly evaluated the content of the presentation, gave good feedback, and expressed
willingness to continue, either by deepening the same scope or selecting a new perspec‐
tive.

3.3 Case Company

Elisa Appelsiini is a merger of Elisa and Appelsiini. In 2010, Elisa acquired Appelsiini,
which started in 1999 as a small company with just a few employees. Elisa Appelsiini
continues to operate as Elisa’s affiliated company. Since their fusion, Elisa and Appel‐
siini have offered a comprehensive service package in Finland, specifically targeting
small and medium enterprises. Elisa is a telecommunications, ICT, and online service
company serving 2.3 million consumers, including corporate and public sector
customers. The firm provides services for communication and entertainment, along with
tools for improving organizations’ operating methods and productivity.

4 Workshop-Based Foresight Process

The workshop participants were committed and enthusiastic, open to proposing new
ideas and thoughts, as well as trying novel methods and tools. First of all, they anticipated
that the results would be useful for the company. They were eager to bring the results
to the top management and to see the possible impacts of their proposals.

After the introduction in the kickoff workshop, the participants started to discover
what should be the scope of this foresight experiment. Through the me-we-all method,
it was decided that the title of this process would be “The Business Transformation
Initiative of Elisa Appelsiini”. At the end of the kick-off workshop, there were high
expectations for the results; most of the attendees thought that emerging or radical busi‐
ness opportunities would be found during the process.

The second (analysis) workshop focused on environmental scanning. Usually, this
phase builds heavily on external information, including the literature review, biblio‐
metrics, and patent maps. In this case, we wanted to rely on the participants’ insights
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instead of studying reports that others had written. The workshop fostered an open
atmosphere to ensure that opposing views would also be expressed. Moreover, some
facilitation methods were used to switch the viewpoints of the participants. For example,
as we were identifying trends, the political, economic, social, technological, environ‐
mental, and legal (PESTEL) classification [19] was shown to enlarge the focus. The
identified trends (over 50) were evaluated with a matrix of probability and impact. Four
topics were selected for further discussion: My Data, eHealth, morals and ethics in
business, and outsourcing/insourcing.

The third (interpretation) workshop started with stakeholder mapping, which iden‐
tified the case company’s various interest groups. After the generic stakeholder map,
more detailed studies on customers, partners, and competitors were conducted for both
of the selected application areas—My Data and eHealth. These maps were generated
for later use when considering potential partners and co-creators of new businesses.

The next step was to create several customer-segment canvases, one for each iden‐
tified segment. Adopted from the business model canvas [20], this canvas had the
customers as the starting point, including their jobs, pains while doing their tasks, and
gains if not having the pain. In total, 11 customer-segment canvases were created and
classified, with the new–old matrix showing the customer on the vertical axis and the
product (or service) on the horizontal axis. According to this evaluation by the partici‐
pants, most of the identified products were seen as new products for new customers.

The fourth and last workshop wrapped up the previous ones. It started with a matrix
(where participants had to move to the spot that described their attitude) with two axes,
as follows: “Foresight will have huge/no business impact” and “Afraid of/happy with
the organizational change.” The matrix generated a vibrant and open discussion, from
which the message to the top management was formulated. After the warm-up with the
matrix, the opportunities for the selected application areas (My Data and eHealth) were
prioritized and further refined. The selected product or service ideas (found via the
customer-segment canvases in the third workshop) were analyzed, using the needs,
approach, benefits, competition (NABC) analysis developed at the Stanford Research
Institute [21].

After the NABC analysis, a short pitch (five-minute talk) was given to clarify the
necessity of each product or service. A preliminary architecture was drawn to find out
the elements needed to implement the selected ideas. Each identified element was clas‐
sified by rating it with one to three stars. One star meant that the case company already
had the element, two stars signified that the company would develop it, and three stars
denoted that the company would buy or develop the element with a partner.

When closing the last workshop, the attendees had high spirits, believing that they
had formulated a meaningful proposal to the top management. Feedback was gathered
from their answers to open questions and four factors rated on a point scale from 4 to
101. The averages of factors were: facilitator’s skills 9.0, the feasibility of the used
methods and tools 8.45, the workshop-based foresight process itself 8.76, and the prob‐
ability of their recommending this process to a peer organization 9.0.

1 General scale in Finnish schools, where 4 = F, fail, 10 = A+, excellent.
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Elisa Appelsiini’s business development manager concluded, “We are truly satisfied
with learning about the foresight process and are eager to begin the adaptation of these
practices in our organization. The workshops led by VTT were very professional,
combining the academic background with more hands-on methods in the actual work‐
shops. For us, this presented both the necessary framework to understand the big picture
and the concrete iterative model to look at the innovation for a competitive edge in our
market. We are truly looking forward to the next steps, as well as sharing our experiences
along the way.”

5 Discussion and Further Work

An uncomplicated workshop-based foresight process was facilitated at Elisa Appelsiini
during the autumn of 2015. In the kick-off workshop, the goal of the workshop series
was formulated as “the business transformation initiative of Elisa Appelsiini.” In the
workshops, the initiatives were processed with disruptions, technologies, business
models, and customer needs. In the final workshop, the results were crystallized and a
message to the management was also formulated.

In this process, the participants’ insights were discovered and formulated through
various methods and tools. In this regard, all available tools are not easy to adopt and
exploit. Their selection and implementation require both knowledge on foresight and
experience in facilitation. While facilitating a foresight process, it is important to push
the thinking towards new tracks as the process relies on the participants’ insights.

The plan was to involve about ten attendees, representing different roles and depart‐
ments of the case company in each workshop to keep the work intensive. The attendees’
roles varied from the director to business development managers and solution consul‐
tants. The outcome of this process was the common distillation of the participants’
insight. Therefore, the same results would likely not have been found with another group
of people.

The single-case study chosen in this research raises the question of the generaliza‐
bility of the results. Additionally, a single-case study poses the risk of misjudging and
exaggerating the research data [22]. This research uses the qualitative approach, which
relies much on interpretation and thus tends to be subjective. This study’s primary goal
was to experiment on a tailored, uncomplicated workshop-based foresight process that
relied on the insights of staff members in a contemporary, turbulent business environ‐
ment.

The results’ external validity was achieved through the detailed description of the
experiment journey in the case company and by grounding this study on the previous
research. Internal validity was attained with different types of triangulation [16]. First,
data triangulation was applied by using various information sources in terms of people
with different roles who participated in the workshops. Second, methodological trian‐
gulation combined two types of data collection methods, that is, workshops and meet‐
ings. Third, investigator triangulation was employed; several people from different
backgrounds participated in the analysis, including the company professionals with
varying areas of competence and the researchers outside the company. Fourth, theory
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triangulation involved diverse fields of research, comprising foresight, new service
development, and innovation.

At the time of writing this paper, it is not yet known how the results of the foresight
experiment will be used at Elisa Appelsiini; Hammoud et al. [1] and Mazurkiewicz et al.
[6] make similar claims in their articles. Future research topics could include how the
outputs of foresight activities would be utilized. The follow-up on the foresight results
would mean long-term research and include some visibility on the decision making,
strategy process, and even business impact. Additionally, it would be interesting to
expand this research to a multiple-case study with this or slightly modified process and
possibly use other data collection methods. A web-based interactive tool would be
applicable if more people could attend. The transparency of the process could be
enhanced as well if the intermediate results would be available to the staff and their
comments would be solicited in the company’s Intranet. The participant roles could also
include representatives from customers, partners, competitors, and so on.
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Abstract. DevOps is an approach in which traditional software engi-
neering roles are merged and communication is enhanced to improve the
production release frequency and maintain software quality. There seem
to be benefits in adopting DevOps but practical industry experiences
have seldom been reported. We conducted a qualitative multiple-case
study and interviewed the representatives of three software development
organizations in Finland. The responses indicate that with DevOps, prac-
titioners can increase the frequency of releases and improve test automa-
tion practices. DevOps was seen to encourage collaboration between
departments which boosts communication and employee welfare. Contin-
uous releases enable a more experimental approach and rapid feedback
collection. The challenges include communication structures that hinder
cross-department collaboration and having to address the cultural shift.
Dissimilar development and production environments were mentioned as
some of the technical barriers. DevOps might not also be suitable for all
industries. Ambiguity in the definition of DevOps makes adoption dif-
ficult since organizations might not know which practices they should
implement for DevOps.

1 Introduction

Software and product development in the modern era of interconnected, highly
available systems requires close collaboration between members of the develop-
ment team. Software distribution has changed and recurring software updates
can happen to the point that software releases are served at the same time as
when software is being used [12]. Because of the nature and frequency of the
releases, possible issues in the production systems need to be monitored closely
in order to provide optimum user experience [12]. Software organizations need
to adapt their practices to various changes brought about by new concepts such
as DevOps.

Our working definition of DevOps is: “a set of practices intended to reduce the
time between committing a change to a system and the change being placed into
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normal production, while ensuring high quality” [3]. The DevOps phenomenon
has two core principles: (1) emphasis on collaboration between development
and operations; (2) the use of agile principles and automation to configure and
manage deployment environments [8]. DevOps extends collaboration between
development and operations teams which eases the handling of changes in the
production environment.

Industry reports on the DevOps practices have been rare in the past [9],
although more studies have surfaced lately. What potential do practitioners see
in DevOps, and what kind of challenges are there in adopting the DevOps? To
answer these questions, we performed a multiple-case study of three software
companies in Finland. We conducted semi-structured interviews with represen-
tatives from the companies and report the results of our analysis in this article.

The article is structured as follows. Section 2 describes previously reported
DevOps experiences, benefits and challenges. Section 3 presents the applied
research method. Section 4 focuses on the results whereas Sect. 5 discusses the
results and considers the validity threats. Section 6 concludes the work.

2 Related Work

Several recent studies have recognized the importance of DevOps. Developer and
operations teams can streamline development processes in order to fine-tune the
performance of services and increase scalability with virtualization [6]. Monitor-
ing the production systems at real-time enables developers to react whenever
anomalies are detected [2,6,11]. On-demand infrastructures and timely feedback
from monitoring support continuous software delivery and deployment. Release
cycles can shorten to hours instead of weeks and months [11], which is seen as a
definite advantage of DevOps [4,7]. Monolithic architectures restrict the release
frequency [13] but microservice architectures help to break down components
into smaller pieces suitable for frequent releases [2,13].

Combining the expertise and knowledge of software experts from different
functions can be challenging. The lack of cooperation between developers and
operations personnel results in uncoordinated activities [9,14]. This causes seri-
ous problems which include: (1) IT operations not being involved in the require-
ments specification, (2) poor communication and information flow, (3) unsatis-
factory test environments, (4) lack of knowledge transfer, (5) immature systems,
and (6) operational routines not being established prior to deployment [9].

Poor communication between the development and operations functions pro-
duces undesirable results. Non-functional requirements e.g. performance or avail-
ability might be overlooked as the responsibility of running the product is
shifted to the operations team, letting developers off the hook [14]. Without
proper access to production systems and error logs, developers become frus-
trated [13,14]. Such challenges are only exacerbated if the development teams
are distributed [13].
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Table 1. Characteristics of the organizations involved in the case study

Org. Domain Personnel Unit size Interviewee position

A Software development and
big data analytics

90 20 Senior Consultant 1 & 2

B Digital service development 100 20 Senior Developer

C Software development and
research

>900 10 Lead Architect for Cloud

3 Research Method

We employed an explorative, qualitative research approach in our case study.
We wanted to find out how the industry sees DevOps along with its advantages
and limitations. Our research questions are:

– RQ1: How do industry practitioners perceive the benefits of DevOps practices
in their organization?

– RQ2: How do industry practitioners perceive the adoption challenges related
to DevOps?

We targeted software development organizations with sufficient DevOps
experience. Three Finnish development organizations were selected for the study.
Two of them were participants in a joint industry-academia program called Need
for Speed [1]. The sampling for the study can be considered as convenience sam-
pling. Table 1 introduces the organizations.

Organization A is a consultancy company with a specific DevOps unit. Its
customers’ operations environments ranged from private servers and clouds to
the application of public cloud services. In Organization B, developers work as
consultants in customer projects, bringing their expertise as required. Organi-
zation C is an international organization with a technological expertise services
unit dedicated to cloud platform services. It sees DevOps as feasible for areas
with direct control of the operations environment.

Semi-structured interviews were the data collection method. The themes
related to views on the DevOps phenomenon, along with its advantages and limi-
tations. Two interviews were conducted on-site and one remotely. The interviews
lasted from one to two hours. The interviews were recorded and transcribed.

Thematic analysis and synthesis [5] was used to support data analysis. The
method can be used to find patterns in the data by assigning codes to segments
of text, translating the codes into higher-order themes and finally creating a
model of the themes [5]. The interview transcripts were coded and a set of
themes created as a result which allowed to construct a model of the benefits
and challenges of DevOps.
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4 Results

After analyzing the interview transcripts, we identified several themes. The
higher-level themes considered were the benefits and challenges of adopting
DevOps. Figure 1 illustrates the thematic map and the themes covered in this
section.

Fig. 1. Thematic map for the perceived benefits and adoption challenges of DevOps

4.1 Perceived Benefits of DevOps

The respondents thought that DevOps practices lead to a number of benefits.
Broadly speaking, DevOps was seen to positively affect the pace at which soft-
ware products could be delivered and the quality of products for instance by
intensifying feedback cycles. The internal mechanics of engineering products in
the organization including aspects such as communication were perceived to be
affected, too.

As a definite advantage, the respondents highlighted more implemented fea-
tures and frequent releases. Powered by automated build, testing and deployment
processes, one of the main advantages of DevOps is that organizations are able
to channel more features into the production and delivery pipelines as noted by
an interviewed Lead Architect. Automation also reduces the effort required for
setting up releases, making it possible for organizations to churn out the releases
as frequently as required.

“There are multiple factors, relating to this but yes, definitely one of the key
drivers of DevOps is actually that you can get more commits of code into each
day basically.” (Lead Architect, Org C).

Subsequently, higher levels of automation were found to drive improved qual-
ity assurance. The automated DevOps production pipeline helps to ensure that
every change is verified before it is pushed forward for delivery. Because every
change in the code is checked at every stage of the development, and errors are
discovered and resolved on the fly, the end products have fewer bugs and the
software can be readily released.

One of the major impacts of DevOps is that it forces the development and
operations teams to interact with each other more than before, which was seen
to lead to enhanced collaboration and communication. The walls between the
traditional development versus operations silos are slowly broken down, and as
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a result encouraging a unified way of working. Increased collaboration accelerates
the exchange of knowledge and experiences between the teams. Multi-functional
teams with a variety of capabilities that boost productivity result in maximizing
competences since a broader set of the skills is utilized.

The respondents felt that when applying DevOps practices, the possibility
to release frequently has implications to the whole development process. Shorter
development cycles were seen as beneficial for the customers who can enjoy newly
developed features faster than before. Smaller releases made more often promote
improved visibility of implemented features to the customer. In addition, due to
frequent releases, the development and operations teams are able to receive early
feedback from the end users and able to do testing with real customers, which
helps in improving the end products.

Working with real customers, companies are better equipped with knowl-
edge on customer preferences and are ultimately able to tailor their products
to meet the market demands. According to the perceptions of the interviewees,
DevOps can help companies to test different ideas quickly and make decisions
accordingly. The constant testing of hypotheses in order to determine the value
gains for both the customer and the organization is referred to as continuous
experimentation [10]. An efficient DevOps process supports and enables contin-
uous experimentation which requires well set up experimental infrastructure and
environments.

DevOps can impact occupational welfare, too. A senior developer noted that
frequent releases help to reduce the stress levels because the anxiety related
to handling huge releases is minimized. So, DevOps processes not only bring
benefits to the organization, but they also improve the way of working, hence
positively contributing to the improved well-being of the DevOps teams.

4.2 DevOps Adoption Challenges

Due to many factors, DevOps might not always be successful. The respondents
raised challenges related to communication patterns, organization cultures which
are not malleable, different constraints stemming from the domain and environ-
ments, and the obscurity of the meaning of DevOps.

A key impediment for successfully adopting DevOps is insufficient commu-
nication. For instance, it was mentioned that operations teams do not always
monitor or pass all the performance and other metrics that can be of use to devel-
opers, which can cause problems. In sub-optimal cases, operations engineers and
developers care about different, and possibly conflicting, metrics: operations per-
sonnel worry about the uptime of servers whereas developers are concerned with
the release frequency. It was noted that communication between the two groups
may also be lacking if it occurs only through electronic systems, causing delays
in reaction times to issues. In person communication is hard to replace with
electronic tools.

DevOps adoption also highlights cultural matters. Profound changes to the
cultural mindset are required and the deep-seated company culture can be a
challenge. As mentioned in the interviews, roles merge, responsibilities shift,
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and people have to rethink their established roles. Developers have to take on
tasks they are not used to and might have reservations on accepting new respon-
sibilities for the operations environment like being on call for system failures.
At the same time, operations people may be wary of the developers taking over
their turf or overly taxed with handling more frequent releases. Changing peo-
ple’s behavior can be difficult, especially if they have had long careers. Smaller
organizations might be in a better position to change their practices, though. As
mentioned by one of the interviewees, people need to be receptive towards chang-
ing the company culture to fit the DevOps ideal since it is hard to push such
initiatives through if, for instance, the management is not supportive. A Lead
Architect stated the importance of culture and hardships in DevOps adoption.

“I think that’s a big cultural shift that we are also seeing, difficult to address
and what is probably the biggest blocker in moving ahead with this, bigger than
the actual technical competences or processes. For me, I see it as two traditional
roles that suddenly need to merge and we just need to find ways to, work towards
one common goal.” (Lead Architect, Org C).

DevOps practices might not be suitable in all circumstances. Access to pro-
duction systems can be legally or contractually restricted so the industry con-
straints and feasibility in different domains need to be considered when applying
DevOps. In specific cases, the environments such as databases used in produc-
tion systems can be complex enough to make replicating the environments for
verification and testing difficult as mentioned by a respondent. As a consequence,
automated testing becomes less trustworthy meaning that heterogeneous envi-
ronments provide a challenge for successful DevOps adoption.

While there is agreement about certain characteristics of DevOps, its true
essence is still somewhat vague. Since there is not a standard set of fixed practices
related to DevOps, practitioners find it hard to say what practices they should
take into use for DevOps. It was seen that the meaning of DevOps has shifted
in the previous years and new tools for DevOps keep coming up so one of the
challenges is that DevOps is unclear but also evolving.

5 Discussion

The interviewees saw that adopting DevOps had some benefits. They saw
DevOps as a means to increase the implemented features and generate more
releases. The idea of rapid delivery aligns with the DevOps notion of reducing
the time it takes for a software release to reach the production environment [3].
DevOps encourages automation, which was seen to help in improving the quality
of releases.

DevOps helped to bridge the communication gap between developers and
operations engineers. This fosters collaboration towards improving the develop-
ment process and end product. Furthermore, the existing different skills can be
readily utilized hence increasing the team’s reactivity to problems.

The respondents thought that DevOps practices support real-time monitor-
ing which helps to foster fast feedback loops and an experimental culture that
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engages more interaction with the end users. Real-time monitoring has also been
previously highlighted by developers as a factor which helps to create fault-aware
systems [2,6] and DevOps has been seen to encourage experimental culture [11].

Shortcomings in communication and the prevailing company culture were
some of the challenges that we identified. The lack of knowledge and information
sharing can result in obscuring vital facts. Guidelines suggesting how to share
information can help but changing the culture of a company can be a challenge.
The cultural aspects are significant, as has been previously stated [7,13]. The size
of the company or having company-wide support for the change might matter.
Smaller companies are in a better position to react faster to changes.

Constraints in the environment can prove challenging, too. Working habits
emphasizing e.g. security can prevent some companies from using DevOps prac-
tices. Technical environments that are difficult to replicate add up to the chal-
lenges. Both challenges in the environment have been highlighted earlier [13].

As DevOps evolves, its definition, practices and tools are expected to change –
a challenge that is expected to remain in the long run. As organizations continue
to adjust to changes, Bass et al. [3] advise that DevOps should not be tied to any
specific must-have tools or communication practices, but it should be aligned to
the higher-level goals an organization wishes to achieve.

As an exploratory case study, there are no strong claims for causality and
threats to internal validity are not central. The interviewees’ responses are their
own opinions on DevOps. Hence, the reported benefits and challenges are not
universal. External validity could be threatened by the selection of the cases
as two of the companies were consultancies. Consultants may see the situation
differently because they can draw experiences from multiple clients. Still, con-
sidering external validity, it is possible that a company adopting DevOps might
observe similar benefits and challenges as presented in the study.

The most notable threats to validity are related to construct validity and the
operationalization of the concept of DevOps. Lacking a clear definition, respon-
dents might have understood DevOps differently. Factors contributing to the ben-
efits and challenges could have been left out if a respondent had a narrow under-
standing of DevOps which could affect the interpretation of its implications.

6 Conclusions

The study indicates some benefits and challenges involved in adopting DevOps.
The benefits include more frequent releases, improved test automation, better
communication and enhanced occupational welfare. DevOps can also support an
experimentation culture in software development.

The factors inhibiting DevOps adoption were along human aspects e.g. lack of
communication and resistance to change; and technical aspects e.g. the complex-
ity of development and production environments. Suitability of DevOps might
be questioned for certain domains and industry sectors, at least for now. The
fuzzy definition of DevOps also prevents companies from having clear targets.

It would be interesting to learn about further implications of DevOps. Fre-
quent releases are an advantage, but what are the effects of short release cycles
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and other DevOps practices? How does DevOps affect the end users, or is it just
an internal matter for the development organizations? Understanding the effects
in a larger scale could help in assessing the real value of DevOps.
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9. Iden, J., Tessem, B., Päivärinta, T.: Problems in the interplay of development and
IT operations in system development projects: a Delphi study of Norwegian IT
experts. Inf. Softw. Technol. 53(4), 394–406 (2011)

10. Lindgren, E., Münch, J.: Software development as an experiment system: a qual-
itative survey on the state of the practice. In: Lassenius, C., Dingsøyr, T.,
Paasivaara, M. (eds.) XP 2015. LNBIP, vol. 212, pp. 117–128. Springer, Heidelberg
(2015). doi:10.1007/978-3-319-18612-2 10

11. Neely, S., Stolt, S.: Continuous delivery? Easy! just change everything (well, maybe
it is not that easy). In: Proceedings of the 2013 Agile Conference, pp. 121–128,
AGILE 2013. IEEE Computer Society, Washington, DC (2013)

12. Roche, J.: Adopting DevOps practices in quality assurance. Commun. ACM
56(11), 38–43 (2013)

13. Smeds, J., Nybom, K., Porres, I.: DevOps: a definition and perceived adop-
tion impediments. In: Lassenius, C., Dingsøyr, T., Paasivaara, M. (eds.) XP
2015. LNBIP, vol. 212, pp. 166–177. Springer, Heidelberg (2015). doi:10.1007/
978-3-319-18612-2 14

14. Tessem, B., Iden, J.: Cooperation between developers and operations in software
engineering projects. In: Proceedings of the 2008 International Workshop on Coop-
erative and Human Aspects of Software Engineering, pp. 105–108, CHASE 2008,
NY, USA. ACM, New York (2008)

http://www.n4s.fi/en
http://dx.doi.org/10.1007/978-3-319-18612-2_10
http://dx.doi.org/10.1007/978-3-319-18612-2_14
http://dx.doi.org/10.1007/978-3-319-18612-2_14


Towards Continuous Customer Satisfaction
and Experience Management: A Measurement

Framework Design Case in Wireless B2B
Industry

Petri Kettunen1(&), Mikko Ämmälä2, Tanja Sauvola3,
Susanna Teppola4, Jari Partanen2, and Simo Rontti5

1 Department of Computer Science, University of Helsinki, Helsinki, Finland
petri.kettunen@cs.helsinki.fi
2 Bittium Wireless Ltd., Oulu, Finland

{mikko.ammala,jari.partanen}@bittium.com
3 Department of Information Processing Science,

University of Oulu, Oulu, Finland
tanja.sauvola@oulu.fi
4 VTT Ltd., Oulu, Finland

susanna.teppola@vtt.fi
5 Faculty of Art and Design, University of Lapland, Rovaniemi, Finland

simo.rontti@ulapland.fi

Abstract. Customer satisfaction (CS) is continuously important in modern
industrial business environments. However, it is inherently affective even in
B2B contexts and thus not directly controllable. Satisfaction impacting customer
experiences (CX), respectively, can be managed by the supplier company. The
company should first define its strategic CX vision, and then set the value-based
CX goals accordingly. The goals have to be made transparent to the entire
organization for producing the experiences with their current status and pro-
jected progress. A transparent measurement system is thus needed. In this
research work, we have investigated how satisfying experiences (chiefly UX)
can transparently be gauged in a B2B case company. Following our prior
research approach, instead of attempting to cover all possible experience
touchpoints in customer-supplier relationships, we focus on the main experience
factors of the case company. A real-time predictive CS/CX measurement
framework design is proposed. A use case is illustrated for initial evaluation.

Keywords: Customer experience � B2B � Key performance indicator �
Transparency � Service design � User experience

1 Introduction

Customer experience (CX) is expected to become an increasingly important compet-
itive advantage. In the digital economy business-to-business (B2B) companies must
also take that more consciously into account to succeed, following the B2C trends.
By emphasizing the customer perspective, leading industrial B2B companies are
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endorsing superior user experience (UX) and CX as their differentiating competitive
strategies.

In this paper we aim to develop towards such ideals in one particular case company
context. Bittium, www.bittium.com (later referred to as “the company”) offers inno-
vative products and solutions based on own platforms for defense, public safety and
other authorities markets, IoT markets (Internet of Things), as well as for industrial use.
For the wireless communication markets and companies who need wireless connec-
tivity to their products, the company offers R&D services based on latest wireless
technologies and applications. The company also offers high-security solutions for
mobile devices.

The strategic targets and challenges of the company are as follows: to achieve
constant transparency to the performed work as close to real-time as possible with
collaborative feedback system from the product development results, customer satis-
faction, and developers to cover the whole value chain towards analytics supported
customer experience in B2B context. Therefore, dashboards representing the work and
its value are created. Customer involvement (understanding) and service design are key
means.

The contribution of this paper is in showing how B2B customer experience can be
systematized and, consequently, strategically managed throughout the organizational
levels and lifecycle processes to continuously satisfy the customers. We design a
proposal for a CS/CX measurement framework to realize it in practice, as demonstrated
in the company case. The CX workflow gets transparency of the R&D and the KPI
targets.

2 Background and Related Works

2.1 Customer Satisfaction and Experience in B2B

The key distinction of B2B contexts compared with business-to-consumer (B2C) is that
the clients are other companies and organizations with formal acquisition processes run
by professional buyers. Thus, in this paper, customers refer to users and acquirers of the
products, including the delivery project and service-related operations stakeholders.

Customer experience stems from the perceptions of all the cognitive and emotional
touchpoint encounters. Following their subjective experience judgements, the cus-
tomers are satisfied in various degrees. This may then affect their future behaviors.

While traditional CS measurements (surveys, in particular) have been used for
years, more prompt and forward-looking measures are just emerging. Currently, there
are some published CX measurement models and frameworks (e.g., the Forrester’s CX
Index), but in B2B, only few exist and none are standardized. In B2B, the
customer-supplier dependencies are more complex, requiring more comprehensive
measures [1]. Measuring the customer value delivery and realization is still not often
practiced [2, 3].

In general, it is not possible for industrial companies to control all the factors
affecting their customer experiences. However, each company can make strategic
choices of the particular experiences they want to deliver to their customers. They can
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select the experience components to focus on accordingly [3, 4]. There are various CX
improvement models proposed, but no generally agreed, validated standard references
exist (not even de facto). Some publicly available are the CXMM and Naïve to Natural.

2.2 Transparency of Customer Experience and Satisfaction

As mentioned, CX has a direct link to the customer behavior towards company’s
products and services, and therefore it requires careful planning and management
throughout the organizational levels and lifecycle processes of the product/service.
However, comprehensive and continuous CX management requires that the company
has transparency built in their engineering processes, touchpoints, and customer
interaction so that the realisation of positive CX can continuously be followed and
planned as a whole.

In this research, we link transparency to the management of CX throughout the
product lifecycle, from the design to the build and delivery, and related information
system support. In recent research, transparency is connected to Lean thinking, con-
tinuous deployment and process visibility [5, 6]. However, it is still unclear how
increased data and process transparency contributes to process performance, and under
what circumstances transparency is needed and brings performance effects or business
value [6].

In the research of customer satisfaction in information systems development,
process transparency has also been identified as important [7]. Often, customer satis-
faction information is not widely shared across the organization with all the employees,
affecting the customer experiences. In B2B contexts, formalities and even restrictions
may limit.

2.3 Continuous Customer Experience Development with Service Design

The sources and drivers of B2B customer satisfaction become more diverse. Service
design (SD) is a methodological approach that can be used for customer involvement
during the development process [8]. It is a holistic, multidisciplinary field that helps
improve customer satisfaction by improving existing products and services, as well as
making them more useful and desirable for customers with UX centric practices.
Service design has already taken place in the B2C context, but it is also recognized as a
useful approach in the B2B context, as well as in the internal development of processes.

SD serves as a platform and facilitator for cross-functional user-driven identification
of product opportunities and features as well as enabling early concretization of ideas
and their effect to the holistic customer experience. The consequent UX goals can be
defined and managed systematically [9]. The translation of the findings into measurable
CX/UX key performance indicators (KPI) is the critical phase in order to truly enable
real-time, data-driven, and transparent management of user experience throughout the
subsequent development, manufacturing, delivery, and service processes.
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2.4 Customer Involvement and Feedback

Customer involvement in the development process and the understanding of customers’
needs and behaviors are essential when building successful products and services.
There are various methods and tools to involve customers. For instance, agile methods
focus on improving customer satisfaction through collaboration and active participation
of relevant stakeholders [8]. Ideally, the customer and the supplier treat themselves as
partners with mutually beneficial commits to value creation. Customer involvement
provides an opportunity to enhance the product’s technical performance, as well as
overall user experience, based on a better understanding of customers’ needs, resulting
in a better alignment of R&D resources. Also, throughout different touchpoints, there
are opportunities to collect customer feedback. For example, continuous deployment
and rapid feature validation cycles with customers are seen compelling for learning to
improve R&D efficiency and customer satisfaction after deployment [8, 10].

3 Framework Design

This work is a continuation of our previous research with the case company. Initially,
we investigated certain elements of the company R&D process and identified a set of
strategies to improve the customer satisfaction (e.g., keeping customer promises)
[11, 12]. In principle, real-world management research can be either description-driven
(explanatory) or prescription-driven (design sciences). Our previous work with the case
company has primarily followed the former thread, but in this paper, we advance with
the latter, solution-focused approach. We propose the measurement framework as a
design artefact and evaluate the innovation.

Based on the case company needs and challenges in particular (Sect. 1), and
grounding on the extant literature in general (Sect. 2), the purpose of this research work
is to design a solution for the following questions:

1. What valuable customer experiences does the company want to bring and focus on?
2. How to achieve and sustain them?
3. What measurements indicate and predict them?

To begin with, Fig. 1 depicts a conceptual model for the CS/CX measurement
framework design. The reasoning is that the customers will be satisfied when they
experience (CX) to get value from the supplied products (UX) and services considering
the benefits and costs. The aim for the supplier firm is to provide that optimally. Ideally,
all benefit from mutual value creations – leading to manageable and economically
optimal CX. We thus propose four goal areas (exemplified in Sect. 4) to be attained
(CS/CX vision):

I. Excellent product solution (design; portfolio)
II. High-quality implementation, manufacturing (capability, technology)
III. Reliable transactions, customer care (includes validation of the products/

services)
IV. Successful customer relationship (satisfaction, feedback; business/partner cases)
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Figure 2 visualizes our design solution model for the CS/CX measurement
framework to manage the above. There are four measurement sections corresponding
the goal areas I–IV. For each section, there are the following components to device:
KPI displays (actuals and predicted), Information sources (feedbacks and feedfor-
wards). The left-hand side of each grid displays the current state of the CX goals based
on their associated measurement data (real-time) sources. The right-hand sides in turn
reflect their future predictions based on the selected indicator signals. Effectively, the
upper-half of each grid addresses research questions 1 and 2, and the lower-half –

question 3, respectively.

The added value of our framework is in combining the high-level CX goal areas
and gauging them with both monitoring and predictive measures. Existing methods
(like GQM+Strategies) can then be used to define them for each section [12].

Fig. 1. Conceptual model of CS/CX management: goal spheres and contributing factors

Fig. 2. Design model visualization for the CS/CX measurement framework
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4 Realization

This section shows how the CS/CX measurement framework design presented in
Sect. 3 can be utilized in practice in the case company introduced in Sect. 1. The
company has systematically managed its business-level and project-level satisfaction
feedback since 2003. Most techniques used were based on collecting customer feed-
back and satisfaction data through familiar means such as surveys. Also, log files, bug
reports, change requests, and feature assessment were used to guide product man-
agement decisions. At the time of this investigation the company development focus is
to improve company enterprise data management1 for product portfolio, transparency,
traceability, and foresight purposes. Updated company portfolio and service offerings
also have brought improvements to the company’s UX and product feedback processes.

Table 1 exhibits how all the four sections (I–IV) of the measurement frame (see
Fig. 2) can be instantiated with the actual company data sources and reports (displays).
With this, the following company-specific CX goals and factors can be gauged
end-to-end:

• Product/Solution: UX design use cases linked to product requirements; Proven UX
factors applied into product features and usage

• Production & Delivery: Support for test case management to ensure early use case
feedback both internally and externally

• Projects & Services: To react faster, adapt and improve – to be able to cope with the
customer’s requirements, technology, competences and way-of-working.

• Customer&Business: To create better knowledge and understanding of the customer in
order to improve the services provided. With the help of creating better CX, customers
will be more happy and loyal, and the customer relationship will be better.

An actual business case (confidential) can be characterized as following mapping of
the total CX into the four main components of the measurement framework (Fig. 2):

– Develop customized (III) mobile devices and solutions (I) for special authority
(IV) use based on the company’s special device platform (II) having enhanced
security.

For each component area, the company shall then define specific CX goals to be
followed. The following is an excerpt of the consequent goal definition and flowdown:

1 Company’s Product Master Data program.
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Table 1. Framework realization

ACTUALS Feedback 
Sources

PREDICTORS Feedforward 
Sources

I: Product/ Solution

Customer Care 
Portal (product 
statistics);
UX monitoring 
(evaluation of 
user stories);
Prototype test 
statistics

Customer Care 
Portal (product 
feedback);
Verification of 
user stories;
Prototype tests
(real-life)

Feature Assess-
ment with Value 
Tool [13];
Lead user expe-
rience (trials);
Product perfor-
mance metrics 
translated from 
specific UX 
requirements

Technology and 
business evalua-
tions;
Usability expert 
evaluation data;
Prototype trials
(with SD);
Product Master 
Data applica-
tions

II:Production &
 D

elivery

Reports of
Product delivery 
related enquir-
ies;
Product/delivery
realization data
monitoring

Product Deliv-
ery related En-
quiries to prod-
uct orderer, on 
deliveries;
Delivery co-
planning; Enter-
prise Data appli-
cations1 (shared 
solution data)

Solution data 
management and
Product content
updates; Product
release and trend 
management;
Enterprise Data 
modeling and 
visualization 

Company devel-
opment envi-
ronment for 
Continuous In-
tegration/Deploy
ment (SW & 
HW);
Product Master 
Data and Enter-
prise Data appli-
cations1

III:Project &
 Services

Customer Feed-
back Summary –
Trends (reports 
of Project or 
Service related 
CS Enquiries)

Project or Ser-
vice related CS 
Enquiries to 
project man-
agement and 
teams / service 
orderer, during 
finalization 
(long cases mul-
tiple)

Impact Mapping 
Grid [12]

Project progress 
trends, esti-
mates; Process 
audits; Employ-
ee feelings sur-
veys

IV
:C

ustom
er 

&
 B

usiness

Reports of Cus-
tomer Satisfac-
tion Surveys

Customer Satis-
faction Surveys
to business / 
account man-
agement, annual-
ly or by plan

Customer Care 
Portal (statistics)

Customer Care 
Portal (customer 
feedback)
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With the four sections (I–IV) of the CS/CX measurement framework, the particular
goal above can transparently be monitored and steered accordingly throughout the
entire product value chain and lifecycle as follows (c.f., Table 1):

I. “Seamless navigation” designed and incorporated into the product requirements
II. Software and hardware implementation fulfilling the requirements,

production-to-design, related user documentation
III. Customer perceptions: The quality of deliverables is/was good.

Firm factors: The processes of the projects are/were well defined and tailored to
fit the case, and followed (UX plan). Design tools and networks are/were utilized
effectively. Verification and validation of deliverables is/was functional (UX
tests).

IV. Customer feedback concerning the navigation and the keyboard

5 Discussion

Our research and development work can be judged both in general and locally in the
case company context with informed arguments. There are theoretical and practical
implications leading to future research avenues, as well as suggestions for the
company.

5.1 Evaluation

Our proposition is generic in that it only suggests the four main component areas, but it
does not prescribe the specific goal-setting to be instantiated by the particular B2B
company. This configuration work alone is expected to be beneficial for the company,
since it forces to make strategic choices (question 1 in Sect. 3) and touchpoint analysis.

The proposed four component sections build transparency to the customer expe-
rience information over the organizational levels (Sect. 2.2) supporting the common
awareness of the customer experience targets and their realisation during lifecycle
processes. However, we acknowledge that such sectors as marketing and sales (brand
experience) exist. Naturally, in different companies for instance the different types of
products may lead to different weightings of the sections. Moreover, with B2B cus-
tomers there are typically different persons (including primary/secondary/indirect
users) involved at different stages (pre/post-delivery, use) of the customer journey
(stakeholder analysis). The ISO/IEC 25010 standard advocates promoting such dif-
ferent stakeholder perspectives and types of users (quality in use).

At the time of this writing, the case exhibited in Sect. 4 is under development, so
we do not have enough feedback from practitioners to conclusively assess, how ben-
eficial our CS/CX measurement framework proposal could be to use. However, the
proof-of-concept configuration described in Table 1 reflects its application potential ex
ante.

Comparing, there is some conceptual research published although more in the B2C
contexts. Choi, et al. investigated consumer service experiential components (including
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price) [4]. In B2B, for example one of the seminal works by Eggert and Ulaga tests the
impact of customer perceived value on customer satisfaction [14]. Basten and Pankratz
distinguish between the overall customer satisfaction of the organization and the
end-user perceptions of the product performance [7]. Payne et al. advocate designing
the different customer encounters considering the forms and apt metrics [3]. Our
framework promotes that line of thinking, focusing on the usage and service touch-
points. Value-in-use is the key component in the research model of Lemke et al [1].
Understanding the deep customer needs, co-creating the solution, and monitoring the
actual value realization are principal satisfier factors. This mirrors the four sections of I,
II–III, and IV of our CS/CX measurement framework, respectively (c.f., Fig. 1). In
contrast to the conceptual research, the main contribution of our approach is
operational.

A general limitation of this investigation is that it is based on a single company
case. Consequently, the suggestions and findings cannot be generalized to the entire
B2B industry: rather they are meant to provide insight into similar companies.

5.2 Implications

The prime lesson of our research work is in discerning how industrial B2B customer
experience can systematically be framed and managed in practice. The conceptual
model (Fig. 1) is for the design reasoning, not theory development and testing.

As customer experience is a summary of various organizational levels of customer
interaction (Sect. 2.4) during the product/service lifecycle (Sect. 2.2), the case com-
pany main focus has been on enhancing the content and the accessibility of information
through the information systems, which would support the efficient management and
even prediction of customer experience by utilizing data sources that were accurate,
timely, and relevant. A key target is to systematize product data and the aftersales
operations. Our CS/CX measurement framework is aimed at facilitating that line of
development – leaning on the assumption that the higher the process transparency, the
more accurate the solution realization foresight.

In general, we can delineate the following customer experience management
strategies with our CS/CX measurement framework: Design for Customer (IV in
Fig. 1), Design with Customer (I, II), Design by Customer (III). In B2B, a R&D project
can be considered a service to be codesigned and gauged (Sect. 2.3). Several coun-
terparts from both the supplier’s and the client’s side can be asked considering each
four section of our CS/CX framework: what knowledge, technology (assets), and
resources they bring – and why (motivation). That is, in addition to the customer’s
view, we may also continuously appreciate the supplier’s view, including the firm’s
economy (see Fig. 1). These can also be supported by SD. In the case company, the
project level can be seen as the continuation of introducing design thinking. The first
step has been paying attention to usability of software user interfaces and individual
devices. On the next level the design focus expands to more holistic UX including
fluent end-user work processes.

The basic premise of our research (Fig. 1) is that positive customer experiences
improve customer satisfaction, which in turn, positively influences the business
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relationship outcomes (e.g., loyalty). However, such causal linkages are complex to
validate. Nevertheless, each company should be able to discern the cost/benefit ratio of
their different CX components. Customer value(-in-use) is the key concept [1].

While firm economy and business performance are out of the scope of our research
work, we suggest that the company considers the potential negative impacts of poor
customer experiences in the four sections of our CS/CX measurement framework both
from the customer’s and the firm’s points of views. By systematically measuring the
distinct touchpoints, the company is able to improve the performance impacts.

5.3 Future Work

We plan to strengthen the company case. More feedback from practitioners of applying
our framework would be appreciated to judge its value and to discover most suitable
internal and external (customer) data collection points as the sources of the measure-
ments. Like exhibited in Sect. 4, we can record successful configuration templates
(Table 1) for the known customers. In all, the predictive power of different indicators
(the right-hand sides of the grids in Fig. 2) could be validated in the company’s context.
New internal information sources could be employee insights (of product realization)
and employee satisfaction. Finally, we intend to follow the recent research stream of
co-creating customer value [1–3]. This spans our entire CS/CXmeasurement framework
space, but in our case company, the product value is the current focus area [13].

6 Conclusion

This paper suggests continuous customer experience management for modern B2B
companies. While CX measurement cannot be fully standardized, with individual B2B
customers it is possible for the company to control their selected touchpoints by their
contributing factors and the associated experience components to gauge for customer
satisfaction. By systematically measuring them, the company is armed to improve the
performance with impact-oriented customer experience management. In this paper, we
have designed a CS/CX measurement framework proposal to facilitate those aims as
demonstrated in our target company case.
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Abstract. This paper presents an initial multi-vocal literature review that
extracts ideas for gamification of software testing. We surveyed the type of
testing, system under test, role of individuals, gamification elements, challenges
and drawbacks, support constructs and tools, and empirical evidence from
academic sources and grey literature. Ideas were given to both automated unit-
testing, and end-user related testing done by exploratory testers and beta testers.
The most frequent gamification elements were points (13 sources), awards (4),
stories (4), badges (3), rankings (3), levels (3) and time-pressure (3).
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1 Introduction

Gamification is the utilization of game elements outside the context of computer games.
Its purpose is to increase the engagement, motivation and performance of the participants
[1]. We study gamification of software testing as software testing costs are high (35 %
of the IT costs [2]), testing is often an undervalued job, and testing produces lots of
information in the form of numbers. The numbers can be turned to points that are a
fundamental gamification element. The high cost, low appreciation, and the apparent
gamifiability of testing make it an excellent target for gamification.

Our research method was a multi-vocal literature review (MLR). MLRs aim at
studying all types of writings on a particular topic [3]. Thus, in comparison to traditional
systematic literature review they also include grey literature such as web-pages, blog
posts and discussion forum content. They are suitable for topics where academic liter‐
ature is lacking due to the recent emergence of the topic or for some other reason.

When searching the literature, we performed two main steps. First, we used a recent
SLR of gamification in Software Engineering [1] as a starting point for forward and
backward snowballing academic literature. We studied the SLR and all primary studies
it was refereeing and found three papers that were related to software testing, verification
and validation. Forward snowballing additionally revealed two additional studies.
Second, we used Google Search Engine to search for relevant grey literature. Our search
string was “gamification software testing”. We utilized the page-rank algorithm. During
the process, the quality of the grey literature quickly deteriorated as we progressed
further. Our final included grey literature source was 34th hit provided by Google.
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Overall, our goal was not to cover all possible corners but to find a reasonable amount
of sources (n = 20) to enable the collection of potential ideas and requirements for a full
design science project, where a software testing gamification environment is built. Our
resulting spreadsheet is online [4] and sources are referred with “S” and a number of the
reference, e.g. S1 refers to the first source.

2 Results

2.1 Types of Testing, Systems Under Test (SUT) and Roles of Individuals

First, we wanted to understand what types of testing gamification has been proposed for
gamification. Unit testing was the most popular option mentioned in six sources (see
our online spreadsheet for details). In particular, Test-driven development, a specialized
way of unit testing was mentioned in three out of the six papers that mentioned unit-
testing. Six sources did not mention the type of testing or talked about testing in general
with no particular focus area. Two sources mentioned beta-testing as the type of testing
suitable for gamification. Two mentions were also given to exploratory testing. To
summarize, gamification was mostly suggested to the very opposite ends of testing. Unit-
testing is technical and typical performed by developers who also develop the software.
On the other hand, beta-testing and exploratory testing is often done from end-users’
perspective to find out problems particularly related to the user or the customer or the
domain rules were the software is used.

Second, SUT can influence whether the gamification of software testing is desirable.
However, the majority of our sources (13) did not specify the system under test in detail
or claimed that is applicable to all systems types. The only type of system receiving
more than one mention were Games with two sources. Other systems mentioned once
were: Data-center software, Inter-active system with complex workflows, Enterprise
Systems, Java, and an artificial element with linked list for education purposes. Overall,
it appears that any type of SUT would be suitable for gamification.

Third, as past work suggests that testing is also performed by many roles (testers,
developers, customers, product managers and help-desk personnel) [5, 6], we investi‐
gated the roles who participate in the gamified testing. Nine sources mentioned devel‐
opers. Software testers were another notable group mentioned in eight sources. Other
roles received considerably less mentions: students were mentioned three times, beta-
testers and managers were mentioned in two sources and one source mentioned customer
support, designers, and crowdsourced workers. Additionally, one source was ambiguous
with respect to roles.

Although the literature of gamification recognizes that multiple roles can participate
in gamified software testing efforts, still majority of our source focus on the two obvious
groups developers and testers.

2.2 Gamification Elements

We classified the type of gamification elements [1, 7] of our sources. Gamification
elements refer to constructs that try to transform work, i.e. software testing in our case,
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to a game. Transforming work that is supposedly boring and tedious to a game that
supposedly is fun and engaging is the key motivator of gamification.

As in prior work [1] points were the most frequently mentioned gamification element
with 13 sources. Points are a basic element in gamification that can be turned to other
elements such as awards (4 sources), badges (3), and rankings (3). Empirical evidence
of the effect of the gamification elements was limited in our sources, but for example
S20 mentioned that a leaderboard (a public ranking based on points) was the most
effective gamification element.

Other game elements were also frequently present. Stories or quests were mentioned
in four sources. For example, S5 states that “Testers will be impersonating different
characters from a detective in industrial London….” Time-pressure was an element
mentioned in three sources. Time-pressure can increase efficiency and make games more
engaging. Levels, mentioned in three sources, enable iterative progress and adjust the
difficulty of the game so that a suitable challenge is always present, e.g. to complete
level 1 one must have one unit-test for all classes, for level 2 one must have unit-tests
for all methods and so on. Tips, mentioned in one source, can be also be used to make
the games engaging and reduce deadlocks.

For an organization, games may require task distribution mechanics (mentioned in
two sources). Rules, mentioned in two sources, are also important as otherwise someone
can start getting points with inappropriate ways, e.g. to write meaningless code to
increase unit-test coverage.

2.3 Empirical Evidence, Support Constructs, and Challenges

Only three sources provided properly reported empirical results. S12 presents two
industrial case studies with impressive numbers that support the adoption of gamifica‐
tion. The first increased the defect fixing speed while the other focused on using static
analysis results to motivate developers to create higher code quality. S13 presents a
student experiment in unit-testing showing that the treatment group (gamified) found
significantly more defects and had higher requirements coverage than the control group.
Finally, S20 performed an industrial case study and found that their system was
successful in motivating developers to write more and higher quality unit tests.

Twelve sources presented support constructs to gamification. S3 tells how their tool
for gamification of testing failed and how it could be improved. S4 provides a storytelling
scaffolding with roles and principles that help with gamification of testing. S7 connects
gamification idea to the testers’ career path. S15 provides a rule system. Actual tools
were provided as JIRA add-ons (S8), Eclipse plugins (S10, S11, S13), web-based
learning environments (S18), and as GUnit tool (S20).

From our sources, we found three challenges in the gamification of software testing
that we consider notable. First, S6 highlighted that people have different ways to achieve
the same goal. If one then starts to measure things like the quality of defect reports in
the defect tracking system, then other qualities like excellent face-to-face communica‐
tion that can be used as a substitute for the poor quality of written reports would be
ignored. Thus, the game would reward only a selected subset of the bug reporting
process, i.e. the one that is visible in the defect tracker. This ignores many relevant parts
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of the process as pointed out in the literature [8]. Second, even counting bugs will intro‐
duce challenges, for example counting and awarding based on the bug count could lead
to a situation where five spelling mistakes in the application would result in five bug
reports (S1). Such issues need to be dealt with some types of rules and game referees
that decide what is right. Third, S2 pointed out a need for balance to give individuals
enough freedom so that the game stays engaging and allows creativity to blossom, while
still maintaining control and coordination.

3 Conclusions

We make four findings in this paper. First, gamification proposals were given to both
ends of testing – automated unit-testing that is technical, and end-user related testing,
i.e. beta-testing and exploratory testing. Second, the multitude of different roles and
crowdsourcing in testing were recognized. Third, numerous gamification elements were
present. Points were the most popular while stories appeared as something that could be
used to increase the engagement in ways that are not possible for numeric point based
approaches. Fourth, problems of gamification were discussed, e.g. the gamified approach
might not allow employees to work in a way that is the most natural for each individual,
thus, resulting in unfairness and lower productivity.
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Abstract. Distribution of software development is increasingly global and
crosses the geographical and cultural borders. As software development is crea‐
tive teamwork, the distribution is not about mechanical division of work. The
poster presents on on-going study on internationally distributed software devel‐
opment. Based on a literature and experiences from a case company, investigates
the motivations, models of distribution and the most problematic areas.
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1 Introduction

Software development is often an international activity. Distributed software develop‐
ment is in many ways different from the situation where developers work in a co-located
fashion. While all the disadvantages associated with international distribution cannot be
eliminated in full, their effects can be reduced. Therefore, finding a balance between the
various benefits, disadvantages, and successes is the most important aspect for a
successful international and distributed software development project. Carmel and Tjia
[1] describe the problems in terms of five centrifugal forces, each of which alienate
project staff from each other and make the work more difficult. These forces are culture,
communication, coordination, control, and cohesion.

In this paper, these five centrifugal forces are used as a framework for analyzing
distributed software development. In particular, we focus on the attributes of distance
in distributed software development. This research analyzes the effects of these two
dimensions, centrifugal forces and distance attributes by using a concrete case company
that develops a product family in the globally distributed environment.

2 Research Methods and Data Collection

We address the aspects of distribution of software development in the light of earlier
studies in the form of the literature review [2], and reflect the findings to a case company
using an ethnographic study approach [3].

The ethnographic study is based on the main author’ long (12 years) career in the
case company. In addition, retrospectives have been important for development and
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improvement of the process. These retrospectives been conducted both in project and
team level. As a genuine insider, the main author has collected data and analyzed the
changes and documented conclusions in the internal wiki pages of the organizations.

3 Background

3.1 Attributes of Distance

The distance between developers has many attributes. One categorization of those
attributes includes geographical, temporal, socio-cultural and organizational distance
[4, 5]. When considering geographical distance, the physical distance does not explain
all the impact to the software development. Effort, time, and cost of travelling are more
relevant than simple physical distance [4, 6]. Temporal distance means that the devel‐
opers work on different time zones and therefore have only few or no common working
hours. Similarly, to geographical distance it hinders real-time communication [4], but
also opens new possibilities like “follow-the-sun” [7] development.

Socio-cultural distance refers to a person’s ability to understand and adapt to another
person’s values and normative practices. Factors of socio-cultural distance include e.g.
national culture, language, politics, organization and employee motivation [4, 6]. One
attribute of distance is organizational. The software development can be distributed to
different parts of the company or even outsourced to another company. The organiza‐
tional aspect can both decrease and increase the distance. Company culture can help
organizational distribution to overcome socio-cultural differences [4].

3.2 Centrifugal Forces of Distributed Model

The literature mentions few reference models for distributed software development.
Carmel [8] sees globalization of software development as a set of centrifugal forces that
propels things outwards from the center as it disperses developers to the far corners of
the world. Each of these five forces alienates project staff from each other and makes
the work more difficult. Those forces are now introduced one by one.

Culture. Cultural effects are most visible in long and multi-national projects. Cultural
diversity can have several dimensions like corporate, project, or national. Even small
cultural mistakes may lead to culture clashes, mistrust and later to conflicts. Organiza‐
tional culture has an impact to development environment, however the regional culture
has still a much greater impact than organizational culture [9].

Communication. Communication requires special attention in distributed software
development, because there is less or no informal communication.

Coordination. Software development is a set of complex tasks with complex inter-
dependencies. Well thought division of labor is important in the distributed software
project. Software project and /or the product must be sufficiently modular so that it can
be divided into separate and independent work packages for each site to help the
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coordination of software development [4, 10, 11]. Also working time arrangements
should be coordinated so that common working time between sites can be arranged to
guarantee simultaneous work.

Control. Control ensures that the work is consistent with the objectives and selected
standards and practices. Control is best achieved when the project managers can be and
work among his subordinates (i.e. management by walking). That cannot be imple‐
mented in distributed software development project. To improve control in distributed
software project must be prepared both financially and in terms of time for frequent
travelling as often as possible to all sites [1, 12].

Cohesion. If a software development team has good cohesion, members can rely on
each other, like each other and to help one another. All the members of the project team
should trust each other, so that efficient co-operation is at all possible.

4 A Validating Case Study

Description of the organization. The case company had a really distributed organization
with sites in Asia, North America and Europe. Headquarter and executive management
was in Finland. Distribution to Asia and subcontracting were used to enable the growth
but also due to cost pressures. Site in North America was established and acquisition in
a Southern European country was implemented to access necessary technological know-
how. Fast increase of distribution inevitably causes a lot of difficulties. Most of the
problems during the development were consequences of geographical and temporal
distances. Physical distance increased traveling related costs and temporal distance led
to difficulties in communication (coordination and control).

Culture. The development work in the case company was distributed to three continents
and seven countries. Cultural diversity required the management to familiarize and
understand the cultures of the different countries. The main part of the software was
developed in Finland, India and the USA. In the Lewis’ LMR model [13], all these
countries are on different edges of the triangle. Cooperation between these offices
appeared very difficult. A strong corporate culture helped to decrease some implications
in the area of culture, but in the subcontracting model it does not help.

Communication. The case company faced a lot of communication challenges. Long
temporal and geographical distances lead to asynchronous communications. The main
communication tool was e-mail. Synchronous communication was accompanied mainly
with regular telephone and videoconferencing, but lack of mutual face-to-face meetings
prevented successful of the communication.

Coordination. Coordination of work required special attention from the management.
Product architecture was created to support distribution of tasks to different sites and
subcontractor. As competencies and practices were very different at sites work slit was
not ideal. The one positive consequences opportunity to use “follow-the-sun” while

Internationally Distributed Software Development 617



establishing their continuous integration and testing so that China tested every day what
other sites had accomplished.

Control. Strong company and project culture helped organization to establish opera‐
tional control of projects. But still some problems occurred during project related to oral
reporting in the meetings. Culture differences made interpretation of daily oral reporting
very hard as delivered quite often through some filtering. Also daily reporting had delays
based on temporal differences.

Cohesion. Negative side effects of cultural differences, communication problems were
lack of trust on each other’s knowledge and competences. Lack of confidence and trust
was already seen at early stages of development project. Organization started to establish
kick-off meetings at the beginning of each project to create confidence on competencies
and creating trust between sites and people.

5 Results and Analysis

Different organizational and project structures cause combinations of attributes of
distance with many implications, both positive and negative. With good processes and
development methods the organizations can decrease the negative impacts and at the
same time to help managing the problematic areas of distributed development.

Table 1 shows how different distance attributes affect distributed work through
the centrifugal forces. The table is based on earlier studies and their key findings e.g.
[14–17], hypothesis of a main author and the case study (ethnographic study)
presented in Sect. 3. Strength of these impacts has been estimated with four values
(low/medium/high/very high). In very high level impact success of development
work require serious actions to eliminate problems. Low level impact is not a serious
threat needs to be taken into account. The most problematic areas are indicated with
grey background in Table 1.

Table 1. Strength of impacts in the distribution

The geographical distance has always impacts due to wasted time and costs of travel.
The biggest impact is on coordination, control and cohesion. Controlling of the work
and people from a long physical distance is hard to implement and oral two-way

618 H. Sten et al.



communication is often replaced with written reporting. It is not easy to use the manage‐
ment-by-walking method or true co-operation across distributed sites. Cohesion over
long geographical distance is very difficult to establish and needs extra effort from the
management.

The high temporal distance has a major impact to key areas of software development
project. The case and earlier studies have shown that temporal distance leads to delayed
and asynchronous communication, and lack of informal communication [1]. In addition
to weak collaboration and trust all this makes implementation management mechanisms
difficult [18]. On the other hand, the case has been shown that “follow-the-sun” devel‐
opment can take an advantage of temporal distance.

Different socio-cultural distances have a major impact on the working culture of the
project. This effect can be reduced by introducing a strong company or project culture.
Communication is difficult when people do not have common language or their cultural
behavior is significantly different. It is hard to build trust and co-operation between
people who have different backgrounds and believes. Our case showed that without prior
collaboration or knowing and understanding competencies and ways of working in
different cultures, developers cannot work together successfully during the project.
Cultural problems are most harmful in outsourcing because no shared company culture
to compensate resulting problems is present [1].

Organizational distance impacts all centrifugal forces, but mostly cultural. That can
be seen clearly in the case of outsourcing where company cultures differ. When the
company needs to distribute teams to different cultures, the management mechanisms,
communication channels, practices and tools need to be upgraded and take into account
national and company culture differences. [1]

To summarize, Table 1 shows how different attributes of distance and centrifugal
forces impact the success of distributed work and it seems that common impact is even
stronger in the presence of multiple attributes of distance.

6 Conclusions

Distributed software development is a daily routine in software industry. In this research
we analyzed four selected attributes [4] of distance in internationally distributed soft‐
ware development and how those attributes influence the affects the centrifugal forces.
In addition to geographical distribution, distributed development covers other factors,
such as temporal and socio-cultural distribution, out of which the temporal distance has
been shown to be the most problematic attribute of distance.
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Abstract. The benefits of merging agile and formal methodologies have been
discussed on the conceptual level for several years now, also in our previous work.
This paper presents a hands-on investigation on the synergy of the Event-B formal
method within the Scrum development process. A case study of the landing gear
critical system is used to investigate the feasibility of such a merge. We provide
the quantitative and qualitative analysis of the case study by measuring develo‐
per’s effort, size and complexity of the created model, as well as observing the
development process. Our results show that the merge increases quality, in terms
of sustaining the creation of correct and reliable systems (Event-B) and at the
same time smoothens the modelling process, enhances comprehension of the
system domain and requirements (Scrum).

Keywords: Scrum · Event-B · Agile development process · Formal methods

1 Background

Agile methods, dated back to Agile Manifesto [1], are known for enabling rapid, flexible
and evolutionary development with a strong emphasis on its social aspect (team work
and communication) [2]. They all have provided practices and values, which can be
tailored with respect to the context of their application. Due to the flexibility and certain
degree of freedom when using such methods, they are not considered as a first choice
for supporting the development of critical systems. However, the quality and correctness
of critical systems [3, 4] have been assured with formal methods for over 40 years now.
The mixture of these methods would create a development setting, which can ensure
high quality of the system being created in a process that supports iterativeness and
response to change. This combination would benefit from providing transparency in the
project by increasing the interaction between team members and improving compre‐
hension of the requirements of the system to be developed.

In our previous work, we investigated several agile methods with respect to their
feasibility in the development of critical systems [5]. We explored the values, principles
and practices of agile development methods and placed them in the context of formal,
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refinement-based developments. We provided a mapping between the characteristics of
these two, which established FormAgi – a high-level framework consisting of (i) guide‐
lines on what concerns should be tackled before committing to a certain agile method
and (ii) pointers in which aspects an agile method can be a facilitator in the formal
development.

We chose to use Event-B [6, 7] as a formal method and modelling language and to
apply it within the Scrum [8] agile process. We find Event-B particularly useful, as it
supports the iterative creation of systems in a correct-by-construction manner. We are
able to model software, hardware, as well as environment [9]. Scrum matches well
Event-B and its idea of stepwise development of a system, since it is time-framed, iter‐
ative and incremental. Although Event-B is not considered as a lightweight approach,
in this work we apply it in a rapid manner by conducting the development in small
refinement steps [6], and by decomposing the models [10], as well as by using compo‐
nent-based visual development [11]. The goal is to achieve a development of a high
quality and correct system in an adaptive, flexible, continuous and timely way.

In this work, we validate our claims we made in the previous conceptual study
[5, 12]: (i) a refinement step (formal modelling) and a development iteration (agile
process) are not exactly corresponding, (ii) in order to fit the iterations, the require‐
ments may need to be decomposed, (iii) Scrum smoothens the development by
facilitating communication and improving understandability in the project, as well
as providing control over development (supports progress and steady pace). We
perform a hands-on investigation on the Event-B development in a Scrum setting
by using a case study (Landing Gear System – later referred to as LGS) from the
industry from the aerospace domain. The LGS case study is well described in [13]
and modelled using various formalisms. In our work we concentrate on the Scrum
development process and how it can facilitate the Event-B formal modelling.

2 Event-B Within Scrum

Event-B provides rigour to the specification and design phases of the development
process of critical systems. It enables us to gradually introduce more details and func‐
tionality to the constructed system via refinement steps. The formal development starts
by modelling a set of requirements as an abstract specification which is then refined in
a number of steps. The consistency between the refinement levels is verified by math‐
ematical proofs. An Event-B specification uses a pseudo-programming notation
(Abstract Machine Notation) and consists of a dynamic and a static part, which are linked
to each other. Event-B is supported by the Eclipse-based, open source tool called Rodin
[14] that is a “rich client platform” extendable with plug-ins.

We benefit from the way software systems are developed with Event-B. The gradual
introduction of properties to the system enabled by refinement allows us to comply with
the iterative, incremental and time-framed nature of agile development. Moreover, we
can handle complexity issues more efficiently by decomposing the problems to simpler
and smaller ones. The quality aspect of development is assured by the correct-by-
construction approach and strengthening the work on requirements (elicitation). Finally,
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modelling and proving properties of the system contributes to building a well-defined
system and diminishing the risk of unnecessary re-work due to misunderstanding or not
sufficiently described requirements.

Formal development (herein modelling activity) differs from traditional develop‐
ment not only in the rigour of the development, but also in how the progress of the
development can be seen and measured. For instance, the progress of the development
is determined by the artefacts being created during the development (like requirements,
specifications, models on specific abstraction levels or implementation of a feature), as
opposed to recognising executable code as the main measure of progress.

A set of requirements to be developed, acting as product backlog, is called the item
pool. It contains high- and low-level requirements, safety cases, environmental and
context descriptions. A subset of the item pool comprising of requirements chosen for
the current sprint is a backlog. The requirements are only prioritised within the sprints.
The reasoning is twofold: (i) we do not want to rush decisions which would lead to a
complex and hard to prove model and (ii) the work on the requirements and their struc‐
turing with respect to the modelling strategy will pay off later, when the model needs to
be extended. Therefore, a sprint includes modelling of the requirements, as well as
developing and proving a model. Finally, model animation and simulation, validation
mechanisms supported by Rodin, can also be a part of the sprint.

Finally, although not present in the original Scrum, a tool-supported and proactive
feedback system is included in the sprints via the Monitoring and Metrics mechanisms
(M&M). It is to raise understanding on the current status of the iteration, facilitate the
process improvement and provide control and evidence on the development, by meas‐
uring the number of proof obligations and the time that is used for modelling, as well
as the size and complexity of the model.

3 Formally Modelling Landing Gear System in Scrum

We demonstrate the proposed synergy using the Landing Gear System case study LGS
[13]. We focus on the process of formally building the model and how it can be smooth‐
ened by utilising Scrum. Further details of the LGS case study and the context of our
investigation are given in [15]. The construction details of the formal model, its compo‐
nentization and patterns are described in detail in [11].

The LGS system consists of a digital controller and a few actuators. The function of
the system is to operate the landing gears and associated doors. Depending on the reac‐
tions from the pilot, the digital controller manipulates the mechanical part. The mechan‐
ical part, in its turn, consists of front, left and right landing sets. Each set includes a door,
a landing gear and hydraulic cylinders that are attached to and move the corresponding
doors and gears. In addition, the system has an analogical switch to prevent an abnormal
behaviour of the digital part.

We performed our hands-on investigation in academic setting that involved three
persons with the following expertise: formal methods, formal modelling of systems,
quality assurance and quality measurements. The roles, to some extent shared, were as
follows: (i) product owner: role shared by the modeller, due to the familiarity with the
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requirements in [13], and the senior expert; (ii) scrum master: quality assurance expert
and agile expert; (iii) team: role shared by all three members. The participants were
selected based on their familiarity with formal methods, as our goal was to make the
work environment close to the one of the engineers from safety-critical domains.

Due to other work-related commitments of the team members, we set up a two-week
restriction time for the development, divided into two sprints, each one week long (long
sprint), where every work-day was treated as a short sprint. We held an introductory
planning meeting, “sprint 0”, to familiarise the non-agile members with the concepts of
Scrum, as well as to ensure that the goals and vocabulary of the case study were clear
for all of the team members.

The item pool and backlog were managed in an Excel form, which was constructed
as a simplified tracking system. The safety, functional, equipment and other require‐
ments of the case study [13] were added to the item pool/backlog in “sprint 0”. The team
planned the modelling by first prioritising the features listed in the item pool (assigning
priorities 0-3) and then scheduling them for certain iterations (1st or 2nd). However,
more requirements were added to the item pool/backlog by the team and product owner/
stakeholder later on, since some additional properties were revealed during the devel‐
opment. A requirement was assigned status Done when it was both modelled and proven.
Only then the model could be submitted to the SVN-repository. Note that this study was
not the sole activity of the development team during the workdays, so one cannot relate
the collected data to the complete workday.

4 Analysis and Observations

The quantitative data we report on were collected and computed automatically and are
describing: the development process (including meetings), the modeller’s effort, the
number of automatic and interactive proof obligations, and finally the size and
complexity of the model (the dynamic and static parts). We also gathered some quali‐
tative data about the development process and its suitability for the Event-B development
based on the statements of the modeller.

In the quantitative study, we were particularly interested in the effort required for
modelling and proving such system and how it reflects in perspective of Scrum. Some
preparatory activities were needed at the beginning of the development (sprint “0”).
Since the choice of modelling strategy and the sequence of modelling artefacts and
properties has an impact on how easy it will be to prove the model, there is an overhead
that should be taken into account when the system is being studied and the modelling is
planned. Therefore, investing some time at the beginning of the sprints is beneficial in
the long run and does not contradict the idea of an agile development process. On the
contrary, any progress, also involving eliciting and reworking the requirements,
conforms to the agile philosophy by supporting value creation (and indirectly elimi‐
nating waste by constructing the system in such a way that it does not need to be remod‐
elled). In order for some requirements to obtain the status “Done” the developer needed
to spend more than one day of work per requirement; whereas several other requirements
could be completely modelled and proven within one day.
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Whenever analysing a formal development, it is particularly interesting to investigate
the proof statistics, which may shed some light on the development complexity or
required effort. Proof statistics for our model consist of data representing the interactive,
automatic and total number of Proof Obligations (POs) in each refinement step. Amongst
the 504 proof obligations, only 13 required interactive proving. This was due to the
redundancy of components and the well-definedness condition.

The size and complexity of the model, as well as the difficulty and effort of its creation,
were calculated according to the set of metrics we established for Event-B [16] for each
model submitted to the repository (Done status) for all refinement steps. The final model
consists of ten refinement steps, each having a dynamic and static part. We observed
that the dynamic part of the model had a steady pace of development (no sudden peaks
in measures), which denotes that the requirements were well decomposed into features
and that they were modelled in an iterative way following the refinement process. Thus,
the development was well reflecting the agile principles. Moreover, the difficulty meas‐
ures were not changing throughout the modelling, which signifies that the strategy for
the development was well chosen. The static part of the model was considerably growing
with respect to size, complexity and effort measures whenever a component was intro‐
duced, which was expected.

Additionally, we explored the effort distribution over the refinement steps based on
the model metrics. When compared to the effort reported by the developer, the effort
based on model metrics takes into consideration not only modelling and proving activ‐
ities, but also the effort necessary to comprehend the model. It shows gradual growth
concerning the development progress. Finally, the size and complexity of the complete
model, as well as the effort computed from the model correlated.

Our qualitative analysis is based on the observations noted in our development diary
during the sprints and a post-mortem interview with the developer. We observed that a
refinement step does not correspond to an iteration, regardless of the definition of iter‐
ation (otherwise the length of the iteration would have to be fluctuating). When a refine‐
ment step takes longer than one iteration, i.e., it involves a problem that is too intricate,
the problem needs to be decomposed into several smaller ones; otherwise, there may be
several refinement steps in a single iteration. Since the “Done” status might not neces‐
sarily be obtained at the end of the working day, submissions to the subversion control
system may not occur on a daily basis. Finally, the sequential nature of refinement does
not fully conform to rapid and iterative development suggested by agile methodologies
(a new feature request may require re-engineering the model). However, we noticed that
Scrum is particularly helpful when it comes to monitoring and managing the develop‐
ment with respect to the planned modelling, due to requirements prioritisation and
continuous control of progress (backlog). Communication and transparency of the
development (a weak point in formal methods application) is facilitated, which is attrib‐
utable to the set of meetings proposed by Scrum.

The quantitative and qualitative data confirmed that the synergy of Event-B and
Scrum is beneficial for safety-critical developments, since the well-defined development
methods are complemented with efficient and flexible development process. We are
aware that our work is limited to two Scrum iterations, performed in a controlled,
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academic environment by one team and thus the development may seem of a small-
scale. However, not only the case study was provided by industry and represented real
life requirements from the aerospace domain, but also the team was of experience similar
to the one of the engineers working in industry.

Due to the nature of our study, we cannot generalise our findings, nor validate them
statistically. There are many variables that can impact the investigation, e.g., experience
of the developer with a formal method or the tool that supports it; familiarity with agile
processes; domain knowledge of the problem to be modelled. However, we believe that
our results can be transferable to other formalisms and agile methods, as we show: (i)
what kind of issues need more attention when choosing Event-B as a modelling language
in an agile setting and (ii) what kind of fine-tuning of an agile process is needed to benefit
the most from the agile and formal combination.
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Abstract. BACKGROUND: Several studies in software effort estima-
tion have shown that it can be effective to use a window of recent projects,
rather than the growing portfolio of all past projects, as training data.
Practitioners need a method for choosing between those approaches when
estimating effort for a target project. OBJECTIVE: This study exam-
ined the usefulness of the fitted values for choosing between moving win-
dows and the growing portfolio. METHOD: An empirical experiment was
conducted with a single-company ISBSG dataset. RESULTS: The fitted
values could be useful for the selection on average. CONCLUSIONS:
This positive result contributes to understanding when windows may be
appropriate.

1 Introduction

Accurate effort estimation is essential to software project success. Intuitively, it
may make sense to discount older projects as training data, as they may be less
representative of an organization’s current practices.

Recent studies [1,2] have shown that selecting only newer projects, using a
moving window, could improve estimation accuracy. Several factors affect the
usefulness of moving windows. As moving windows do not work for every situa-
tion, practitioners need a method to decide when they may be appropriate.

This paper investigates a method which gives a hint for selecting between
moving windows and the growing portfolio.

2 Fitted Values Based Selection

Figure 1 depicts how a dataset is used as a growing portfolio, with moving win-
dows, and with the selection method we examine here. The horizontal line repre-
sents a timeline of project data collection in an organization. The circle represents
a target project to be estimated. The growing portfolio approach uses all project
data collected in the past. The moving windows approach uses recent projects
segmented by a window of size w.
c© Springer International Publishing AG 2016
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Fig. 1. The use of data with the growing portfolio, moving windows, and the selection
method

The use of moving windows assumes that recent project data represents an
organization’s current situation better than older project data, and can thus
train a good effort estimation model for a target project. It is also reasonable
to suppose that an effort estimation model would fit more recent training data
better than older training data, if it better reflects the current situation of the
organization. In other words, the hypothesis is that if a model can learn charac-
teristics of recent projects, it can fit them, and a new project, well.

Therefore, the fitted values of recent projects can give a hint for choosing
between the growing portfolio and moving windows.

This study examined a simple method based on that idea:

Step 0: Make two training datasets; one holds all past project data, and the
other holds a part of past project data segmented by a window of size w such
that it only holds recent projects.

Step 1: Train two models: one uses all past project data, and the other uses the
window of recent data.

Step 2: Evaluate the fitting performance (accuracy) of both models, for the
projects in the window (shown as “Evaluation Data for Fitted Selection” in
Fig. 1).

Step 3: Select the model that best fits the projects in the window.

At Step 2, the model based on the growing portfolio is evaluated on part
of its training data, while the moving window is evaluated with all of its train-
ing data, as shown in Fig. 1. Note that we did not use any unseen or future
projects: accuracy is based on fitted values for past projects, thus we call this
fitting performance. Note also that we did not use a validation dataset in addi-
tion to a training dataset. This is because separating a validation dataset from
recent projects may degrade the representativeness of the training dataset. Fur-
thermore, this treatment would introduce the complication of determining the
size of the validation dataset in addition to the size of the moving window.

We adopted mean absolute error (“MAE”) for evaluating estimation accu-
racy. MAE is widely used in evaluation of effort estimation models.
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3 Experiment

We conducted an experiment for examining the effect of using the fitted values
based method. The experiment used the single-company ISBSG dataset of 228
projects investigated in past studies [1,2].

We used linear regression for building effort estimation models. The linear
regression model used a log-transformation for effort and size, to improve the nor-
mality of residuals. Feature selection was also adopted for performance improve-
ment.

The experiment evaluated the effects of using the selection method along with
a timeline of projects’ history. The sizes of moving windows were varied, as in
past studies, because it significantly affected the accuracy. This study considered
windows of 20 to 120 projects, as in [2].

For each window of size w, the experiment was performed as follows:

1. Sort all projects by starting date.
2. For a given window size w, find the earliest project p0 for which at least w+1

projects were completed prior to the start of p0 (projects from p0 onwards
are the ones whose training set could be affected by using a window, so they
form the set of evaluation projects for this window size).

3. For every project pi in chronological sequence, starting from p0, form esti-
mates using the growing and windowing approaches. For the growing app-
roach, the training set is all projects that finished before pi started. For mov-
ing windows, the training set is the w most recent projects that finished before
pi started. If multiple projects finished at the same date, projects that started
more recently are prioritized.

4. Evaluate estimation accuracy with MAE.

To test for statistically significant differences between accuracy measures, we
use the two-sided Wilcoxon signed-rank test (wilcoxsign test function of the
coin package for R) and set the statistical significance level at α = 0.05. We
also controlled the false discovery rate (FDR) of multiple testing [3] with the
“qvalue” function of the qvalue package in R. FDR is a ratio of the number of
falsely rejected null hypotheses to the number of rejected null hypotheses.

4 Preliminary Result

As a preliminary experiment, we compared the fitted values based method and
the growing portfolio. Figure 2 shows the difference in mean absolute error
against window sizes. The x-axis is the size of the window, and the y-axis is
the subtraction of the accuracy measure value with the growing approach from
that with the fitted selection at the given x-value. The fitted selection is advan-
tageous where the line is below 0. Circle points mean a statistically significant
difference, with the fitted selection being better than the growing approach.
At these points, the corresponding q-value is below 0.05 (this means that the
number of falsely rejected hypotheses was at most 5 % of rejected hypotheses.)

Figure 2 shows that the proposed method can improve estimation accuracy,
and improvements are significant with larger windows.
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Fig. 2. The difference of accuracy between growing portfolio and fitted-selection

5 Conclusion and Future Directions

This paper investigated a method which gives a hint for choosing between mov-
ing windows and the growing portfolio, using data from one organization in the
ISBSG dataset. We have shown that it has a statistically significant effect, com-
pared to always using the growing portfolio. This result supported using fitted
values in making the decision.

Examining the method with duration-based moving windows, enhancing the
selection method in the effectiveness, and generalizing the results under other
situations are future directions for this research.
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Abstract. Quality models and metrics permit an objective evaluation of the
quality level of a software product. Moreover, the adoption of software analysis
tools that facilitate the measurement of software metrics can ease the evaluation
tasks. However, the available tools do not interpret and measure metrics in the
same manner. This paper proposes a preliminary investigation on the behavior
of existing software metric tools and shows that the evaluation of the metrics of
a software system by using different analysis tools provides different values.
This aspect could impact on the overall software quality evaluation.

1 Introduction

A software project is an important investment for an organization. The commitment of
financial resources and the expected time to get the final result is only justified by the
necessity of addressing a need. On the other side, the software quality is “how well” the
problem has been solved. Therefore, develop and/or select software products of an
good quality represents a relevant activity. For knowing the quality level of a software
system, it is important to adopt a quality model and metrics permitting an objective
evaluation of the quality of a software product, and the availability of software analysis
tools facilitating the measurement of software metrics can ease the evaluation tasks.
Many software analysis tools measuring metrics exists. They have different charac-
teristics concerning the programming language they analyse and measurement they
perform, then the evaluator can have difficulties in identifying the software analysis
tool that better addresses his needs.

This paper aims at investigating if the software analysis tools achieve similar results
when they are used for assessing a software system, so as to be able to indifferently
choose a tool instead of another. In particular the paper analyses a set of software
analysis tools and verifies if they consider the same set of metrics and the way they are
assessed. Therefore, the chosen tools are used for measuring a set of selected metrics on
a software systems, and the obtained results are compared.

Next section describes the experimental setup of the study and lists the chosen
software analysis tools and the selected metrics. Results of the evaluation is presented
in the subsequent section, and final considerations are given in the last section.
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2 Experimental Setup

This section presents the planning of the presented analysis.
The first performed step regards the Scope definition. As already stated, the goal is

to analyze and compare a set of software analysis tools evaluating software quality
metrics with the aim of verifying if they consider the same metrics and interpret and
evaluate them in the same manner.

The following step is Selection of the evaluation tools. The goal is to select the
software tools to be analyzed and compared. They were chosen among the most used
open source systems used for measuring software metrics. Such a kind of tools was
considered for economical reasons. The tools were also chosen on the basis of the
programming language they could evaluate, as the measurements obtained by the
different tools had to be comparable. The Java programming language was chosen.

A free search in the SourceForge.net site brought to the identification of forty
software analysis tools. The preliminary analysesd characteristics regarded: name,
manufacture, link to the home page, license type, availability, supported programming
languages, supported operating system/environment and evaluated metrics. This
information permitted to considered the following nine software analysis tools:

Eclipse Metrics Plug-in 1.3.6. A metrics calculation and dependency analyzer Eclipse
plugin.
CCCC. A command-line tool generating reports on various metrics.
Understand. A reverse engineering, code anylizer and metrics tool for different pro-
gramming languages. It evaluates a set of standard metrics and visualizes them in
different ways.
JArchitect. A static analysis tool for Java code evaluating different code metrics.
Stann4j. An Eclipse plug-in that allows for analysis of the dependencies between
classes and packages, and provides code metrics.
CodePro Analytix. An Eclipse plug-in, freely offered by Google, regarding software
quality improvement and reduction of development costs and schedules. It also sup-
ports code analysis, test cases, dependency analysis and metric measurement.
LocMetrics. A freeware simple tool, measuring the size of a software program by
counting the number of lines in the source code
SourceMonitor. A tool for code exploration, including the measurement of a set of
metrics related to the identification of module complexity.
CodeAnalyzer. A Java application for C, C++, Java, Assembly, Html. It calculates
metrics across multiple source trees as one project.

Some of the tools above use a graphical interface, such as, JArchiect, Undertand,
LocMetrics, CodeAnalyzer, and SourceMonitor; others are Eclipse plug-in, such as
Metrics, Stan4j, CodePro Analytix, while CCCC software is a command line analysis
tool.

Then, the Metrics selection task followed. It required the analysis of standards and
evaluation models for open-source software systems to identify features, sub-features
and metrics to be automatically evaluated by using the considered software analysis
tools [4]. The considered metrics can be classified as it follows:
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• Dimensional Metrics, used to evaluate the software quality analyzing the software
system dimensions. Examples of this kind of metrics are: LOC (Lines of Code),
TLOC (Total Lines of Code), NOP (Number of Packages), NOM (Number Of
Methods), MLOC (Medium LOC per method), NOA (Number Of Attributes), etc.

• Object Oriented Metrics, such as the object oriented metrics proposed by
Chindamber and Kermerer in 1991 [1], CK Metrics. Some example are: WMC
(Weighted Methods for Class), CBO (Coupling between Objects), RFC (Response
For Class), LCOM (Lack of Cohesion of Methods), DIT (Depth of Inheritance
Tree), NOC (Number of Children) [2].

• Complexity Metrics, for assessing the complexity of the software, such as CC
(McCabe’s Cyclomatic Complexity) [1, 3].

Other important metrics are: AC (Afferent Coupling), EC (Efferent Coupling),
I (Instability), A (number of abstract classes respect to the one of the concrete classes),
D (distance from the ideal quality). Table 1 lists on the first column the metrics divided
of the basis of the classification above, and on the first line the considered software
analysis tools. The list is not complete, as the included metrics are those ones evaluated
by at least three analysis tools. A number in a table cell indicates that the tool on the
column evaluated the metric on the row.

Table 1 shows that the software analysis tools do not evaluate all the metrics. Three
tools (Metrics, Jarchitect and CodePro) measure the large part of the metrics; while
LOCMetrics, SourceMonitor and CodeAnalyzer consider only the dimensional metrics,
and only six tools on nine consider the CK metrics. Definitively, none of the considered
tools can be used to perform a complete evaluation of a software system quality, and it
can be necessary to integrate them in a common evaluation strategy.

After defining what and how to make the analysis, task Selection of the software
systems to be evaluated aimed at choosing the software systems to be analyzed. An
open source software system was considered, as many metrics to be evaluated consider
the source code. A software system named SimpleWeb was chosen. Then, the Metric
evaluation task was performed for calculating the chosen metrics by using the con-
sidered software analysis tools. Finally, a Results analysis was executed for comparing
the values of the metrics obtained by using the different software analysis tools, with
the aim of verifying to which extent the evaluation tools interpret the metrics in a
similar manner, by applying the same rules.

3 Evaluation

This section reports the analysis of the metric values evaluated by considering the
chosen software analysis tools. Table 1 reports the values obtained by evaluating
SimMetrics. Most of the values are given as mean, while few metrics have an integer
value, such as: Class and Interface, SourceFile, LOC, TLOC, CommentWord and
Blank Line. Table 1 indicates that in some cases the metrics have different values. This
happen, for example, for the metric LCOM, that ranges from a minimum value of 0.28
to a maximum value of 46 measured with JArchitect. Similarly, the metric DIT passes
from a value of 2.48 obtained with CodePro to a value equal to 1.17 measured with
CCCC. Moreover, other metrics have mean values quite different between them.
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It is not possible to provide a more detailed description of the evaluation of some
metrics, such as, CBO, DIT, LCOM, NOC, WMC, AC, EC, NOA, DC, MLOC, NBD,
D, NOM, I, as their assessment depends on the specific definition adopted by the
different tools. For example, this occurs for the differences detected in Class and
Interface metric that with CCCC obtains a value of 58 differently from all the other
tools, which provide 47 as a value.

A manual inspection of the source code allowed to deduce that CCCC tool, for the
evaluation of Class and Interface metric, considers classes and interfaces but even the
packages. Moreover, unlike the other tools, only tool Metrics returns a separate value
for the number of classes and the one of interfaces.

In the case of metric TLOC, not all tools consider all the lines from the first to the
last bracket. In particular Understand does not consider the first white line, while
LocMetrics considers all the lines including those after the last curly bracket, so it
provides a highest value. With regard to the LOC metric it ranges from a minimum
value of tool JArchitect with 1191 lines of code to a maximum value of tool Stan4j

Table 1. Metric values obtained for simmetrics

Software
Analysis
Tool/Metric

Metrics Stan4j LOC
Metric

Source
Monitor

JArchitect CodePro CCCC UnderStand Code
Analyzer

AC 6.79 0 0

EC 3.89 7.04 47

D 0.38 0.42 0.14 0.19

I 0.51 1 1

A 0.11 0.19 19.10

Object-Oriented metrics

CBO 1.15 3.19 5.72 2.75

DIT 1,71 1.71 1.47 1.49 2.48 1.17 1.68

LCOM 0.28 5.49 0.28 46.46

NOC 0.61 0.53 0.55 0.74 1.19 0.61

WMC 10.39 9.26 5.12

Dimensional metrics

TLOC 7326 7280 7280 7279 7280

LOC 2238 2467 2238 1683 1191 2238 2283 2237 2238

NOM 6.05 6.79 5.85 6.72 5.23 5.12 6.39

MLOC 4.66 3.63 4.49 5.92

NOA 1.24 2.15 2.14 1.08

NOP 9 9 9 9

CWords 4351 2679 755 4389 4357 4358

Blank Lines 737 722 722

% Lines with
Comments

60.30 69.22 33.70 1.95

Source File 47 47 47 47 47

Class and
Interface

47 47 47 47 47 58 47

Complexity metrics

CC 1.63 1.36 1.86 1.55 2.83 1.53

NBD 1.22 1.85 0.91
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with 2467 lines of code. This occur because JArchitect considers a method as a single
statement, while Stan4j considers also the white lines of the methods as statement.
Finally the CCCC tool considers a statement written on multiple successive lines as
more lines of code. Performing a manual inspection of the source code it emerged that
the actual number of lines of code value is 2238. as evaluated by tools Metrics, Loc
Metrics, CodePro, Analytix and CodeAnalyzer. Regarding the Comment words metric,
It can be observed that it ranges from a minimum value of 755 lines obtained by
CodePro to a maximum value of 4389 obtained by Understand. This is due to the fact
that some software counts as comments the lines included from the start to the end
delimiters of the comments (/* - */).

4 Conclusions

Nowadays. software engineering managers always more often needs to deal with
quantitative data regarding the quality of a software system. Indeed a number of metrics
are generally adopted and measured during maintenance and evolution processes to
predict effort for maintenance activities and/or identify parts of a system needing
attention. Numerous software metrics tools have been implemented for evaluating the
software metrics, however their use in practice requires their validation for under-
standing if they are really useful for achieving the evaluation goal. With this in mind,
this paper investigates if different software analysis tools perform the same kind of
assessment on a software system, and verifies if they consider the same set of metrics
and interpret them in the same way. The performed analysis indicates that at least for
the investigated software analysis tools differences exist. Actually, the evaluation of
certain metrics with some tools delivered similar results, and they were not assessed as
intended with other tools. This is because each metric is interpreted differently by each
tool and then is differently calculated. Therefore, when a tool is chosen for performing
a quality measurement, it is necessary to consider that this choice can be also mis-
leading during the evaluation task.

Future work will consider more case studies and additional tools and metrics.
Indeed, a larger base of software systems should be measured to increase the practical
relevance of our results.
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Abstract. This paper presents, as a case study, the experience of Federal Institute
of Rio Grande do Norte (IFRN) in using software process, as a means to create
institutional ambience for technological innovation and new start-ups formation.
As a professional qualification institution, IFRN has succeeded during its century-
old existence in providing good job opportunities for its students. However, the
same educational model has proved not to be as adequate to give the students the
same opportunity to run their own businesses. Having this in mind, significant
institutional arrangements and curriculum innovations were made, mainly related
to software development disciplines, in order to support the gradual transition of
academic requirements (e.g. knowledge acquisition and best practices) into busi‐
ness and more market-oriented ones. This paper reports this trajectory, the main
lessons learned, and the new challenges ahead.

Keywords: Software development process · Start-up · Academic spin-off

1 Introduction

Professional education aims at providing proper conditions for job activities. In this
context, excellence of professional qualification is a key instrument to guarantee the
best job opportunities. This is particularly true for technological areas, such as soft‐
ware development, where the pace of advances in technology dictates adjustments
on curriculum.

Entrepreneurship also poses some challenges for curriculum planning, designing and
implementation. Cutting-edge technologies and classes are not the single requirement.
It must be complemented with real-world problems discussions, activities beyond the
classroom, and other business-related subjects to give students the proper conditions to
embark on a career in private equity.

Regarding these two educational aspects, Federal Institute of Rio Grande do Norte
(IFRN) has played an important role in professional context, mainly for Brazilian North‐
east region, where it is located. Over the last century, IFRN has changed to match the
necessities of Brazilian economy and marketplace. This document covers part of this
experience presenting curriculum and institutional adjustments made, to support

© Springer International Publishing AG 2016
P. Abrahamsson et al. (Eds.): PROFES 2016, LNCS 10027, pp. 636–639, 2016.
DOI: 10.1007/978-3-319-49094-6_51



students formation program. More specifically, we investigated these two following
research questions:

RQ1. How can software process chain drive the maturity of software projects?
RQ2. Can the adoption of a software process in undergraduate curriculum influ‐
ence the derivation of academic spin-off?

The answer for these two questions represents qualitative indicators that show how
adjusted the curriculum is to the new professional demands. To support students during
the many activities of software development, it was initially adopted RUP as the software
development process. Despite the clear benefits of the process adoption and RUP itself,
it became clear that to accomplish the curriculum demands, both academic and business
requirements, it is critical to adapt the software process. In this paper, we share the
lessons learned during a decade when such an adaptation process occurred.

This paper is organized as follows. Section 2 deals with academic spin-off models.
Section 3 is dedicated to design and procedures of the case study. Results, conclusions
and future work are subject of Sect. 4.

2 Academic Spin-off

Academic institutions all over the world have been the place where knowledge is created,
acquired, transferred, combined, and converted into different types of knowledge
(Gamble and Blackwell 2001; Waugaman 2014). As such capabilities have increasingly
become critical for companies, mostly those concerned about innovative products and
services, it is reasonable to think of academic environment as the natural crib for
nurturing new businesses. This kind of institution is commonly named academic spin-
offs (Corbett et al. 2014).

Academic spin-off model is not a novelty in many countries (Wright 2007), however,
it is a quite new movement in Brazilian institutions. To support a proper environment
for business inspiration, an academic spin-off has to make institutional arrangements,
in order to give students a variety of extra-classes activities to complement entrepre‐
neurship skills. Some of these arrangements include incubators, technology transfer
officer, and the establishment of effective relations with external agents. In fact, closing
the gap between academy and society is critical to provide a clear sense of real demands,
and inspire new and successful business solutions.

IFRN has made significant efforts in this direction. However, as many institutions
worldwide, culture is still one of the biggest challenges to overcome (Waugaman
2014). As stated in (Rasmussen and Borch 2010) “While leadership is about making
things happen; organizational culture is the juice that makes people want to make things
happen”. It is worth noting that in the context of this case study, cultural aspect exceeds
academic limits, as only recently (in 2016), discussions about intellectual property
licensing, originated from research projects, gained legal support in Brazil. After that,
researcher’s productivity at universities and institutes, traditionally measured by the
number of published paper, was revised to embrace also entrepreneurial activities, as
well.
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3 Case Study Design and Procedures

In this case study, the collected data refer to an interval of 10 years, from 2006 to 2016,
of TADS (Technology of Software Analysis and Development) course. TADS is a three-
year undergraduate course, which offers modules that embrace the main subjects related
to software development. A key component of TADS curriculum is a Software Devel‐
opment Project (PDS). The main goal of PDS is to allow the students the opportunity
to practice the theory covered in the formal disciplines. PDS was conceived as a bridge
that intends to gap the distance between academic and marketplace requirements. The
teams involve five or six members, who play different roles according to a proposed
software process.

During this decade of TADS history, many adjustments on the software process were
made, in order to maximize the quality level of resultant software products. So that, it
is fair to say TADS history can be explained through software process evolution, which
ended up to originate a family of (academic agile) processes. This process family was
formally defined at 2014 and is composed by three processes: (i) PAWEB (Web Appli‐
cation Development); (ii) PAAD (Distributed Application Development); and (iii)
PAAC (Enterprise Application Development).

To understand a case study that involves subjective aspects, such as here described,
it is critical to understand the context that surrounds and involves the participants. IFRN
has many institutional instruments to support innovation and start-up formation, such
an officer dedicated to technology transfer (NIT), a technological incubator (ITNC), and
a mentoring program. These organizational units have developed many activities to
install a culture of innovation at IFRN. While the exercise of assessment is not a trivial
task, revisiting the seven principles used by successful academic spin-off (Corbett et al.
2014) it is an interesting way to investigate how IFRN is going on implanting innovation-
friendly environment. During the past decade, discussions about innovation and how to
create academic spin-off to stimulate new business occurred, involving typical entities
in the triple helix model (Etzkowitz 2008).

In a very broad sense, this case study aims to investigate the effectiveness of IFRN
as an academic spin-off agent. To tackle this problem, it is necessary to deal with both
objective and subjective issues. For the assessment of objective attributes of projects,
all of software artefacts, such as code and documents, are saved in a repository under
Redmine system. Additionally, the supervisors’ notes cover subjective aspects on the
projects. Finally, information about program mentoring and incubator processes are also
recorded and evaluated, as an innovation.

This case study embraces a qualitative approach to organizing its data into three
criteria. These criteria have been identified from the researchers’ experience in
conducting supervision of software development projects. They were defined as follows:
(1) Project’s success per cycle; (2) Project evolution through out cycles; and (3)
Student’s innovation engagement. The results of this case study are subject of next
section, along with the main findings that came out from this analysis.
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4 Results, Conclusions and Future Work

The case study presented described a decade of experience of Federal Institute of Rio
Grande do Norte (IFRN) in using software process, as a means to guide students towards
individual qualification and entrepreneurial initiatives. The main findings achieved
pointed out towards the two research questions, as follows.

RQ1. How can software process chain drive the maturity of software projects?
Answer: In academic institutions, a software process chain can promote higher levels
of maturity of software projects, by introducing gradually and consistently a minimum
set of fundamental requirements, artefacts, roles, and activities, specially defined to
observe the same level of intellectual students maturity.
RQ2. Can the adoption of a software process in undergraduate curriculum influ‐
ence the derivation of academic spin-off?
Answer: For the sake of our experience described in this case study; the answer
depends on the observance of rigorous application of software process. This is due the
level of confidence acquired by students, not only about their own skills, but also on
the potential market opportunities for the resultant product. While the former matches
individual educational purposes, the latter also depends on how the innovation culture
is disseminated in the institution.

More information about the results can be found at (Ribeiro 2016). As future work,
we intend to make continuous analysis to improve our processes, and also plan to inves‐
tigate automatic software metrics to attest the increment of quality on software artefacts.
At the institutional level, we intend to make effort to implement the seven principles
that guide innovative academic institutions (Waugaman 2014).
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Abstract. Continuous software engineering (CSE) is used for customer
experiments and repetitive integrated processes within and between business
planning and software development. First, this paper defines a new framework,
called CRUSOE, for analysing CSE prerequisites. The framework allows for a
more precise analysis of the interrelations and estimation of the changes that are
prerequisites for moving from traditional product development to CSE. CRU-
SOE addresses prerequisites associated with and interdependencies among
(1) the strategy, (2) architecture and (3) organisation. Second, this paper
describes a case study conducted as part of a smartphone platform project to
investigate the CSE prerequisites for product-focused software development.
The results are synthesised together with recent related studies using the
CRUSOE framework. The findings confirm challenges in moving towards CSE
in embedded system development. Moreover, context-specific prerequisites
should be considered, while it is still unclear as to how CSE can be systemat-
ically applied to the non-website development context.

Keywords: Continuous software engineering � Strategy � Architecture �
Organising � BizDev � Software ecosystem

1 Introduction

Embedded and product-intensive software development project teams are becoming
increasingly interested in applying practices and tools for continuous software engi-
neering (CSE) [1]; e.g., the Lean Startup method [2], DevOps [3], continuous delivery
(CD) [4] and continuous experimentation [5]. Although many of these practices are
widely acknowledged in the field of website development [6, 7], there are only a few
frameworks that describe how CSE can be applied in product-focused embedded
system development (e.g. smartphones, cars etc.). Moreover, there is still very little
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empirical evidence of the actual usage of these practices in this context. The existing
studies have mostly indicated severe challenges in adopting these practices in
business-to-business (B2B) and embedded system development [8–11] contexts. In
addition, CD and continuous experimentation still seem to mostly be used for
small-scale website development projects [6, 8, 12]. Fagerholm et al. [5] have recently
investigated continuous experimentation in university software laboratory projects with
two case companies and have introduced a model for explaining how the continuous
experimentation can be organised. However, more empirical studies are needed to
increase our understanding of how these practices could be implemented in different
software development contexts. Consequently, in this paper, our goal is to clarify the
key prerequisites for applying CSE in product-focused software development.

The sustainable success of a company can be linked to its capabilities in terms of
bringing new innovations to market. In today’s competitive and turbulent business
environment, time to market has also become very important. Consequently, business
stakeholders have identified rapid fielding and continuous experimentation as important
elements of their long-term strategies. Development stakeholders are tasked with
finding a balance between development speed and stability, as the development process
speed can often be temporarily increased by collecting technical debt (e.g., skipping
some steps in the process), followed by a slowdown in development due to having to
pay off the debt later. Consequently, companies need practices for maintaining a
consistently high velocity. Bellomo et al.’s [13] suggests that companies must develop
combined practices such as “release planning with architecture considerations” and a
“prototype/demo with [a] quality attribute focus” to balance process speed and stability.
Efficient integrative activities between software development and other functions (e.g.,
business and operations) are needed in all stages of the product lifecycle.

Fitzgerald and Stol [3] have emphasised continuous integration (CI) between
software development and its operational deployment (i.e., DevOps) as well as con-
tinuously assessing and improving the link between the business strategy and software
development (i.e., BizDev). However, they do not explicitly define how such a busi-
ness strategy should be carried out or how it is enacted in a continuous manner. In this
paper, we want to clarify strategy planning activities and their interrelationship with
CSE. The focus of our study is on investigating CSE prerequisites in product-focused
(e.g., embedded systems) software development projects. Our research contributions
are as follows. First, we review the literature on CSE, strategy planning and models for
analysing holistic aspects of software-intensive product development. Second, we
construct and specify the CRUSOE framework (Continuous inteRdependencies in
prodUct-focused SOftware Engineering) for analysing CSE in software-intensive
projects. Third, we conduct a case study from a smartphone product platform project to
validate the framework. The research question for the case study is: What are the
prerequisites for using the CSE approach in software-intensive product development?
Finally, we synthesise the case-study findings with recent related studies by applying
the CRUSOE framework.
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2 Background

2.1 Holistic Models for Analysing the Development of Software-Intensive
Products

Various aspects of business and software ecosystems have been identified as important
research topics in the context of CSE [1, 3]. In addition, as explicitly stated by
Fitzgerald and Stol [3], continuity is required in all stages of the product lifecycle.
Subsequently, they stress that it is necessary to constantly evaluate and improve
software development interfaces with adjacent business-oriented activities. Previ-
ous CSE studies [3, 14] have suggested that delays in product development are often
caused by a lack of holistic thinking and/or models for analysing software product
development in a holistic manner. For example, inefficiencies and delays related to
“handoffs” [15], as addressed by lean thinking, have been identified as a typical form of
waste in software development, and thus the planning and engineering aspects of
software product development should not be decoupled in separate silos for efficiency
reasons. Still, information gaps and waste in between the business planning and
development cycle could become evident when organisations are pushed towards faster
(e.g., daily) or continuous software release cycles.

There are only a few documented approaches for analysing software product
development in a holistic manner. As stated by Bosch et al. [17], few, if any, models
exist that can analyse both the internal and ecosystem dimensions of research and
development (R&D). The Business, Architecture, Process and Organisation (BAPO)
[16] model (the left-hand side of Fig. 1) has been used for evaluating software product
families and for analysing four main concerns addressed in product development:
(1) how to make a profit from products, (2) the technical means to build the software,
(3) responsibilities and relationships within software development and (4) the mapping
of roles and responsibilities to organisational structures. As an update and extension to
the BAPO model, the Ecosystem, Strategy, Architecture and Organizing (ESAO) [17]
model (the right-hand side of Fig. 1) addresses both the internal and ecosystem
dimensions for analysing company strategy, architecture and organising. Recently,
both the BAPO and ESAO model dimensions have been applied to describe the evo-
lutionary steps in the transition from traditional development towards an innovation
experiment system (IES) [18]. Figure 1 illustrates the key dimensions of the BAPO and
ESAO models. Later in this paper, we elaborate on the dimensions of the ESAO model
as we construct the CRUSOE framework to analyse the CSE prerequisites.
The CRUSOE framework illustrates possible interrelationships among ESAO dimen-
sions that we consider to be important for CSE. These interrelationships (links) have
also been previously addressed by the BizDev and DevOps concepts [3].

2.2 CSE in a Nutshell

When we use the term “CSE”, we are referring to an emerging software development
paradigm recently characterised by Bosch [14] (e.g., Stairway to Heaven, IES, and
continuous deployment) and Fitzgerald et al. [3] (e.g., Continuous*). IES is
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characterised by three coexisting aspects [19]: (1) “continuously evolving the software
by frequently deploying new versions”, (2) “customers and customer usage data play
[ing] a central role throughout the development process”, and (3) “development… focus
[ing] on innovation and testing as many ideas as possible with customers”. To be able to
frequently deploy new versions, it is necessary to be capable of CD, which, as defined by
Humble and Farley [4], is an array of software development, CI and continuous
deployment patterns for enabling fast, reliable and automated deployments to produc-
tion. Consequently, the CSE paradigm can be associated with the Lean Startup method
[2] (i.e., rapid validated learning) and enterprise agility [20] sensing (i.e., the capability
of continuously determining what is the most valuable feature for the customer) and
response (i.e., the capability of continuously deploying new versions to production).
Underlying agile principles emphasise collaborative work methods between business
people and developers: “Business people and developers must work together daily
throughout the project” [21]. Interdependencies between the business and development
aspects are often addressed via the need for establishing frictionless information flow
and decision making in product development [3, 15] (e.g., fast information flow,
transparency and continuous planning practices). Continuous information flow and
smaller batch sizes allow for better synchronisation of business planning with iterative
release planning methods and tools [22] (e.g., iterative feature prioritisation and road
mapping) and for breaking down requirements into small chunks that can be imple-
mented, tested and deployed in approximately 1- to 2-week sprints, as emphasised in
Scrum methodology [23]. Finally, shorter iterations allow for faster customer feedback
cycles, thereby reducing the risk of developing the wrong product. In website devel-
opment, continuous automated deployment can even enable rapid controlled experi-
ments [7] (e.g., A/B tests) with end users.

Fig. 1. The BAPO [16] and ESAO [17] models.
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2.3 Business Management Views on Strategy and Strategic Planning

When juxtaposing the ideology of CSE practices [1, 3] with the traditional, rationalistic
view of strategy and organisations [24], they appear ill-matched. Whereas CSE stresses
the importance of real-time actions and continuous change, the rationalistic view of the
strategy process [24] focuses on the creation of a structured future plan that is tem-
porally and practically separated from its implementation [26, 27]. This separation thus
relies on the assumption of a comparatively static and predictable business environment
that allows the rational managers [26] to first create a plan based on systematic
scanning and positioning [25] and then implement it while having sufficient control
over the consequences of their actions [27]. The usefulness of such theories for practice
has been questioned, as they do not sufficiently reflect today’s volatile organisational
reality [28, 29]. Therefore, there is a need for creating an understanding of strategy-
making that better addresses the turbulent organisational reality.

Strategic planning is all about answering the questions of where you are, where you
want to be and how you get there, as well as defining how these aspects are connected
[30]. The strategy process varies across companies, but at the company level, it should
be a continuous and issue-driven process [31]. In addition, the ways in which the
strategy can be implemented fall into specific routines and work patterns that vary from
firm to firm and between different types of firms [32]. Similarly, Brömmelstroet [33]
defines how strategic planning phases can vary widely in terms of how they are
organised (i.e., bottom up or top down), but all strategic planning processes can be seen
as multilevel company processes in which planning actors work together towards a
shared outcome. Even though the value of formal strategic planning has been strongly
questioned [34], it is still an activity that is widely carried out in companies [35].
Formal strategy has power in affecting organisational actions and practices, as it defines
roughly what is done and what is not done [36]. Eisenhardt and Brown [37] state that
strategy should be seen as temporary, complicated and unpredictable and that
strategy-making is a continuous process that is more oriented towards real-time
operations than long-term stable goals [37].

From the software development perspective, and especially from the agile and lean
software organisational perspective, Mavengere [38] clarifies that supply chain par-
ticipants should have their own strategic plans which should be related to the whole
supply chain’s plan, but he does not go into detail about how these plans are created
(i.e., the planning process in detail). On the other hand, Koenigsaecker [39] presents a
lean strategic organisational process in which strategic planning is typically done once
per year and is a learning experience in and of itself. In addition, monthly strategy
deployment meetings are held to review progress and create opportunities for sharing
lessons learned. The monthly strategy deployment reviews also help get the enterprise
thinking about how to make the work process fundamentally better every month.

According to [40], among software development companies, the time frame for
long-term strategic planning is commonly 3 years plus the current year. One of the case
companies in this study used continuous strategic planning in which strategic plans
were reviewed quarterly and monthly. The two other case companies reviewed and
updated their strategic plans annually. Their strategic planning practices were closer to
traditional project-based strategies than to continuous strategy practices – because the
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planning was performed annually, management approved plans which were then
implemented for the rest of the year. Continuous strategy is extremely vital in a
business environment that is constantly changing [41]. Suomalainen et al. [41] clarify
that even though a strategy exists all the time, it should be iteratively and continuously
updated based on market and customer demands. For example, past financial crises
have forced companies to realise that continuous planning is required throughout their
organisations; not only at the software development level, but also at the strategic,
business and financial levels.

3 The CRUSOE Framework

In this section, we introduce a new framework called CRUSOE that we later use to
analyse the CSE prerequisites.

Figure 2 provides a simplified illustration of the CRUSOE framework, which
utilises the dimensions of the ESAO model [17]: (1) Strategy: ecosystem strategy
(ES) and company internal strategy (CIS); (2) Architecture: ecosystem architecture
(EA) and company internal architecture (CIA); and (3) Organising: ecosystem organ-
ising (EO) and company internal organising (CIO). The CRUSOE framework is an
enhancement of the ESAO model that, according to the principles of CSE [1, 3],
highlights the interdependencies between the three dimensions. These interdependen-
cies are illustrated in Fig. 2, in which Areas 4, 5, 6 and 7 overlap with two adjacent
dimensions. These areas illustrate interdependencies (e.g., integrative activities and
combined practices) between dimensions. Area 7 illustrates the most overarching,
holistic practices for company governance. Consequently, Areas 4, 5 and 6 illustrate
more explicit integrative activities between dimensions, such as the BizDev concept
addressed by Fitzgerald et al. [3]. We argue that the BizDev activities are associated
with Areas 4, 5 and 7. According to Linden et al. [16], due to the interrelationships
among the dimensions, any change in one dimension may have consequences in
another dimension. These interrelationships have also been illustrated in the BAPO
model with arrows and lines (Fig. 1). In the rationalistic view of the strategy process,
and as stated by Bosch et al. [17], strategy should “idealistically” drive architecture and
architecture should drive organising. However, in practice, “one has to allow for
bi-directional dependencies” [17]. Moreover, the strategy must conform to empiricism
and business realities; e.g., seemingly irrational customer behaviour and the existing
constraints and capabilities of information technology (IT) and R&D. To summarise
the notions referred to earlier about the need for a flexible and dynamic strategy
process, we argue that the strategy process should not be seen as the process governing
“only business” or “all company processes”, but rather as a process that can, and
should, be continuously influenced by other company processes. Subsequently, there
are also bi-directional interactions and dependencies illustrated as overlapping areas
between each dimension and highlighted with numbers 4 to 7 in Fig. 2. Although the
CRUSOE framework is used herein to analyse the CSE prerequisites, we anticipate that
the framework could also be used for analysing other kinds of software-intensive
product development processes.
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In Table 1, we further elaborate on the key aspects of each area of the CRUSOE
framework. Areas 1 to 3 are adopted from the ESAO model definitions. Our contri-
bution to this area of study relates to the questions associated with establishing inte-
grative practices among the various ESAO dimensions (Areas 4–7). These questions
highlight relations between the ESAO dimensions and choices that the company has
available to it. For example, there could be a vast number of choices for how to build a
software-intensive product. However, only a few of the choices perhaps allow for the
proper means with which to generate revenue in the future (e.g. providing a proper
platform for a service business based on continuous deployment). Meanwhile, different
ecosystems could provide different technical and procedural capabilities for CSE. In
this paper, the purpose of the framework is to aid in analysing CSE in software-
intensive product development.

4 Case-Study Design

To investigate CSE in a real software development context and to validate the CRU-
SOE framework, we applied the case-study method [42]. Our goal in conducting
interviews was to gather data for a comprehensive understanding of the project’s goal
and of development and deployment practices. In addition, we asked about information
flow and interactions among company stakeholders, customers and suppliers. In eight
semi-structured face-to-face interviews, we asked participants to describe company
strategy planning practices and product development processes. We also explicitly
asked interviewees to identify the benefits and barriers associated with using the CSE
approach to product development.

The unit of analysis in our case study was the project; i.e., developing a smartphone
platform. Due to confidentiality reasons, we cannot provide a very detailed description
of the features of the product. The platform included both software and hardware
components. Consequently, this project is large, employing over 100 people directly
inside the case company and also several partners involved in hardware and software
development. We interviewed company personnel who were directly involved in the
product development or company-level strategy planning. We also collected data from
the organisation’s public webpages for a better understanding of the project’s purpose,

Fig. 2. Simplified illustration of the CRUSOE framework.
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Table 1. CRUSOE framework areas explained.

CRUSOE
framework Areas 1–
7

Analysis scope: company
internal (I)

Analysis scope: ecosystem (E)

1* - Strategy What are the options for how the
company generates revenue now
and in the future? [17]

What are the options that the
company has available in its
current role in the ecosystem?
[17]

2* - Architecture What are the options for
technology choices, technical
means and technical structures
to build software-intensive
products? [17]

What are the options for how to
design interfaces between the
company’s internal
architecture and related
ecosystem partners, such as
suppliers providing solutions
and firms that build software on
top of a product or platform?
[17]

3* - Organising What are the options for ways of
organising work, ways of
working, roles, responsibilities,
processes and tools within
software development? [17]

What are the options for how a
company works with customers,
suppliers, and ecosystem
partners in terms of processes,
tools used, ways of working and
ways of organising the
collaboration? [17]

4 - Strategy &
Architecture
interdependencies

What are the options to connect
the internal strategy and
architecture? E.g. what are the
practices for continuously
validating technology choices,
technical means and technical
structures that generate revenue
now and in the future?

What are the options to connect
the ecosystem strategy and
architecture? E.g. what are the
practices for continuously
comparing different ecosystems’
technical capabilities and
interfaces that generate revenue
now and in the future?

5 - Strategy &
Organising
interdependencies

What are the options to connect
the internal strategy and
organising? E.g. practices for
continuously adopting efficient
ways of organising work, ways
of working, roles,
responsibilities, processes and
tools.

What are the options to connect
the ecosystem strategy and
ecosystem organising? E.g.
practices for continuously
validating investments in
ecosystem processes, tools,
ways of working and ways of
organising the collaboration in
the ecosystem.

6 - Architecture &
Organising
interdependencies

What are the options to connect
the architecture and organising?
E.g. practices for continuously
refactoring technical structures
that provide efficient organising
ways of working, roles,

What are the options to connect
the ecosystem architecture and
organising? E.g. practices for
providing appropriate technical
structures for continuous
deployments and collaboration

(continued)
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company vision and strategic significance at the organisational level. We used con-
venience sampling for selecting interviewees and projects (i.e., those involving the
company that we could easily access). In addition, related workshop materials such as
video clips, photos and field notes were collected and stored to support the analysis. All
of the data was collected in 1- to 1.5-hour semi-structured interviews with eight
company employees. The interviewed employees’ job titles and responsibilities are
summarised in Table 2. All interviews were recorded for later transcription and a

Table 1. (continued)

CRUSOE
framework Areas 1–
7

Analysis scope: company
internal (I)

Analysis scope: ecosystem (E)

responsibilities, processes and
tools.

with customers and ecosystem
partners.

7 - Strategy &
Architecture &
Organising
interdependencies

What are the overarching
company governance options for
connecting the company strategy
with technical architectures and
with ways of organising? E.g.
practices for enabling a
company culture of continuous
improvement, experimentation
and innovation.

What are the overarching
company governance options for
connecting the company strategy
with ecosystem interfaces and
ways of collaborating with
customers and ecosystem
partners? E.g. practices for
enabling a culture of continuous
improvement, experimentation
and innovation with customers
and ecosystem partners.

*Areas 1 to 3 are the same as in the ESAO model [17].

Table 2. Interviewees’ job titles and responsibilities.

Job title Job responsibilities Interview
duration

Senior product
manager

Responsible for delivering product programs to
customers

117 min

Software platform
product owner

Platform software component–related supervising 103 min

Quality manager Product quality management including conformance
to product safety standards and environmental
regulations

105 min

Senior specialist Design and implementation of continuous
deployment processes and tools

104 min

President of the
business segment

Chief Executive Officer for the business segment 67 min

Business developer Product business development 78 min
Scrum master Responsible for coordinating software development

team work
86 min

Product manager Responsible for coordination of the product program 92 min
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qualitative data analysis was conducted using the NVivo tool [43]. The analysis was
performed by considering the CRUSOE framework dimensions and the questions
presented in Table 1.

5 Findings

In this section, we analyse the prerequisites for applying CSE through case-study data
and by applying the CRUSOE framework areas introduced in Sect. 3.

5.1 ESAO Overview: Strategy (1), Architecture (2) and Organising (3)

The case company offers a wide range of products, platforms and R&D services that
typically involve radio technologies and wireless data transfer. Consequently, the
company is involved in multiple ecosystems. The company is also an active contributor
to several open source software projects. Recently, the company has expanded its
product portfolio towards Internet of Things (IoT) solutions and data analytics services.
Its main customers are from the B2B domain, including both private- and public-sector
organisations. Hence, when analysing the strategy and connected software development
practices, it is necessary to explicitly specify which product category and customer
segment is under analysis. The company has an established position in manufacturing
systems for public safety and the military. However, more recently, the company has
adopted a strategy for developing product platforms that allow tailored products to be
created that could be sold to consumer markets (B2C). The smartphone platform project
that we analysed in this case study is an example of this type of product.

We consider this company to be a very interesting research context for CSE
because the company has many products in their portfolio and there are many different
kinds of customers involved. This clearly addresses the challenges in defining product-
and company-level processes.

In this way, the company has systematically developed capabilities to adapt to
different customer contexts and software ecosystems and also to rotate employees
among projects to develop the employees’ skills and technical knowledge. Conse-
quently, the interviewees often referred to other projects that they were aware of or had
worked on previously. The interviewees emphasised that although there was a
company-wide defined product development process that was, in principle, guiding all
company projects, individual projects often improvised; i.e., very different methods
were used or they worked in collaboration with specific customers and other ecosystem
partners. Hence, when asked about the benefits of and barriers to using the CSE
approach in product development, the interviewees considered opportunities for using
the CSE approach as highly context-sensitive. Different products and customer seg-
ments were considered as having very different CSE prerequisites. These customer
segments could be characterised by two extremes: “conservative public-sector cus-
tomers” and “fast-moving private-sector customers”. Different product segments could
be characterised by “large and complex multivendor legacy systems” and “compact
consumer products”.
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5.2 CRUSOE Area 4: Connecting Strategy and Architecture for CSE

This section analyses the options for connecting the internal and ecosystem strategy
with the architecture for CSE; i.e., interfaces and technical structures to create revenue.
The Android operating system (OS) [44] was selected as the software baseline for the
smartphone project. When considering the various smartphone OS ecosystems, the
Android OS currently has by far the largest market share, dominating markets with
over 80 % of the total market share [45]. Hence, the selected platform also allowed for
opportunities to generate future revenue as additional product applications could be
continuously provided via the Google Play store (http://play.google.com/store/apps).

The project budget and product strategy management-level planning occurred in
monthly cycles. The development teams organised their work into 2-week sprints that
also guided and synchronised several planning-related activities such as the planning
associated with validating technical interfaces, features and release-content prioritisa-
tion. The project actively used a CI system, thus new versions of the product could be
produced several times a day. These new software versions were mainly used for
internal testing purposes. Nevertheless, the project was considered capable of contin-
uously delivering new versions to demonstrate the latest interfaces and product features
for customers and ecosystem partners. We consider that interdependency with business
planning (i.e., continuous synchronisation of development sprints with continuous
strategic planning and budgeting cycles) was clearly a key prerequisite for using the
CSE approach because it allowed for continuous feedback cycles and transparency in
terms of how the project was progressing.

5.3 CRUSOE Area 5: Connecting Strategy and Organising for CSE

This section analyses the options for connecting the company’s internal and ecosystem
strategy with internal and ecosystem organising for CSE. The interviewees emphasised
how the transition towards CSE was a strategic decision that governed practices
relating to how products were designed and how the company was organised. More-
over, adopting CSE was considered as a competitive advantage in that it provides better
transparency, efficiency and flexibility when working with different customer projects.

When considering the smartphone project-level CSE strategy, we could see that the
CSE approach was mainly limited to software development practices such as CI and
test automation. The interviewees also pointed out that while the company was a small
player in the Android OS ecosystem, it had to adjust its internal plans according to
supplier schedules and technology roadmaps. Meanwhile, larger smartphone vendors
had more power to affect their supplier’s plans. Consequently, the interviewees con-
sidered supply chain support as a key CSE prerequisite and also as a key hindrance to
not being able to fully implement the CSE approach (e.g., CD in the project).

To summarise our findings regarding strategic dimension interdependencies with
organising, we consider that currently, the company’s internal strategy is to adopt a
CSE capability. This is also the main driver for using CSE in the company projects.
The company had already made significant investments in terms of promoting CI and
CD solutions (e.g., automation) for use in software-intensive product projects.
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As concrete evidence of the strategic decision, the company had established a team of
experts to implement the technical CI and CD framework (toolbox) so that it could be
adopted in all company projects. This expert team was also in charge of coaching
projects on how to adopt CI development practice. We consider this activity as a key
interdependency between the strategy and organising aspects that was clearly con-
tributing to the company’s transition towards CSE.

When considering other aspects of the ecosystem, some of the existing customers
showed very little interest in using the CSE approach in product development projects.
So far, only a few private-sector B2B customers had insisted on using the CSE
approach in the development of consumer products. One interviewee pointed out that
some customers have very little knowledge of and experience in agile product devel-
opment methods. Meanwhile, public-sector customers in particular often have estab-
lished and formal staged processes for acquiring software-intensive products; e.g.,
communication equipment for the military and for public safety must go through
rigorous testing and certification processes before it can be put into actual use. Con-
sequently, an educated and motivated customer was considered as an important CSE
prerequisite.

5.4 CRUSOE Area 6: Connecting Architecture and Organising for CSE

This section analyses the options for connecting the company’s internal and ecosystem
architecture with organising for CSE. The interviewees considered the selected
Android OS platform architecture (e.g., the hardware and software technology plat-
forms and associated tools) to provide an adequate technical capability in terms of
delivering software to end users rapidly and over-the-air (OTA) [46]. We consider this
as a key prerequisite associated with the interdependency between the organising and
architecture dimensions.

Several interviewees emphasised how the technical capability of providing updates
continuously must be aligned with quality assurance practices and cycles for testing.
The interviewees stated that the prerequisite of frequently delivering new updates to the
end user would have to precede the rigorous internal testing period. One interviewee
stated that some bugs can be identified only after using the product for a long period of
time, which could be a challenge for CD. System updates that require rebooting or
interrupting end-user product usage were also considered problematic since they could
easily annoy end users. Moreover, updates in business and critical safety systems
cannot interrupt or compromise the availability of the service. Consequently, it is a
prerequisite to minimise breaks in service availability and deliver updates so that the
end user is not interrupted.

We consider the interviewees’ previous experiences in using rapid prototyping and
demoing to be somewhat controversial. Although rapid prototyping was acknowledged
as very important and good practice for identifying key functionalities and require-
ments for the product in the early phases of development, there were also drawbacks
such as undisciplined processes for bug fixes and feature prioritisation. Two intervie-
wees identified the problem known as the HiPPO; i.e., the “Highest Paid Person’s
Opinion” [7]. One interviewee emphasised how the processes for building prototypes
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and actual products were very different. Although prototypes can often be used for
demonstrating new functionalities, they do not typically meet the proper internal
quality criteria that are required for real products. Consequently, some managers are
often too optimistic about how much work is still to be done in order to finalise the
product. Therefore, the company needs to develop balanced processes that integrate
speed and stability in order to build actual products in an experimental manner. An
important CSE prerequisite is thus that the company increases its understanding of the
experimentation process and that it reviews current best practices, milestones and
checklists for product development. Methods for managing technical debt are partic-
ularly important prerequisites for CSE.

5.5 CRUSOE Area 7: Overarching Governance for CSE

Finally, this section analyses the options for overarching company governance for CSE.
As stated earlier, we considered that the company management had clearly made a
strategic decision to promote the CSE approach in all of its company projects. Two
interviewees stated that any investment promoting CSE was an important “investment
for the future”. The interviewees considered it important to establish and improve
systems for company-wide information transparency and for the real-time availability
of customer feedback and product quality metrics. We consider the company’s senior
management’s commitment to promoting the capability of using the CSE approach in
product development as a key CSE prerequisite. We can identify several activities that
indicate the company management’s commitment to investing in CSE, such as an
investment in people, tools and processes for enabling the rapid deployment of CI in all
company projects; increasing test automation coverage; developing methods for
end-user data collection (product platform instrumentation for data collection); sys-
tematising customer feedback collection (e.g., customer surveys); and developing tools
and processes for analysing user data and sharing information internally in the com-
pany via IT systems. The company also arranged regular sessions for employees to
promote internal experience sharing and bottom-up strategic planning.

5.6 Findings’ Summary

In summary, we identified the following key CSE prerequisites in a smartphone
platform project: (1) customer education and motivation, (2) software ecosystem
support, (3) supply chain stakeholder support, (4) leadership commitment, (5) process
rigor for experimentation, (6) quality assurance process cycle duration, (7) technical
debt management, (8) OTA updates with minimised breaks in service availability, and
(9) internal experience sharing and bottom-up strategic planning. The CRUSOE
framework has significantly helped us to systematically categorise and more clearly
articulate the prerequisites for using CSE in the case-study (smartphone platform)
project. Based on our case-study findings, applying CSE to product-oriented devel-
opment can involve a complex organisational change within and between software
development and business activities. Whereas the adoption of technical infrastructure
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and development practices is an important starting point for CSE, one should also
consider the company’s culture, leadership and key stakeholder relations.

6 Discussion

This section continues our interpretation of the case-study results and synthesis of the
prerequisites for CSE in software-intensive projects together with recent related
empirical studies on the research topic. In Table 3, we list the main findings from the
studies.

6.1 Synthesising the Prerequisites for CSE

As identified in previous studies referred to in Table 3, the challenges associated with
CSE are often multidimensional. Incorporating pilot or lead customers in the devel-
opment process and business-model change is clearly a commonly identified prereq-
uisite for CSE that involves both the company’s internal and ecosystem processes. In
addition, the supply chain (e.g., the component and technology platform suppliers)
must be incorporated in the development cycle to be able to continuously integrate all
of the product components and test the product.

As stated by Facebook’s release engineering manager, “Mobile deployments are
more challenging than Web deployments because we don’t own the ecosystem, so we
can’t do all the things that we would normally do” [12]. A company’s role in the
ecosystem can significantly affect how feasible it is to use the CSE approach. Earlier
case studies have identified ecosystem-related challenges in CD, such as dependencies
on the hardware platform component supply process and interrelated customer pro-
cesses, such as periodic tendering, periodic budgeting, product piloting and acceptance

Table 3. Recent empirical studies on obstacles and challenges for CSE.

Leppänen et al. [8] Obstacles for CD: “resistance to change”, “customer preferences”, “domain
constraints”, “developer trust and confidence”, “legacy code considerations”, “[test automation]
duration, size and structure”, “different development and production environments”, “manual
and non-functional testing”.
Lindgren et al. [9] Domain-independent challenges associated with continuous
experimentation: “organizational culture”, “availability and sharing of data”, “data analysis”,
“identifying metrics”, “release cycle speed”, “defining product roadmap”, “time [resources]”,
funding [resources], “technical obstacles”.
Rissanen et al. [10] B2B specific challenges of CD: “technical challenges”, “customer
challenges”, “procedural challenges”.
Olsson et al. [47] Challenges identified in the adoption of CD: “diverse adoption of agile
practices among teams”, “complexity of team resource allocation”, “dependence on resources
outside of the team”, “difficulties in analyzing and maintaining automated tests”, “difficulty in
removing or reducing old tests”, “difficulties in establishing efficient rollback mechanisms”, “no
effective mechanism for analysis of customer data”, “lack of understanding about feature use”,
“no pro-active use of customer data”.
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testing practices. These ecosystem-related constraints could require overarching
changes in a company’s business model, architecture and organising.

As identified in previous case studies, the product architecture must provide
capabilities for adequate componentisation for partial and staged release, including
roll-back mechanisms. Additionally, internal and ecosystem stakeholder needs must be
addressed in the architecture; e.g., enabling CI and partial deliveries of products
without updating the whole product. Technical capabilities for CD and continuous
testing in production-like (staging) test environments are prerequisites for pushing
reliable, bug-free releases into the customer’s production environment. While
deployment to the production environment can technically be similar to deployment to
the staging environment, it involves risks directed towards the customer’s business.
Consequently, deployment to production must ensure the rapid identification of any
abnormalities in the system and, if needed, an immediate roll-back to the previous
functional configuration.

The experimentation of new functionalities on Facebook is conducted via “ca-
narying” [12]; i.e., collecting user data from alpha and beta test groups before engaging
in mass deployments, where changes are pushed out to all production systems (servers).
As identified by Rahman et al. [6], CD is used almost solely for deploying websites.
Hence, we consider that Internet- and cloud-based virtualisation technologies provide
the best technical capabilities for CSE. Cloud-based services are nowadays often inte-
grated with embedded systems and consumer products (e.g., sports-tracking and
health-monitoring applications). Consequently, this trend may also enable the increasing
use of the CSE approach in the future.

As identified in previous studies, it is a prerequisite that a project must have the
capability for continuous integration and testing of the whole product. The existing
system for CI can often be incrementally upgraded for automated delivery; i.e., a
continuous release process also involving the release of the decision-making (e.g.,
acceptance) process for customer deliveries. As the release cycle may shorten quite
dramatically, it is paramount that the user experience (UX) and system design functions
are integrated into the development team to enable the efficient planning of features.

From a release planning point of view, in traditional software projects, the cus-
tomer’s role is to be involved in the planning and freezing of requirements at the
start-up stages of the project. Consequently, the customer accepts project delivery
based on customer validation at the end of the project. From the development process
point of view, a customer’s role and responsibilities could change radically when
moving from periodic traditional methods towards CSE. Although a product owner can
represent the customer, the actual customer must also take a more active stakeholder
role throughout the project because deliveries can be experimental (tentative and prone
to change) and they can occur more frequently. Subsequently, the delta between
deliveries to be accepted by the customer is smaller. CD, however, depending on the
industry domain, may radically impact how value is delivered to users.

Moving away from periodic delivery (large releases) often leads to inevitable
business-model transformation. CD involves customer use and purchase processes.
Internal business planning, requirement prioritisation and release delivery processes are
also involved. However, organisational capabilities for CD must be considered. As
stated by Facebook’s release engineering manager, “CD works for small teams, within
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20 to 30 changes per day”. Hence, more complex systems and large projects (i.e., with
more than 100 developers) working in a common code base may have to settle for a
lower continuous deployment frequency.

6.2 Study Limitations, Future Studies and Threats to Research Validity

The main limitation in our study relates to the constructed CRUSOE framework
because it has only been validated through one case study. More empirical studies are
needed to validate the framework’s true utility. Moreover, as our goal was to under-
stand the holistic prerequisites for CSE, we acknowledge that is it also beneficial to
investigate explicit CSE practices and also dependencies within individual dimensions.
Consequently, for future studies, it might be useful to either scope the research topic
and/or apply the framework in a different software project context. Applying the
CRUSOE framework in a different context would also provide information on how to
improve the framework.

The main threats to validity and the limitations in case studies are typically
addressed by the data-collection methods, data interpretation, reliability and general-
isability of the results. Due to the nature of the case-study method, the results are not
generalisable to the whole industry. To mitigate the risks associated with construct
validity (e.g., misunderstandings and misinterpretations between the interviewer and
interviewees), we started each interview with a 5- to 10-min introduction on the
research topic and key concepts of CSE (e.g., CD and continuous experimentation).
The semi-structured interview method allowed us to ask clarifying questions
throughout the interview. We also arranged for an interactive feedback session with the
case company representatives to share interview summaries and to get feedback on our
analysis; i.e., how we (the researchers) interpreted the interviewees’ answers. The
company stakeholders confirmed that our findings were correct.

7 Conclusion

In this paper, we have applied the case-study method to a smartphone platform project
to investigate the prerequisites for CSE. First, we specified the CRUSOE framework in
terms of it allowing for a holistic, systematic and structured investigation of the pre-
requisites for CSE. We consider that the CRUSOE framework enabled us to more
precisely articulate and analyse the prerequisites for CSE. The framework can further
aid in developing estimations regarding the changes that are needed when moving from
traditional product development to CSE. Finally, the case-study findings were syn-
thesised alongside related recent studies. The results indicate that using the CSE
approach in product-focused software development could involve several areas within
and between the strategy, architecture and organising dimensions. Moreover, novel
integrative activities are needed for eliminating disconnects and for balancing speed
and stability (e.g., feature-driven development and managing cumulating technical
debt). Although these are initial ideas on how to organise continuous experimentation
in software development, rigorous processes are needed between the customer and the
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supplier. Our case study indicated that opportunities for using the CSE approach in
product development are often context-sensitive (e.g., customer and product depen-
dent). Moreover, customer motivation and ecosystem support for CSE are important.
Although the CSE approach is mostly used for website development, more systematic
use of CSE could enhance the competitiveness of product-oriented companies. How-
ever, more prescriptive models and best practices are clearly needed to describe how
CSE should be implemented in product-oriented software development.

Acknowledgments. This work was supported by TEKES as part of the Need for Speed Project
(http://www.n4s.fi/) of DIMECC (Digital, Internet, Materials & Engineering Co-Creation).
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Abstract. Over the years, software development has evolved to meet
the needs of new types of applications and to embrace new technological
disruptions. Today, we witness the rise of mobility where the role of the
conventional high-end PC is declining. Some refer to this era as the Post-
PC era. This technological shift, powered by a key enabling technology,
cloud computing, has opened new opportunities for human advancement.
Consequently, the evolving landscape of software systems drives the need
for new methods for conceiving them. Such methods need to: (a) address
the challenges and requirements of this era and (b) embrace the benefits
of new technological breakthroughs. In this paper, we list the charac-
teristics of the Post-PC era from the software development perspective
and describe two motivating trends of software development processes.
Then, we derive a list of requirements for the future software develop-
ment from the characteristics of the Post-PC era and from the motivating
trends. Finally, we propose a reference architecture for cloud-based soft-
ware process enactment as an enabler for Software Development as a
Service. The architecture is the first step addressing the needs that we
have identified.

Keywords: Software Development · Post-PC Era · Process Enact-
ment · Clouds

1 Introduction

Software systems are playing a critical role in modern society. Many aspects of
our lives (e.g. transport and health care) are dependent on software. In a way,
software is smartifying our lives through the smart X trend (phones, watches,
glasses, cars, grids and cities). The list goes on leading to a smart society where
every aspect of the society is connected to, influenced by, and dependent on
software. Although, this helps addressing several societal challenges, it comes
with the cost of increased software complexity. This complexity is then reflected
on the way software is conceived where the expectations of quality, reliability,
security, safety and fast delivery are higher than ever.
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Driven by challenges and opportunities, software development will continue
to evolve to address the smart society needs and beyond. For example, the
Internet has made Global Software Engineering (GSE) possible while economical
factors and market needs have motivated the rise of new development paradigms.

As Maximilien and Campos point out [10], we are entering the Post-PC era.
This era is characterized by the increasing mobility and connectivity of people
and devices, and the use of the Internet as a computing delivery medium. The
role of the traditional personal computers (high-specification desktops) is grad-
ually declining. Personal computers are becoming mobile and low-specification
devices. Users can use any Internet-connected low-specification device to per-
form their tasks on powerful computing resources delivered over the Internet
(using tools which are delivered as services). With this mobility, the relevance of
OSs/platforms becomes less [7] as many software applications are offered in an
OS/platform neutral fashion (e.g. services or HTML5). Cloud computing pro-
vides the enabling computing infrastructure on demand for such applications.

Accordingly, the way software is conceived needs to adapt to the ris-
ing Post-PC era. Software development is a complex socio-technical process
which involves multiple stakeholders. Development teams use a wide range of
tools/platforms for development, testing, deployment and operation of software.
Some of these tools are already offered through the Internet (e.g. Eclipse Orion1).
This paradigm is often referred to as Tools as a Service (TaaS). TaaS, however,
overlooks the organizational aspects of the process. Therefore, there is a need
for Software Development as a Service (SDaaS) which uses the cloud to support
modelling, managing and enacting software processes in a model-driven fash-
ion. SDaaS can utilize cloud as an execution and distribution medium where
tools are offered as services and orchestrated in workflows. Development envi-
ronments will be created on the fly and scaled as needed. Engineers will be able
to do their work on-the-go from anywhere. Furthermore, modelling and monitor-
ing the process itself will integrate the organizational and management aspects
into the development environment.

In this paper, we propose a reference architecture for cloud-based software
process enactment as an enabler for Software Development as a Service (SDaaS).
This architecture brings the benefits of clouds and modelling to support develop-
ment processes. We describe two industry-inspired development trends from the
two themes: Continuous Delivery and Global Software Engineering. We high-
light the impact of the Post-PC era on software development and identify the
requirements of software development in that era. Based on these requirements,
we design the proposed SDaaS architecture.

2 Motivating Trends

In this section, we list and discuss two industry-inspired motivating trends which
describe different development/business needs a modern software vendor is fac-
ing. For each trend, we discuss its impact on software development.
1 https://orionhub.org/.

https://orionhub.org/
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2.1 Continuous Delivery

Continuous Delivery [9] has become a trendy software development paradigm
along with DevOps. Together, they aim at bridging the gaps between devel-
opment and operations teams and automate the build-test-deploy-release cycle.
The motivation is to achieve frequent releases, reduce conflicts and therefore,
reduce cost. To achieve such automation, teams should follow certain practices
and use supporting tools/platforms. Humble and Farley [9] set the principles
and technical practices for successful implementation of Continuous Delivery. We
use Facebook’s deployment pipeline [6] as an example of a Continuous Delivery
process for large projects. Facebook is an example of a complex software that
requires rapid innovation and release of new features. As shown in Fig. 1, the
release cycle for each new feature starts by engineers coding a new feature or a
bug fix. The code is then reviewed by a different engineer using the Phabricator
code review tool. Tools such as distributed source control and automated testing
packages are used. The code is released on stages: first it is released to internal
employees to test it and is also tested for performance issues using Preflab. Then
(after fixing any discovered issues), it is released to a small portion of users using
the Gatekeeper tool. Only after these stages have passed successfully, the new
feature would be released to all users.

Discussion. Facebook is delivered through the Internet and changes and new
features are continuously pushed to users transparently. This means that devel-
opers will be committing and integrating code very often (sometimes on daily
basis). The benefits of such frequency includes maintaining a bug-free code base
and easier bug fixing (since searching for bugs is limited to last pushed code).
Automation and repeatability of the software build-test-deployment-release are
a key enabling factor to Continuous Delivery. To pick up the fruits of Continuous
Delivery, the social/organizational aspect must be considered. For example, if
developers do not commit their code regularly, the Continuous Delivery chain
is broken. Therefore, there is a need for convergence and monitoring support to
ensure certain processes and practices are followed.

2.2 Software Outsourcing

The Post-PC era is also a globalized era. Software development outsourcing
was driven by business and economic factors (e.g. exploiting low-cost developers

Fig. 1. Facebook’s deployment pipeline [6].



Software Development in the Post-PC Era 665

and reducing the time-to-market). In addition, companies tend to outsource the
tasks that they lack the skills or expertise to perform. Outsourcing can take place
either within the same organization (intra-organization) or across organizations
(inter-organization).

This example is inspired by the railway system development. In this sce-
nario, there are two companies cooperating on system development. Company
A is a contractor that runs large industrial projects for designing/redesigning
railway networks. Among various tools the company uses a number of simula-
tion tools to visualise and analyse the systems it is building, to debug them,
to check their characteristics (such as throughput, energy consumption, perfor-
mance and capacity). During such projects company A develops a wide range
of models, diagrams, documents and blueprints that will be used for building
the network. As part of this work, company A needs to develop a safe signalling
software to operate the network by following a stringent software process. To
ensure the system safety, company A would like to use industry-strength for-
mal technologies. Company A does not have expertise in conducting large-scale
formal verification of complex systems so it decides to outsource this work to
small independent company B that has the right skill set. Conducting this type
of verification is the main business of company B. The artefacts to be used by
company B include layouts, infrastructure data, service patterns, timetables and
control tables. Due to the confidential nature of these artefacts, company B signs
a non disclosure agreement and a Service Level Agreement (SLA) with company
A and as a precaution, it undertakes all its processes on a private infrastructure.
Both companies (A and B) only exchange relevant artefacts and do not know
each other’s internal processes.

Discussion. In reality, large scale projects may include intra and inter-
organization outsourcing with other teams/partners. Management of such
projects can be tedious and consumes enormous resources (time and effort) to
monitor and synchronize the different outsourced sub-projects. Several issues
may arise. Small issues such as using different tool versions by different teams
may easily go unnoticed till a late stage of the project at which it will become
very costly to fix. Other concerns include how to ensure the quality of the out-
sourced tasks and how to monitor that they have been performed according
to SLAs. Process-state-awareness and communication is vital for the success of
such distributed development projects [7]. Therefore, there is a need for efficient
management and monitoring of such projects.

3 Characteristics of the Post-PC Era

The term Post-PC era was used to describe the fall of PC sales due to the rise of
mobile devices. When David Clark used the term for the first time in a talk called
“The Post-PC Internet” in 1999, he predicted that the future will be “inevitably
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heterogeneous” and “a network full of services”2. Today, we can see this prophecy
taking place in the form of heterogeneous mobile devices and services while PCs
are becoming more portable and low-specification. The technology shift in this
era is enabled by cloud computing technology and the Internet. This shift has
changed the way users access and interact with technology. We categorize the
characteristics of the Post-PC era into two categories: (a) technical and (b)
organizational.

3.1 Technical Characteristics

The Rise of Mobility. Over the past few years, mobile devices have been shak-
ing the dominance of PCs. Users use mobile devices for many daily activities.
This has enabled new business models and new software distribution platforms
(e.g. app stores) [7]. Consequently, users have become more mobile and have
adopted new interaction patterns for interacting with technology (e.g. touch
and voice). This increasing mobility impacts software development in two ways:
one impacts the produced mobile software (e.g. to have less power consump-
tion) and the other impacts the development process itself. The new interaction
paradigms that came with mobile devices have driven new works on uncon-
ventional development methods. Microsoft TouchDevelop [4] platform enables
programming on the go using only mobile phone touch screens. Another trend is
using voice recognition to input code3. The Cloud as the Development and
Operation Platform. Mobile devices have limited computing power. To over-
come this challenge, mobile applications delegate the processing and storage to
cloud platforms over the Internet. Cloud computing allows acquiring computing
resources on the fly and on a pay-as-you-go pricing model. This paradigm has
enabled Software, Platform (hardware, OS, etc.) and Infrastructure to be offered
as services over the Internet. Consequently, software development is increasingly
relying on Internet services which enable collaboration and integration between
development teams (e.g. Github4). Open source software and crowdsourcing are
examples of how the Internet (powered by the cloud) enables collaborative devel-
opment. In addition, many software systems are now built by aggregating other
services from the Internet. Cloud is becoming the development and the operation
environment for software. This trend raises the need for alternative methods and
technologies to conceive, design, implement, test, deploy and evolve software [7].

3.2 Organizational (Business) Characteristics

On Demand Infrastructure and Tools Acquisition. With cloud and
services, traditional software distribution models have changed. Desktop
clients are being changed to cloud-based tools and mobile applications.

2 http://www.nytimes.com/1999/04/18/business/economic-view-is-mr-gates-pouring-
fuel-on-his-rivals-fire.html.

3 https://www.youtube.com/watch?v=8SkdfdXWYaI.
4 https://github.com/.

http://www.nytimes.com/1999/04/18/business/economic-view-is-mr-gates-pouring-fuel-on-his-rivals-fire.html
http://www.nytimes.com/1999/04/18/business/economic-view-is-mr-gates-pouring-fuel-on-his-rivals-fire.html
https://www.youtube.com/watch?v=8SkdfdXWYaI
https://github.com/
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Computing infrastructure is now only acquired and scaled up/down as needed.
Along with this shift, pricing models have also changed from the desktop
client licence model to in-app purchases and pay-as-you-go models. Globalized
Development. As mentioned earlier, the Post-PC era is driving the devel-
opment and operation to take place in the cloud. This has facilitated under-
taking global software development projects. Software development outsourcing
helps reducing costs and development time, but also introduces management
challenges to overcome spatial, cultural and geographical distances in order to
ensure the quality of the product and effective communication between devel-
opment teams. Dissolving Boundaries. The Internet has made geographical
boundaries within or between companies disappear. In addition, team bound-
aries are also fading [7]. Design, development, testing and operations are no
longer isolated tasks. Trendy development paradigms such as DevOps calls for
tight collaboration and integration across these tasks.

4 Software Development in the Post-PC Era

The characteristics listed in the previous section affect how software development
is going to be conducted in the near future and raises the need for new methods
and tools for software development. Here, we list a non-exhaustive list of require-
ments (derived from Sects. 2 and 3) for the next software development environ-
ments: Process Monitoring & Management. Regardless of which process
model you use, the need for process visualization, monitoring the process status
and detecting/predicting problems and deviations becomes vital. Considering
the outsourcing scenario in Sect. 2, visual models of the process would ease com-
munication and understanding between distributed teams. Process monitoring
and status checking would help project managers to identify bottlenecks in the
process; Tools as a Service. The process models contain the tools needed to
support the process. To achieve executability of models, the required tools should
be available as a service over the Internet. While some tools can be automated,
others can be interactive. Interactive tools should provide interaction patterns
over the Internet. Consistency of tool versions used by distributed teams for
development and production is vital. As Humble and Farley [9] demonstrate
(using their experience from real-world projects), using different versions of the
same package by collaborating teams could create very costly problems; Prove-
nance, Governance & SLA monitoring. Software development is a human-
centric process and when the involved humans are distributed within the same
or across different companies, effective management becomes essential. As men-
tioned earlier, process monitoring and consistency checks are important, but they
are not enough. Data about the process, its enactment environment, the tools
used, the stakeholders involved and the artefacts produced/consumed should
be logged. Such data can be useful for process improvement and accountabil-
ity. Moreover, when multiple companies are involved in a project, the processes
followed by both parties should comply with the agreed SLA. Therefore, there
is a need for SLA monitoring to assist the management of such collaborative
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projects and ensure all parties are compliant; Artefacts Management. Arte-
facts are tightly related to the previous needs and process models are artefacts
themselves. Therefore, artefacts should be managed and stored effectively. They
should be accessible from anywhere and available at any time. Changes made
to them should be tracked and different versions of an evolving artefact should
be kept; Automation. The question about how much automation one can have
in a software process is important. The answer is indeed, a limited portion.
However, automation when possible is beneficial. Repetitive tasks such as the
build-test-deploy-release cycle are error-prone and their automation can prevent
errors and save time. Non-interactive tasks (e.g. testing or model checking) can
be automated. Furthermore, automated background service can be run to check
consistency and compliance and monitor SLAs.

5 Reference Architecture for Enabling SDaaS

Aggregating the previous needs leads to Software Development as a Service
(SDaaS). SDaaS provides tools for modelling, enacting and managing software
processes. It enables orchestrating tools on the fly as services and manage and
store artefacts in the cloud. In addition, it enables utilizing the scalable cloud
resources to run automated processes and meet the needs of computing-intensive
tasks (e.g. code analysis and testing). In this section, we propose a reference
architecture for SDaaS. The architecture is model-driven where processes are
modelled and enacted as workflows.

The architecture complies with the Workflow Management Coalition
(WfMC) reference model [8] and is designed as a service. It consists of three
main components: (a) The modelling and management interface is offered
as Software as a Service (SaaS) and allows distributed teams to access, model,
enact and manage processes. (b) The enactment service is offered as a Plat-
form as a Service (PaaS) and handles the instantiation, enactment and moni-
toring of process models. And (c) Workflow Engines are deployed in a set of
hybrid clouds and enact the individual workflow tasks/activities.

5.1 Process Modelling (Build Time)

Software processes consist of a set of different types of (e.g. interactive or auto-
mated) activities, which are to be enacted by different stakeholders with dif-
ferent enactment requirements (e.g. privacy, computing power). These process
details need to be captured. Software & Systems Process Engineering Meta-
model (SPEM2.0) [11] is the Object Management Group (OMG) standard for
modelling software processes. SPEM2.0 lacks explicit support for expressing
cloud-based process enactment and control flow semantics. Consequently, we
proposed EXE-SPEM [2] which is an extension of SPEM2.0 for cloud-based
enactment. Software process models modelled in EXE-SPEM can be mapped to
an executable XML notation.
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Figure 2 shows the software process build time components which are packed
as a SaaS solution. The Model Authoring module allows constructing process
models using EXE-SPEM constructs. The Access & Sync. Service applies
access management policies and ensures the consistency of models that are being
authored by distributed teams simultaneously. This module also notifies collab-
orators when a model is changed/updated. Once the model is authored, the
Model Storage Service allows saving/retrieving the model into the cloud-
based repository through the enactment service API. Finally, models can be
transformed into the executable XML notation from EXE-SPEM using the
Model Transformations module.

Fig. 2. Detailed architecture for the Software Development as a Service (SDaaS) plat-
form.

5.2 The Enactment Service (Runtime)

The enactment service has an API to interact with the process modelling ser-
vice. This way, modelling can be done from SaaS or a plug-in for a legacy desk-
top client. Behind the API, the service is responsible for the runtime instantia-
tion and execution of process models. To do this, the service consists of several
modules as illustrated in Fig. 2. These modules are: The REST API pro-
vides endpoints for process enactment and monitoring and artefacts storage and
retrieval; The Artefacts Manager stores the artefacts and meta-data about
them into the artefacts repository. Software processes involve producing large
number of artefacts such as: code, models and documentation. These artefacts
capture invaluable information about both the software process and product evo-
lution. The artefact meta-data includes: actors involved, version, tools used and
the date and time the artefact was created/modified; The External Tools are
service blocks performing the process activities. These blocks are either: inter-
active, control points (providing control flow during the process execution) or
automated fire-and-forget activities. This module provides the necessary infor-
mation on these activities when needed for process execution; The Execution
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Manager orchestrates the enactment of process models. First, an instance of
the model is created and the ready-to-execute activities are passed to the sched-
uler. The scheduled activities are then executed on workflow engines. During
the execution of the process, the execution manager tracks of the status of the
process instance being executed. This module also logs all the provenance data
about each process instance execution; The Workflow Engines Registry is
responsible for starting, stopping and monitoring workflow engines based on the
activities scheduling policies used by the scheduler. Workflow engines are inde-
pendent applications running on different cloud providers. Activities get exe-
cuted in a workflow engine that is deployed on a public or private cloud. The
workflow engine has to meet the execution requirements expressed in the process
model. The execution of activities is a black-box execution which means that the
workflow engine would not know any information about the process being exe-
cuted. This reduces the risks of privacy and confidentiality breaches. In order to
decouple the enactment service from the workflow engines, asynchronous commu-
nication between them is achieved through message oriented middleware; The
Scheduler handles the planning of process execution. This involves checking
the needed resources (from the process model). The scheduler should operate
using a policy to meet the enactment requirements (e.g. enacting an activity
on a private cloud) while minimizing the cost. Several cloud-based workflow
scheduling algorithms exist and can be used (e.g. [1]). The schedules generated
by the scheduler determine the expected load of execution and is used by the
workflow engines registry to dynamically scale the number of workflow engines;
The Consistency Checker automatically checks the process consistency dur-
ing its execution which can alleviate problems early and save time and cost (as
explained in Sect. 4). Discussion of consistency checking techniques is beyond the
scope of this paper; The SLA monitor transparently ensures that all parties
collaborating on a project are not breaching the agreed SLA (as explained in
the software outsourcing scenario in Sect. 2). While each organization can have
its own SDaaS environment, these environments can exchange data about the
process state and execution using the External Workflow Collaboration module;
Finally, The External Workflow Collaboration allows process execution to
incorporate invoking processes managed by another workflow system (e.g. from
a different company).

6 Conclusion

The Post-PC era is here and software is embedded in almost every aspect of our
daily life. Software systems have evolved but the way they are conceived still
needs to be rethought to adapt to the new era’s challenges and to embrace its
technological breakthroughs.

In this paper, we have described the characteristics of the new era and its
impact on software development. We also proposed the SDaaS reference archi-
tecture for supporting software processes enactment. To become a reality, this
proposal requires tools to be offered as services. We have developed a prototype
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of the proposed architecture consisting of an enactment engine that executes
software processes, a number of off-the-shelf tools deployed as services in our
tool repository and an artefact store. The prototype was used to enact a safety-
related process [3] and a number of verification/modelling processes. Our ongoing
work focuses on implementing larger and more complex processes and evaluat-
ing the architecture proposed. In a longer run we aim at creating a community
of developers extending the architecture and applying it for the development of
complex software systems.

Additionally, Empirical studies are needed to study the effects of this proposal
on the organizational, technical and economical aspects of software development
processes. Furthermore, the effect on different development process models (e.g.
Agile) also needs to be analysed and benchmarked. Usability studies can deter-
mine the effects this approach may have on individual developers, managers and
other stakeholders. Indeed, as Fred Brooks put it, “There is no silver bullet” and
we can only eliminate accidental difficulties in software development. Inherent
difficulties will continue to exist as software and its development evolve [5].
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Abstract. This paper argues that the methods used in the trending buzzword
Design Thinking have deeper roots and bigger application potential, beyond
product development IDEO and the Stanford University d.school style. The
conscious combination of these Design Thinking methods and rapid iteration
sessions is also of value when deploying it to software development. It is a
powerful approach for requirement discovery and hence becomes relevant when
developing novel solutions. This argument is supported by the case of SAP
AppHaus and their experience on implementing the Design Thinking process for
HANA related software development. Here Design Thinking forces to holistically
explore a solution space with the customer, but also to bring different internal
disciplines together early. Hence anybody who is interested in software innova‐
tions might want to consider the core ideas behind Design Thinking.

Keywords: Design thinking · Software development · SAP case study · Product
discovery

1 Introduction

This paper provides an introduction and justification of the activities behind Design
Thinking. Although the “buzzword-factor” of Design Thinking has increased in recent
decades1 the methods applied origins from older academic research fields such as the
design research group of Stanford University, Social Science, and Mechanical Engi‐
neering. Hence it is more than a brief management trend praising post-its, pipe cleaners
and play dough, but in combination a powerful method for developing radical innova‐
tions. First we present the origins of the most domesticated Design Thinking Rules:
Empathize; Define; Ideate; Prototype and Test. Moreover, we provide the reader with
insights from Silicon Valley based SAP AppHaus and argue why any Software Inno‐
vation could benefit from the Design Thinking process.

1 According Google Trends the number of google searches on Design Thinking is 10 times higher
today than 10 years ago.
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2 The Research Domains Behind Design Thinking

The d.school Bootcamp Bootleg describes 5 essential activities covering the process of
Design Thinking; Empathize, Define, Ideate, Prototype, Test. Below we briefly describe
the origins of these activities.

Empathize and Define. In Design Thinking you are to empathize with not only the end-
user, but also any stakeholder of you product. You are looking for relevant pain points
to address in your solution. One should be able to put him/her-self in the place of a
stakeholder and understand their motivations and frustrations. This demand for under‐
standing and empathy are traditional skills required in the field of anthropology and
sociology. Actor Network Theory was introduced in the early 80’s and argues the value
of seeing problems in the context of actor-networks and identifying the misalignments
in this network (Callon 1984, 1986; Latour 1996). This is the basic idea behind need
finding and the holistic approaches taught in Design Thinking.

Ideate. Ideation originates from the field of creativity research and the ability to
consciously focus on either divergent or convergent processes (Runco and Okuda
1988). Ideation covers developing several solutions to an initial challenge. It is not
enough to stop at the first idea at hand, but instead one have to explore the solution space.
Onarheim and Biskjaer (2015) describe ideation as much more than just a eureka
moment. They argue that one of the most important skills when ideating are to be aware
of your creativity constraints that are surrounding the context and might you constrain
you.

Prototype and Test. Prototypes make ideas tangible. This changes the design dialogue
from abstract to concrete. Bringing in a physical object to talk about is the principle of
boundary objects introduced by sociologist Star and Griesemer (1989). They argue the
value of bringing stakeholders together around a boundary object opening up for view‐
points across disciplines and interests.

Moreover in Design Thinking prototyping are a strategy to learn. In this way it relates
to active learning or action research, where you built representations or small experi‐
ments to challenge and test context hypotheses (Berg 2004; Bonwell and Eison 1991;
Cameron 2009). Hence you get feedback on your ideas very early on in the project. The
process of testing specific ideas as hypotheses origins from the scientific method it self
with Karl Popper as the main spokes person (Popper 1959).

3 The Case of SAP AppHaus

Agreeably Agile Development and the Design Thinking process are similar. Both favor
user involvement, rapid prototyping and testing. Yet Design Thinking is for discovery
hence requirement defining. Agile development methods take a starting point in coding
for semi-well-defined requirements. Hence the two methods compliment each other -
Design Thinking fitting the early stage of product discovery followed by Agile processes
when the right “it” has been defined. To illustrate this claim, the case of AppHaus Silicon
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Valley is being presented. The insights were kindly provided through a semi-structured
interview with Design & Innovation Executive Philipp Skogstad from SAP AppHaus.

Design Thinking for Product Discovery, Early Co-Collaboration and Business
Strategy Considerations

At SAP Design Thinking is a core nominator for the early stage product development.
The core values of implementing design thinking have been to allow rapid iterative
development involving the three-dimensional product core; customer, technology and
business. This allows much faster to reframe the actual problem of the customer. SAP’s
benefit of Design Thinking is to gain the holistic overview of a problem. Hence a project
always starts with a discovery phase conducting research on customers, end-user as well
as current technological solutions. In order not to start coding immediately several future
interactions are physically prototyped through role-plays and paper wireframes. SAP
even developed the tool Scenes that allow a tangible dialogue among customers, devel‐
opers and designers. Through story-boards and scenes the dialogue reflect future
scenarios rather than detailed specifications2.

“One of the core values when implementing Design Thinking in our development process was
actually not only to bring in external stakeholders early on in the process, but actually to get
programmers and UI designers to meet earlier as well. This improves the understanding of
specific design choices and to what degree certain solutions are flexible. This saves us a lot of
time.” Philipp Skogstad SAP

Involving customers early on in the development influenced the communication
topics as well. Helping the customers seeing the bigger context of their products trans‐
formed the dialogue from being product to strategy or underlying problem focused.

“First you might see yourself having a meeting with the people from product development. Next
time you find your self being brought to business strategy meetings.” Philipp Skogstad, SAP

This indicates that Design Thinking is more than a process to develop innovative
products, but a mindset that allow you to explore and foresee uncertainties as well. This
is supported by recent scholars arguing that design thinking covers a much broader field
than solely product development (Cooper et al. 2009).

Implementing Design Thinking

SAP made strategic efforts to implement the exploring and testing mindset of Design
Thinking. Their core initiative covers the so-called three P’s: People, Process and Place.
People means making sure you are working in an interdisciplinary environment. Process
means having a conscious knowledge on which methods to use when and being able to
switch between methods taken from Design Thinking as well as Agile Development
processes. In SAP Design Thinking is hence not something to stand alone, but it comple‐
mented supported by process such as Agile Development. Place covers having a phys‐
ical workspace that creates and atmosphere of openness to idea sharing, experimenting
and prototyping. At SAP they aimed at creating an art studio rather than a gallery.

2 https://experience.sap.com/designservices/scenes.
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“Many companies fail at creating such a space and end up with fancy chairs etc. like an art
gallery. We seek to create the feeling of an art studio where you are allowed to test, experiment
and get things dirty,” Philipp Skogstad, SAP

4 Conclusion

In this paper we describe the original research fields behind the methods applied in the
Design Thinking Process in order to remove the term from a brief buzzword to a credible
innovation method. We argue that though these methods are not new, the favor of rapid
iteration and stakeholder involvement supports the exploratory mindset any innovator
needs in the early stages of product development. They are powerful in defining the
product requirement that in term form the foundation for applying agile development
methods. This description is supported by the case of Silicon Valley based AppHous
that in their daily work successfully apply Design Thinking methods for product
discovery and agile method for test and implementation.
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Abstract. Software security is about creating software that keeps per-
forming as intended even when exposed to an active attacker. Secure
software engineering is thus relevant for all software, not only security
software. We describe Protection Poker, a tool for risk estimation to be
used as part of the iteration planning meeting, and discuss some prelim-
inary experiences.

1 Introduction

Protection Poker is a security risk assessment technique for agile development
teams proposed by professor Laurie Williams and colleagues at NCSU [1]. The
idea is to play Protection Poker as part of every iteration1 planning meeting,
in order to rank the security risk of each feature to be implemented in that
iteration, and possibly identify additional security mechanisms that have to be
implemented to maintain an acceptable risk level.

1.1 Risk in Protection Poker

Protection Poker uses a slight variation of the traditional computation of risk:

risk = (
∑

value of assets that could be exploited) × (the exposure) (1)

Risk is always related to the requirements that are to be implemented in the
next iteration, often this will be some new, enhanced or corrected functionality.
Exposure relates to how hard or easy this change in functionality makes it to
attack the system, and in the evaluation of exposure, one should consider the
possible ways in which attackers can attack the system (attack surface), what
type of breaches they can perform (confidentiality, integrity, availability) and
the skill level required. For asset value, the value of the asset for various groups
should be considered: the value of the asset for an attacker is important for
attacker motivation, whereas the value of the asset for customers, users, the
business, etc. highly determines the consequences that a successful attack may
1 e.g., a “sprint” in Scrum.
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have. Assets are typically considered to be database tables or system processes
that the new functionality controls.

Our dialect of Protection Poker2 uses the following numbers to determine
asset value or system exposure: <10, 20, 30, 40, 50, 60, 70, 80, 90, 100. In
calculations,“<10” is counted as 10. To be able to prioritize between different
requirements, it is important to be able to get a spread in the numbers assigned.
This is to avoid that, e.g., high risk projects rate every requirement with a high
number. That would make it very hard to prioritize within the project.

1.2 Calibration

With Protection Poker, the security risk of a requirement is compared to other
requirements of the same system. The goal is not to establish a “perfect” and
“universal” risk value, but to rate the security risk of the requirements in order
to be able to better prioritize security effort. Before starting to play Protection
Poker for a system, it is thus recommended to perform calibration in order to
arrive at a common understanding of the end-points of the scale, i.e., what does
a <10 or a 100 mean for this product? This is done the following way:

Asset value: The team asks itself: what assets are most important in this
system, and what assets are of little value. The asset they can think of as
most important is given a ‘100’ and the asset they can think of with little
value is given a ‘<10’.

Exposure: The team asks itself: what types of functional requirements can open
up most for attacks, and which functional requirements can limit exposure,
and assign a ‘100’ and a ‘<10’ accordingly.

In the evaluation of asset value and exposure, numbers should be assigned rel-
ative to these endpoints, as well as the values assigned for previously assessed
requirements.

2 Playing the Game

Protection Poker is played during an iteration planning meeting, and it is rec-
ommended that the full development team participates. One person should have
the role as moderator, and this person will be responsible for leading the team
through the game, and point the discussions in a good direction. Ideally, a sep-
arate person should be tasked with recording important security solutions and
ideas that emerge during play. Focus is on the specific requirements the team
will likely implement during the next iteration.

Step 1 – Common understanding of the requirements: The requirements to be
implemented in the iteration are explained to the team (e.g., by the product
manager or business owner) and the team members discuss or ask questions
to clarify the requirements.

2 http://www.sintef.no/protection-poker.
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Step 2 – Initial discussion of security implications: The team performs a first
discussion of the security implications of the requirements. The moderator
can ask leading questions, e.g., “Who would want to attack this system?”;
“What would an attacker do if he got access to this data?”; or “What damage
could an insider do with this functionality?”

Step 3 – Identify assets: Everybody together identify which assets are created
or touched upon by the requirement under consideration. Some of these may
have already been assigned a value, and then this value can be reused.

Step 4 – Assign value to assets: For identified assets that have not previously
been assigned a value, each participant picks the Protection Poker card (indi-
vidually and without telling anybody about which card has been picked) that
best describes their understanding of the asset’s value. All participants show
their selected card to the whole team, and the team discusses the rationale
for selecting the cards; the team members with the highest and lowest cards
explain them to the group, followed by an open discussion until the team is
ready to revote (if there is disagreement). When the team has reached a con-
sensus on the asset value (or when there is no use in discussing any further –
in these cases the moderator is responsible for making a suggestion for what
value to assign to the asset), the moderator notes the asset value. The team
now moves on to the next asset (if there are more left to assess) or to the
exposure evaluation.

Step 5 – Evaluate exposure: As for asset value, the team bids to evaluate to
which extent the requirement increases the exposure of the system and assets
to attack.

Step 6 – Calculate risk: The numbers assigned for asset values and exposure
are used to calculate a risk value as given in Eq. 1.

Step 7 – Compare risk related to other requirements: The risk value for the
requirement can be compared to the risk value of other requirements to see
for which requirements security should be given specific priority.

Step 8 – Prioritize security activities: Based on the risk value and the discussion
decision should be made on how to address security for this requirement.
The decision should be documented. If there is a need for specific security
activities or functionalities, these should be documented together with other
requirements (e.g. in the backlog).

3 Experiences and Challenges

We made some small adjustments to the Protection Poker cards and terminology.
Whereas the original Protection Poker uses the term “ease of exploitation”, we
found that this concept was distracting or not properly understood by some
pilot players, e.g., leading them to focus too much on threats such as “shoulder
surfing”. In order to focus more on how a feature increases the attack surface of
an application, we decided to change it to “exposure”.

The original Protection Poker3 uses the same cards as Planning Poker [2,3]
(also known as Scrum Poker), used for effort estimation in agile teams. Planning
3 http://collaboration.csc.ncsu.edu/laurie/Security/ProtectionPoker/.
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Poker cards follow a Fibonacci-like sequence, after the rationale that it is easier
to have an opinion on whether a task takes 1 or 2 days than whether it takes 40
or 41 days. We argue, however that the same is not true when it comes to relative
value of assets or degree of exposure, and since we are less concerned about small
risks and more interested in the bigger risks, we opted for an even scale instead.
This enables us to differentiate between big risks, not just the small ones.

We have tried out Protection Poker with representatives from various
Norwegian organizations and in general it has been well received. However,
some have indicated that they feel it takes too long to play the game, especially
when considering that planning meetings already are perceived as being too full.
Laurie Williams [1] found that the time required for playing dropped signifi-
cantly after the team gained familiarity with the technique, but we need more
experience with our partner companies to determine whether that will also be
the case here. We remain open to the possibility of changing how and when
Protection Poker is played in order to maximise the benefit.

For some development groups, we have observed that asset identification can
be difficult, and particularly the granularity of assets can be challenging. It is
important that at least within a development team, the assets have a consistent
granularity, as this otherwise might skew the risk calculations.

Acknowledgment. This work was supported by the SoS-Agile: Science of Security in
Agile Software Development project, funded by the Research Council of Norway, grant
number 247678.
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Abstract. Risk-based testing is sometimes reduced to an approach that focuses
on cutting costs and time in testing. While the high effort involved in testing makes
efficiency an important issue, for many companies the main concern is still to
find the critical defects in their software products. Such defects can cause costly
remedial upgrades and fixes, and they threaten the company’s long-term business
success. In this paper we explore how the two goals “effectiveness” and “effi‐
ciency” motivate a risk-based testing approach in different organizations. Further‐
more, we identify a third goal, summarized as “management support”. In a survey
conducted as part of a tutorial on risk-based testing we investigated common
expectations and potential benefits associated with these three goals. The results
indicate that the main motivation for a risk-based approach is making testing more
efficient. Nevertheless, efficiency and effectiveness are not conflicting goals and
the main challenge is therefore finding strategies that increase the overall benefit
of including risk information in testing.

Keywords: Test management · Software risk management · Software testing ·
Risk-based testing · Test process improvement · Effectiveness · Efficiency

1 Introduction

Software testing is an essential and widely practiced measure for assuring software
quality. By accounting for up to 50 % of the overall project effort, testing is also a highly
costly and time-intensive activity in software development. Hence, an adequate test
strategy plays a key role in balancing product quality with cost and time-to-market.
Ideally this balance is achieved by taking the risks into account, which are associated
with the consequences of poor quality caused by software defects. A systematic consid‐
eration of the involved risks is suggested by risk-based testing [1].

However, risk-based testing is sometimes (mis-)understood as an approach that
focuses primarily on minimizing costs and time – according to the pun “cut testing and
take the risk”. The high effort involved in software testing makes efficiency an important
management goal. Although important, for many companies the main concern is still to
miss critical bugs. Critical bugs can significantly delay time-to-market, result in costly
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hotfixes, and threaten the acceptance of software products and services by customers on
the long run. In such a case, effectiveness is often the primary goal in software testing.
It has to be balanced with short-term economic constraints such as limited time and or
resources available for software testing.

The need to balance effectiveness and efficiency requires adequate management
support. Providing management supports is therefore a further, commonly observed goal
of risk-based testing. It is also found in contexts where testing is determined by the need
to fulfill industry standards and organizational regulations.

In this paper we explore these main goals associated with risk-based software testing.
Section 2 provides an overview of the relevant concepts and links them to findings from
related work. Section 3 shows the results from a survey conducted as part of a previous
tutorial held at the Software Quality Days 20161. The paper is concluded by a summary
and discussion in Sect. 4.

2 Background

Risk-based testing is a testing approach which considers risks of the software product
as the guiding factor to support decisions in all phases of the test process [2]. In previous
studies we investigated the potential of risk-based testing in large enterprises [3] as well
as in small and medium enterprises [4]. We also studied the introduction of risk-based
testing in an organization [5], where an essential first step is to establish a risk-based
test strategy with clear goals and expectation for all testing activities. Among other
research questions we explored “What is the benefit and improvement potential that
defect prediction can provide for software testing?” in these different contexts. Our
findings can be summarized as follows.

The general motivation is that information about fault-prone modules, i.e., those that
have a high risk of causing critical failures, allows focusing the testing effort on selected
parts of the software system instead of testing the entire system with the same rigor
(Fig. 1). The associated improvement potential is based on the observation that the
majority of the faults (usually approximated as “80 % of the defects”) comes from a
relatively small amount of the code (usually approximated as “20 % of the modules”)
and that “about half the modules are defect free” [6, 7].

2.1 Effectiveness

One of the resulting benefits of risk-based testing is its ability to increase the effective‐
ness of testing, which can be defined as the degree to which testing is able to detect all
defects in the system under test (e.g., defects actually detected per total defects). Testing
is an investment in the quality of a software product [8, 9]. Even though resources are
limited in general, it is important to achieve quality requirements such as functional
correctness, reliability, performance etc.

1 https://2016.software-quality-days.com/en/.
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A risk-based approach can help to make testing more effective by including infor‐
mation about high-risk components in test planning from the very beginning. Directing
the main testing effort to high-risk components to pursue a thorough, systematic testing
approach (1) increases the likelihood that the existing defects are detected. Besides an
improvement of the product’s quality, (2) setting priorities based on risk considerations
fosters the detection of critical defects first. Risk-based prioritization also ensures that
(3) defects are found in the early iterations of testing.

In our study on risk-based testing in industry [3] we found that the investigated
companies use risk information to further increase the range of testing with additional
risk-based test cases. These test cases are added to the existing set of tests that were
systematically derived from the requirements in order to boost the chance of detecting
additional defects. It is expected that fewer defects will slip through to the field.

2.2 Efficiency

Another potential benefit of risk-based testing is its ability to increase the efficiency of
testing, which can be defined as ratio between output and input (e.g., detected defects
per time spent). Time and manpower are constrained resources in the development of
software systems. This also affects the resource allocation in software testing, which has
to cope with the fundamental challenge that exhaustive testing of a software system is
not possible in a realistic timeframe [10]. Therefore, it is sensible to allocate (prioritize)
the available resources in a way so that most output can be generated.

Most organizations use testing as a means to reduce the risk of delivering software
with critical bugs. However, a harsh competitive environment can imply severe time
and resource constraints that outweigh quality risks. In the struggle to meet strict release
deadlines or to maintain short-term business opportunities, companies may be forced to
(1) reduce testing time and (2) cutback resources allocated for testing. In this context,

Fig. 1. Increasing effectiveness and efficiency with risk-based software testing.
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the understanding of risks is typically used to make testing more efficient, i.e., to adjust
the amount of testing to optimally use the available time and resources for covering at
least the most critical parts.

Small and medium enterprises (SME) seem to be most affected by time and resource
constraints. In our study on risk orientation in software testing processes of SME [4] we
observed cases where risk information has been used to increase test efficiency, i.e., to
adjust the amount of testing to reduce cost and time. Larger organizations seem to tackle
time and resource constraints by using risk information to increases the chance of finding
critical defects in the early iterations of testing and, in consequence, to reduce the overall
costs and time required for stabilization [3].

2.3 Management Support

Finally, we also found that companies benefit from the risk information used in risk-
based testing for supporting management in decision making and in pursuing process
improvement initiatives. A risk-based approach helps to make the balance between cost
and quality transparent and easier to communicate. These benefits were observable in
small, agile organizations [4] as well as in large enterprises [3] that have to cope with
the fulfillment of industry standards and organizational regulations.

One example is the use of risk-burndown carts [5]. Traceability between the executed
test cases, the test results and the risk items enables reliable release quality statements
as well as the estimation of residual risks. In risk-based evaluation and reporting, risk
burn-down charts, which illustrate the development of risk exposure for a system or
specific artifacts over time, are a suitable measure for release quality and residual risk
estimation. The risk that is estimated in the beginning is reduced with every test cycle
until a risk level is reached where it is acceptable to release the software application.
This method based on risk burn-down charts proposed in the studied project has been
found intuitively accessible and suitable for supporting release decisions by project
management.

3 Preliminary Survey Results

A list of commonly observed expectations and potential benefits that motivate the adop‐
tion of a risk-based testing approach has been collected from previous projects (e.g. [5])
as well as related literature (e.g., [11, 12]). In a survey conducted as part of a tutorial
held at the Software Quality Days 2016, one of the biggest industry-academia conven‐
tions on software quality in Europe, we asked the participants about their motivation for
risk-based testing in their projects or products.

The survey showed 20 different motivations for risk-based testing. Each participant
was asked to select all motivations considered relevant in context of his or her work.
The participants’ main roles were software tester, test manager, project manager, quality
manager, team lead or head of QA, software architect and developer with practical
experience in software testing ranging from 1 to more than 10 years; majority in the
range of 3 to 5 years. We received answers from 23 participants (N = 23).
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Figure 2 shows the results sorted by the number of times a motivation has been
selected by a survey participant. Motivations related to effectiveness are shown in blue,
motivations related to efficiency are shown in orange, and motivations related to organ‐
izational and management support are shown in green color.

0 5 10 15 20 25

Finding critical defects

Finding defects early

Reducing test cycle times

Reducing test costs

Reducing the resources needed for testing

Focus on the essential things

Systematic approach for taking decisions

Realistic estimates of the current situation

Increase awareness about quality in team

Fast feedback

Increase the defect finding rate

Clear communication of status

Increase the range of defects found

Approach following objective criteria

Adhere to a defined approach

Find differet types of defects

Better fulfillment of user expectations

Increase the possiblity to find all defects

Other

Try something new

Support for budget negotiation

Fig. 2. Number of times a motivation has been selected by a survey participants (N = 23).
Motivations are related to effectiveness (blue), efficiency (orange) or management support (green).
(Color figure online)

4 Conclusions and Future Work

Despite its preliminary character, the survey indicates that the main motivation for
introducing or conducting risk-based testing is making testing more efficient. Weighted
over all possible motivations selected by the participants, 48 % can be related to efficiency
aspects, 29 % to effectivity, and 23 % to management support. The emphasis on efficiency
is also visible from the ranking of the motivating factors. It is, however, worth noting
that the top most motivation selected by 22 out of 23 participants is “finding critical

Exploring Expectations About Risk-Based Testing 687



defects”, which is remarkable since we consider this motivation to be associated more
with effectiveness than with efficiency.

Efficiency and effectiveness are not conflicting objectives in risk-based testing. From
a research perspective, thus, the main question for future work is to explore which strat‐
egies that maximize the overall benefit of testing with risk information.
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Abstract. Software Engineering and Human-Computer Interaction look at the
development process from different perspectives. They apparently use very
different approaches, are inspired by different principles and address different
needs. But, they definitively have the same goal: develop high quality software
in the most effective way. The second edition of the workshop puts particular
attention on efforts of the two communities in enhancing system quality. The
research question discussed is: who, what, where, when, why, and how should
we evaluate?
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1 Introduction and Motivation

Software Engineering (SE) and Human-Computer Interaction (HCI) look at develop‐
ment processes of interactive software systems from different perspectives. Efforts to
reduce the gap between the two communities for what concerns the introduction of
human factors in software development processes have started to be discussed in the
first edition of the workshop, held in Bolzano in 2015 [1]. One aspect that emerged from
the discussion pointed out concerns on how system quality should be measured, in order
to satisfy both communities. Indeed, the software product industry emphasizes how
important it is to involve users and customers to evaluate quality in terms of functionality
and usability of software products [2].

Although researchers and practitioners from the two communities share the same
goal of developing high quality systems, the methodologies, methods and metrics they
use to evaluate such quality are very different due to their background and expertise.

The second edition of the workshop on Human Factors in Software Development
Processes aims at providing a forum for discussing measuring system quality from both
perspectives. In particular, the following research issues are addressed:
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• key methods that allow to integrate human factors in the evaluation of the software
quality;

• methodologies and techniques currently used in software development teams to
engage users in the evaluation process;

• how the level of human factor involvement can be objectively verified during and
after software development;

• how Software Engineering and HCI researchers and practitioners can overcome the
communication gap when evaluating system quality.

Researchers and practitioners who face the problem of integrating human factors in
software quality evaluation should have a place to discuss their experiences, lessons
learned and future intentions to reach a common understanding on evaluation topics.

2 Filling the GAP Between SE and HCI

SE and HCI apparently use very different approaches, are inspired by different principles
and address different needs. Ultimately though they have the same goal: developing high
quality software in the most effective way.

Based on the discussions of the previous edition and of the contributions received,
the authors of this paper have classified some gaps between the two communities that
can be seen as two sides of the same medal. In the following, we illustrate and discuss:
(i) the main differences between SE and HCI approaches adopted, (ii) categorize the
common wisdoms and (iii) explore possible ways to reduce the gap and converge.

2.1 The Differences

2.1.1 User vs. Market Oriented Systems
One of the most popular claims in the two communities is that they address different
types of software products.

The HCI products are User Oriented Systems where typically there is some type of
“users” (user, lead user, customer and so on) to refer to during the development. Here
the source of requirements (functional and non functional) is primarily the “user” himself
who is actively involved in the design, review and validation, i.e. ingrained in the entire
development process right up until delivery. The systems are very focused on specific
domains, they offer the functions that are specialized on users’ needs.

The SE products are Market Oriented Systems that address a wide range of needs
and are used by tons of users that differ for functions used, language, culture, ability,
competences and skills. Here the source of requirements are the laws, domain and busi‐
ness rules, books, the already existing legacy systems, competitors and, in general, the
so called stakeholders. The “users” are rarely involved and typically a “customer”
doesn’t exit because the developed product is addressed to an entire market segment
with hopefully hundreds of customers. The systems are so big that there isn’t a single
“user” that knows all the requirements to develop and thus the “users” are simply not
essential.
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2.1.2 Vertical vs. Layered or Horizontal Architecture
An assertion emerged in the previous workshop is that the differences between User and
Market Oriented product imply the use of different software architectures. The HCI
architectures were perceived as “vertical” in that they address specific needs of specific
users from specific domains. Due to these characteristics the system development starts
from interface until database without particular attention to maintainability and reuse.
The resulting systems are generally characterized by a high coupling between data
functions and interfaces and a possible low internal cohesion.

The SE architectures are usually layered architectures inspired by principles such as
modularization, separation of interest, information hiding, reuse etc. and the resulting
systems are assumed to be maintainable and robust. The interface is only one of the system
layers and it is often considered less important than others such as the data layer or busi‐
ness layer. Here the belief is that the obtained systems are so maintainable that their inter‐
faces can be adjusted or completely changed in a short time and fashionable way without
particular problems. Common architecture styles are Software Product Lines, Enterprise
Architectures, Service Oriented Architectures etc. A software system is naturally perceived
along the horizontal dimension because it covers a wide range of domains, from business
to technical. A typical example is an Enterprise Resource Planning.

2.1.3 User Time - Ex Ante vs. Ex Post
A crucial point in the SE-HCI debate is the decision on when the users should be
involved. The HCI philosophy is “as soon as possible” while the SE face states that the
“users are rarely involved”. This is the result of a numbers of convictions; for HCI: the
interface and usability are crucial for system success and the nature and type of interface
strongly influences the architecture style; The interface cannot be simply pushed into a
system right after being developed; The source of requirements is also the “user” and
thus drives system development from the start (User Driven Development) [7].

SE: in this community a Process/Product Driven Development is adopted. The
source of requirements “can also” be the user but he/she is generally not considered
particularly important, rather time consuming and misleading. If the system is developed
according to the SE processes and principles the user interface can be easily pushed into
the system at the end of development when the critical and most important layers are
completed. The final users can be involved before software delivery to carry out pilot
studies aimed at validating user satisfaction and product correctness. All the suggestions
coming from users are then quickly and effectively incorporated.

2.2 Common Wisdom

Following to discussions of the previous edition we have outlined some “common
wisdom” points spread within the communities, just to mention a few:

– HCI systems are more usable than SE ones;
– HCI systems are less maintainable than SE ones
– HCI systems are less performing than SE ones
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Obviously these are anecdotal assertions and with lack of any evidence with the
only intent of soliciting and marking the differences and distance between the two
communities.

2.3 Bridging the Gap

How do we reduce the gap? What approaches, techniques or processes should we
use? Discussion and information collected among participants of both communities
were trivial in some cases and original in others. They have been summarized in the
following list:

– make use of short iterations, meetings and focus groups between “stakeholders”
during system development in order to reduce the risks of omitted requirements and
deliver unusable systems. Stakeholders obviously include among others, users, lead
users and customers as well as developers and experts. To this end during the discus‐
sion of this point was clear that there is a misleading use of terms in the two commun‐
ities and that most likely terms like user, lead user or customer as intended by HCI
are included and considered by SE as stakeholders;

– use of lightweight processes, especially those ones proposed in HCI community that
starting from the well known agile processes, such as SCRUM or XP, extend them
by actively involving the “user” or “customer”;

– concepts such as experimentation and empirical evaluation can represent a common
means for both communities. Action research, ethnographic studies, Cooperative
Method Development, formal experiments, case studies [6], surveys, qualitative and
quantitative evaluations etc. could become a shared platform of methods for a joint
evaluation of what is done in the two communities;

– use of interdisciplinary teams that include both HCI and SE experts;
– definition and use of shared quality models able to objectively evaluate the quality

of the system developed.

In the end we can observe that in the recent years the two communities are progres‐
sively converging towards a set of common practices, process and empirical techniques.
The considerations above and the outcomes of the discussions enhanced during the first
edition of the workshop suggest to refer to empirical approaches [5] and evaluation of
software quality [3, 4] as a way for enhancing the convergence between communities
and improves software quality overcoming skepticism and common wisdoms.

Despite the discussion, the research problem still remains: who, what, where, when,
why, and how should we evaluate quality?

Nowadays software quality approaches are also converging towards product evalu‐
ation from different point of views: internal, external quality, quality in use. For example,
if we refer to ISO/IEC 25000 we can observe that it standardizes the processes and
models for product evaluation and provides useful guidelines for addressing system
quality in a more objective way. This has been one of starting points for triggering further
discussion in the current edition.
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3 Audience and Expected Outcomes

The overall goal of this interdisciplinary workshop has been to raise the level of engage‐
ment and discussion about human factors in software quality measurements. A further
goal of the workshop has been to identify opportunities to improve the synergy of the
two communities on the scientific discourse and progress on human aspects of software
evaluation, as well as to better identify opportunities able to educate practitioners and
researchers about how to conduct sound human-centered evaluations in the context of
software engineering. Indeed, the organizers of the workshop are a synergic composition
of active researchers belonging to both communities. The expected outcome is a descrip‐
tive framework that helps to organize the current best practices and a set of recommen‐
dations for formalizing and verifying software system quality.

The workshop has received a positive response from both HCI and SE communities
with several interesting and valuable contributions. The submissions were peer-
reviewed by international committee members for their quality, topic relevance, inno‐
vation, and potentials to foster discussion. Finally, five papers were accepted.

In the first paper, “Gamification and Functional prototyping to Support Motivation
towards Software Process Improvement” authors discuss commitment in software
process improvement initiatives in the context of people-driven processes to help ensure
software quality. Gamification and functional prototyping are used as a means to boost
motivation and commitment.

The second paper “Exploring Mobile User Experience through Code Quality
Metrics” presents a set of features for evaluating the code quality of Android applica‐
tions. The discussion points out how user experience varies in mobile ecosystems and
who developers should focus on software quality to assure usable applications from a
user perspective.

In the third paper “Early-Usability in Model-Driven Game Development”, authors
propose a model that can be used to evaluate the usability of video games in early stages
of development. Moreover, the method relies on a model that decomposes usability into
measurable attributes and metrics specific to the video game domain, bridging de facto
a gap between SE and HCI.

In the fourth paper “What aspects of context should be described in case studies
about software teams? Preliminary results from a mapping study”, authors illustrate the
results of a mapping study aiming at addressing human-based factors that influence the
selection and composition of software engineering teams and how these can influence
and impact final quality.

Finally, in the fifth contribution “Miscommunication in Software Projects: Early
recognition through tendency forecasts”, authors address issues of team communication
and how miscommunication can lead to delay of software releases and especially hamper
customer satisfaction. Aspects related to team composition and their interaction with
users is also addressed.

Acknowledgment. We would like to thank the organizers of PROFES 2016 for giving us the
opportunity to organize this workshop. We are also grateful to our international program
committee of experts in the field for their reviews and collaboration.
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Abstract. The topic of commitment in software process improvement (SPI) has
been a recurrent topic of research that has not received enough attention in the
recent years. In many situations, the lack of commitment in SPI initiatives is
appointed as the major cause leading to failure. In this paper, we propose the use
of simulation-based process functional prototyping as a tool to design and test
SPI initiatives in a risk-free environment together with gamification, as a means
to boost motivation and commitment. The paper shows the conceptualization of
the proposal and the design of the gamification strategy, describes the tools built
at the technical implementation of the strategy and summarizes the main results
of a pilot study conducted to initially evaluate the proposal.
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1 Introduction

This work is part of a research endeavor aimed at exploring the application of simulation
techniques and gamification in the context of people-driven processes to help ensure
software quality. In this paper, we explore the aspects related to commitment in software
process improvement initiatives and how simulation techniques, as a means of functional
process prototyping, and gamification can be used to help improve attitude and commit‐
ment.

The topic of commitment in software process improvement (SPI) has been a recur‐
rent topic of research that has not received enough attention in the recent years. Abra‐
hamssom and Iivani [2] conclude that even with investments of billions of dollars in
SPI, the results show that two thirds of the efforts fail in reaching the objectives. In many
situations, the lack of commitment in SPI initiatives is appointed as the major cause
leading to this failure. This sounds at least paradoxical since it is undoubted that SPI has
to be present whenever an organization attempts to improve its efficiency and results.

In this paper, we propose the use of process functional prototyping as a tool to design
and test SPI initiatives in a risk-free environment together with gamification, as a means
to boost motivation and commitment. This paper is structured as follows: Sect. 2
provides the background for this study and describes similar works to ours highlighting
the differences between other initiatives and our proposal. Sections 3 and 4 describe our
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proposal and the tools that have been already developed to technically support this
approach, respectively. Section 5 describes the pilot study conducted to initially assess
the proposal and the main results. Finally, Sect. 6 summarizes the paper, draws our
conclusions and describes our future work.

2 Background

2.1 Software Process Prototyping

In the context of this work, we define a functional prototype as a fully functional model
used to test an idea or process in order to learn from its use and provide the specifications
to implement this idea or process in the real world. As an element of functional proto‐
typing, the use of simulation models has been an active research topic over the past two
decades. Simulation applied to software development projects was introduced in the
field of software engineering in the pioneering work of Abdel-Hamid and Madnick [1].
Zhang and his colleagues conclude in their review of the literature that it is an effective
tool for the assessment and management of changes made in the projects and software
organizations [23]. Similarly, Raffo and Wakeland [16] define the process simulation
software as ‘possibly the most useful tool to improve the maturity and capability of
processes, allowing increasing the level of maturity in CMMi’. In addition, another
important advantage of using this type of functional prototyping is its integration with
other techniques that promote analysis and knowledge extraction from its results.

2.2 Gamification

It was not until 2011 when gamification was defined in a way that is formally accepted.
Deterding and his colleagues [7] defined gamification as the application of the design
elements of games in different environments, such as websites, education or social
networks.

In the field of software engineering, some applications of gamification have already
been published. For example, Singer and Schneider [19] proposed a gamified experience
to enhance the practice of software engineering and control versions or Dubois [9]
suggested the use of self-organizing models for the gamification of context-sensitive
applications. In [14], a case study that shows a real application of game mechanics in
software engineering processes is collected. In the context of software testing, some
applications of gamification have been also published. For example, Jonathan Khol [12]
indicates that gamification helps testing activities to be more interesting, creative,
productive and fun, leading to more effective results.

Some companies in the sector are already beginning to apply gamification in its
working methods. A comprehensive systematic mapping of the field of gamification in
software engineering is shown in [15].

Gamification and SPI. In this section, we focus on the works about the use of gami‐
fication in the specific scope of SPI. Dorling and McCaffery [8] propose using gamifi‐
cation in the context of SPICE. In this work, gamification is presented as a solution ‘for
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better user engagement, faster feedback of achievement and more visible progress indi‐
cators of process improvement’. Herranz and his colleagues [10, 11] define a methodo‐
logical gamification framework to guide organizations to apply gamification in the scope
of organizational change management of SPI.

To the best of our knowledge, these are the only works reported in the literature that
are specifically focused on the application of gamification in the scope of SPI. Our
proposal is also placed in the scope of promoting the application of gamification in SPI.
However, our contribution takes a further step by conceptually and formally designing
a gamification strategy that, based on the use of process functional prototyping, is
intended to boost motivation and commitment towards SPI. The technical platform to
support the implementation of the strategy is also described.

3 Gamification Framework for SPI

This section describes the process we have followed to design a gamification strategy.
The strategy’s aim is to gamify the use of process functional prototyping in order to
bring together the best of both worlds into the area of SPI initiatives design and test.

First, before starting any process leading to the implementation of a gamification
strategy, it must be clear that the benefits intended to be obtained meet your needs. Even
though this may sound obvious, a poorly designed gamification strategy leads most
probably to failure in meeting your business objectives [5]. In their book, Werbach and
Hunter [21] go deeper into this problem and state that gamification is not a solution to
every business problem. Hence, the very first stage in the design of a gamification effort
is to value if it will help to meet your objectives.

In order to perform the initial evaluation of our approach, we followed Werbach and
Hunter’s proposal [21] consisting on providing an answer to the following questions:

Q1: Motivation: Where would you derive value from encouraging behavior?
Some studies have highlighted the importance of motivation in the software engi‐

neering practice. Beechama et al. [4] performed a systematic literature review to find,
among other things, what motivates software developers to be more productive. Further‐
more, when analyzing the specific field of SPI, there is a common agreement in the
published literature about the importance of commitment and motivation in the success
of any SPI initiative [2, 13, 20].

Therefore, the works reported support the thesis that the improvement of motivation
is among the most crucial issues in SPI and, consequently, gamification is a suitable tool
to be used in this area.

Q2: Meaningful Choices: Are your target activities sufficiently interesting?
When designing a gamification strategy one should concern about the participant’s

autonomy. For this reason, and based on the fact that change and challenge drive soft‐
ware engineers motivation, we decided to design an environment where the participant
could design and explore the result of as many different SPIs initiatives as they could
imagine.
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Q3: Structure: Can the desired behaviors be modeled through a set of algorithms?
Every gamification strategy needs to be measurable. In our proposal, we track and

record measures regarding the complexity of the SPI initiative designed by the partici‐
pant and the level of success of that initiative. Later, the structure of feedback informa‐
tion and rewards received by the participant are based on these measures.

Q4: Potential Conflicts: Can the game avoid conflicts with existing motivational
structures?

Practice shows that some game mechanics intertwined with other organization
rewards, such as salary, lead to demotivation [21]. For this reason, we decided that our
reward system should be built on the basis of promoting self-improvement, team-
improvement and, therefore, organizational improvement.

Once we can provide a positive answer to each of the previous questions, we can
conclude that gamification can help solve our problem of improving motivation and
commitment towards SPI initiatives.

3.1 Designing the Gamification Strategy

In order to design our gamification strategy, we followed the process described by
Werbach and Hunter [21]. The process and the results of each step are described below:

Step 1. Define your business objectives. In our case, we pursue the following objec‐
tives: (a) improve the attitude of participants towards SPI initiatives, (b) increase their
motivation towards the design and implementation of SPI, and (c) improve the quality
of SPI initiatives.

Step 2. Delineate your target behaviors. We pretend the participants to use the tech‐
nique of process functional prototyping to design and evaluate different SPIs initiatives.

Step 3. Describe your players. We include in our strategy intrinsic motivators aimed
at: (a) rewarding individuals for the knowledge and mastery shown when designing
process prototypes, (b) promoting effective communication, by rewarding the quality of
the solutions proposed, and (c) encouraging competition among teams of participants,
to enhance team building.

Step 4. Devise your activities cycles. Actions such as using the technique, creating
prototypes, adding components and complexity to their prototypes, etc. are examples of
actions placed in this low-level cycle that are monitored, recorded and awarded. As the
data associated to these actions become available, the actions placed at the high-level
cycle can be performed. These actions are mostly to challenge the participant with a SPI
problem of a higher complexity.

Step 5. Don’t forget the fun! Our current and next software engineers belong to the
so-called Generation Y (also known as Millennials). According to their features
described in [18], we decided to provide a technological environment that meets their
expectations, mostly flexibility provided by a mobile application, instant feedback and
collaborative culture.
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Step 6. Deploy the appropriate tools. Since our strategy is not based on the interaction
of the user with a web-like platform, we decided to develop a particular technical imple‐
mentation to support the strategy, as described below.

4 Technical Implementation

The technical implementation consists of three tools: SysDyn, OpenBadgesUCA and
GamAnalyze that work collaboratively.

The main features of each tool are the following:

1. SysDyn. Its main function is to allow the user to create functional simulation-based
process prototypes on touch devices such as tablets. It is a mobile application for
Android implemented as a hybrid system, i.e., combining native code Android
(Java), with HTML5, CSS3 and JavaScript.

2. OpenBadgesUCA. OpenBadgesUCA aims to effectively send the user’s badges
awarded by SysDyn to their account in Mozilla OpenBadges platform [3]. It is
implemented as a web app with a PHP script that receives encrypted data sent by
SysDyn and decrypts them to allow the user upload their awards to their account in
Mozilla OpenBadges. OpenBadgesUCA uses HTML5, JavaScript, CSS3 and PHP.

3. GamAnalyze. GamAnalyze aims to help analyze the data collected by mostly Open‐
BadgesUCA to provide information about the results of the gamification strategy.
GamAnalyze is a web 2.0 application built using Yii Framework [22].

5 Evaluation of the Proposal

In this section, we present the preliminary results based on a pilot study carried out with
a small number of users. For this study, we designed a pilot evaluation based on [17],
in which the participants used the framework to solve a given SPI problem and provided
their feedback using a post-experience questionnaire.

In order to measure the motivation, we selected the following seven core indicators,
partially based on Chou’s proposal [6]: (a) Accomplishment, (b) Empowerment, (c)
Ownership, (d) Curiosity, (e) Control, (f) Creativity and (g) Social influence. The ques‐
tionnaire is answered individually. The information is collected by asking the participant
to rate, in a Likert-like scale ranged from 1 (lowest value) to 5 (highest value), their
agreement with a total of 20 statements.

Five professors of software engineering related subjects and five students attending
a course in software processes at the University of Cádiz in Spain took part in the study.
They were selected by invitation and participated voluntarily in the pilot study. All of
them completed the post-experience questionnaire.

Figure 1 shows the results obtained in this pilot study regarding the motivation indi‐
cators. The indicators related to Accomplishment and Empowerment were the best rated.
The use of SysDyn helped participants make progress and motivated them to overcome
the challenges, since the feedback to the SPI initiatives they were designed was
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immediate thanks to the in-built simulator in SysDyn. This automate feedback assisted
them in the adjustment of their solutions, helping them feel more creative and engaged
in the process.

1

2

3

4

5
Accomplishment

Enpowerment

Ownership

CuriosityControl

Creativity

Social influence

Fig. 1. Radial diagram of the motivation indicators

The indicators of Ownership and Control were also positively rated, since the sense
of creating your own solution, by increasing and improving it was present in the expe‐
rience.

The social influence and the curiosity were the indicators that received the lowest
rate. The factor of curiosity is highly influenced by the sense of the unknown, i.e. not
knowing what is going to happen after you have made a decision. We consider that this
result may be due to the fact that in this stage, our tools did not implement any kind of
uncertain or random event that may happen during the simulation of a SPI initiative,
making them more unpredictable and fostering the curiosity of the participants. As for
the social influence, our tools help the user to share their achievements via Twitter. This
is a good option for participants who are motivated by trying to achieve what others
have. However, not all our participants seem to have that competitor profile.

6 Conclusions

This paper presents a novel approach towards the improvement of commitment and
motivation in SPI initiatives. The main contributions of this work are the following:

1. The application of the technique of simulation-based functional process prototyping
to provide a risk-free environment where software engineers can design, test, and
evaluate the effect of the SPIs initiatives.

2. The integration of the mentioned technique with gamification as a means of boosting
motivation and commitment in SPI.
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3. A gamification strategy that supports this integration and that has been conceptually
created and designed following the process suggested by Werbach and Hunter [21].

4. A suite of tools that implement and support the technical implementation of the
strategy.

5. A pilot study conducted to initially assess the validity of the proposal.

Our future work is mostly focused on the enrichment and improvement of the strategy
and the tools developed based on the results of the pilot study. Next, we are planning to
develop more experiments to help us validate our proposal.
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Abstract. Smartphones have been absorbed into everyday life at an
astounding rate, and continue to become more and more widely used.
Much of the success of the mobile paradigm can be attributed to the dis-
cover of a huge market. Users may pick from a large collection of software,
in domains ranging from games to productivity. Each platform makes the
task of installing and removing apps very simple, further inciting users
to try new software. Smartphone users may download applications from
the official Google Play market, but those applications do not pass any
review process, and can be downloaded very shortly after submission.
Google Play does not offer any mechanism to ensure the user about the
quality of the installed app, and this is particularly true for user experi-
ence: the user simply downloads and runs the application. In this paper
we propose a features set to evaluate the code quality of Android appli-
cations to understand how user experience varies in mobile ecosystem.
Our findings show that developers need to focus on software quality in
order to make their applications usable from the user point of view.

Keywords: Software quality · Mobile applications · User experience

1 Introduction and Background

Since its inception, the smartphone has quickly become one of the most ubiqui-
tous technological artifacts in today’s society.

Global sales of smartphones to end users totaled 349 million units in the first
quarter of 2016, a 3.9 percent increase over the same period in 2015, according
to Gartner: smartphone sales represented the 78 percent of total mobile phone
sales in the first quarter of 20161. Sales continue to increase year after year, as
the smartphones become even more accessible and intertwined in day-to-day life.
Such phones have achieved success due in part to easily available applications
(apps), typically provided by official market.

1 http://www.gartner.com/newsroom/id/3323017.
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Apps have major implications for both end users and software developers,
especially in terms of software quality and user experience.

Indeed, mobile device users may download applications from the official
Google Play store (formerly the Android Market). Apps on the Play Store are not
reviewed in any way, and can be downloaded very shortly after submission. This
unrestricted model is often called the “wild west” [1]. In this paradigm, more
responsibility is placed on the user to screen an app and determine whether it
is safe and whether it meets his needs. This can be problematic as the app may
be new, and the user likely has little insight into how the app works.

No criteria is given as to how these apps should be scored, so the decision is
left completely to the user. Users may also leave comments regarding the app.
Many of these indicate the user’s feelings toward the quality of the app, often
advising others on whether the app is worth downloading.

With such a large presence of apps and markets, and their ever-increasing
popularity, the question of how to determine the quality of an app and its mar-
ketplace is one that warrants consideration.

In this paper we evaluate mobile applications extracting a set of code quality
features in order to investigate the user experience evolution in Android envi-
ronment.

Different authors propose metrics for evaluating the user experience on
mobile devices. Authors in [2] apply a set of features with the aim at under-
standing whether there are differences in terms of usability between trusted and
malware mobile samples. Researchers in [3] developed a platform named ATE
for supporting design of UX tests. User perception is obtained by measuring
the smartphone’s resources (i.e. time, memory occupation). The main difference
with these works is that both of the papers do not address the problem of UX
evaluation through code quality metrics.

The paper poses the following research question:

– RQ: is there a difference in user experience among mobile applications devel-
oped in different years?

The paper is organized as follows: the next section describes the methodology,
the third section discusses the results and, finally, conclusion and future works
are given in the last section.

2 The Methodology

In this section we explain the rationale behind the features set we extracted and
the approach we used to extract them.

We defined a set of features for evaluating the quality of Android mobile
applications from users’ side, i.e. user experience (UX) related.

We consider following categories with their respective features:

– Separation of View and Controller : we compute these features in order to
assess the conformance of each app to the model-view-controller (MVC) archi-
tectural pattern. In this pattern, commonly used for user-interface software,
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there are three components. The model contains the data for the application.
A view presents something to the user, generally based on the model, and
allows interaction. Finally, the controller implements the program logic, medi-
ating the interaction between the view and the model. Android development is
based around this pattern. Activities are the controllers, plain old Java objects
(POJO) comprise the model, and the previously discussed mechanisms (XML
or Java) comprise the view. A fundamental tenet of the pattern is that views
should not be defined in controllers. We compiled a list of view objects from
the Android.widget package2, and used it to determine where view objects
were defined.
In this category fall following metrics:
• SV C1: this feature represents the number of views in controllers;
• SV C2: this feature represents the number of views not in controllers;
• SV C3: this feature represents the percentage of views defined outside of

controllers.

While the previous features are related to software quality, the following cat-
egories directly influence the user’s experience. We detail each of these features.

– Unchecked Bundles. On any given day, one in five Android users will experi-
ence a crash, and up to half will uninstall the offending app3. Research has
shown that the most common reason for app crashes is the occurrence of
a NullPointerException [4]. Many of these are left uncaught and thus cause
crashes. The NullPointerException is often manifested in the implementation
of the application lifecycle. In order to pass data among views, the developer
can use a custom object, the Intent, to wrap data. The developer must call
the putExtras() method of the Intent class, which creates a Bundle, another
custom object, to wrap the data. From the receiving end, there is a class-level
Intent. A Bundle can accessed from the Intent using the getExtras() method.
In some cases this method might return null4, meaning that if left unchecked
it may lead to a crash. Thus, the developer should handle the possibility of
the exception being thrown when using Bundles from Intents to prevent the
app from crashing. This can be accomplished using a try-catch block or an if
statement. We counted the number of Bundles in each application.
In this category the following features fall:
• UB1: this feature counts the number of Bundles in each application;
• UB2: this feature counts the number of Checked Bundles in each applica-

tion;
• UB3: this feature counts the number of Unchecked Bundles in each appli-

cation.
– Token Exceptions. In Android development, the Context object is used to store

information regarding, as expected, the current context of the application5.
2 https://developer.android.com/reference/android/widget/package-summary.html.
3 http://visual.ly/android-errors-real-time?utm source=visually embed.
4 https://developer.android.com/reference/android/content/Intent.html.
5 https://developer.android.com/reference/android/content/Context.html.

https://developer.android.com/reference/android/widget/package-summary.html
http://visual.ly/android-errors-real-time?utm_source=visually_embed
https://developer.android.com/reference/android/content/Intent.html
https://developer.android.com/reference/android/content/Context.html


708 G. Canfora et al.

This is necessary to perform certain actions, such as showing a notifica-
tion. In order to show a dialog, the context of an Activity must be used.
Using any other context, such as that of a service, will throw a Window-
Manager.BadTokenException6. We counted the number of dialogs shown from
classes other than activities, which might lead to crashes.
This category includes the following metric:
• TE: this feature represents the number of potential bad token exception.

– Number of Fragments. The Fragment was added to the Android SDK level
11. It represents a behavior or a portion of user-interface in an Activity. This
can be combined to create a fragmented interface7. Since these are new to the
platform, we determined that they might be useful in determining quality, as
developers may have trouble adjusting to new techniques.
In this category falls following metric:
• NF: this feature counts the number of fragments in each application.

In order to study the evolution of UX, relying on the assumption for which
apps presenting a previous packaging date have been developed earlier than apps
presenting a subsequent packaging date, (i) we grouped together apps presenting
same packaging year, and (ii) for each resulting group we computed the corre-
spondent set of descriptive statistic indicators for all the features we computed,
in order to describe the evolution trends of each feature belonging to the dataset.
Specifically, we computed for each feature: (i) Minimum, (ii) 1st Quartile, (iii)
Median, (iv) 3rd Quartile, (v) Maximum, and (vi) Mean.

3 Evaluation

We designed an experiment [5,6] in order to evaluate the effectiveness of the
proposed feature set, expressed through the research question RQ stated in the
introduction. More specifically, the evaluation is aimed at verifying whether the
eight features are able to highlight differences from the UX point of view in
Android mobile applications developed in different years.

We conducted measurements on a dataset containing 15,426 Android trusted
apps downloaded from the Google’s official app store8. We identified Google Play
as a target for our study for several reasons. This is by far the largest and most
used source for Android applications, with over a million apps in July 2013 and
was most recently placed at 2 million apps in February 20169. The majority of
devices sold are compatible and come with the market preinstalled, making it the
most accessible. In fact, using other markets requires the explicit permission of
the user. In order to download applications we crawled the Google Play market
using an open-source crawler10. The obtained dataset includes samples belonging

6 https://possiblemobile.com/2013/06/context/.
7 https://developer.android.com/guide/components/fragments.html.
8 https://play.google.com/store.
9 http://www.statista.com/statistics/266210/.

10 https://github.com/liato/android-market-api-py.

https://possiblemobile.com/2013/06/context/
https://developer.android.com/guide/components/fragments.html
https://play.google.com/store
http://www.statista.com/statistics/266210/
https://github.com/liato/android-market-api-py
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to all different categories available on the market. The crawler is configured to
equally download applications from the different categories of apps.

The .apk file of an Android application is basically a zip archive containing all
the resources an application needs to run, such as the application binary code and
images. Using this package format all the files that makes an application go from
the computer of the developer to end user devices without any modification. In
particular, all metadata of the files contained in the .apk package, for instance the
last modification date, are preserved. All bytecode, representing the application
binary code, is assembled into a classes.dex file that is produced at packaging-
time. Thus the last modification date of this file represents the packaging time.

We retrieve the date of the compilation at which the Dalvik bytecode was pro-
duced in order to infer the historical distribution of the samples in our dataset.
Specifically, we retrieve application packaging in: 2008 (178 samples), 2009 (143
samples), 2010 (167 samples), 2011 (629 samples), 2012 (1548 samples), 2013
(3640 samples), 2014 (2448 samples), 2015 (6423 samples), 2016 (250 samples).

We provide a comparison of descriptive statistics of the populations of
applications.

Figure 1 shows the boxplots related to the features SCV 1, SCV 2, SCV 3,
UB1, UB2, UB3, TE and NF (from left to right).

The boxplots related to SCV 1 feature show that the value of the views in
controller is very similar between apps developed in different years. The imple-
mentation of a view in a controller is considered a bad programming practice,
the boxplot suggests that this practice is quite diffused in Android programming
indifferently from the packaging year. The boxplots related to the SV C2 feature,
i.e. the number of views that are not in the controller, is symptomatic of the fact
that Android programmers employ frameworks for developing applications, espe-
cially in the more recent year (i.e., 2016): this is reflecting the increasing trend
in the SCV 2 feature. The trend is also considerable in 2009 but, as explained
by previous boxplots, developers anyway make use of view embedded into con-
trollers. The boxplots related to the SV C3 feature, i.e. the percentage of views
defined outside of the controllers, confirm the trend we highlighted in discussing
SV C2: Android developers take into account the best practices of software engi-
neering when they design the application, as matter of fact newer and older
mobile applications present the 100 % of percentage of view correctly defined
outside of controllers.

Bundles are generally used for passing data between various Android activ-
ities, this is the reason why a not handled bundle may cause NullPointerEx-
ception whether expected data are not returned. Boxplots show that when the
packaging year is increasing, the number of bundled employ by the application is
increasing: this may happen because mobile applications are quickly increasing
in complexity and functionality to offer to end users. Applications developed in
2010, 2015 and 2016 exhibit an overusing of bundles if compared with previous
packaging years, as demonstrated by boxplots related to the UB1 feature, i.e.
the number of Bundles in each application.

Boxplots related to the UB2 feature, i.e. the number of Checked Bundles
in each application show that developer do not take into account that the
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Fig. 1. Box plots for the full features set.

application can cause a NullPointException due for a Bundle, i.e. the usage
of check related to Bundle is very limited and it is almost similar between differ-
ent packaging years. The boxplots related to the UB3 feature, i.e. the number of
Unchecked Bundles in each application, reflect the results of the UB2 feature: we
denote an increment of Unchecked Bundles in newer Android applications. With
the increase of functionality and the usage of web-services required by new appli-
cations developers have to employ more and more Bundles in order to exchange
data between activities: when developers do not handle bundle exception, they
make their applications sensitive to unpredictable crashes due to NullPointerEx-
ception. This result has a dramatic impact on UX, because the application may
crash at any time unnoticed by the user.
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To show a dialog, the context of an Activity must be invoked. Using
any other context, such as that of a service, will throw a WindowMan-
ager.BadTokenException. The boxplots boxplots related to the TE feature, i.e.
the number of potential token exception in each application, do not exhibit an
increment between different packaging years: this happens because developer do
not increasing employ dialogs shown from classes other than activities, that may
cause unexpected crashes.

Fragments represent a behavior or a portion of user-interface in an Activity.
This can be combined to create a fragmented interface. Basically a fragment is a
modular section of an activity, which has its own lifecycle, receives its own input
events: it is a sort of “sub activity” that it is possible to reuse in different activi-
ties. The boxplots related to the NF feature, i.e. the number of fragments in each
application, show that the trend increases when the packaging year increases.
This happens for a two-fold motivation: the first one is that developers learn
quickly how to use enhancements provided by new SDK version, but on the
other side they don’t care of software quality. As matter of fact, Fragments were
created to embed small user-interface portion in an Activity but they do not
exceed with using them. Indeed, an extensive use of Fragments is not in line
with the Separation of View and Controller.

Table 1 shows the results obtained for each median indicator we considered
in the study.

Table 1. Median indicator for each feature we computed for the packaging year.

Feature 2008 2009 2010 2011 2012 2013 2014 2015 2016

SCV 1 49 137 73 82 81 86 73 81 90

SCV 2 711 1327 810 755,5 924 1010 1099 1178 1487

SCV 3 95,51 91,87 87,08 90,56 88,79 89,95 91,82 91,56 91,14

UB1 0 22 10 10 10 13 11 15 10

UB2 0 8 1 4 4 6 5 6 6

UB3 0 11 4 5 4 6 5 9 4

TE 0 1 2 2 1 2 2 1 0

NF 345 764 348 378,5 404 512 490 548 628

From results we denote that SV C2 median feature exhibits greater values
if compared with the SV C1 median i.e., the number of views not in controllers
exceed the number of views in controllers. From the software engineering side
this is a result representative that developer take into account MCV pattern
when they developer mobile applications, and from the UX ones, being the view
not coupled from business logic, the application will be easily adaptable by the
developer to run on a plethora of devices with different screen size with the
same UX level from the user point of view. The SV C3 feature median, i.e. the
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percentage of views defined outside of controllers, confirms this software quality
positive trend.

The UB1, UB2 and UB3 features median exhibits that recent mobile appli-
cation make less use of Bundles if compared with previous developed ones. Con-
sidering that a non handled bundle can cause a NullPointerException and the
consequently crash of the application with the correspondent lose of data, we
conclude from this analysis that developer take into account to caught exceptions
from Bundle, in order to guarantee an high UX to the users.

Relatively to TE feature median, the table shows that the number of poten-
tial to token exceptions in each application is almost the same between differ-
ent Android application. Developers are aware that this may cause unexpected
crashes and they avoid to use them, for the benefit of either software quality and
UX. The NF feature median increments occur in recent packaging years. The
excessive usage of Fragment is a bad programming practice, because it pushes to
include small portions of graphics interface into business logic classes. As matter
of fact, an extensive use of Fragments, merging view and controllers, is resulting
in a consequently poor software quality and UX.

4 Conclusions and Future Works

In this paper, we extract from 15,426 applications a set of features in order to
evaluate the quality of user experience in the software for mobile devices.

Results obtained show that Android mobile applications present several indi-
cators that make us think that the developers do not care about the quality of
user experience in a systematic way. Future works concern the evaluation of
the review mechanism on Google Play to verify whether the user reviews are
coherent with the software quality and user experience.
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Abstract. Video games are one of the most influential types of software today.
However, they are becoming more and more complex to design and evaluate. In
this context, Model-Driven Development approaches seem to be very promising
since a video game can be obtained by transforming platform-independent
models into platform-specific models that can be in turn transformed into code.
In previous work, we defined a usability evaluation method specifically tailored
to this type of development process. This paper shows how this method can be
used to evaluate the usability of video games in early stages of a model-driven
development process. The method relies on a model that decomposes usability
into measurable attributes and metrics specific for the video game domain. To
show the feasibility of the method, we performed an early usability evaluation of
a video game for the XBOX360 platform.

Keywords: Video game � Usability inspection � Model-Driven Development

1 Introduction

Video games are one of the most influential types of software today. Games are being
used for far more than entertainment, with applications including social marketing,
education, and specialist training. The video game development industry is a strong
economic sector that deals with the development of highly interactive software, i.e.,
video games, for a wide variety of technology platforms.

The interaction between the game and the players is a critical factor in the success
of a video game. Usability and playability are considered to be the most important
quality factors of video games [10]. Usability is defined as the degree to which the
video game can be understood, learned, used and is attractive to the user, when used
under specified conditions [6]. Playability is defined as a collection of criteria with
which to evaluate a product’s gameplay or interaction [7]. Playability is often evaluated
by using early prototypes and iterative cycles of playtesting during the entire video
game development cycle. However, the evaluation of usability in current video game
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development practices is often deferred to late stages in the game development cycle,
thus signifying that usability problems from early stages may be propagated to late
stages of the development, and consequently making their detection and correction a
very expensive task. The state of the art for game development in software engineering
has been summarized in a systematic literature review [1]. The results of this review
show a significant lack of studies in the key dimensions of video game quality:
playability and usability.

Today there is no common agreement what kind of usability evaluation methods
can and should be used to enhance the design of games [3]. Traditional video game
development approaches do not take full advantage of a usability evaluation of the
game design artifacts that are produced during the early stages of the development.
These intermediate artifacts (e.g., screen mock-ups or screen flow diagrams) are used to
guide game developers but not to perform usability evaluations.

This problem may be alleviated by using a Model-Driven Development
(MDD) approach due to its intrinsic traceability mechanisms that are established by the
transformation processes. Platform-independent models (PIM) or platform-specific
models (PSM) can be evaluated during the early stages of video game development to
identify and correct some of the usability problems prior to the generation of the source
code of the final video game application. We are aware that not all the usability
problems can be detected based on the evaluation of models since they are limited by
their own expressiveness and, most important, they may not predict the user behavior
and preferences. However, the use of inspection methods for detecting usability
problems can be complemented with other evaluations performed with end-users. In
previous work, we defined a usability evaluation method specifically tailored to
model-driven video game development. In this paper, we show how this method can be
used to evaluate the usability of a video game for the XBOX360 platform.

This paper is organized as follows. Section 2 discusses our usability inspection
method. Section 3 describes a strategy to apply this method for performing early
usability evaluations in model-driven video game development. Section 4 presents the
evaluation of a specific game to illustrate the inspection method. Finally, Sect. 5
presents our conclusions and further work.

2 Usability Inspection Method

Our usability inspection method relies on a Video Game Usability Model [5] which
contains a set of usability attributes and measures that can be applied by the designer in
the following phases of a MDD development process: (i) in the PIM, to assess different
models that specify the video game application independently of platform details
(e.g., screen flow diagrams, screen mock-ups, screen navigation diagrams); (ii) in the
PSM, to assess the concrete design models related to a specific platform (if they exist);
and (iii) in the code model, to assess the generated video game.

The goal of this usability model is to extend the Software Quality Model proposed
in the ISO/IEC 25010 (SQuaRE), specifically the usability characteristic, for specify-
ing, measuring, and evaluating the usability of video games that are produced
throughout a model-driven development process from the end-users perspective.
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The SQuaRE states that the usability of a software product can be decomposed into
the following sub-characteristics: Appropriateness Recognisability, which refers to how
the software product enables users to recognize whether the software is appropriate for
their needs; Learnability, which refers to how the software product enables users to
learn its application; Ease of Use, which refers to how the software product makes it
easy for users to operate and control it; Helpfulness, which refers to how the software
product provides help when users need assistance; Technical Accessibility, which refers
to how the software product provides help when users need assistance; and Attrac-
tiveness, which refers to how appealing the software product is to the user.

Since these sub-characteristics are too abstract we decompose them into usability
attributes and measures as showed in the second and third column of Table 1. The
attributes have been defined by considering and adapting ergonomic criteria for user
interfaces [2] as well as knowledge from other domains such as Web development [4],
and the underlying usability principles from game development [8]. The measures are
generic to ensure that they could be operationalized in different software artifacts from
any model-driven video game development method.

It is worth to mention that we cannot guarantee that our usability model covers all
the possible usability attributes for the video game domain. Our model is an attempt to
operationalize subjective heuristics, usability guidelines and recommendations into
usability attributes that can be quantified by means of measures.

3 Evaluation Process

In order to apply the Video Game Usability Model to a specific model-driven video
game development, we follow a usability evaluation process. A typical video game
development process consists in the following activities: requirements specification,
game design, implementation, and playtesting, along with the usability evaluation. The
usability evaluation is conducted by applying the following steps:

1. The establishment of evaluation requirements. Evaluation profiles are chosen
to specify which model-driven game development method is employed, which type
of video game is developed, what the target technological platform is, and at which
target players the game is aimed. Given a specific model-driven game development
method, software artifacts (models) and usability attributes from the Video Game
Usability Model are selected to perform early usability evaluations. The measures
associated with the selected attributes are instantiated for a specific software artifact
of the game development method, and the thresholds for the measures are
established.
2. Early usability evaluation. Each selected game software artifact is evaluated
with a set of measures. Each measure returns a numeric value within a specific
threshold that indicates whether there is a usability problem in the video game.
A usability report is generated with the usability problem details and suggestions to
solve them.
3. Usability evaluation in-use. Even when early usability evaluation is performed
on models, the game should also be further evaluated with end-users in specific
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contexts of use. Since this paper focuses on early usability evaluation in
model-driven development, usability evaluation in-use is not within the scope of
this work.

After usability evaluations, game designers should perform changes to the models in
order to solve the usability problems. Early usability problems detected in the game
design can be corrected in each model of the corresponding development stage (e.g.,
PIM, PSM) prior to the code generation.

Table 1. Decomposition of the SQuaRE into measurable attributes and generic measures

Sub-characteristics Attributes Measures

Appropriateness
Recognisability

Visibility Percentage of screen usage
Interface Simplicity Total number of GUI elements
Control Simplicity Total number of control mappings
Consistency Ratio of similitude between screens

Learnability Feedback Total number of GUI elements
displaying state changes
Ratio of GUI elements highlighting
state changes
Ratio of meaningful messages

Tutorial Support Tutorial interactivity
Tutorial coverage

Ease of Use Control Consistency Ratio of similitude between colliding
game actions

Internal Navigational
Simplicity

Internal menu navigation depth
Internal menu navigation breadth

External Navigational
Simplicity

Shortest Path To Gameplay
Shortest Path To Exit
Shortest Return Path To Gameplay

Helpfulness Hint Support Availability of hints
Hint understandability

Goal Support Goal visibility
Goal understandability

Technical
Accessibility

Subtitle Support Availability of subtitles
Subtitle support for hearing impaired
players
Subtitle style differentiation

Magnifier Support Subtitle resize support
Attractiveness Customization Control remapping

Interface customization
Wait Reduction Inactive wait

Skip capability of non-interactive
content
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4 Applying the Usability Inspection Method

The usability model was applied to a 2D fighting game for the XBOX 360, which is
similar to the commercial Capcom’s Street Fighter V™ for the same platform.

4.1 Model-Driven Video Game Development

Model-driven video game development [9] is a game development methodology that
focuses on defining platform-independent models which provide a precise high-level
specification of the gameplay, control, and graphical user interface of the video game
under development. We focus only on the following platform-independent models that
offer the most suitable modeling primitives for usability evaluation:

Screen Navigation Diagram. Video games display visual information on different
game screens through which players can navigate. Figure 1 shows the screen navi-
gation metamodel. A screen navigation diagram can be specified by using screen nodes
and screen transitions.

A game screen represents a game state in the screen navigation. Two special screen
nodes denote the initial and final states that define the screens on which a video game
starts and ends. Screen transitions represent a change of state in the screen navigation,
i.e., moving from one screen to another. Screen transitions are triggered by screen
events such as control interactions, time, or rule executions.

Screen Layout Diagram. When the flow of screens is clearly defined in a navigation
diagram, each game screen GUI should be further specified by using a screen layout
diagram. Figure 2 shows the screen layout metamodel. A screen layout diagram can be
specified by different GUI display primitives that can be positioned and sized on the
screen. These primitives provide a visual representation of a game attribute which is
previously defined in the gameplay perspective. There are four types of GUI display
primitives: numeric containers and textual containers which represent information as
plain numbers or text, image containers which represent information using 2D images

Fig. 1. Excerpt of the Screen Navigation metamodel
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or animations, and progress containers which represent the progress of information as
a relative percentage of a colored bar or a succession of small icons.

Control Mapping Diagram. A game control mapping defines how players interact
with controller devices to communicate with the game. Figure 3 shows the control
mapping metamodel. A controller is a device that players use to communicate with the
game. Controllers are made up of smaller control elements such as keys, buttons,
joysticks and triggers that players use to communicate atomic game interactions.
Control element interactions such as pressing or releasing a button, moving a joystick,
or pulling a trigger, activate the specific action rules of a player’s character. A control
mapping diagram specifies which control elements and interactions are associated with
gameplay actions.

4.2 Establishment of the Usability Evaluation Requirements

The evaluation profile of the 2D fighting game example used is as follows:

• Game development method: the game is designed by using a model-driven
development method. The software artifacts involved in the usability evaluation are
the screen navigation, the screen layout and the control mapping diagrams.

• Type of video game: the game belongs to the 2D fighting genre.

Fig. 2. Excerpt of the Screen Layout metamodel

Fig. 3. Excerpt of the Control Mapping metamodel
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• Target technological platform: the game is developed for the XBOX 360.
• Target audience: the game, like most 2D fighting games, is targeted at a hardcore

audience of players who have a great deal of previous experience in games of the
same genre, and who thus know and expect certain common genre conventions.

Table 2. Operationalized measures for the case study

Measure Percentage of Screen Usage (PSU)

Attribute Appropriateness Recognisability/Visibility
Artifact Screen Layout Diagram (PIM)
Operationalization Each display primitive of the Screen Layout Diagram has attributes for

its width and height. The screen meta-class also has attributes for its
width and height. Both the primitive display size and the screen size can
be defined as the product of their width and height

Formula PSU = (Sum of all display primitives width x height) / (screen width x
height)

Thresholds The XBOX 360 is typically played on a high-resolution TV, which
benefits visibility. Hardcore players are also well trained in the specific
genre conventions of 2D fighting games, thus minimizing the space
needed to convey the game’s visual information.
Critical Usability Problem: [PSU > 0.5] Low Usability Problem:
[0.1 < PSU ≤ 0.2]
Medium Usability Problem: [0.2 < PSU ≤ 0.5] No Usability Problem:
[PSU ≤ 0.1]

Measure Total Number of GUI Elements (TNGUIE)

Attribute Appropriateness Recognisability/Interface Simplicity
Artifact Screen Layout Diagram (PIM)
Operationalization Each display primitive of the Screen Layout Diagram is a GUI of the

screen
Formula TNGUIE = Sum of all display primitives of the Screen Layout Diagram
Thresholds Hardcore players are experienced in the genre conventions of 2D

fighting games and they expect their typical interface layout, with a
number of GUI elements between 3 and 10.
Critical Usability Problem: [TNGUIE > 10] Low Usability Problem:
[3 < TNGUIE ≤ 5]
Medium Usability Problem: [5 < TNGUIE ≤ 10] No Usability
Problem: [0 ≤ TNGUIE ≤ 3]

Measure Shortest Return Path To Gameplay (SRPTG)

Attribute Ease of Use/External Navigational Simplicity
Artifact Screen Navigation Diagram (PIM)
Operationalization Each screen primitive of the Screen Navigation Diagram can be

associated with a game screen.
Formula SRPTG = minimum number of transitions between the game over

screen node and the gameplay screen node.
Thresholds Hardcore players value immediateness of menu interfaces.

Medium Usability Problem: [SRPTG > 2] No Usability Problem:
[0 ≤ SRPTG ≤ 2]
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For the sake of simplicity, only two usability sub-characteristics were evaluated:
Appropriateness Recognisability and Ease of Use. The selected attributes were Visi-
bility, Interface Simplicity, and External Navigation Simplicity, whose associated
measures are shown in Sect. 2. The operationalization of the aforementioned measures
are presented below in Table 2. Note that the measure thresholds are defined in
accordance with specific information from the evaluation profile for the video game
evaluated in this case study. We gather this information from game developers but we
are aware that these values need to be empirically validated to determine which
thresholds are more appropriate for pre-defined evaluation profiles.

4.3 Early Usability Evaluation of Software Artifacts

Figure 4 shows the main GUI elements of the game rendered in a Screen Layout
Diagram. Figure 5 shows the game screens and transitions in a Screen Flow Diagram.
The Control Mapping Diagram is not rendered as a figure for the sake of simplicity: the
game uses a 2-dimensional control element (the left thumbstick associated with char-
acter movement), and six 1-dimensional control elements (the buttons associated with
light/medium/strong punches and kicks).

With regard to the Screen Layout Diagram (see Fig. 4), we apply the two specific
measures shown for this artifact in Sect. 4.2 in order to evaluate the Visibility and
Interface Simplicity of the video game. By applying the Percentage of Screen Usage
formula we obtain PSU = 0.09 (by dividing the sum of the size of all the display
primitives by the screen size). This indicates that there is no usability problem related to
the Visibility attribute since PSU is in the threshold [PSU ≤ 0.1]. By applying the Total
Number of GUI Elements formula we obtain TNGUIE = 13 (by counting all the
display primitives in the diagram), which leads to a critical usability problem related to
the Interface Simplicity attribute since the value obtained is [TNGUIE > 10]. Table 3
shows the usability report associated to this usability problem (UP001).

Fig. 4. Street Fighter V screenshot and the corresponding Screen Layout Diagram

Fig. 5. Street Fighter V Screen Flow Diagram
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With regard to the Screen Flow Diagram (see Fig. 5), we can use up to three specific
measures in order to evaluate theExternal Navigation Simplicity attribute belonging to the
video game’sEase ofUse sub-characteristic. In this example, we use theShortestReturn
Path To Gameplay formula obtaining a SRPTG = 4 (by counting the screen transitions
from gameplay, result, and vs screens), which leads to amediumusability problem related
to the External Navigation Simplicity, since the value obtained is in the threshold
[SRPTG > 2]. Table 4 presents this usability problem (UP002).

After applying the measures, we can conclude with regard to the Appropriateness
Recognisability sub-characteristic that the video game has poor Interface Simplicity but
very good Visibility, i.e., the game has a complex interface but effectively manages to
keep gameplay visible. With regard to the Ease of Use sub-characteristic, we realize
that the video game has poor External Navigational Simplicity, i.e., the game has a
complex flow of screens which makes it difficult to restart the game.

5 Conclusions

We presented a usability inspection method that can be used in early stages of
model-driven video game development. The method relies on a usability model that has
been developed specifically for the video game domain. This model is aligned with the
SQuaRE standard and allows the evaluation of the usability of video games developed
according to a model-driven development process. Usability is considered throughout
the entire game development, thus enabling a more usable video game to be developed
and thereby reducing effort during the maintenance stage.

Table 3. Usability report for usability problem UP001

ID UP001

Description There are too many GUI Elements on the same game screen.
Affected attribute Appropriateness Recognisability/Interface Simplicity
Severity level Critical [TNGUIE = 13 > 10]
Artifact evaluated Screen Layout Diagram
Problem source Screen Layout Diagram
Recommendations Collapse GUI elements that render the same information, such as the

image and the text container that portray the fighter portrait and name

Table 4. Usability report for usability problem UP002

ID UP002

Description Players need to navigate through several screens to restart the game
Affected attribute Ease of Use/External Navigational Simplicity
Severity level Medium [SRPTG = 4 > 2]
Artifact evaluated Screen Flow Diagram
Problem source Screen Flow Diagram
Recommendations Add a shortcut (e.g., retry) from the game-over screen to the gameplay

screen
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The inherent features of model-driven development provide a suitable context in which
to perform usability evaluations since usability problems that may appear in the final
application canbe detected and corrected at themodel level. Although the proposedusability
inspectionmethod has been operationalized to a specificmodel-driven development process
that has been used to develop a video game for the XBOX360 platform, it can also be
integrated into other model-driven video game development processes by establishing the
relationships between the generic measures from the usability model and the modeling
primitives of the different software artifacts of the selected development process.

Nevertheless, we are aware that a further comparison with the users’ perception on
the usability of a video game obtained by applying a model-driven development
process is needed. For this reason, we are currently performing an empirical study to
compare the predicted usability of two video games measured using a set of metrics
from the Usability Model with the perceived usability of these video games.

Future work includes the application of the method to industrial case studies, the
definition of aggregation mechanisms for combining the values obtained from indi-
vidual measures into usability indicators. We also plan to empirically validate the
effectiveness of the proposed usability inspection method by means of controlled
experiments in which the results of the evaluations obtained at the model level will be
compared to the ones obtained when players interact with the generated video game.
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Abstract. In this article, we report the findings of a systematic literature mapping
study aimed at identifying contextual factors that should be described in case
studies about teams in software engineering. As a result, we identified 26 factors,
which we organized in five dimensions: characteristics of individuals, groups,
team processes, projects and organizations. These dimensions and factors can
guide future reports to present better descriptions of the context in which their
software teams are studied.

1 Introduction

Understanding how software teams work, and how best to design them is an issue of
high relevance for industry in general [1]. However, given the specificities of the soft‐
ware development activity, several theories from organizational behavior do not apply
directly in this field [2], which has recently attracted attention and effort from software
engineering researchers. However, given the large variety of soft factors and uncon‐
trollable variables involved in studies with human subjects, it has been challenging to
software engineering researchers to elaborate reliable and general theories or predictive
models on software development teamwork [3]. Recent secondary studies [3–5] point
out that the main weakness of those studies is that they still miss potentially relevant
contextual information. Enriching research reports with more contextual information
could bring many benefits, such as increasing the strength of the presented evidences;
enhancing their transferability; and enabling future work to synthesize knowledge
following more systematic procedures, such as meta-ethnographies [6] and others [7].

In this research, we are interested in documenting the concrete characteristics of the
context that should be described in teamwork case study reports, to support the
improvement of this type of research. The currently available qualitative research
guidelines [8–11] are not very specific about that basically because they are designed
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to be independent of the research subject. To this end, we designed a systematic liter‐
ature mapping study with a twofold complementary approach: first, we review papers
that contain methodological recommendations on what the characteristics of teams
should be included in rich descriptions of contexts in studies involving software engi‐
neering teams; second, we look at papers that conducted case studies with software
teams to map what characteristics they actually have reported.

This is yet an in progress research. In this short article we present the results of the
first part of the study, which is a thematic synthesis made in the six papers, manually
selected out from the 4,915 reviewed titles published between 2008 and 2014 in relevant
journals and conferences. Our results uncovered 26 different contextual factors that
should be described in studies on software teams. These factors are organized in five
dimensions: characteristics of individuals, of groups, of team processes, of projects and
of organization. Although these factors are of high relevance to this type of research,
several of them, particularly those related to individuals and groups, were only briefly
mentioned in the previously existing checklists. This paper is organized as follow: in
Sect. 2, we briefly detail the referential work that motivated our research; in Sect. 3 we
describe our mapping study protocol and its threats to validity; in Sect. 4 we present
preliminary results of this study, which a discussed in more details in Sect. 5, where we
also conclude and posit our future steps.

2 Background

According to Yin [12], a case study is defined as “an empirical inquiry that investigates
a contemporary phenomenon in depth and within its real life context, especially when
the boundaries between the phenomenon and context are not clearly evident”. Dybå
et al. [11] define context as “the circumstances, conditions, situations, or environments
that are external to a specific phenomenon and that enable or constrain it”. However,
sometimes, the context interfere in, or interacts with, the phenomenon of interest. Thus,
case studies reports must provide in-depth description of the natural settings, offering
rich, qualitative data, to enable researchers to draw appropriate interpretations of the
data. A rich description of the context also help case studies to improve their transfer‐
ability, making easier to readers or user to decide whether the findings are likely be
applied to other situations or not [13]. Dybå et al. [11] also distinguishes two types of
context: the discrete context refers to specific contextual variables, such as organization
size, or product complexity; and the omnibus context refers to a broad perspective,
drawing attention to who, what, when, where, and why involved in the activities under
observation. In order to make the context description in case studies reports more
straightforward, Petersen and Wohlin [10] proposed a checklist of 21 discrete charac‐
teristics of context, organized in six different context facets: product, processes, practices
and techniques, people, organization, and market. They suggest, however, that this
checklist should be extended, and adapted according to the object of study and to the
consensus of the specific community. In this article, we are specifically interested in the
characteristics of the discrete context of case studies that address teamwork related
phenomena. According to Marks et al. [14] there are at least three approaches to
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characterize a team: describing the characteristics of the team members; describing the
properties of the team that vary as a function of team context, and the environment in
which the team is acting; and describing the processes through which the team works.
Those approaches are only partially covered in Petersen and Wohlin’s [10] checklist.

3 Review Protocol

We have taken a different approach from Petersen and Wohlin [10]. While they have
proposed a checklist from scratch, we decided to carry out a systematic literature
mapping study on scientific papers addressing teamwork in software engineering
published in highly qualified venues, looking for methodological recommendations on
what the characteristics of context should be described in future reports. A mapping
study is defined as a type of systematic literature review whose the aim is “to identify
all research related to a specific topic” either to answer broad research questions or to
picture trends in a given area [16, 19]. In this paper, we aim to answer the following
research question:

RQ1. What characteristics of the context should be described in case studies about
teams in software engineering?

To this end, we designed a mapping study protocol based on Kitchenham and Char‐
ters’ [17] guidelines. The thematic synthesis followed the recommendations of Cruzes
and Dybå [18]. Overall, our study was conducted in three main steps. First, we carried
out a manual search in the proceedings of the last seven years (2008–2014) of four
conferences (ICSE, ESEM, EASE, CHASE) and four journals (EMSE, IST, JSS, TSE).
We chose this time period because the main known guidelines for qualitative research
in software engineering data from 2008 [15]. This initial selection was based on reading
titles and abstracts, resulted in the list of 71 potentially relevant studies. That activity
was done independently by two researchers. Second, we read full texts, and applied
inclusion and exclusion criteria. We included both theoretical articles addressing case
studies or other qualitative approaches in software engineering research; and secondary
research reviewing case studies or other qualitative methods, presenting a detailed
discussion on how primary research software engineering teams or teamwork in soft‐
ware projects reports should improve. We excluded papers not written in English or not
available on the web as well as invited papers, keynotes, workshop reports, books, theses
and dissertations. We also excluded papers of computer science domain but clearly out
of the software engineering scope or papers that did not target software engineers, soft‐
ware engineering teams, or that did not relate to teamwork or software teams. Each paper
was judged by two researchers, independently, and conflicting opinions were individu‐
ally discussed and resolved. In the end, six papers were selected to analysis and synthesis.
In the third step, we extracted relevant segments of the papers, labeled them with repre‐
sentative codes. Two researchers read and analyzed all the six papers independently.
Then, these two researchers, together, grouped the labels in higher order categories,
following an iterative and incremental process. The research team was composed of four
researchers. The data management was conducted using Google Forms and worksheet
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files in Microsoft Excel ™. A quality assessment was not carried out because we
assumed the papers to have high quality given the sources where they were published.

4 Results

In this section we present the results of the thematic synthesis conducted in the six
selected papers. The references are listed at the appendix in the end of this article. The
results are organized according to Marks et al. [14] dimensions in the subsections below,
and summarized in Table 1.

Table 1. Contextual factors

4.1 Characteristics of the Individuals

This dimension groups individual characteristics of the team members, which charac‐
terize the people in the team individually, and are independent of others. These charac‐
teristics are relevant, because as pointed out in P4:

“The success of a software development project depends on people and human
resource factors (…) Not only the experience and competency of the team members is
important, but also their personal characteristics such as honestly, collaborative attitude,
sense of responsibility, readiness to learn, and work with others are considered equally
important, if not more” (P4, p. 1872, Sect. 3.2).
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Thus, in addition to the basic demographics (age, education, gender, function, etc.)
it seems to be relevant to characterize the individuals in the teams in terms of their
technical and interpersonal skills [P1, P3, P4, P5]; perceptions that they hold about the
organization [P1, P2, P3, P5]; level of career experience and expertise [P1, P4, P5];
personality traits and behavioral patterns [P2, P4]; and individual interests [P5].

4.2 Characteristics of the Group

When the individuals are put together to work as a team, there are characteristics that
pertain to the collectivity. In this dimension, we sought to cluster these properties of the
group that only make sense when the team is formed. In this dimension, we identified
five categories: Group composition refers to how the group is balanced in terms of
combined individual characteristics (knowledge, expertise, personality, etc.) [P1, P2,
P3, P4, P6]; Group structure regards the size, functions, and power allocated to the team
members [P1, P3, P4]; Geographical dispersion describes the physical configuration of
the participants [P3, P4, P6]; Management style describes formal and informal relation‐
ships established between the group and its leader [P2, P3]; and finally Team climate
describes the relationship between the individuals and the group, such as commitment
with others, collective identity or team spirit, motivation to work, cohesion, trust, etc.
[P1, P2, P3, P6].

4.3 Characteristics of the Team Processes

The dimension of Team Processes is intended as the way of doing things on behalf of
teams, or how teams work and operate, and what they do. According to P6: “Besides,
to understand the level of coordination practices, communication process and tech‐
nology should be described as well. While availability of collaboration technology and
its adoption level could be a mediate factor of team dispersion on perform” (P6, p. 136,
Sect. 5.1).

This dimension includes six characteristics: Customer relationship clarifies the type
of relationship that the team has with its customers as well as the role that a customer
play in the team [P1, P3, P4, P5]; communication dynamics relates to how team members
communicate among each other [P2, P3, P4, P5, P6] includes communication processes,
interactions of the various participants, members interaction and how they share work
and so on; management and coordination activities [P3, P5, P6] describes the types of
activities and procedures that management puts in practice during a project involving
software development teams such as devolution of project responsibility to project busi‐
ness owners, measure team performance to assure team is working on schedule and
within budget, adopt standard procedures, software development process [P1, P2, P3,
P4, P5, P6] details the characteristics of the processes teams adopt, some examples are:
amount of documentation, code ownership, development practice, coding standards,
planning game activity; researcher involvement [P1, P2, P3, P4, P5, P6] discusses how
an external researcher should coordinate in a development team, and working schedule
[P5] articulates the mechanisms that should characterize team members’ schedule such
as dynamic schedule, no overtime, 40-h working weeks.
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4.4 Characteristics of the Environment

The Environment dimension was intended as inclusive of all those factors that charac‐
terize the context in which a project is carried out and where a team operates. As we
defined the categories and coded the papers in our synthesis analysis we agreed on the
fact that this dimension actually was more appropriate to be divided into two dimensions:
Project and Organization as the categories coded fit better. So, as it can be seen in
Table 1, Environment category has been divided into Project and Organization.

The first comprises features that a project should have, just to give an example:
“Initial characterization of a software development project can play an important

role in shaping participant’s attitudes and actions in the development process.” (P5, p.
11, Sect. 5.2.1). It includes categories such as: stakeholders [P3, P5, P6]; project impor‐
tance and criticality [P3, P5]; project complexity and variability [P3, P5]; project dura‐
tion and size [P5].

The Organization dimension relates to the characteristics that the organization should
have with respect to software development teams [P2]. “Thus changing the culture of
an organization is not a trivial task, since it requires changes on members’ ways of
thinking, communicating, relating to each other, as well as consolidated habits and
working manners.” (P2, p. 1956, Sect. 3.)

This dimension includes categories such as: working facilities and office outline [P1,
P3, P5, P6] that define in some way how the office should be organized like logistical
arrangements, physical and temporal settings, spaces distribution and so on The organi‐
zational culture category includes details relating to aspects such as ways of thinking,
historical organizational practices, corporate culture [P1, P2, P3, P4, P5]; Business
model category includes information of the models adopted such as organization type,
setting of the industry or of the study carried out [P1, P5]; Human-resources related
policies includes aspects about rewarding system adopted for staff and company poli‐
cies related to the employees’ motivation [P2, P3]. Finally, organizational size and struc‐
ture provides insight on the dimensions of the company with codes on multiple inde‐
pendent teams, organization structure and size, as well as having projects with small
teams [P1, P3].

5 Discussion and Conclusion

This research was motivated by the fact that research reports and studies of software
development teams ignore potentially relevant information of the particular context in
which they are conducted, which may directly compromise the transferability of this
type of research [20]. Less obviously, it also impacts the ability of the whole field to
accumulate knowledge, learning from comparative synthesis of different studies [19].

Dybå et al. [11] warns that what counts as context depends on the substantive
problem under scrutiny, so it is not possible to draw checklists that are general enough.
Our checklist is looking specifically to the study of software development teams, but
even so the relevance of the elements in the list may vary. It is indeed a long list of
contextual factors. Petersen and Wohlin [10] suggest that the importance of the discrete
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checklist is to help the researchers to make informed decisions about what to describe
in their reports.

Compared to previous work carried out by other authors [10, 14] we have particularly
focused on the characteristics that address teamwork related phenomena. To this end,
our categories related to organization, processes and project are common to the ones in
Petersen and Wohlins’ checklist [10] labeled as organization, processes/practices and
market; while other Petersen and Wohlin categories such as product have not been
considered in our dimensions as they may be not central to teamwork features. Our
categories are more oriented to human aspects, rather than the general context. This
motivates the identification of both individual and group categories in the sense that they
focus on team member characteristics as single elements and as components of a group
immersed in an environment where the team acts and works through specific processes.

The contextual factors listed in Table 1 are also of some importance to the software
engineering practice, because they reveal a variety of aspects that software engineers
must deal with, and that managers should care about, because they can somehow impact
the effectiveness of the team [20]. It was not our objective to map how different prop‐
erties affect the effectiveness of the team, but that information can be found in the six
papers that we analyzed (Appendix A). Dutra et al. recently presented a synthesis of
these factors [4].

Finally, this study is part of a larger effort to document characteristics of the context
that should be described in teamwork studies. This work was limited to identify other
authors’ suggestions, but it is not yet an exhaustive list. In the next step, we will look at
what factors have actually been reported in these types of studies, and why. We hope
that, by enriching their context descriptions, in the future we will be able to address more
sophisticated questions such as what software engineering approaches work best for a
given type of team, or how a team should be assembled and organized, given a set of
characteristics of the environment.

A Appendix: List of Selected Papers

[P1] T. Dybå and T. Dingsøyr. “Empirical studies of agile software development: A
systematic review”. IST, 50 (9–10), pp. 833–859 2008.
[P2] C. Tolfo and R. Wazlawick. “The influence of organizational culture on the
adoption of extreme programming”. JSS, 81 (11), pp. 1955–1967 2008.
[P3] T. Chow and D. Cao. “A survey study of critical success factors in agile software
projects”. JSS, 81 (6), pp. 961–971 2008.
[P4] S. Misra, V. Kumar and U. Kumar. “Identifying some important success factors
in adopting agile software development practices”. JSS, 82 (11), pp. 1869–1890 2009.
[P5] L. Mcleod, S. Macdonell and B. Doolin. “Qualitative research on software devel‐
opment: a longitudinal case study methodology”. EMSE, 16 (4), pp. 430–459 2011.
[P6] N. Anh, D. Cruzes and R. Conradi. “Dispersion, coordination and performance
in global software teams: a systematic review”. ESEM, pp. 129–138 2012.
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Abstract. Efficient team communication is essential for software project
success. Misunderstood or underestimated demands on customer require-
ments and insufficient information sharing within a team can rapidly
cause the delay of software releases, hamper customer satisfaction or
even endanger the project succeed. The challenges remain to quantify the
right amount of communication according to durations, necessary effort,
and the ambitions to avoid firefighting situations. Especially newly build
or less experienced teams often struggle with their information flow. To
improve team communication performances for these teams, we build
an experience based classifier model that interpolates tendency forecasts
with five approved team communication metrics from related work. The
model matches archival project communications with present team con-
ditions and computes tendency forecasts for the ongoing project. These
future trends can indicate critical communication conditions right from
early phases. Hence, they can reduce risks of miscommunication during
a project.

Keywords: Machine learning · Team communication · Experience-base

1 Introduction

Successful software projects and today’s development processes are primarily
grounded on efficient team communication. Communication within software
developing teams consists of several psychological facets, practical use of tech-
nologies and organizational expertise [5,12]. Tightened project costs and reduced
resources require further improvements to stay internationally competitive. Soft-
ware projects with zero margins for errors, misunderstandings or functionality
issues lead to higher pressuring rates of developer conditions [11]. Risks of later
improvements or potential delay of releases can cause a radical loss of customer
satisfaction and probably the cancellation or failure of a project. Therefore, team
communication and the flow of information seem to be a prerequisite for project
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success [5]. The challenges remain in scheduling the right amount of commu-
nication according to durations, necessary effort and the ambitions of a team
to avoid firefighting situations. Especially new build or less experienced teams
often struggle with their communication management. Tuckman [15] revealed
that teams typically change and expose their social behavior over time, settled
by the experiences made during each phase by the team members. Furthermore,
most project teams suffer stressful or troubling situations differently due to indi-
vidual team characters and communication styles [11,12].

In this approach, we introduce a technique that enables future tendencies
of team communication behavior for ongoing software projects, resulted from
present team communication characteristics and experience-based support from
archival projects. We build a machine learning classifier that operates on relevant
data records and interpolates a multi-week communication tendency with five
significant metrics describing a team’s simplified communication behavior. The
applied archival data and communication metrics used within this approach
refer to a field study from previous investigations with retrospectives on team
communication in student software projects [12]. A machine learning classifier
which is developed in Java is realized through a k-nearest neighbor (kNN) model
with predictive characteristics to involve training and testing data. This kNN
model accesses archival project information from the training set and matches
them with present team communication conditions. After all, it interpolates
communication trends based on best matches with closely related conditions. The
resulting future trends can indicate critical communication behavior right after
early project phases and enable early adjustments. Due to dynamic changes of a
team’s communication behavior over time, the kNN model considers the entire
course of team communication since the project start. We validated our model
through leave-one-out-cross-validations (LOOCV), also encountered its overall
accuracy on team communication tendencies, measured as the aggregated error
rates between the model’s forecasts and real testing data references of archival
project records.

The model currently interpolates tendency forecasts with future perspectives
up to 14 weeks and operates with high accuracies during several project phases.
We present validating results and insights gained from applying both psycho-
logical and software engineering perspectives, additionally to their respective
interpretations. It would be highly desirable to obtain improved team communi-
cation for project success based on experience-based tendency assistances with
archival records and ongoing team communication conditions. In our vision, this
terminology can be especially helpful for newly formed teams and allow a better
understanding in scheduling and planning meeting quantities during different
phases of project.

2 Related Work

This approach is grounded on several previous publishing from psychological
perspectives on socio-interactive team communications and predictive analytics.
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Kauffeld et al. [5] investigated that the interaction and meeting intensities of
software developing teams shows strong affects to the project’s overall success.

Klünder et al. [6,7] and Schneider et al. [12] monitored and explored
socio-interactive communication behaviors of students in software projects. The
authors applied a multi-week field study with real software projects and envi-
ronmental framework to elicit project information with unsynthesized origin. In
cooperation with psychological experts, the authors derived and manifested five
relevant communication metrics which have a direct impact on team communi-
cation behavior.

Kumar et al. [10] describe the importance of training and guidance of com-
munication ways for software engineering students. The authors use comparison
methods on two student software projects to determine their communication
style. The authors also explored pitfalls and indicate the communication diffi-
culties for newly formed teams. This was out motivation to apply an assistance
approach combining both experience-based guidance and predictive analytics on
communication behavior.

Jørgensen et al. [4] elaborated the significance of forecasts for effort-scaling
in software projects. They established a sequential approach with distinctions of
measurable project outcomes under lessons learned circumstances. The author’s
goals were to validate whether experience-based information from a previous
project will affect the following project based on the additional available source
of experienced data.

Sharma et al. [13] approached the accuracy of priority handler for occurring
bugs by using machine learning methodologies and cross-validations with an
experience base of earlier prioritized bugs. They analyzed and validated the
accuracy of 76 sample studies using support vector machines.

We use the author’s conceptual theory on experience-based approaches sup-
ported by machine learning to forecast team communication tendencies that
consider a team’s ongoing communication condition. In a previous approach, we
applied psychological perspectives and analytical methods to explore the feasi-
bility of a first simplified forecasting tool that can compute tendencies on team
communication intensities in support of a machine learning classifier [6,9].

3 Methodology

3.1 Study Design

We accessed 34 student software projects from a previous field study [12] that
provides a series of small, yet complete software projects including team commu-
nications in a variety of psychological and software project metrics. All software
projects were comparable in their framework conditions, complexity, and dura-
tion. Most importantly, they did not consist of synthetic made or biases and
intended for real use in their respective context by the customer.

Weuse fivemanifestedmetrics [7,12] to describe teamcommunication behavior
through relevant expressions and attributes from the field study records.
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These metrics are compounds of communication attributes with matter for teams
like mutual network structures, communication paths, proportions of communica-
tion media channels and their intensity of use, as well as meeting distances, team
moods, and spirits. We extracted a synergistic conjunction with these five metrics
as predictable subjects involvingFLOWdistance [7], FLOWcentralization [7], and
team spirits [14].We also consider the positive andnegativemoodswhich have been
previously proven to be relevant factors for team communication [12].

An application realized in this approach uses the kNN algorithm. Further-
more, it supports the integration of entire collections with communication met-
rics for training the model and compute communication tendencies. An internal
diagnose functionality resolves the model’s predictions accuracy automatically
due to actually loaded training data, its quality and significance of the raw infor-
mation. The latter, it can help teams to validate whether their training data is
qualified as experience data for tendency forecasts or not.

3.2 Team Communication Metrics

FLOW distance is a metric considering different kind of communication channels
like e-mail, meetings and phone calls and the perceived communication inten-
sity [7]. We applied it as central metric for communication behavior [6] since it
indicates potential problems in the communication way of a team [12].

FLOW centralization combines the quantitative distribution of all communi-
cation ways between team members and resolves the dominance positioning of
the single members. It indicates the degree to which communication is focused
on a subset of an entire team [7].

During a software project, team moods yield impressive information with sig-
nificant reflection during releases, quality gates, issues and similar [11]. In this
approach, each team member’s mood is covered by positive and negative affects
describing the feelings during a week [12]. A team’s emotional expression reflects
a direct condition about the project’s status and thus provides important infor-
mation with impact to project success [3]. The positive and negative attributed
mood were aggregated into two central metrics [2].

In analogy to the team’s mood, team spirit represents a further emotional
reflection about the status of socio-interacting conditions. The metric used in
this approach is aggregated from each team’s responded atmosphere and subset
to inner team’s mutual trusts, creativity with innovative thinking, satisfaction on
team results, time availability, and schedulability, as well as inner performances
and productivity [12,14]. The aggregated team spirit metric presents a subjective
opinion indicating the balance of a team’s overall atmosphere and satisfaction.
Therefore, it can be expressed as the mean value for each teams rating.

Figure 1 presents a plot of the differences in 34 student software projects and
the weekly provided metrics. The figure shows normalized ranges from 0.0 to
1.0 of the selected metrics. Verifying the ranges and variances of data is a first
necessary demand before building and training classifier models.
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Fig. 1. Distribution of communication metrics from field study reports

3.3 Machine Learning Classifier

Predictive analytics and its machine learning subset provide powerful algorithms
with different characteristics on experience based forecasts. The kNN algorithm
is one of these representatives with outstanding qualities in information match-
ing [1]. In a previous approach [9], we introduced the feasibility of a simplified
prediction model that considers team communication intensities. According to
the goals of this approach, we wanted to improve the model’s level of maturity
and realize a Java application with a higher accuracy under consideration of five
selectable metrics.

The developed application consists of several auto features, e.g. data nor-
malizing for k-nearest training and testing data as well as an upload function
for a training set. We integrated an accuracy validation function that enables
teams to forecast different tendencies under limitation to selected metrics. This
functional feature is associated with an inner process detecting the best fitting
k-value to achieve most accurate forecasts. The algorithm measures the vec-
tor distance between communication metrics from the experience base and the
new inputs from ongoing communication conditions during a project [6,9]. Both
information are proceeded by matching a k-number of archival projects from the
training data that fulfill the closest team communication similarities with the
real communication in the past weeks. These best matches are used to interpolate
tendencies.

With respect to changing communication styles, this model considers the
matching with other communication metrics on a multi-span of time. The accu-
racy of weekly communication forecasts is limited to the model’s training data
and matching comparability. The k-value of matching algorithm manages a num-
ber of required matches with the reference inputs that are necessary to interpo-
late a new tendency. Different k-values can have more or less good predictions.
We included a diagnostic support for the training data to extract a best oper-
ational k-value due to the quality and significance of the training data. This
ensures the highest precision outcome due to the measured significance of the
experience data.

4 Validation and Forecast Results

The accuracy of forecasts remains to the quality and significance by the applied
training data and the selected k-value. We applied the leave-one-out-cross-
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validation (LOOCV) to our forecasting application and approved its overall
accuracy [8] on team communication tendencies. The training data of our kNN
model consists of 34 student software projects; each providing 15 weeks of weekly
submitted team communication information. LOOCV folds a single team project
from the training set and inserts its communication information iteratively as
weekly inputs to the model. This resolves tendency forecasts for different weekly
progressing stages during the lifespan of a project. The error between the fold
records and the forecast delivers a measurable prediction deviance. The average
deviance of the application through all weekly forecasts is defined as the fore-
cast’s overall error rate. This rate represents so far only the overall errors for a
single fold project. Afterward, LOOCV iterates and folds again for every further
team project from the entire training data.

In fact, this procedure results from 34 single overall error rates which reveal
an average total error rate of the current forecasting model of 11.5 %. The mean
precision of our model operates with 88.5 % on a maximum forecast horizon of
up to 14 weeks. Compared with the results from the previous approach [9], we
increased the models precision by 5.5 % while operating with five communication
metrics. The applied best k of 6 is auto-detected from the highest forecast’s
overall precision due to the training data. The integrated auto k-finder updates
its k-value with every change of training data to ensure the highest accurate
forecast. Figure 2 shows the distribution of all measured error rates according
to the progressed weeks during the project and decrease of the forecast horizon.
The decrease is linked to the reduce of left weeks until the projects ending.

Fig. 2. Overall error rates

The forecast’s accuracy has an almost constant error rate of 9 % exception for
the last two weeks. The data quality of team records and submission decreases
towards project’s end, which has a direct affect to training data.

The wide spread of communication styles with weak correlation dependencies
to the previous weeks costs a total loss of 3 % from the model’s overall precision.
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Nevertheless, the application still computes remarkable forecasts over multiple
weeks with high accuracy and a final overall precision of 88.5 %. The data quality
issues at the end seem hereby marginal. The almost constant level of error rates
during changing forecast horizons is an indicator for well-performing tendency
forecasts with the chosen team communication metrics.

5 Conclusion

5.1 Discussion

Meanwhile our approach leads to good results, the results cannot be over-
generalized.

A generalized support for any type of software project with team communi-
cation forecast cannot be granted. Although, this approach on student software
projects and its applied communication metrics presents parallels with software
projects in industrial environments. However, the team’s communication behav-
ior and tendency errors strongly depend on the applied training data and should
be so far only used with student software project approaches. A practical valida-
tion has not been established yet. We plan to extend our model with data taken
from industrial projects. At this moment, our tool only works great for projects
with a duration of 15 weeks.

5.2 Conclusion

In this approach, we presented the feasibility of team communication forecasts
with the FLOW distance, FLOW centralization, team spirit, positive and neg-
ative moods as significant team communication metrics. We developed a Java
application that enables the integration of various data collections and normal-
izes its data content to perform predictive operations. The core is based on a
kNN model that computes the correlation between a team’s present commu-
nication course and finding for k-nearest communications condition within the
models training data. The k-best matches become interpolated as future com-
munication tendencies during a project.

The precision of current tendency forecasts is validated through LOOCV and
resulted in mean precisions of 88.5 %. The application is designed to consider
future types of numeric metrics with dependencies to team communication in
software projects. This approach is an encouraging step to support new software
developing teams in finding their optimal communication structures. Experience
based tendency forecasts in combination with continuous team communication
can help hereby to reduce risks of miscommunication and promote for better
software quality due to less pressuring phases.
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Abstract. Open Source Software (OSS) has attracted a lot of attention in the last
decade. Due to the rising dominance of OSS in the software industry; not only
practitioners, but researchers as well as academicians are also keen to understand
the OSS development and evolution process. Several studies have been conducted
in the past in this regard. Most of the existing work relates to growth analysis of
OSS projects using source code level metrics. Lately, metrics related to change
activity have also been included to understand OSS evolution. Change activity as
recorded in Source Code Management (SCM) systems is used in a few cases.
Most of the work deals with finding change size, and change effort distributions.
A few studies do change profile analysis as OSS systems evolve. But that is
restricted to a few of the change categories, e.g., adaptive v/s non-adaptive
changes, corrective v/s non-corrective changes. This research study explores
change profiles of 106 OSS systems by extracting change type information from
their SCM repositories and then categorizing these changes automatically into
five different categories - corrective, adaptive, perfective, preventive, and
enhancement related. The idea is to understand the way OSS projects undergo
change through long periods of time. The results indicate that change behavior
of the OSS projects is different for different types of changes.

Keywords: Open Source Software (OSS) · Software evolution · Change
classification · Cluster analysis · Commit quality

1 Introduction

Software evolution refers to the phenomenon of continuous software change and growth
after its initial development. Understanding software evolution in general and OSS
projects evolution in particular has been of wide interest in the recent past. A wide range
of research studies has analyzed the OSS evolution from different points of views such
as growth [1] quality [2], and group dynamics [3]. Several research studies, in the past
have studied the historical records of changes of OSS projects and found them useful
for understanding the software evolution. In this study, we explore the change evolution
of OSS projects focusing on their different types, e.g. corrective, adaptive, perfective,
preventive, and enhancement.
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2 Problem Definition

Kemerer and Slaughter [4] explore the evolution of commercial systems on the basis of
detailed change events. The study shows that systems pass through several evolutionary
phases. However, all the systems do not follow the same evolutionary paths. There are
few studies that explore the change evolution in OSS projects from this point of view.
Meqdadi et al. [5] study trends only in the adaptive changes in 3 OSS projects. As per
their analysis, adaptive changes decrease over the period of time. Most of the change
analysis studies in OSS projects investigate only the distributions of changes types,
change size, and change frequency. In this study, a large set of OSS projects are analyzed
to explore trends in their evolution corresponding to different types of changes over a
period of time. The trend analysis indicates patterns in which different change types
evolve. We have traced the evolution behavior of OSS projects at two distinct levels of
detail: fine grained and coarse grained. In the fine-grained analysis, OSS projects and
their repositories are explored in depth to analyze the repository level metrics; whereas
for coarse-grained analysis only project level metrics are explored for evaluation.

Following are the main objectives of this study:

A. Fine-grained analysis

• Analyzing the change profiles of OSS projects using their change logs.
• Change profiling of OSS projects to explore the evolutionary patterns with respect

to the types of changes performed over a period of time.
• Prediction of commits with respect to previous commits.
• Examining the change activity in OSS projects from three points of view: change

purpose (type), change size, and change effort.
• Analyzing commit quality of OSS projects.

B. Coarse-grained analysis

• Understanding the programming language profile of an OSS project.
• Analyze the existence of similar (or dissimilar) pattern in single and multiple contrib‐

utor projects in terms of: (a) main programming languages, (b) licensing, (c) number
of different languages used, (d) identifying the relationship (between the number of
user, contributors, total commit, and LOC).

3 Significance of the Work

Commits, and other related data in the SCM of OSS projects can be analyzed to see the
development activity, technical effervescence and popularity of the projects [6]. All
stakeholders, including project managers, developers, and end users can use commit
evolution trends to understand the post implementation activities of a project (such as
enhancements of the old features of the project, the addition of new features, or improve‐
ments in its performance). When an end user selects an OSS project for use, he should
be able to see the history of change of the software project. How are changes handled
in the past? The kind of changes a software system encounters can indicate the health
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of the software project (though it is not in the scope of this paper, but we believe that
our work creates a base for further discussion in this direction). This information is also
of interest to researchers and academicians as the OSS development paradigm offers
them an opportunity to understand the software evolution process with the help of the
large data sets available in the public domain. What change patterns does an OSS system
follow? Can these change patterns be generalized across the problem domains or the
development paradigms? These are still open questions.

4 Results so Far

4.1 Fine-Grained Analysis of the OSS Projects

Analyzing the Change profiles of Software Systems using their Change Logs [8]
The change distribution and change pattern analysis of commit logs of six OSS

projects have shown that the corrective changes are most often performed in the OSS
projects, whereas the preventive changes have the minimum share in all the change logs
except for Twitter MySQL and Apache Tomcat as the code restructuring has been taken
up in these projects. In all the OSS projects, the enhancement activity is second among
the change activity performed. It is observed that change activity in all the projects
follows the up and down trend. It does not remain constant in any of the OSS projects.

Change Profile Analysis using Cluster Analysis to identify the Evolution trends (the
paper under review)

Cluster analysis of all the change type of 106 OSS projects gives broadly three cate‐
gories of change activity: high activity, moderate activity, and low activity. In high
activity clusters, pressure to add more features dominates at the beginning followed by
corrective actions. Corrective changes stabilize before all other change types. Adaptive
and perfective changes catch slowly. It may be that developer teams focus on (problem-
specific) features of projects first, and the adaptive and perfective changes are imple‐
mented later to gain a competitive edge. In projects with moderate activity for different
change types, enhancement changes are again dominating in the beginning and stabilize
later. Corrective changes increase at a moderate rate and surpass the enhancement
changes towards the end of the observation period. Interestingly, adaptive and perfective
changes, both, start at the same level.

Fuzzy Analysis and Prediction of OSS Projects Commit Activity [9, 10]
The computational method [7] of forecasting based on fuzzy time series is used to

predict the commit activity in OSS projects. The results have shown that the computa‐
tional method performs better than the best fitted ARIMA model for the commit data
set of seven OSS projects. The error values in the case of the computational method
remain close to the zero, whereas they fluctuate a lot in the case of the ARIMA.

Analyzing Change Profile of OSS Projects using Burst Detection (the paper under
review)

The empirical investigation using the burst detection technique, in the change
activity and other change related attributes such as change effort, and change size reveals
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that they follow almost same patterns of occurrence. The high or moderate activity
projects have significant peak correlation for the change attributes. But it is not so in
projects with low levels of activity.

4.2 Coarse Grained Analysis

Understanding Language Profile of OSS Projects using Association Rule Mining
[11]

The process of mining the most frequent associated group of languages from the data
set is performed by exploring the KDD approach and using Apriori association rule
mining algorithm. It provides combinations of the programming languages which are
often used together in a project. The generated rules indicate that the languages like C,
C++, C#, Java, PHP, Perl, Java Script, Python, Tcl, and Assembly are widely used in
the development of the OSS projects.

Empirically Investigating Evolution Trends of Single and Multiple Contributor
OSS Projects [12]

Popular languages (like Java, C, C++, PHP, Python, C# Perl, JavaScript, and Ruby)
and licenses (like GPL, GPL3 MIT, LGPL, BSD3-Clause, and GPL3-late) have shown
high usage trends in both types of projects. The average number of languages used in
single and multiple contributor projects is 4.60 and 8.51 respectively. The relationship
analysis between the attributes (user, LOC, commits, contributors) of single and multiple
projects indicates that multiple contributor projects have strong relationship between
contributors and commits; whereas contributor-LOC, user-commit, commit-LOC have
shown a moderate relation and user-LOC, user-contributor has shown a weak relation.
In single contributor projects, there is no strong relationship between different sets of
attributes.

4.3 Work to Be Done

The commit messages of seven OSS projects (two large projects, three medium projects,
and two small projects) are to be analyzed by focusing on the syntactical wellness and
effectiveness of commit messages. A new approach is proposed to calculate the commit
quality of a commit message by using 11 syntactical metrics of a commit message. The
commit quality of software projects helps developers and project analysts to better
understand the way OSS projects evolve. We will explore if there is any relation between
software evolution and the commit quality of OSS projects. We plan to correlate the
commit quality with number of contributors, and number of commits for large, medium
and small OSS projects.

744 M. Saini and K. Kaur Chahal



References

1. Godfrey, M., Tu, Q.: Evolution in open source software: a case study. In: Proceeding of the
IEEE International Conference on Software Maintenance (ICSM), pp. 131–142 (2000)

2. Zhang, H., Kim, S.: Monitoring software quality evolution for defects. IEEE Softw. 4, 58–64
(2010)

3. Fang, Y., Neufied, D.: Understanding sustained participation in open source software projects.
J. Manag. Inf. Syst. 25(4), 9–50 (2009)

4. Kemerer, C.F., Slaughter, S.A.: An empirical approach to studying software evolution. IEEE
Trans. Softw. Eng. 25(4), 493–509 (1999)

5. Meqdadi, O., Alhindawi, N., Collard, M., Maletic, J.: Towards understanding large-scale
adaptive changes from version histories. In: IEEE International Conference on Software
Maintenance, pp. 416–419 (2013)

6. Gonzalez-Barahona, J., Robles, G., Herriaz, I., Ortega, F.: Studying the laws of software
evolution in a long-lived FLOSS project. J. Softw. Evol. Process. 26(7), 589–612 (2014)

7. Singh, S.R.: A computational method of forecasting based on fuzzy time series. Math.
Comput. Simul. 79(3), 539–554 (2008)

8. Saini, M., Kaur, K.: Analyzing the change profiles of software systems using their change
logs. Int. J. Softw. Eng. (IJSE-Egypt) 7(2), 39–66 (2014)

9. Saini, M., Kaur, K.: Fuzzy analysis and prediction of commit activity in open source software
projects. IET Softw. J. 10(5), 136–146 (2016). doi:10.1049/iet-sen.2015.0087

10. Saini, M., Kaur, K.: Software Evolution Prediction using Fuzzy Analysis. EAIT. 349-354.
Indian statistical institute Kolkata, India (2014). doi:10.1109/EAIT.2014.66

11. Saini, M., Kaur, K.: Understanding languages profile of open source software using
association rule mining. In: IEEE International Conference on Future Technologies
Conference, Fisherman’s Wharf San Francisco, United States (2016)

12. Saini, M., Kaur, K.: A study to find significant evolution trends in OSS projects with single
or multiple contributors. In: SCESM 2016, Heirank Business School, Noida, India (2016)

A Research Proposal: Tracking OSS Evolution 745

http://dx.doi.org/10.1049/iet-sen.2015.0087
http://dx.doi.org/10.1109/EAIT.2014.66


Transition from Plan-Driven to Agile:
An Action Research

Mohammad Abdur Razzak(B)

Lero–the Irish Software Research Centre, University of Limerick, Limerick, Ireland
abdur.razzak@lero.ie

Abstract. Nowadays, many individuals and teams involved on projects
are already using agile development techniques as part of their daily
work. However, we have much less experience in how to scale and man-
age agile practices in distributed software development. At this level,
there is an increasing need to standardize best practices to avoid rein-
vention and miscommunication across artifacts and processes. So, the
emerging growth of frameworks i.e.; Scaled Agile Framework (SAFe R©)
in industry requires an academic attention because SAFe R© does not
cover all aspects of agility required in a distributed environment context.
Early adopter of SAFe R© also reported that, geographically distributed
teams experience lower productivity due to lack of alignment and solid
program execution. On the other hand, Global Teaming Model (GTM)
places particular emphasis on the organization and management of glob-
ally distributed development teams, it does not specify how to develop
software using Agile and Lean principles. Furthermore, the GTM recom-
mended practices are normative, and do not prescribe how to implement
the practice. Thus, we hypothesize that combining SAFe R© practices,
together with GTM recommendations will provide practitioners with a
framework of implementable practices.

Keywords: Global software development · Agile · Scaled agile frame-
work · Global Teaming Model

1 Background

1.1 Global Software Development

Improved communication technologies, access to global talent, cheaper labour,
proximity to new markets and legal requirements have all contributed to the
growth in Global Software Development (GSD) [24]. GSD is software work under-
taken in different geographical locations, across national boundaries in a coordi-
nated fashion through synchronous and asynchronous interaction [12]. As a result,
a growing number of software companies started to implement GSD to reduce
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time-to-market, increase operational efficiency, improve quality, and many more.
Over the years several recommendations have been published in support of this
complex development paradigm [6]. But, industrial experience shows that, GSD
is reputed to suffer from communication breakdowns, low morale and delays due
to teams being geographically, culturally and temporally separated [4,5,16].

1.2 Agile Methods

Traditionally Global Software Development has followed a plan driven, struc-
tured, waterfall approach, where tasks are allocated according to where they
appear in the software lifecycle [8]. It was considered that agile methods
envisaged for small projects and co-located teams [1] would be a poor fit for
Global Software Development because both Agile and distributed development
approaches differ significantly [18]. Agile methods tend to rely on informal
processes to facilitate coordination whereas distributed software development
relies on formal mechanisms. There is a growing trend for companies to adopt
agile methods as reported in a tertiary study of Global Software Development
[11]. However, setting up an Agile team is usually motivated by benefits such as
increased productivity, innovation, and employee satisfaction [21] but introduc-
ing an Agile method can change the culture (command and control model) in
a company; so to implement the Agile practices in global software environment
developers need to have more autonomy as well as decision-making power [9].

1.3 Agile Framework

The choice of scaling agile framework adopted or how the framework is tailored
will depend on the organization’s size or on “what works” based on their own
business goals, operative model, and needs. The Agile Scaling Knowledgebase
(ASK) (http://www.agilescaling.org/home.html) developed a matrix of different
Agile frameworks namely Scrum-of-Scrum (SoS), Large Scale Scrum (LeSS),
Scaled Agile Framework (SAFe R©), Disciplined Agile Delivery (DAD), Spotify
Model, and Scrum at Scale. This matrix shows that SAFe R©, launched in 2012
by Dean Leffingwell [13], focuses on large enterprises and takes a scaled approach
to Agile adoption.

The SAFe R© framework includes [13,14]: a process model that covers the high-
est and the lowest level in the enterprise; Associated Agile values and practices,
including Scrum [20], eXtreme Programming [3], Kanban and Lean Software
Development [17], and the Agile Manifesto [10]; four core values: code quality,
alignment, program execution and transparency.

1.4 Global Teaming Model

The Global Teaming Model (GTM) is a model for global software engineering,
with a particular emphasis on organization, governance and management of glob-
ally distributed development teams [19]. The Global Teaming Model follows the

http://www.agilescaling.org/home.html
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hierarchical structure and nomenclature of the CMMI [22]. At the highest level
there are two broad goals, “Define Global Project Management” and “Define Man-
agement Between Locations”. These goals are decomposed into Specific Practices
that define broad categories of practice that lead to the parent goals. Specific Prac-
tices are further elaborated into Sub-practices. Finally, Sub-practices have one
or more recommendations that specify detailed actions to be taken. In total, the
GTM has five Specific Practices, twenty Sub-practices, and 64 recommendations,
that have been validated against a real industrial case [4,7].

2 Research Problem

Software development is still driven by Infinite Diversity in Infinite Combina-
tions– as a consequence of that, practitioners do not ask themselves why to adopt
these practices instead they ask how to scale these practices. So, there are two
visible challenges–first one is, Scaling Practices and second one is, Combining
multiple development methodologies. Scaling Agile continues to be a challenge in
software development because when more teams works together then its required
strong coordination among teams as well as on the project [1,15,23]. Scott W.
Ambler [2] pointed out several factors, that needs to taken into consideration
when scaling Agile such as team size, geographical distribution, entrenched cul-
ture, system complexity, legacy systems, regulatory compliance, organizational
distribution, governance and enterprise focus.

To resolve the stated issues, a number of frameworks have been proposed
to provide guidance for scaling agile across the enterprise and SAFe R© is one
of the commonly known models. SAFe R© has gained a rapid attention and an
important choice for organization that are in need of approaches for scaling agile
development. However, SAFe R© focuses merely on describing the best practices,
roles and artifacts of agile and lean principles but no attempt has been made
to describe implementation strategy. SAFe R© also does not cover all aspects of
agility required in a distributed environment context. Early adopter of SAFe R©
also reported that, geographically distributed teams experience lower productiv-
ity due to lack of alignment and solid program execution. On the other hand,
while the GTM places particular emphasis on the organization and management
of globally distributed development teams, it does not specify how to develop
software using Agile and Lean principles. Furthermore, the GTM recommended
practices are normative, and do not prescribe how to implement the practice.
So, we hypothesize that combining SAFe R© practices, together with GTM rec-
ommendations will provide practitioners with a framework of implementable
practices. Thus, our research going forward is driven by following hypothesis:

Scaled Agile Framework can provide concrete implementations of GTM
recommendations for Agile development

3 Methods

This research will undertake a cycle of action research. The action research
process can be defined as a number of learning cycles consisting of predefined
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stages. Within the action research a number of sub-methods will be use, namely
interviews and workshops for data collection, and grounded theory as well as sta-
tistical analysis. Alongside, we will also gather data through participant obser-
vations, informal meetings, informal communications (e-mails) and documents
from the organization and specific projects. This research will comprise multi-
ple iterations over in three stages namely–Identify, Develop, and Implement &
Measure:

– Stage 1–Identify
• Identify the current “As-is” process in the industrial settings. (Via inter-

views, observation, Global Teaming survey, documentation inspection)
• Extract SAFe R© practices at 4 levels (Team, Program, Value Stream, Port-

folio), and stakeholder roles and responsibilities
• Identify SAFe R© practices that implement GTM Recommendations
• Identify GTM Recommendation that is not implemented

– Stage 2–Develop
• Create “To-be” process model incorporating SAFe R© practices that imple-

ment unimplemented GTM recommendations
• Develop a process “Roadmap”, that shows how to transition from the

current “As-is” process, to the desired “To-be” process

– Stage 3–Implement and Measure
• Implement “To-be” process within the industrial settings and collect the

KPI’s
• Evaluate the implementation and revise Roadmap and “To-be” models

accordingly.
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Abstract. Startups are king of innovation. Their innovative products
not only have changed our lives today but also put long-established play-
ers under pressure. Corporate management is now looking for ways to
innovate like startup. Along with it, awareness and use of the Lean start-
up method has grown rapidly amongst the software startup community
and large companies in recent years. However, how large companies could
benefit from this method is still not fully understood. To shed a light on
this issue, we conducted a multiple case study with 5 internal startups
from different large companies.

Keywords: Innovation · Software product innovation · Internal
startup · Lean startup · Method in action

1 Introduction

The world has changed. With their innovative products, startups are disrupt-
ing traditional markets and replacing long-established players. Uber, Spotify,
AirBnB, to name a few, are examples of startup that have changed the way
we do business today. Today, Alibaba, a Chinese online retailer has become the
largest retail business in the world, which has greater revenues than Wal-Mart.
Startups offer new product, business model and customer value at high speed
and with cutting edge technology. To identify an opportunity, startups contin-
uously communicate with their potential users, iterate and experiment to find
a repeatable and scalable business. When the opportunity seems not going any-
where, startups are willing to pivot immediately, by redirecting and reshaping
the product and the market. To compete in this age of disruption, companies
cannot rely on efficiency on both cost and time-to-market and quality improve-
ment anymore [1]. Corporate management is now looking for ways to innovate
like startup. With a greater resource in-house, they hope that they are able
to bring innovative product to market with the speed and new technology as
startups do.

Along with it, awareness and use of the Lean startup method has grown
rapidly amongst the software startup community in recent years. Like most
previous methods, the development and promotion of these methods have been
almost entirely driven by practitioners and consultants, with little participation
c© Springer International Publishing AG 2016
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from the research community during the early stages of evolution. These methods
are now the focus of more and more research efforts.

Even though Lean startup method is originated in software startup, it has
also gained interest from large companies i.e. General Electric, 3M, Intuit, etc.
Recent survey on 170 corporate executives reveals that 82 % of them are using
some elements of Lean startup in their context [2]. Marijarvi et al. [3] report on
Finnish large companies’ experience in developing new software through internal
startups. Ries [4] claims that Lean startup bears potential to improve the innov-
ativeness of large companies. However, scientific and empirical studies regarding
the implementation of Lean start-up in large software organisations are rare [5].
Based on this observation, the research questions investigated in this study are:

– RQ1: How Lean startup approach is applied to internal startup?
– RQ2: What are the challenges that Lean startup based internal startup faced

by?
– RQ3: What are the key factors affecting Lean startup based internal startup?
– RQ4: How does Lean startup approach applied by internal startup support

software product innovation?

2 Related Work

Software product innovation (SPI) refers to the introduction of new software
product to an existing or new market [6]. Due to its nature, SPI is different
with product innovation in general. Software is intangible and time is the main
resource consumed to write, compile and test the code [7]. As in other industry,
SPI is triggered by technology or market opportunity [8]. Technology is used
to improve the current or offer new functionality. Market opportunity is arisen
out of the unmet customer needs from the current offer or to address the newly
revealed customer needs. SPI differs from software process innovation, which
refers to the implementation of new process (i.e. OO development, CASE tools,
open source, etc.) [9]. Software process innovation does not lead to SPI.

Our previous work reveals that the current research streams on SPI focus on
five different areas: grassroot innovation, early user integration, agile-based inno-
vation, startup experimentation and open innovation [9]. The first two areas are
looking at how to capture new ideas from outside companies i.e. users, customers,
competitors, etc., and turn them into product in-house. Agile-based innovation
seeks a way to generate innovation using agile practise. Rather than developing
new product internally, research on open innovation suggests to collaborate with
external entity i.e. through living lab.

Startup experimentation approach is one of emergent themes in SPI which
is inspired by Lean startup method [10,11]. In this approach, software is devel-
oped and validated in a continuous experiments with all stakeholders. Bosch
[12] introduces an innovation experimentation system to minimise Research and
Development (R&D) investment and increase customer satisfaction. In this sys-
tem, R&D is responsible to develop the product iteratively (2–4 weeks) based
on customer feedback. However, the method is limited to SaaS and embedded
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system. Based on Bosch’s study, Fagerholm et al. [10] and Lindgren and Münch
[11] propose a continuous experimentation system, which continuously testing
the value of the product to users. These studies emphasise more on product
development itself and how to capture the product’s value. In this study, we do
not only look at product development but also business development.

Current research on Lean startup method is centred on applying its method
in software startup context to develop new product i.e. [13–15]. Very few peer-
reviewed studies investigate how Lean startup method support SPI in large com-
panies. Our study is one of the first effort to establish the empirical and scientific
evidence of Lean startup method to support SPI in large companies.

3 Research Approach

Due to the uniqueness and complex nature of the phenomenon and the intention
to achieve an in-depth understanding of it, a multiple case study is considered a
suitable research approach. The case companies is selected based on the following
criteria: (1) the company develops software in-house, (2) a dedicated team is
responsible from ideation to commercialisation of a new software, and (3) the
software falls out of the current main product line. The unit of analysis in this
study is a development team or internal startup.

There are five cases involved in this study. Two of them are in the same
company. Some of the case companies will remain anonymous at the request of
the companies. The profile of five internal startups are shown in Table 1.

Table 1. The profile of the five cases

Lokki Team A Team B Team C Team D

Company F-Secure XCo YCo ZCo ZCo

Business

domain

Cyber secu-

rity and pri-

vacy

Print

directory

publisher

Telecommunication Classified advertisement

Member 6–7 7–10 5–18 5–6 3–5

Product Location

sharing

Prepayment

platform

Audio & video con-

versation

e-Commerce

platform (gen-

eral)

e-Commerce

platform

(used cars)

Customer Family Merchant’s

owners

Segmented users Segmented users Segmented

users

Current

status

Terminated Scaling Scaling Development Terminated

Timeframe 2012–2014 2014-now 2013-now 2016-now 2014–2016

#interviews 8 2 3 2 1

Semi-structured interviews were used as the primary data collection method.
To better understand the phenomenon, several members were interviewed (see
Table 1). The interviewees were selected based on their involvement in the devel-
opment and their availability in the interview process. In the case of Team A,
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the team lead did not recommend us to talk to other current members. She
argued that they recently joined the team.

Most of the interviews were done in their office, but some of them were done
through Skype due to geographically constraint. Each interview lasted between
one and two hour, and was recorded. All interviews were transcribed verbatim.
Notes were taken during the interviews. Other supporting materials, such as
presentation, white papers, etc. were also collected to triangulate the interview
data.

To guide the study process, we employ method in action framework [16]
as the conceptual framework. The framework recognises the complex nature of
software development and each component affects the overall system. However,
the framework does not prescribe detailed and specific action to use. It allows
us to reflect on the software development as rich and complex phenomenon
influenced by the components and interactions [17].

4 Initial Results

Except Team B and Team C, the startup experimentation was initiated by corpo-
rate management as part of strategy exercise to look for growth through product
innovation. In these cases, management was responsible to mobilise the resources
needed by the team. In the cases of Team B and Team C, the initiative came
from the employees who found a gap in the current market and technology. As
consequences, they had to find a way to convince the management and get all
the resources needed. Hence, an internal startup was established to develop and
bring the new product to market. Based on Lokki case, the detail process on
how Lean startup method is applied to internal startup has been published in
[18]. The framework used in this study is used to analyse the remaining cases.

Using method in action framework, our initial results identify the challenges
faced by internal startups. The initial key challenges are presented in Table 2.

In all cases, the core team members were recruited internally and assigned
dedicatedly to that team. In the case of Team B, the team found difficulties to
recruit new members externally because YCo is not known as software developing
company. Moreover, YCo was struggling with attracting new talent to join the
company. In the case of Lokki, it was not clear to the employees what it means
by working in internal startup. Moreover, not everybody has entrepreneurial
mindset.

During the development process, all teams had to report the progress to
corporate management periodically. The role of founder is found in Team B and
Team C case. A founder is the one who has a vision about the new product. In
the other cases, there was no founder role inside the team. Hence they had to
figure it out what product should be developed. In Team A case, the internal
startup employed Design Thinking approach to seek for new idea. In both Lokki
case and Team D, no specific method was employed. The team members were
brainstorming to collect and decide ideas to be implemented. No metrics were
collected during that period until they had approval from management to start
the development.
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Table 2. The key challenges of Lean based internal startups

Key challenges

Organisational context Overhead communications

Potential internal conflict of interest

Company strategy Strategy change

Organisational championship

Aligning between new product and company strategy

Human resources Entrepreneurial mindset

No “real” founder, no vision

Recruiting new talent

Development/Business context Fear of cannibalisation

Autonomy in decision making process

Balancing the needs of all stakeholders

Our initial results show that only Team A had freedom in both product and
business development, whereas in the other cases, the team only had freedom
in product development. When it comes to defining business model, the team
needed approval from management. In the case of Team A, the team was sup-
ported by the CEO. When new management came in, the CEO protected the
initiative. They were allowed to continue the project even though at that time,
the product did not bring any revenue. In the case of Team D, they did not get
approval for validating new business model, thus the initiative was closed. In
the case of Lokki, due to the strategy change, the new product had fell beyond
the core business. Moreover, no organisational championship that were able to
protect them led to the termination of that initiative.

5 Conclusion and Future Work

With the conceptual framework presented herein, we are able to understand
better how Lean startup method is used in large companies. This study proposes
several specific contributions. Firstly, the framework should facilitate companies
to better use Lean startup method suited to their needs. Secondly, based on the
identified key challenges companies can prepare and undertake any preemptive
actions to overcome or minimise these challenges. Third, using the common key
factors, companies can maximise its potential to support product innovation
through internal startup.

The next step of this study is to continue in-depth data analysis to all cases
using the same protocol to answer all research questions. Based on the analysis,
the framework will be refined and extended. A cross-case comparison will be
performed to identify the common pattern among the cases.
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Abstract. PROFES 2016 hosts nine exciting tutorials that will complement and
enhance the main conference program, offering a wider knowledge perspective
around the conference topics. The tutorials provide insights into special topics of
current and ongoing relevance to the conference focus areas. We have divided
the program in five special tracks: innovation and speed, software security,
software quality, regulated software, DevOps and Lean Startups. Our goal is to
have practitioners from different companies participating on this day.

1 Introduction to the Tutorials

PROFES 2016 hosts nine exciting tutorials that will complement and enhance the main
conference program, offering a wider knowledge perspective around the conference
topics. We have divided the program in five special tracks: Innovation and Speed,
Software Security, Software Quality, Regulated Software, DevOps and Lean Startups
(See Table 1).

On Track 1, Innovation and Speed are the focus. On the Design Thinking tutorial,
the presenters will give a hands-on introduction into Design Thinking and rough
physical prototyping in the early stages of any kind of product development – physical
as well as digital. On the Continuous experimentation tutorial, insights on how to use
continuous experimentation to steer development towards rapid value creation and to
avoid unnecessary development efforts will be the focus.

On Track 2, Software Security will be addressed on a full day tutorial, which will
provide a brief introduction to the core principles of software security, threat modeling
using data flow diagrams, attack trees and misuse cases. On the second part of the
tutorial, the participants will have a hands-on on Protection Poker, a tool for risk
estimation to be used as part of the sprint planning meeting.

On Track 3, Software Quality will be addressed on the perspective of Risk-Based
Testing and Architecture Evaluation. In the Risk-based Software Testing, the presenters
introduce the concept of risk in software testing as well as a practical approach for
developing a risk-based test strategy. The tutorial is based on results from previous
research and studies investigating the introduction of risk-based testing in large orga-
nizations as well as small and medium enterprises. On the Architecture Evaluation
tutorial, there will be a presentation of a method for architecture evaluation, with a
walk-through in an example of a previously performed evaluation.

© Springer International Publishing AG 2016
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On Track 4, the tutorials focus on Regulated Software; Safety-critical software is
becoming an increasingly larger part of safety systems, such as fire-detection, dynamic
positioning, and autonomous driving. In the morning, the presenters will introduce the
basic principles of process standards like ASPICE and ISO 26262, and also practical
experience how to incorporate them in an agile environment, how to incorporate safety
activities into sprints, handling of traceability in an agile environment, handling of
reviews, change management, etc. These standards have not been adapted to agile
development, and many of the underlying assumptions are based on a waterfall model
and many organizations have problems joining these two words. In the afternoon, the
tutorial will explain the specific challenges related to development of safety-critical
systems and explain how Scrum may be adapted to create a flexible and efficient process
for both development and certification, based on the SafeScrum process framework.

On Track 5, the two tutorials will focus on two very actual topics in software
companies, DevOps and Lean Startups. The term DevOps is still often misunderstood,
and is typically associated with many types of automation tools. However, while a key
strategy in many well performing teams, automation is a consequence of DevOps
workflows – not the main point. In this tutorial the presenters will demystify the term
and give some insights on how to change an organization towards DevOps culture. In
the afternoon, the tutorial will describe the idea and motivation behind Lean Startup,
why many agile companies are implementing this approach today, and how they do it.
Further, the tutorial will highlight challenges companies face when adopting the Lean
Startup approach, and explain why the Lean Startup team needs a high degree of
autonomy, and how to enable such autonomy.

Table 1. Tutorials at PROFES 2016

Morning Afternoon

Track 1:
Innovation
and Speed

Design Thinking for Software
Innovations – a crash course in
rough physical prototyping
(Martin Steinert, Federico Lozano &
Matilde Bisballe)

Continuous Experimentation:
Accelerating Innovation through
Highly Effective Experiments
(Jürgen Münch)

Track 2:
Software
Security

Practical Software Security in a Continuously Deploying World
(Martin Gilje Jaatun & Inger Anne Tøndel)

Track 3:
Software
Quality

Risk-Based Software Testing:
Increasing Effectiveness and
Efficiency in Testing
(Michael Felderer & Rudolf Ramler)

Architecture Evaluation – Threat or
opportunity?
(Even-Andre Karlsson)

Track 4:
Regulated
Software

Experience from integrating Agile
Development with process standards
like ASPICE and ISO 26262
(Even-Andre Karlsson)

Safe Scrum
(Geir K. Hanssen, Thor Myklebust,
Tor Stålhane & Børge Haugset)

Track 5:
DevOps and
Lean Startups

Creating Champions and battling
Dragons – How to create a DevOps
culture?
(Pål Thomassen & Ingrid Sorgendal)

Lean startups in established
companies: How to make it really
happen and how to avoid common
pitfalls?
(Nils Moe & Tone Merethe Aasen)
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Abstract. Finding the right scope for product development in order to build
innovative products that customers want is crucial for success. Continuous
experimentation is an important means to steer development towards rapid value
creation and to avoid unnecessary development efforts. Insights from such
experiments can directly influence frequent iterative deliveries. Continuous
experimentation helps companies to gain competitive advantage by reducing
uncertainties and rapidly finding product roadmaps that work. However,
defining a product strategy in a testable way and running the right experiments
in an effective way is hard. Setting up experiments wrong can lead to false
results and wrong business decisions.

1 What You Will Learn

In this hands-on tutorial you will learn the tactics and habits for highly effective
experiments and how to introduce them into your company. Join this tutorial to learn
how to get out the most out of continuous experimentation.

– How to identify the relevant questions we need to answer for making good product
decisions.

– How to find and formulate the right hypotheses to test.
– What are the components of a good hypothesis?
– How to define metrics that inform product decisions.
– How to select the right experiments.
– How to justify the efforts for experimentation.
– How to align experiments with your product decisions and product strategy.
– How to transition your organization towards continuous experimentation.
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2 Who Should Attend

This presentation is aimed at

– product managers,
– innovation managers,
– startup founders,
– business people,
– software developers,
– consultants,
– coaches, and
– anyone who is interested in making an impact with their products through

experimentation.

3 Who is Teaching This Tutorial

Jürgen Münch is a Professor of Software Engineering at Reutlingen University, Ger-
many, and a Research Director in the Department of Computer Science at the
University of Helsinki, Finland. He regularly teaches product management courses and
helps companies to develop innovation capabilities and new digitally-enabled products
and services. He specializes in software engineering, in particular data- and
value-driven software development, product management, agile engineering, and
startups. Results are documented in five books and more than 150 refereed
publications.

4 Outline

1. Why Experiments?
2. Setting up Highly Effective Experiments
3. Achieving Breakthrough

5 What Former Attendees Said

– One of the most enriching courses.
– Jürgen has a very profound practical and theoretical knowledge.
– Definitely recommendable.
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Integrating Agile Development with Process
Standards Like ASPICE and ISO 26262

Even-André Karlsson(&)

Addalot Consulting AB, Gråbrödersgatan 8, 211 21 Malmö, Sweden
even-andre.karlsson@addalot.se

Abstract. In many industries there is dual pressure on both being more agile
and adaptive to changing requirements at the same time as being compliant with
process standards like ASPICE and ISO 26262. These standards have not been
adapted to agile development, and many of the underlying assumptions are
based on a waterfall model. Many organizations have problems joining these
two words. In this tutorial we will look at the basic principles in these some
standards, and also practical experience how to incorporate them in an agile
environment. Examples that we will show are e.g. how to incorporate safety
activities into sprints, handling of traceability in an agile environment, handling
of reviews, change management, etc.

1 Biography and Contact Information of Tutorial Presenters

Even-André Karlsson has over 20 years’ experience as a consultant for larger soft-
ware companies. One of his areas of expertise is evaluating, documenting and devel-
opment of processes for software architecture. Even’s experience includes modelling
Ericsson GPRS and BTS systems. He served as adjunct professor at the Lund Technical
University for three years teaching an industrial course in Software Architecture.

2 Description, to be Used for Evaluation, Including Aims
and/or Learning Objectives

Learning objectives

• Understand how to be compliant with process standards in an agile process.
• Understand the major obstacles, and possible ways to handle them
• Get some practical experience from real world organizations that have addressed

these issues.

3 Target Audience and Desired Number of Participants
(Minimum and Maximum)

This presentation is interesting for developers and managers that have to tackle this
challenge. A basic understanding of agile development and process standards is useful.
No restriction on number of participants.

© Springer International Publishing AG 2016
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4 Tentative Agenda

Introduction (50 min)

• Who am I? Who are you?
• Agile development
• Process standards, e.g. ISO 26262, ASPICE

Areas of concern with examples (2 × 50 min)

• Documentation
• Traceability
• Up front analysis and design
• Planning and support processes
• Safety activities
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Architecture Evaluation - Threat
or Opportunity?

Even-André Karlsson(&)

Addalot Consulting AB, Gråbrödersgatan 8, 211 21 Malmö, Sweden
even-andre.karlsson@addalot.se

Abstract. Addalot has in many contexts been commissioned to evaluate the
architecture of a product. There may be situations where you want to buy a
company, taking over a product, or that you have purchased a product, but are
not satisfied and want to gain a deeper understanding of the evidence and
weaknesses. The purpose of the architecture evaluation is to obtain an objective
analysis for future product decisions. We usually say that an architecture
evaluation of a system is that an inspection of a car or a transfer inspection of a
house - something that should be mandatory. In this tutorial we want to go
through the method we use to do this, what areas we analyze, and common
weaknesses and risks that we often encounter. We conclude by walking through
an example of an evaluation as we recently did for Swedish Radio.

1 Biography and Contact Information of Tutorial Presenters

Even-André Karlsson has over 20 years’ experience as a consultant for larger soft-
ware companies. One of his areas of expertise is evaluating, documenting and devel-
opment of processes for software architecture. Even’s experience includes modelling
Ericsson GPRS and BTS systems. He served as adjunct professor at the Lund Technical
University for three years teaching an industrial course in Software Architecture.

2 Description, to be Used for Evaluation, Including Aims
and/or Learning Objectives

Areas that we evaluate are:

• Functionality
• Logical structure, interface, dynamic architecture, documentation and traceability
• Flexibility, comprehensibility and maintainability
• Scalability, performance, redundancy, security and safety (if relevant)
• Code structure and quality
• Testability, test strategy, automation and coverage
• Future plans

© Springer International Publishing AG 2016
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Learning objectives

• Understand how an architecture evaluation is done
• Understand when it can be useful to perform one
• Practical experience from evaluations that can help in your own work as architect,

both on current and future systems

3 Target Audience and Desired Number of Participants
(Minimum and Maximum)

This presentation is interesting for both architects who want to evaluate products and
architects who want to prepare themselves and their system of evaluation.

It is also useful for managers and decision makers that needs to understand what an
architecture evaluation is and when it can be useful to do.

4 Tentative Agenda

• Introduction (50 min)
– Who am I? Who are you?
– Why do we do architecture evaluations?
– How do we do it?

• SR example (30 min)
• Areas and examples (50 min)

– Functionality
– Architecture and documentation
– Non functional aspects
– Code, testing and environment
– Management of architecture

• Examples of conclusion (20 min)
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SafeScrum Tutorial

Geir Kjetil Hanssen1(&), Thor Myklebust1, Tor Stålhane2,
and Børge Haugset1

1 SINTEF, Department of Software Engineering, Safety and Security,
Postboks 4760 Sluppen, 7465 Trondheim, Norway

{ghanssen,Thor.Myklebust,Borge.Haugset}@sintef.no
2 Informatics Department, Norwegian University of Science and Technology,

Sem Sælandsvei 9, 7491 Trondheim, Norway
tor.stalhane@idi.ntnu.no

Abstract. Safety-critical software is becoming an increasingly larger part of
safety systems, such as fire-detection, dynamic positioning, and autonomous
driving. Such systems normally needs to be certified according to international
safety standards, such as IEC 61508 which provides details on how the system
and the software is to be built in order to be considered safe. In order to achieve
a certificate by in independent assessor, the system provider needs to provide
comprehensive documentation to demonstrate proof of conformance to the
standard. This makes the development process complex and documentation
costs very high. Traditionally this has been managed by the use of plan-based
approaches, typically variants of the V-model. This has been a viable approach
for decades as safety systems have largely been hardware based. The ongoing
software growth however calls for a new take on the development process and
the industry has picked up an interest in agile development methodologies to
address a growing need for flexibility in development. As an answer to this we
have proposed the SafeScrum process framework in order to meet new chal-
lenges in development and certification of safety critical software. The tutorial
will explain the specific challenges related to development of such systems and
explain how Scrum may be adapted to create a flexible and efficient process for
both development and certification.
The software tends to be very complex which also affects the development

process.

1 Biography and Contact Information of Tutorial Presenters

Geir Kjetil Hanssen is a senior research scientist at SINTEF ICT, Norway. He has a
PhD in software engineering from the Norwegian University of Science and Tech-
nology (NTNU). His main areas of interest are software engineering methodologies –
in particular agile methods, software process improvement, and safety critical systems.
He is currently involved in industry-oriented research projects addressing the imple-
mentation and effect of agile methods for developing systems that will undergo cer-
tification according to the IEC61508 and DO178C standards. Founder of SafeScrum.
Contact information: ghanssen@sintef.no, +47 92492454.
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Thor Myklebust works as research and certification manager at SINTEF ICT. He
is a Cand. Scient. in physics with an additional two years at university level on
Psychology and Statistics. He has experience in certification of products and systems
since 1987 and has been a member of several international committees since 1988.

• Safety (NEK/IEC 65),
• IEC 61508 committee,
• Railway (NEK/CENELEC/TC 9) and
• NB-rail (notified bodies) since 2007.

He was vice-chairman and chairman of NB-rail in the period October 2013 –

October 2015. Founder of SafeScrum. Contact information: thor.myklebust@sintef.no,
+4795779869.

Tor Stålhane holds a master degree in physical electronics and a PhD in statistics.
He worked as a developer at SINTEF from 1969 to 1988 and as a safety analyst of
software intensive systems from 1988 to 2000. He then moved to NTNU where he was
a professor in software engineering, teaching software engineering, process improve-
ment and safety analysis of software-intensive systems up to 2014. He is now professor
emeritus at NTNU. Founder of SafeScrum. Contact information: stalhane@idi.ntnu.no,
+47 97595326.

Børge Haugset is a research scientist at SINTEF ICT, Norway. He has a Master in
software engineering from the University of Oslo (UiO). His main areas of interest is
agile software development and where safety meets security – in particular the complex
problems that modern safety-critical software systems face when introduced to open
networks and the Internet of Things. Contact information: borge.haugset@sintef.no,
+47 93420190.

2 Description, to Be Used for Evaluation, Including Aims
and/or Learning Objectives

The tutorial will describe the SafeScrum process and then go through the important
steps in agile development of safety critical systems according to SafeScrum and IEC
61508 – safety analysis, the application of the agile practices and examples of applied
tool chains. The tutorial will end with a presentation of how we can adapt the agile
process to other relevant standards. After having attended the tutorial, the participants
should be able to:

• Basic understanding of safety-critical software and the IEC 61508 standard
• Understand and apply the basic ideas of agile development of safety-critical systems
• Create a SafeScrum process that is compliant to other relevant safety standards
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3 Target Audience and Desired Number of Participants
(Minimum and Maximum)

Target audience is developers and project managers who (1) are, or will be involved in
the development of safety-critical systems and (2) will introduce agile development
methods into the process. The tutorial will focus on Scrum and development according
to IEC 61508 but can be adapted to most safety-critical standards and agile methods.

• Minimum number of participants: 5
• Maximum number of participants: 50

4 Special Requirements, Such as Facilities, Equipment,
and Materials, if Applicable

Necessary equipment is:

• Video equipment and screen
• Whiteboard and pens

5 Tentative Agenda

Time Topic Responsible

13:00 Scrum and agile software development
Introduction to safety-critical systems

GH

13:30 The SafeScrum process GH
13:50 Safety analysis, hazard logs and SafeScrum TS
14:20 Coffee break
14:35 Use of Agile Practices when developing Safety-Critical Software TM
15:05 The SafeScrum tool chain and tool classification BH
15:30 Adapting SafeScrum to other standards than IEC 61508 TS
16:00 End of tutorial GH

6 Acknowledgments

This work was partially funded by the Norwegian research council under grant
#228431 (the SUSS project). Research has been done in collaboration with Autronica
Fire & Security AS and Kongsberg Maritime AS. We are grateful for valuable input
from TÜV Nord and TÜV Rheinland.
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Creating Champions and Battling Dragons –
How to Create a DevOps Culture

P̊al Thomassen(B) and Ingrid Sorgendal

Bekk Consulting AS, Ferjemannsveien 10, 7042 Trondheim, Norway
pal.thomassen@bekk.no, ingrid.sorgendal@bekk.no

http://www.bekk.no

Abstract. The term DevOps is a vague and often misunderstood term.
It is typically associated with many types of automation tools. However,
while a key strategy in many well performing teams, automation is a
consequence of DevOps workflows – not the main point. In this tutorial
we will demystify the term and give some insights on how to change an
organization towards DevOps culture.

1 Introduction

Are you curious about what DevOps is, and how its practices can benefit your
organization – or are you ready to implement a DevOps workflow, but struggling
to break up an unyielding silo mindset?

The DevOps movement is rapidly spreading throughout the software commu-
nity. A group of concepts, inspired and catalyzed by Agile and Lean approaches,
there are many misconceptions of what DevOps is, and how it can be impli-
mented to benefit the development and operation of software. Oftentimes, a shift
to a DevOps oriented workflow requires organizational culture changes that can
be difficult or even painful to undertake.

Join us for this tutorial, where we will demystify the term (and dispel some
myths), and give you the tools to identify how you can change your organization
into a smooth, well tuned DevOps machine.

2 Biography of Presenters

P̊al Thomassen is Practice Lead for DevOps at BEKK Trondheim, and board
member for the Trondheim DevOps meetup. P̊al draws from his experience as a
developer in projects for small and large Norwegian businesses, both in private
and public sectors. P̊al is dedicated to improving the workflows and efficiency
of development teams, all the while spreading his enthusiasm and love for the
software community.

Ingrid Sorgendal is Practice Lead for User Experiences at BEKK Trondheim,
and board member for the Trondheim IxDA meetup. As a User Experience
Designer, Ingrid is a seasoned facilitator with experience from a broad array
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of projects and customers. She oftentimes finds herself working with improving
organizational cultures – enabling her customers to meet user needs, in addition
to creating better working conditions for the developers.

In this tutorial, Ingrid and P̊al team up to share their experiences with
DevOps and organizational change.

3 Learning Objectives

– To give partipants an introduction to what DevOps is (and isn’t)
– To make participants confident with improving the culture of their own

organizations
– To challenge participants on how to implement and streamline a DevOps

workflow

4 Target Audience and Prerequirements

The tutorial targets practitioners interested in shifting to a DevOps workflow;
especially those struggling with change resistant cultures and/or silo cultures.
However, interested researchers will also benefit from presentations as well as
activities. The tutorial will be hands on with specific techniques aimed at prepar-
ing tutorial participants on working with the cultures of their own organizations,
in order to implement the DevOps Concept into their software development and
operations.

There are no requirements, though participants should in advance decide on
a business or organization (your own workplace, customer, institute; as long as
you know it well) that can be use for the individual tutorial activities.

5 Tentative Agenda

– Introduction: DevOps
– Introduction: Actor mapping
– Activity: Map your organization
– Introduction: Creating champions and battling dragons
– Activity: Identify champions and dragons
– Activity: Create your battle strategy
– Wrap up: DevOps in your day-to-day workflow



Lean Startups in Established Companies: How
to Make it Really Happen and How to Avoid

Common Pitfalls

Nils Brede Moe(&) and Tone Merethe Aasen

SINTEF, 7465 Trondheim, Norway
nils.b.moe@sintef.no

Abstract. Sustaining innovation in a company delivering services based on
software is difficult. One common challenge is developing new products and
services when well-defined requirements are lacking due to a high level of
uncertainty of what the customer really wants. This tutorial presents one
approaches to handling this uncertainty by relying on continuous experimen-
tation and validated learning. The method “Lean Startup” is about
cross-functional teams given the authority to set directions for the new product,
and continuously testing out the assumptions and ideas on real customers.
However, the Lean Startup team is seldom able to solve all tasks by themselves.
While doing continuous experimentation, the team must align many decisions
regarding with the rest of the company, which usually slows them down. Fur-
ther, the team’s autonomy is reduced due to multiple dependencies, which in
turn reduces the innovation potential of the team. The question is how do we
have Lean Startup teams which overcome these difficulties and reap the benefits
using the method. Also: Who should be part of the cross-functional Lean Startup
team? Should the team be isolated? What are the consequences if the team
operating independently form the rest of the organization?

1 Biography and Contact Information of Tutorial Presenters

Nils Brede Moe works with software process improvement, agile software develop-
ment, Lean-startup and global software development at SINTEF. His research interests
are related to organizational, socio-technical, and global/distributed aspects. His main
publications include studies on self-management, decision-making, innovation and
teamwork. He wrote his thesis on “From Improving Processes to Improving Practice—
Software Process Improvement in Transition from Plan-driven to Change-driven
Development”. He is also holding position at Blekinge Institute of Technology.

Tone Merethe Aasen works with innovation management, and knowledge pro-
cesses and strategies at SINTEF. Her research interests are related to innovation as
participative processes, including new models and practices for collaborative innova-
tion work. Her main publications include books and papers on innovation as collective
processes in and between organizations, and on employee-driven-innovation. She
wrote her thesis on “Innovation as social processes A participative study of the Sta-
toil R & D program Subsea Increased Oil Recovery (SIOR)”.
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2 Description, to Be Used for Evaluation, Including Aims
and/or Learning Objectives

The tutorial will describe the idea and motivation behind Lean Startup, why many agile
companies are implementing this approach today, and how they do it. Further, the
tutorial will highlight challenges companies face when adopting the Lean Startup
approach, and explain why the Lean Startup team needs a high degree of autonomy,
and how to enable such autonomy. After having attended the tutorial, the participants
should be able to:

• Have basic understanding of Lean Startup and how to apply it.
• Understand the challenges of such approaches in established companies related to

the product owner, management, and other departments.
• Understand the need for and how to empower the Lean Startup team.

3 Target Audience and Desired Number of Participants
(Minimum and Maximum)

Target audiences are team members, team leads, project and department managers,
business analysts, and HR. The tutorial will focus on Lean Startup, agile software
development, and empowered cross-functional teams. Minimum number of partici-
pants: 5, Maximum number of participants: 40.

4 Special Requirements, Such as Facilities, Equipment,
and Materials, if Applicable

Necessary equipment: Video equipment and screen, whiteboard, markers and pens.

5 Tentative Agenda

13:00 Introduction to the workshop and Lean Startup
13:50 The challenges of Lean Startup in an established company – a story

from an Norwegian bank
14:40 The self-managing cross functional Lean Startup team
15:00 Strategies for implementing Lean Startup
15:45 – 16.00 Summing up and closing the tutorial

Acknowledgments. This work was supported by the Smiglo project, partly funded by the
Research Council of Norway under grant 235359/O30, and by the Agile 2.0 project which is
supported by the Research council of Norway through grant 236759/O30.
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