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Abstract. The objective interestingness measures play an important
role in data mining because they are used for mining, filtering and rank-
ing the patterns. However, there is no research that collects the mea-
sures fully as well as there is no tool that can: automatically calculate
the interestingness values of the patterns by using those measures, and is
the framework for rapidly developing the applications related to objec-
tive interestingness measures. This paper describes Interestingnesslab -
a tool of the objective interestingness measures is developed in the R
language. The main functions of the tool are: mining a set of associ-
ation rules and presenting them by the cardinalities (n, nX , nY , nXY ),
calculating the interestingness value of an association rule according to
1 of 109 collected measures; calculating the interestingness values of the
whole rule set in many measures selected by the user; discovering the
tendencies in a data set and recommending the top N items to the user;
and studying the specific behavior of a set of interestingness measures in
the context of a specific dataset and in an exploratory data analysis per-
spective. With Interestingnesslab, the user can easily and quickly reuse
its functions to develop his/her own applications.

Keywords: Objective interestingness measure · Interestingnesslab ·
Association rule · Recommender system

1 Introduction

The data mining process takes a data set as the input and generates the pat-
terns (such as the association rules, the classification rules) as the output [5].
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In fact, the data mining process can create hundreds and thousands of patterns.
The determination of the most useful patterns can be performed by using the
interestingness measures to calculate the actual value of the patterns. The inter-
estingness measures play an important role in mining data, regardless of the
type of patterns. They can be used for: (1) - pruning the unattractive patterns
during the data mining process to narrow the search space and thus improve the
efficiency of mining. For example, a threshold on the support measure can be
used to remove patterns with low support values during mining process; (2) -
ranking the patterns according to their interestingness values; (3) - filtering the
interesting patterns during the post-processing. If the interestingness measures
are good, the cost of time and space in mining data will be reduced. Each inter-
estingness measure characterizes a certain aspect of the data set, therefore, the
users should select the appropriate measure meeting their needs, calculate the
interesting values of the patterns in the selected measure, and then extract the
useful patterns.

The interestingness measures can be divided into two categories: subjective
measures and objective measures [2,11]. The subjective approach evaluates the
patterns by using the target, the knowledge, and the belief of user. The objec-
tive approach uses the statistical characteristics of the patterns to evaluate the
interestingness. The second approach is only based on the raw data and does
not require knowledge on the users or the application. Most interestingness mea-
sures are the objective interestingness measures. The objective interestingness
measures are studied, surveyed by many independent group of authors, and at
different times, such as Tan et al. in 2004 [10], Geng et al. in 2006 [1], Huynh et
al. in 2008 [1], Heravi et al. in 2010 [8]; Grissa et al. in 2012 [7]; and Tew et al.
in 2014 [12]. However, these studies just focus on the measures suitable for their
own research orientation, and often focus on the common measures. For exam-
ple, Huynh at el ranked 40 objective interestingness measures with sensitivity
values; and Tew et al. focused on an analysis of the rule-ranking behavior of 61
well-known interestingness measures.

Although, there are a lot of researches on the interestingness measures, there
still exist some mistakes in some researches: (1) - cite the formula of some
measures incorrectly (the formula is improper as it is presented in the original
research); (2) - use a measure that is called by different names, but just mention
one name and do not take a note (or do not know) the remaining names. The
mistake or the omission could be repeated if the latter researches refer to and cite
from the previous researches, thereby affecting the quality of research. Besides,
at the present, there is no research that synthesizes the objective interestingness
measures fully, especially the recently proposed measures. The synthesize of the
objective interestingness measures will form a common, complete, and reliable
reference system which enables the researchers to save a lot of time and effort
when studying the association rules and the measures of data mining. Moreover,
there is also no automatic tool that meets the following criteria: (1) - calculate
the value of each association rule according to many objective interestingness
measures; (2) - is created as a framework for quickly developing applications to
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detect the useful patterns, and then these applications can be easily integrated
to the tool; (3) - is developed in R, a language and environment for the sta-
tistical computing and graphics. From this analysis, we propose a tool, named
Interestingnesslab, to aggregate objective interestingness measures fully as well
as provide the main functions as the framework for developing and using the
objective interestingness measures.

This paper is organized into 5 parts. The first part is the introduction. The
second part presents interestingness values. The third part describes the overview
architecture of Interestingnesslab. The fourth part is core functions of the tool.
The last part concludes this paper.

2 Interestingness Values

2.1 Objective Interestingness Measures

The objective interestingness measures used for evaluating the quality of pat-
terns (i.e. the association rules in this paper) use statistics derived from data
to determine whether an association rule is interesting. As mentioned in Part 1,
there is no research that synthesizes the objective interestingness measures fully.

To collect the objective interestingness measures effectively, some criteria are
identified: (1) - be the objects of researches on the interestingness measures as
well as be cited by many others papers, (2) - be published by the reliable sources
such as IEEE, Springer, ACM, Science Direct; (3) - be independently studied by
the groups of authors.

After being collected, analyzed and validated, there are 109 different objective
interestingness measures (109 different formulae), and 21 groups in which each
group consists of some measures called by different names but having the same
formula (Appendix). Formulae will be used for calculating the interestingness
value of the association rules.

2.2 Presentation of an Association Rule

Let I = {I1, I2, . . . , Im} be the set of different attributes (items); D =
{T1, T2, . . . , Tn} be a transaction database in which each record Ti(i : 1 . . . n)
is a transaction, and Ti is a subset of items (Ti ⊆ I), an association rule [11] is
denoted by X → Y where X is called antecedence, Y is called consequence, X
and Y are the subsets of items, and X ∩ Y = ∅. An association rule represents
the implicative trend between the item sets.

The presentation of an association rule X → Y can be expressed by a set
of 4 values n, nX , nY , and nXY . {n, nX , nY , nXY } is called the cardinality of
an association rule where n is the number of transactions; nX = card(X)(nY )
is the number of transactions that have X(Y ); and the counter-example num-
ber nXY = card(X ∩ Y )(Y is the complementary set of Y ) is the number of
transactions that have X but do not have Y (Fig. 2).

For example, the association rule {egg,meat} → {beer} mined from the data
set in Fig. 1 is represented by the cardinality {5, 3, 3, 1}.
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Fig. 1. An example of a transaction database.

Fig. 2. The presentation of an association rule X → Y .

2.3 Interestingness Value

The formula of an objective interestingness measure can be expressed by a func-
tion of 4 parameters n, nX , nY , and nXY : m(X,Y ) = f(n, nX , nY , nXY ). For
example, the formula of the measure Support is nX−nXY

n . For 109 collected mea-
sures, their formulae are written in many different forms, such as the frequency,
the number of transactions, etc. Therefore, for the convenient, all those formulae
are converted to the functions of the cardinality n, nX , nY , and nXY .

The interestingness value (the quality) of an association rule X → Y in a
measure is calculated by using the formula of that measure and the presentation
of the rule X → Y (the cardinality {n, nX , nY , nXY }).

For example, if the association rule {egg,meat} → {beer} mined from the
data set in Session 2.2 is represented by the cardinality {5, 3, 3, 1}, the interest-
ingness value of this rule in the measure Support is nX−nXY

n = 3−1
5 = 0.4.

3 Architecture of Interestingnesslab

The overview architecture of Interestingnesslab is displayed as Fig. 3. The main
components of this tool are: cardinality, utility, application, interestingnessva-
lues, and interestingnessmeasures.

The component cardinality is responsible for calculating the cardinalities of
the rule set. It takes an association rule set generated by the Apriori algorithm,
and a data set as the inputs; and generates the matrix cardinality matrix as the
output. Each row of cardinality matrix includes the information: the ordinal
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Fig. 3. The overview architecture of Interestingnesslab.

Fig. 4. An example of the matrix cardinality matrix.

number (of a rule), n, nX , nY , nXY , the presentation of a rule in form X → Y .
Figure 4 shows an example of the matrix cardinality matrix.

The component utility is a set of the utility functions that are used by the
component cardinality.

The component interestingnessvalues is responsible for calculating the
interestingness values of a rule set in the selected measures. This component
takes cardinality matrix as the input; generates interestingnessvalue matrix
as the output. Each row of interestingnessvalue matrix consists of the infor-
mation: the ordinal number (of a rule), n, nX , nY , nXY , the presentation of a
rule in form X → Y , the interestingness value of the first selected measure,
the interestingness value of the second selected measure, etc. Figure 5 shows an
example of the matrix interestingnessvalue matrix.

The component interestingnessmeasures is a set of the functions where
each function gets 4 parameters n, nX , nY , nXY representing for an associa-
tion rule; and returns the interestingness value of that association rule in a
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Fig. 5. An example of the matrix interestingnessvalue matrix.

specific measure. The function name is the measure name. The functions of
interestingnessmeasures is used by the component interestingnessvalues.

The component application is an open component including the applications
that are built by the users themselves as well as by four above components.
At present, there are two applications already developed in this component:
ARQAT and ARbasedRS. ARQAT (Association Rule Quality Analysis Tool)
studies the specific behavior of a set of the interestingness measures in the context
of a specific dataset and in an exploratory data analysis perspective. This tool
implements 14 graphical and complementary views structured on 5 levels of
analysis: ruleset analysis, correlation and clustering analysis, best rules analysis,
sensitivity analysis, and comparative analysis. ARQAT was first developed in
Java by Huynh et al. [9]. To integrate this tool to Interestingnesslab, ARQAT
is re-implemented in R. The detail description of this tool is presented in [9].
Therefore, this paper does not remind the functions of ARQAT . ARbasedRS
(Association Rule based Recommender System) discovers tendencies in a data
set, and recommends the top N items to a user.y

4 Some Core Functions of Interestingnesslab

4.1 Presenting a Rule Set in the Form {n, nX , nY , nXY }
An association rule X → Y can be represented by a cardinal-
ity {n, nX , nY , nXY }. The following algorithm shows how to calculate
n, nX , nY , nXY for each rule of the rule set.
The algorithm for calculating the cardinalities of a rule set

Input: a set of the association rules (ruleset), a transaction database (data).
Output: the cardinalities of a set of rules (cardinality matrix).
Steps:
- Count the number of transactions n;
- Calculate nX

Transform the left hand side of ruleset into a matrix lhsRules in
which lhsRules[i, j] = TRUE if the item j is one element of the left
hand side of rule i, and lhsRules[i, j] = FALSE otherwise;
Calculate the matrix (cross) product lhsProduct = lhsRules∗t(data);
Count nX of each rule i nX [i] = rowSum(lhsProduct[i]);

- Calculate nY . The method for calculating nY is similar to the method for
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calculating nX , except that it uses the right hand side of ruleset;
- Calculate nXY :

Calculate nXY . The method for calculating nXY is similar to the
method for calculating nX , except that it uses both side of ruleset;
Calculate nXY of each rule i: nXY [i] = nX [i] − nXY [i];

- Concatenate n, nX , nY , and nXY with ruleset to create the matrix
cardinality matrix.

4.2 Calculating the Interestingness Value of an Association Rule

Using 109 formulae of the objective interestingness measures converted to
{n, nX , nY , nXY }, 109 functions are implemented. Each function takes the val-
ues n, nX , nY , and nXY representing for an association rule as the input, and
returns an interestingness value of that rule as the output.

4.3 Calculating the Interestingness Value of a Rule Set

Instead of calculating the interestingness value of an association rule in a mea-
sure, this function allow a user to calculate the interestingness values of a rule
set in selected measures.
The algorithm for calculating the interestingness values of a rule set

Input: the cardinalities of a rule set (cardinality matrix), a list of selected
measures (measures).
Output: the interestingness values of a rule set in selected measures (interest-
ingnessvalue matrix).
Steps:

- Set ruleNum = the number of rules (rows of cardinality matrix);
- Set measureNum = the number of the selected measures;
- Calculate the interestingness values:
for (i=1; i≤ruleNum; i++)

Access the cardinality of rule i:
for (j=1; j≤measureNum; j++)

Calculate the interestingness value of rule i in measure
j with name m: v = m(n, nX , nY , nXY )
Write the value v to the matrix value: values[i][j] = v

}
}
- Concatenate two matrices (values and cardinality matrix) to return
the matrix interestingnessvalue matrix.

4.4 Discovering Tendencies and Recommending Top N Items

The application called Association Rule based Recommender System is imple-
mented by using the above functions. This system is developed to discover the
tendencies in a data set, and recommend the top items to a user.
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The algorithm for discovering the tendencies and recommending the top N items
Input: a transaction database (data) including a subset of items Ta that
ua liked.
Output: the tendencies or the top N items.
Steps:
- Generate a set of rules (ruleset) by using the Apriori algorithm. The user
can set the thresholds on two measures support and confidence;
- Calculate the cardinalities {n, nX , nY , nXY } of the rule set;
- Select the objective interestingness measures that are suitable for the user’s
purpose;
- Calculate the interestingness value c(X,Y ) for each rule of the ruleset
in the selected measure;
- Sort the rules with their interestingness values in the descending order;
- Select 2 options:

Show the tendencies in a data set by using the threshold on the selected
measure.
Recommend to a user ua the top N items that ua can like:

Find all matching rules X → Y for which (X ⊆ Ta);
Recommend N right hand sides (Y ) of matching rules with
the highest values.

5 Conclusion

This paper has collected and validated 109 objective interestingness mea-
sures, then converted their formula to the unified format (the cardinality
{n, nX , nY , nXY }). The list of these measures can be regarded as a complete,
systematic, and reliable reference source. Besides, the tool of the objective inter-
estingness measures, named Interestingnesslab, has been developed with the
main functions: presenting an association rule set by the cardinalities; calcu-
lating the interestingness values of a rule in a specific measure; calculating the
interestingness values of the rule set in measures selected by the user; building
an application to detect the tendencies in a data set and to recommend the top
N items to a user; and studying the specific behavior of a set of the interest-
ingness measures in the context of a specific dataset and in an exploratory data
analysis perspective. Interestingnesslab is implemented in the R language, and
is an open source package. Therefore, the users can fully reuse the core functions
to develop and use their own applications.
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Appendix

21 groups of measures, each group includes the measures called by the different
names but having the same formula.

# Group of measures # Group of measures

1 Accuracy, Causal Support 2 Added Value, Pavillon, Centered Confi-

dence

3 Bayes Factor, Odd Multiplier 4 Correlation Coefficient, Phi-Coefficient,

Pearson’s Correlation Coefficient, Linear-

Correlation, Newrelevancy

5 Cosine, Ochia, IS Measure 6 Descriptive Confirmed-Confidence, Ler-

man Similarity Index

7 Dice Index, Czekanowski Dice, F-

Measure
Examples and Contra-Examples

8 Directed Contribution to Chi square, Ler-
man Similarity Index

9 Rate, Example and Contra-Example
Rate, Encountered Rate

10 Gray and Orlowska’s Interestingness
Weighting Dependency, I-Measure

11 Indice Probabilistc d’Ecart d’Equilibre,
Probabilistic Measure of Deviation
from Equilibrium(IPEE)

12 Jaccard, Coherence

13 Kappa Coefficient, Cohen 14 Kulczynski 1, Agreement-Disagreement
Index

15 Lift, Interest 16 Loevinger, Certainty Factor, Satisfaction

17 Mutual Information, 2-way Support
Variation

18 Normalized Difference, Match

19 Piatetsky-Shapiro, Pearl, Leverage 2,
Carnap, Novelty

20 Relative Risk, Class Correlation Ratio

21 Specificity 1, Negative Reliability
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