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Abstract. Fuzzy forecasting approaches are mainly based on the mod-
eling of fuzzy logical relationships of the historical data. In this paper,
an improved model for forecasting stock market indices which com-
bines the High-order Time-Variant Fuzzy Logical Relationship Groups
(HV-FLRGs) and Particle Swarm Optimization (PSO) is presented.
Firstly, HV-FLRGs are more effective to capture fuzzy relations on time
series data than the conventional time-invariant fuzzy logical relationship
groups. Secondly, PSO is employed to optimize the length of intervals by
searching the space of the universe of discourse. To verify the effectiveness
of the proposed model, the historical data of Taiwan Futures Exchange
(TAIFEX) are examined. The simulation result shows that the proposed
model outperforms the previous forecasting models based on the high-
order fuzzy time series. These results are very promising for the future
work on the development of fuzzy time series and PSO algorithm in
real-world forecasting applications.

Keywords: Forecasting · Fuzzy time series · Fuzzy relationship group ·
Particle swarm optimization · Stock market

1 Introduction

In order to advance the decision-making process concerning future requirements,
many researchers have focused on real-world problems to deal with various time
series data, such academic enrolments [3–5,7], temperature prediction [11], crop
productions [10] and stock markets [12]. However, the conventional forecasting
methods only refer to real numbers and fail to solve forecasting problems in
which the historical data are represented by linguistic values. Fuzzy set theory
was originally proposed by Zadeh [1] to handle human linguistic terms problems
c© Springer International Publishing AG 2017
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and successfully applied to time series forecasting in [2]. They introduced the
time-invariant fuzzy time series and the time-variant time series model which use
the max–min operations to forecast the enrolments of the University of Alabama.
Unfortunately, their method had many drawbacks such as huge computation
when the fuzzy rule matrix is large and lack of persuasiveness in determining
the universe of discourse and the length of intervals. Therefore, Ref. [5] proposed
the first-order fuzzy time series model by using simple arithmetic calculations
instead of max-min composition operations [2–4] for better forecasting accuracy.
Thereafter, the fuzzy time series methods have received increasing attention in
many forecasting applications. To achieve better forecasting accuracy, Ref. [6]
presented an effective approach which can properly adjust the lengths of inter-
vals. Chen in [7] presented a new forecasting model based on the high-order
fuzzy logical relationship groups to forecast the enrolments of the University of
Alabama. Yu in [8] proposed a new model which refined the lengths of intervals
during the formulation of fuzzy relationships, thus capturing the fuzzy rela-
tions more effectively. Singh in [10] presented a simplified and robust compu-
tational method for the forecasting rules based on one and various parameters
as fuzzy relationships. Lee et al. in [13] presented method for forecasting the
temperature and the TAIFEX based on fuzzy logic relation groups and genetic
algorithm. They also used genetic algorithm and simulated annealing. Recently,
Particle swarm optimization (PSO) technique has been successfully applied in
many applications. Huang et al. in [16] proposed a new forecasting model based
on two computational methods, fuzzy time series and PSO, for academic enrol-
ments. Based on Chen’s model [5], Kuo et al. in [14] introduced a new hybrid
forecasting model which combined fuzzy time series with PSO algorithm to find
the proper length of each interval. Then, to improve method in [14], Kuo et al.
in [15] presented a new hybrid forecast method to solve the TAIFEX forecasting
problem based on fuzzy time series and PSO. Additionly, in [18] used a fuzzy
relation matrix obtained also from PSO technique based on the high-order fuzzy
time series. The above-mentioned researches showed that the lengths of intervals
and fuzzy relations are two critical factors for forecasting accuracy. Therefore,
we propose an improved forecasting method which combined the HV-FLRGs
and PSO algorithm. Firstly, the proposed method fuzzifies the historical data
into fuzzy sets to form high-order fuzzy logical relationships. Secondly, the PSO
algorithm for the optimized lengths of intervals is developed to adjust interval
lengths by searching the space of the universe of discourse. The case study with
the data of TAIFEX shows that the performance of our model is better than
those of any existing methods. The remainder of this paper is organized as fol-
lows. In Sect. 2, a brief review of the concepts of fuzzy time series and PSO
algorithm are introduced. In Sect. 3, an improved forecasting model based on
the HV-FLRGs and PSO is presented. Section 4, evaluates the forecasting per-
formance of the proposed method with the existing methods on the historical
data set of TAIFEX. Finally, some conclusions are discussed in Sect. 5.
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2 Fuzzy Time Series and PSO Algorithm

2.1 Basic Concepts of Fuzzy Time Series

This section briefly summarizes the basic fuzzy and fuzzy time series concepts.
The main difference between the fuzzy time series and traditional time series
is that the values of the fuzzy time series are represented by fuzzy sets rather
than real value. Let U = {u1, u2, . . . , un} be an universal set; a fuzzy set A of
U is defined as A = {fA(u1)/u1 + fA(u2)/u2 + . . . + fA(un)/un}, where fA is a
membership function of a given set A: U → [0, 1], fA(ui) indicates the grade of
membership of ui in the fuzzy set A. fA(ui) ∈ [0, 1], and 1 ≤ i ≤ n. General
definitions of fuzzy time series are given as follows:

Definition 1. Fuzzy time series Let Y (t)(t = .., 0, 1, 2..), a subset of R, be the
universe of discourse on which fuzzy sets fi(t)(i = 1, 2, . . .) are defined and if
F(t) be a collection of f1(t), f2(t), . . ., then F(t) is called a fuzzy time series on
Y (t)(t . . . , 0, 1, 2, . . .).

Definition 2. Fuzzy logic relationships (FLRs) If there exists a fuzzy relation-
ship R(t-1,t), such that F (t) = F (t − 1) ∗ R(t − 1, t), where “∗” is an arithmetic
operator, then F(t) is said to be caused by F(t-1). The relationship between F(t)
and F(t-1) can be denoted by F (t−1) → F (t). Let Ai = F (t) and Aj = F (t−1),
the relationship between F(t) and F(t-1) is denoted by fuzzy logical relationship
Ai → Aj where Ai and Aj refer to the current state or the left - hand side and
the next state or the right-hand side of fuzzy time series.

Definition 3. λ- Order Fuzzy Relations
Let F (t) be a fuzzy time series. If F (t) is caused by F (t− 1), F (t− 2), . . . , F (t−
λ + 1)F (t − λ) then this fuzzy relationship is represented by F (t − λ), . . . , F (t −
2), F (t − 1) → F (t) and is called an λ- order fuzzy time series.

Definition 4. Fuzzy Relationship Group (FLRG)
Fuzzy logical relationships, which have the same left-hand sides, can be grouped
together into fuzzy logical relationship groups. Suppose there are relationships
such that

Ai → Ak

Ai → Am

· · · ·
So, based on [5], these fuzzy logical relationship can be grouped into the same
FLRG as : Ai → Ak, Am . . .

Definition 5. Time-Variant Fuzzy Relationship Group (TV-FLRG)
The fuzzy relationship is determined by the relationship of F (t − 1)ßF (t).
If, let F (t) = Ai(t) and F (t − 1) = Aj(t − 1), we will have the relation-
ship Aj(t − 1) → Ai(t). At the time t, we have the following fuzzy relation-
ships: Aj(t − 1) → Ai(t), Aj(t1 − 1) → Ai1(t1), . . . , Aj(tp − 1) → Aip(tp)
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with t1, t2, . . . , tp ≤ t. It means that if the fuzzy relationship took place
before Aj(t − 1) → Ai(t), we can group the fuzzy logic relationship to be
Aj(t − 1) → Ai1(t1), Ai2(t2), Aip(tp), Ai(t). It is called time-variant fuzzy logic
relationship group

2.2 PSO Algorithm

PSO was first introduced by Eberhart and Kannedy in 1995. It belongs to a
population-based evolutionary algorithm that can efficiently search a nearly
optimal or optimal solution for optimization problems. Most population-based
approaches are motivated by evolution as seen in nature. The development of
PSO algorithm [14–16] was inspired by the social behaviour of animals, such as
fish schooling, birds flocking and the swarm theory. The PSO algorithm applies
a cooperative particle swarm to find the best solution from all feasible solutions.
Each particle is randomly initialized and then allowed to move in the virtual
searching space. At each step of optimization, each particle evaluates its own
fitness and the fitness of its neighbouring particles. Each particle can remember
its own best solution, which results in the best fitness, as well as see the candi-
date solution for the best performing particle in its neighbourhood. A moving
particle, indexed by id, adjusts its candidate solution according to the following
formulas:

V k+1
id = ωk ∗V k

id +C1∗Rand()∗(Pbestid −Xk
id)+C2∗Rand()∗(Gbest −Xk

id) (1)

Xk+1
id = Xk

id + V k+1
id (2)

ωk = ωmax − k ∗ (ωmax − ωmin)/(itermax) (3)

where, Xk
id is the current position of a particle id in kth iteration; V k

id is the
velocity of the particle id in kth iteration, and is limited to [−Vmax, Vmax] where
Vmax is a constant pre-defined by user. Pbest is the position of the particle that
experiences the best fitness value. Gbest is the best one of all personal best posi-
tions of all particles within the swarm. Rand() is the function can generate a
random real number between 0 and 1 under normal distribution. C1 and C2 are
acceleration values which represent the selfcondence coefficient and the social
coefficient, respectively.
The steps for the standard PSO are presented in Algorithm 1.

Algorithm 1. Standard PSO algorithm
Step 1. initialize all particles’ positions Xid and velocities Vid

Step 2. while the stop condition (the maximal moving steps are reached) is not
satisfied do
2.1 .for particle i, (1 ≤ i ≤ NumberOfParticles) do

calculate the fitness value of particle i
update the personal best position of particle i according to the fitness value

end for
2.2. update the global best position of all particles according to the fitness value.



An Improved Method for Stock Market Forecasting 157

2.3. for particle i, (1 ≤ i ≤ NumberOfParticles) do
move particle i to another position according to (1) and (2)

end for
end while

3 An Improved Forecasting Model Based on the
HV-FLRGs and PSO Algorithm

Based on Kuo et al. in [14], a new forecasting model which combined the HV-
FLRGs and PSO algorithm is introduced. In the proposed model, three key
aspects have been applied to approach the lengths of intervals and fuzzy relations
on time series data to increase forecasting accuracy. First, original historical data
are used instead of the variations of historical data in our forecasting model.
Second, the HV-FLRGs are derived from the time-variant fuzzy relationship
groups and calculate the forecasting output based on the fuzzy sets on the right-
hand side of the HV-FLRGs. Third, the PSO algorithm is developed to adjust
the interval lengths to obtain the optimal partition. A detailed explanation of
the proposed model in Subsect. 3.1 follow.

3.1 Forecasting Model Based on HV-FLRGs

To verify the effectiveness of the proposed model, the empirical data for the
TAIFEX [13] (Historical data of the TAIFEX under 8/3/1998 – 8/31/1998) are
used to illustrate the high - order fuzzy time series forecasting process. The
step-wise procedure of the proposed model is detailed as follows:

Step 1: Define the universe of discourse U Assume Y(t) be the historical
data of TAIFEX on date t. The university of discourse is defined as U =
[βmin − N1, βmax + N2] where βmin, βmax are The minimum and maximum data
of Y (t); N1, and N2 are two proper positive integers to tune the lower bound
and upper bound of the U. From the historical data shown in [13], we obtain
βmin = 6566 and βmax = 7560. Thus, the universe of discourse is defined as U=
[6500, 7600] with N1 = 66 and N2 = 40.

Step 2: Partition U into appropriate intervals
Divide U into equal length intervals. Compared to the previous models in [5,8],
we cut U into seven intervals, u1, u2, . . . , u7, respectively. The length of each
interval is l = (βmax + N2 − βmin + N1) ÷ 7 = (7600 − 6500) ÷ 7 ≈ 157.
Thus, the seven intervals are: u1 = (6500, 6657] , u2 = (6657, 6814] , . . . , u6 =
(7285, 7442] , u7 = (7442, 7600].

Step 3: Define the fuzzy sets.
Each interval in Step 2 represents a linguistic variable of “stock market” in
[15]. For seven intervals, there are seven linguistic values which are A1 =
“worst”, A2 = “bad”, A3 = “alittlebad”, A4 = “average”, A5 = “good”,
A6 = “very good”, and A7 = “excellent” to represent different regions in the
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universe of discourse on U, respectively. Each linguistic variable represents a
fuzzy set Ai(1 ≤ i ≤ 7) and its definition is described in (4).

Ai =
7∑

i=1

aij

uj
=

⎧
⎪⎨

⎪⎩

1 if i == j

0.5 if j == i − 1 or j = i + 1
0 otherwise

(4)

where aij ∈ [0, 1], 1 ≤ i ≤ 7, 1 ≤ j ≤ 7 and uj is the jth interval of u. The value
of aij indicates the grade of membership of uj in the fuzzy set Ai.

Step 4: Fuzzy all historical data In order to fuzzify all historical data, it’s neces-
sary to assign a corresponding linguistic value to each interval first. The simplest
way is to assign the linguistic value with respect to the corresponding fuzzy set
that each interval belongs to with the highest membership degree. For example,
the historical data on date 8/3/1998 is 7552, and it belongs to interval u7 because
7552 is within (7442, 7600]. So, we then assign the linguistic value “excellent”
(eg. the fuzzy set A7) corresponding to interval u7 to it. Consider two time seri-
als data Y (t) and F (t) on date t, where Y (t) is actual data and F (t) is the
fuzzy set of Y(t). According to formula (4), the fuzzy set A7 has the maximum
membership value at the interval u7. Therefore, the historical data time series
on date Y (8/3/1998) is fuzzified to A7. The completed fuzzified results of the
TAIFEX are listed in Table 1.

Step 5: Create all λ-order fuzzy relationships
Based on Definition 3. To establish a λ-order fuzzy relationship, we should find
out any relationship which has the F (t−λ), F (t−λ+1), ..., F (t−1)F (t), where
F (t − λ), F (t − λ + 1), . . . , F (t − 1) and F(t) are called the current state and the
next state, respectively. Then, a λ - order fuzzy relationship is got by replacing
the corresponding linguistic values. For example, supposed λ = 3, a fuzzy rela-
tionship A7, A7, A7 → A7 is got as F (8/3/1998), F (8/4/1998)F (8/5/1998) →
F (8/6/1998). So, from Table 1. we get 3rd-order fuzzy relationships are shown
in Table 2.

Step 6: Establish all λ-order fuzzy relationships groups
By [5,14], all the fuzzy relationship having the same fuzzy set on the left-hand
side or the same current state can be put together into one fuzzy relationship
group. But, according to the Definition 5, we need to consider the appearance
history of the fuzzy sets on the right-hand side too. Therefore, only the element
on the right hand side appearing before the left-hand side of the relationship
group is taken into the same fuzzy logic relationship groups. Thus, from Table 2
and based on Definition 5, we can obtain 20 fuzzy logical relationship groups
shown in Table 3.

Step 7: Calculate the forecasting output
In this step, we create all forecast outputs for fuzzy logical relationship groups
based on fuzzy sets on the right-hand or next state within the same group. For
each group in Table 3, we divide each corresponding interval of each next state
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Table 1. The results of fuzzification

Year Actual data Fuzzy sets Membership

8/3/1998 7552 A7 [0 0 0 0 0 0.5 1]

8/4/1998 7560 A7 [0 0 0 0 0 0.5 1]

8/5/1998 7487 A7 [0 0 0 0 0 0.5 1]

8/6/1998 7462 A7 [0 0 0 0 0 0.5 1]

8/7/1998 7515 A7 [0 0 0 0 0 0.5 1]

8/10/1998 7365 A6 [0 0 0 0 0.5 1 0.5]

8/11/1998 7360 A6 [0 0 0 0 0 .5 1 0.5]

8/12/1998 7330 A6 [0 0 0 0 0.5 1 0.5]

8/13/1998 7291 A6 [0 0 0 0 0 .5 1 0.5]

8/14/1998 7320 A6 [0 0 0 0 0.5 1 0.5]

8/15/1998 7300 A6 [0 0 0 0 0.5 1 0.5]

8/17/1998 7219 A5 [0 0 0 0.5 1 0.5 0]

8/18/1998 7220 A5 [0 0 0 0.5 1 0.5 0]

8/19/1998 7285 A5 [0 0 0 0.5 1 0.5 0]

8/20/1998 7274 A5 [0 0 0 0.5 1 0.5 0]

8/21/1998 7225 A5 [0 0 0 0.5 1 0.5 0]

8/24/1998 6965 A3 [0 0.5 1 0.5 0 0 0]

8/25/1998 6949 A3 [0 0.5 1 0.5 0 0 0]

8/26/1998 6790 A2 [0.5 1 0.5 0 0 0 0]

8/27/1998 6835 A3 [0 0.5 1 0.5 0 0 0]

8/28/1998 6695 A2 [0.5 1 0.5 0 0 0 0]

8/29/1998 6728 A2 [0.5 1 0.5 0 0 0 0]

8/31/1998 6566 A1 [1 0.5 0 0 0 0 0]

Table 2. Fuzzy logical relationships

Number The ions Number The lations

1 A7, A7, A7 → A7 11 A6, A5, A5 → A5

2 A7, A7, A7 → A7 12 A5, A5, A5 → A5

3 A7, A7, A7 → A6 13 A5, A5, A5 → A5

4 A7, A7, A6 → A6 14 A5, A5, A5 → A3

5 A7, A6, A6 → A6 15 A5, A5, A3 → A3

6 A6, A6, A6 → A6 16 A5, A3, A3 → A2

7 A6, A6, A6 → A6 17 A3, A3, A2 → A3

8 A6, A6, A6 → A6 18 A3, A2, A3 → A2

9 A6, A6, A6 → A5 19 A2, A3, A2 → A2

10 A6, A6, A5 → A5 20 A3, A2, A2 → A1
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Table 3. 3rd-oder Fuzzy logical relationship groups

No group 3rd-oder Fuzzy relation groups No group 3rd-oder Fuzzy relation groups

G1 A7 G11 A5

G2 A7, A7 G12 A5

G3 A7, A7, A6 G13 A5, A5

G4 A6 G14 A5, A5, A3

G5 A6 G15 A3

G6 A6 G16 A2

G7 A6, A6 G17 A3

G8 A6, A6, A6 G18 A2

G9 A6, A6, A6, A5 G19 A2

G10 A5 G20 A1

into p sub-regions with equal size, and create a forecasted value for each group
according to equal (5).

forecasted =
1
n

n∑

j=1

(mkj + submkj)
2

(5)

where;
- n is the total number of next states or the total number of fuzzy sets on

the right-hand side within the same group
- mkj (1 ≤ j ≤ n) is the midpoint of interval ukj corresponding to jth fuzzy

set on the right-hand side where the highest level of fuzzy set Akj takes place in
these intervals, ukj .

- submkj is the midpoint of one of p sub-regions corresponding to jth fuzzy
set on the right-hand side where the highest level of Akj takes place in this
interval. Based on equal (5) and the data in Table 1, we obtain forecasted results
for TAIFEX from 8/3/1998 to 9/1/1998 based on 3rd-order fuzzy time series
model with seven intervals are listed in Table 4.
To calculate the forecasted performance of proposed method in the fuzzy time
series, the mean square error (MSE) are used as an evaluation criterion to rep-
resent the forecasted accuracy. The MSE value is computed according to (6) as
follows

MSE =
1
n

n∑

i=λ

(Foi − Aci)
2 (6)

Where, Aci denotes actual data on date i, Foi is forecasted value on date i, n is
number of the forecasted data, λ is order of the fuzzy relationships
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Table 4. The complete forecasted outputs based on 3rd-oder fuzzy time series model

Date Actual data Fuzzy set Forecasted value

8/3/1998 7552 A7 Not forecasted

8/4/1998 7560 A7 Not forecasted

8/5/1998 7487 A7 Not forecasted

8/6/1998 7462 A7 7495.2

8/7/1998 7515 A7 7508.2

8/10/1998 7365 A6 7460.2

———– —— — ——

———– —— — ——

8/28/1998 6695 A2 6709.4

8/29/1998 6728 A2 6735.9

8/31/1998 6566 A1 6578.8

3.2 Forecating Method Based on the HV-FLRGs and PSO

To improve forecasted accuracy of the proposed, the effective lengths of intervals
and time-variant fuzzy relationship groups which are two main issues presented
in this paper. A novel method for forecasting TAIFEX is developed to adjust
the length each of intervals in the universe of discourse without increasing the
number of intervals by minimizing the MSE value. In our model, each particle
exploits the intervals in the universe of discourse of historical data Y (t). Let
the number of the intervals be n, the lower bound and the upper bound of
the universe of discourse on historical data Y (t) be p0 and pn, respectively.
Each particle is a vector consisting of n-1 elements pi where 1 ≤ i ≤ n − 1
and pi ≤ p(i+1). Based on these n-1 elements, define the n intervals as u1 =
[p0, p1] , u2 = [p1, p2] , · · ·, ui =

[
p(i−1), pi

]
, · · ·, un =

[
p(n−1), pn

]
respectively.

When a particle moves to a new position, the elements of the corresponding
new vector need to be sorted to ensure that each element pi(1 ≤ i ≤ n − 1)
arranges in an ascending order. The step-wise procedure of the proposed method
is illustrated in Algorithm 2.

Algorithm 2. The HV-FLRGs-PSO algorithm
1. initialize all particles’ positions Xid and velocities Vid

2. while the stop condition (maximum iterations or minimum MSE criteria) is
not satisfied do
2.1. for particle i, (1 ≤ i ≤ NumberOfParticles) do

• partition U into new intervals by Step 2 in 3.1
• define linguistic terms by step 3 in 3.1
• fuzzify all historical data by Step 4 in 3.1
• create all λ - order fuzzy relationships by Step 5
• Establish all λ - order fuzzy relationship groups by Step 6
• calculate forecasting values by Step 7
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• compute the MSE values for particle i based on (6)
• update the personal best position of particle i according to the MSE values

end for
2.2. update the global best position of all particles according to the MSE values
3. for particle i, (1 ≤ i ≤ NumberOfParticles) do

move particle i to another position according to (1) and (2)
end for

update ω according to (3)
end while

4 Computational Results

4.1 Preliminary Data

In this paper, we apply the proposed method to forecast TAIFEX index with
the whole historical data [13], from 8/3/1998 to 9/30/1998 are used to perform
comparative study in the training phase. The essential parameters of proposed
model for forecasting TAIFEX are listed in Table 5.

4.2 Computational Results

In order to verify the forecasting effectiveness of the proposed model with the
high-order FLRGs and different numbers of intervals, six FTS models in C96 [5],
H01b [6], L06 [9], L08 [13], HPSO [14] and the NPSO [15], are examined and
compared. The forecasted accuracy of the proposed method is estimated using
the MSE technique in (6). The simulation result is expressed in Table 5. Our
proposed model is executed 10 runs, and the best result of runs is taken to be
the final result. A comparison of the fitness accuracy (i.e. the MSE value) with
various orders and different number of intervals among the proposed model, the
C96 model, H01b model, the L06 model, the L08 model, the HPSO model and
the NPSO model are listed in Table 6.

From Table 6, it is obvious that our model has a smaller MSE value than the
other fuzzy forecasting models. The MSE value is calculated according to equal

Table 5. Parameters used for forecasting TAIFEX

Number of particles 30

Maximum number of iterations 100

The value of ω be linearly decreased 0.9 to 0.4

The coefficient C1 = C2 2

The velocity be limited to [−100,100]

The position be limited to [6200,7600]
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Table 6. A comparison of the forecasted results of the proposed method with the
existing models based on high – order fuzzy time series under number of intervals =
16

Date Actual data C96 H01b L06 L08 HPS0 NPSO Our method

8/3/1998 7552 - - - - - - -

8/4/1998 7560 7450 7450 - - - - -

8/5/1998 7487 7450 7450 - - - -

8/6/1998 7462 7500 7500 7450 - - 7452.54 -

8/7/1998 7515 7500 7500 7550 - - 7331.62 -

8/10/1998 7365 7450 7450 7350 - - 7285.63 -

8/11/1998 7360 7300 7300 7350 - - 7331.62 -

8/12/1998 7330 7300 7300 7350 7329 7289.56 7291.67 7329.78

8/13/1998 7291 7300 7300 7250 7289.5 7320.77 7217.15 7287.22

8/14/1998 7320 7183.33 7188.33 7350 7329 7289.56 7217.15 7324.78

——– —– —– —– —– —– —– ——– ——–

9/28/1998 6840 6850 6750 6850 6848 6800.07 7452.54 6839.19

9/29/1998 6806 6850 6850 6850 6796 6800.07 7331.62 6799.74

9/30/1998 6787 6850 6750 6750 6796 7289.56 7285.63 6785.24

MSE 9668.94 5437.58 1364.56 105.02 103.61 35.86 18.49

(6) following:

MSE =
1
40

40∑

i=7

(7329.78 − 7330)2 + · · · + (6785.24 − 6787)2 = 18.49

In addition, we also perform five more runs with different orders and 16 intervals
of the universe set of discourse to be compared with other models such as L08 in
[13] (based on GA), HPSO in [14] (based on PSO), and NPSO [15] (also based
on PSO). The detail of comparison is shown in Table 7. The forecasting trend is
depicted in Fig. 1 for clearer illustration.

During the simulation, the number of intervals is kept for the existing models
and our model. A comparing of MSE value is listed in Table 7. In Table 7, it
can be seen that the accuracy of the proposed model is improved significantly.
Particularly, our model gets the lowest MSE value of 18.49 with 7th-order fuzzy
relation and the average MSE value of the proposed model is 24.22, which is
smallest among four forecasting models. In addition, we also rebuilt NPSO model
[14] is considered to be quite effective in recent years and compare the forecasting
accuracy of this model with the proposed model on the same historical data of
the TAIFEX with different number of samples as 15, 20, 25, 30, 35, 40, 45 and
47. The detail is presented in Table 8

From Table 8, it can be seen that our proposed model gives remarkably bet-
ter forecasting accuracy with MSE values compared to NPSO model with the
different number of samples
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Table 7. A comparison of the forecasted results of the proposed method with the existing
models based on high – order fuzzy time series under number of intervals = 16

Order L08 model HPSO model NPSO model Our model

3 208.79 152.47 35.86 28.58

4 142.26 148.14 34.76 27.12

5 143.61 112.24 29.30 25.72

6 147.14 122.68 23.95 21.31

7 105.02 103.61 25.56 18.49

8 124.48 108.37 24.7 24.13

Average 145.17 124.58 29.02 24.22

3rd 4th 5th 6th 7th 8th
0

50

100

150

200

230

Order of FLRs

M
S

E
  V

al
u

e

L08 method
HPSO method
NPSO method
Our method

Fig. 1. A comparison of the MSE value between our model and the previous methods:
L08, HPSO, NPSO based on high –order FTS with number of intervals =16.

Table 8. The comparison(MSE) between the proposed model and NPSO model on the
same historical data set but different in the numbers of sampling values

Models Number of historical data

15 20 25 30 35 40 45 47

NPSO model 0.47 3.75 9.01 13.4 18.6 25.47 32.38 36

Our method 0.38 2.24 8.4 13.4 17.29 21.86 29.15 28.58

5 Conclusion and Discussion

Stock market indices are very volatile time series in nature and it has difficult to
make the potential relationship as a mathematical model. So, fuzzy time series
has shown good performances for these real world problems. In order to improve
the forecasting accuracy of the NPSO model, we consider the appearance history
of the fuzzy sets on the right-hand side of the same fuzzy relation to create time–
variant fuzzy logic relationship groups. Also we consider more information within
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all next states of all fuzzy relationships to calculate the forecasting output for
these fuzzy relationship groups. Then, a novel hybrid forecasting model based
on an aggregated HV-FLRGs and PSO is developed to adjust the length of each
interval in the universe of discourse. After applying the proposed forecasting
method for the real world datasets of TAIFEX, we found that our approach
shows better forecasting accuracy than previous ones. The detail of comparison
was presented in Tables 6, 7 and 8. The main contributions of this paper are
illustrated in the following. First, we show the forecasted accuracy is affected
by calculating the forecasting rules from time-variant fuzzy relationship groups.
Second, the computational results show that the proposed model gets highest
forecasted accuracy for with seven - order FTS model. Actually, as listed in
Table 7, the minimal MSE value for the proposed model is 18.49 which is the
lowest forecasting accuracy among the models as shown in Table 6. Finally, our
forecasting method is general enough for different kinds of time series and can
be used in various applications efficiently.
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