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Abstract. Relation recognition as an extension of the well known pattern
recognition problem is presented in the paper. Four types of such problems:
simple, extended, matching and constructive relation recognition problems are
considered. It is shown that such problems may arise in various application
areas. There are presented possible approaches to the solution of the problems
under consideration. It is shown that the extended algebra of relations is suitable
as an universal tool to the relation recognition problems exact formulation and to
description of the methods of their solution. Suitability of a concept of general
(multi-aspect) similarity measure to the solution of constructive relation
recognition problems based on a concept of covering by similarity spheres is
also shown. Suggestions concerning desired future works in the domain of
relation recognition theory and applications are given.
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1 Introduction

The notion of relation belongs to basic concepts of modern mathematics. It formally is
defined as any subset of Cartesian product of a linearly ordered family of sets. It also
plays a significant role in computer science as a formal model of data structures (Codd
1970), description of composite real objects or situations (Bagui 2005), description of
program structures (Wirth 2002) etc. The well known pattern recognition (PR) prob-
lems are based on the concept of similarity being in fact a bi-variable reflexive,
symmetrical and transitive relation described on a set of some (abstract or real) objects.
An important property of similarity relation consists in partition of the given set of
objects into mutually disjoint subsets called similarity classes (Kulikowski 2003). It
was remarked in Kulikowski (1987) that PR can be interpreted as checking the fact that
a given object x satisfies the relation of similarity to other objects belonging to a
similarity class of objects. The pairs (in general – n-tuples) of elements satisfying a
given relation Ξ are called syndromes of Ξ. The PR problem can thus be also inter-
preted as proving whether a given object x forms syndromes of similarity with the
elements of some similarity classes established by the relation.

This brings to mind a more general concept of relation recognition (RR) consisting
in identification of syndromes of a relation (Kulikowski 2002). In this case no
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homogeneity of the sets constituting the space U of n-tuples is assumed. This means
that in general objects of different formal nature: arithmetical, algebraic, geometrical,
Boolean, topological or symbolic denotations of qualitative features of real objects etc.
may be linked together by the relations. Under such assumption several variants of RR
problem can be formulated:

1st, it is given a relation Ξ described on a Cartesian product U of n non-empty sets
and a n-tuple of objects x belonging to U; check whether Ξ is satisfied by x. This
can be called a simple RR (sRR) problem.
2nd, it is given a relation Ξ and a finite subset X � U of n-tuples; find in X all n-
tuples being syndromes of Ξ. This can be called an extended RR (eRR) problem.
3rd, it is given a relation Ξ described on a Cartesian product U of n non-empty sets
and its incomplete syndromes x, whose some components are unknown; restore
their possible complete forms matching the relation. This can be called a matching
RR (mRR) problem.
4th, it is given a Cartesian product U of n non-empty sets and a finite subset X �
U of n-tuples; find formal rules describing a relation Ξ in U containing X as a subset
of its syndromes. This can be called a constructive RR (cRR) problem.

Some RR problems are closely connected with machine learning problems. This,
for example, takes place in the eRR problem consisting in detection of tracks of
particles in a series of snapshots (Sect. 3, Example 2) or in mRR problem consisting in
meteorological prognosis based on a series of past observations. However, the paper
does not present any extended example of RR application; it is rather aimed at showing
the RR as a large and interesting area of investigations.

This paper is aimed at presentation of an approach to the solution of the
above-mentioned classes of RR problems. However, the admitted heterogeneity of
the space V of n-tuples limits the ability of a geometrical- or vector-space models to be
used as a basis of the solution. That is why in this work an approach based on the
extended algebra of relations (Kulikowski 1992) and on a general concept of similarity
measure (Kulikowski 2001) is proposed.

The paper is organized as follows. Basic notions, concerning mainly the used in this
work extended algebra of relations, are presented in Sect. 2. Section 3 presents solution
of the sRR and eRR problems. An approach to the solution of mRR problems is
presented in Sect. 4, while Sect. 5 presents a proposed solution of the cRR problem
based on a concept of covering by similarity spheres. Concluding remarks and sug-
gestions concerning future works are presented in Sect. 6.

2 Basic Notions

It will be taken into consideration a finite, linearly ordered family F of non-empty sets
[Ω(i)], i = 1,2,…,n. As mentioned above, no restrictions on formal nature of the ele-
ments of the sets Ω(i) will be imposed. The Cartesian product of the sets Ω(i) of F will
be denoted by U and will be called an universe. In order not to suggest any connection
with particular mathematical objects, the elements of the sets Ω(i) are called symptoms,
while the elements of U (strings of symptoms, n-tuples) are called syndromes.
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Any subset Ξ � U is called a relation described on U. The relation is called trivial
if Ξ ≡ U and empty if Ξ ≡ ∅ (empty set). For a given universe U the family of all
possible relations described on U is denoted by Φ. In this family the well-known
algebraic operations of sets sum ([ ), intersection (\ ) and asymmetrical (\) and
symmetrical (÷) difference can directly be applied to the relations. In particular, a
negation of relation ¬Ξ is defined as asymmetrical difference U\Ξ. It directly follows
that for any Ξ it is Ξ [ (¬Ξ) = U and Ξ \ (¬Ξ) = ∅.

If Ξ is a relation described on U then any subset S � Ξ is called a sub-relation of Ξ.
On the other hand, if F′ is a subfamily of sets, F′� F, (preserving their order in F), U′ is
a Cartesian product of the sets of F′ (a sub-universe of U) and Ξ is a relation described
on U then a set Ξ′ consisting of all intersections of the syndromes of Ξ and of U’ will be
called a projection of Ξ onto U′ and will be also denoted by Ξ|U′.

For a given family F of consisting of n sets it is possible to extract from it 2n–1
non-empty sub-families of sets (including F itself). On each such sub-family of selected
sets a family of all described on them relations, called partial relations described in U,
can be considered. Consequently, it is possible to take into consideration a family Φ of
all partial relations described in U (including also the relations described on U). An
extension of the algebra of relations described on a fixed family of sets F on partial
relations described on different subfamilies of F was given in Kulikowski (1992). If F′
and F″ are any two subfamilies of F and Ξ′, Ξ″ are some relations described,
respectively, on the Cartesian products U′ of the sets of F’ and U″ described on F″ then
there can be established the following:

Extended algebraic operations:

(a) The sum N0 [N00 is a relation described in U′ [ U″, consisting of all syndromes
whose projection on U′ satisfies Ξ′ or the projection on U″ satisfies Ξ″.

(b) The intersection N0 \N00 is a relation described in U′ [ U″, consisting of all
syndromes whose projection on U′ satisfies Ξ′ and the projection on U″ satisfies
Ξ″.

(c) The asymmetrical difference Ξ′ \ Ξ″ is a relation described in U′ [ U″, consisting
of all syndromes whose projection on U′ satisfies Ξ′ and the projection on U″ does
not satisfy Ξ″.

Let us remark that U′ [ U″ is an universe constructed as a Cartesian product of the
family of sets F′[F″ (not as U′ × U″). Then, on the basis of the above-given oper-
ations the following notions can also be defined:

(d) The difference 2(U′ [ U″) \ Ξ is called an extended negation of Ξ and will be
denoted by ¬Ξ.

(e) The asymmetrical difference Ξ′ ÷ Ξ″ is a relation described in U′ [ U″, consisting
of all syndromes satisfying N0 [N00and not satisfying N0 \N00.

(f) For a relation Ξ′ described in a sub-universe U’ and another relation Ξ” described
in a sub-universe U″ the projection (N0 \N00)|U’ will be called a relative relation Ξ′
assuming that Ξ″ holds. It will be shortly denoted by Ξ′/Ξ″.

It can be shown that the quintuple [U, [ , \ , \, ∅] constitutes a Boolean algebra
(Rudeanu 2012) with U as its “unity” and ∅ as its “null relation” (no syndromes of any
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length); this will be called an extended algebra of relations. It thus introduces algebraic
operations not only on the relations defined on the universe U but also on any their
sub-relations and/or projections defined in U.

On the basis of the property (f) it can be established the following
Extension property:
For any relation Ξ′ and Ξ″ described, respectively, in the universes U′ and U″, the

following property holds:

N0 \N00 � N0=N00 \N00: ð1Þ

This property, seeming to be a trivial one, will be shown to be useful in solving
some RR problems.

3 Solution of Simple and Extended RR Problems

Four basic methods can be used to description of relations:

(1) Analytical (functional) description,
(2) Logical description,
(3) Presentation by algebraic composition of other known (simpler) relations,
(4) Characterization by list of syndromes.

Analytical description takes place when syndromes of a relation should by defi-
nition satisfy some algebraic or analytical (functional, differential, integral etc.) equa-
tions. Solution of the equation provides all syndromes of the relation. On the other
hand, an assumed solution can be proven as syndrome of the relation by substitution to
the equation and checking whether it is satisfied.

Logical description of a relation may be given in the form of a formula:

if T xð Þthen x 2 N ð2Þ

where T(x), is a logical predicate described in the universe U. The predicate can thus be
used as a basis of construction of logical tests of the syndromes’ validity. However, it
does not deny existence of some other syndromes of Ξ, not satisfying T(x).

Algebraic compositions of relations can be constructed on the basis of the above (in
Sect. 2) described algebraic operations and concepts.

Characterization of a relation by a complete list of its syndromes is possible only in
particular cases. In a more general case the list may be incomplete and it can be used as
a rough representation of the relation.

Taking this into account we can more exactly formulate:
The sRR problem:
It is given an universe U and a relation Ξ described in it by some of the

above-mentioned methods (1)–(2). It is also given an element x 2 U. Check whether
x 2 Ξ.

Computer-aided solution of this problem depends on the method the relation has
been described. In the case of analytical description it needs substitution of x into the
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corresponding equation and proving whether the equation is satisfied. This seems to be
a rather trivial task. A less trivial task arises if the relation is described in a logical form
(2). The predicate T(x) may not directly characterize the relation, as it illustrates the
following example.

Example 1. It is given an Euclidean plane E2 with a system of Cartesian coordinates
(u, v). It is taken into consideration an universe U = E2× E2× E2 of triplets of points
laying on E2. It is also given a relation Ξ � U described by the predicate:

“The triplet of points [Pi, Pj, Pk] constitute vertices of an equilateral triangle”,

Let it be given a triplet of points x = [(ui, vi), (uj, vj), (uk, vk)]. Check whether x is a
syndrome of Ξ.

In this case a direct assessment of logical value of the statement:

“[(ui, vi), (uj, vj), (uk, vk)] constitute vertices of an equilateral triangle”

is impossible. In this case it is necessary to use the definition of an equilateral
triangle and to replace the statement by the following, semantically equivalent:

Pi;Pj;Pk
� �

constitute vertices of an equilateral triangle

if and only if d Pi;Pj
� � ¼ d Pj;Pk

� �� � ^ d Pj;Pk
� � ¼ d Pk;Pið Þ� �

where d(Pi, Pj) (similarly, d(Pj, Pk) and d(Pk, Pi)) denotes an Euclidean distance
between the points Pi, Pj. Now, the relation description leads to the following logical
test of a triplet of points satisfying the relation:

if d Pi;Pj
� � ¼ d Pj;Pk

� �� � ^ d Pj;Pk
� � ¼ d Pk;Pið Þ� �

then Pi;Pj;Pk
� �

satisfies the relationN'';

otherwise it does not satisfy it:

In fact, if the relations Ξ are interpreted as formal characteristics of some classes of
objects then the corresponding sRR problems become widely interpreted PR problems.
However, the Example 1 shows that solution of some, apparently simple, sRR problems
may need some wider knowledge about the application area in order to reformulate the
primary logical description of the relation.

In some application problems (say, in management, medical treatment etc.) the sRR
may take a more general form:

1st ‘It is given a relation Ξ described by an algebraic combination F of m partial
relations Ξ(1), …, Ξ(m) described on a Cartesian product U of n non-empty sets and a n-
tuple of objects x belonging to U. Check whether Ξ is satisfied by x.

Let us remind (see Sect. 2) that the partial relations can be defined on different
subsets of variables. Their algebraic combination may be given in a canonical form, as
an (extended) sum of products of selected partial relations or of their negations
(denoted both by the brackets h i):

Relation Recognition Problems and Algebraic Approach to Their Solution 27



N ¼ FðNð1Þ; . . .;NðmÞÞ ¼ [ \ hNðmÞi ð3Þ

This form of the relation Ξ directly leads to a decomposition of the sRR problem
into a finite set of simpler sRR sub-problems and then proving the validity of the
corresponding composite logical predicate.

The calculation complexity of solution of a sRR problem depends linearly on the
number of additive terms in expression (3). Moreover, each product-term \ hNðmÞi in
this expression needs proving the validity of a subset of partial relations described on
various subsets of x. This leads to an exponential complexity of calculation of the
product-terms.

An eRR problem can be considered as simple extension of a corresponding sRR
problem on several elements of the universe U; in such case its solution may consist of
multiple solution of the sRR problem for assumed syndromes x1, x2,… etc. However, it
also can exactly be formulated as follows:

The eRR problem:
It is given an universe U and two described on it relations: Ξ described by the

above-mentioned methods (1)–(2) and a finite relation χ described by method (4). Find
W ¼ N\ v

Really, Ψ is a finite set of n-tuples in U, constituting by definition a relation. We are
looking in χ for all syndromes satisfying also the given relation Ξ. The following
example should illustrate this idea.

Example 2. It is given a linearly ordered set of N photo snapshots. In any snapshot a
finite set Sν, ν = 1, 2, …, N, of detected in it tracks ων,p of moving objects is given.
Each track ων,p is presented by a sequence of m numerical and/or qualitative features
describing its spatial coordinates and other (if any) its detected individual character-
istics. Find the sequences x = [ω1,p, ω2,q,…, ωN,s], where p, q, …, s = 1, 2, …, K,
denoting numbers assigned to the detected tracks of objects in the snapshots (K being a
total number of objects under observation). The tracks illustrate position of selected
real objects in consecutive phases of their motion. The example presents a simplified
case of a more general problem of objects’ action recognition and trajectories
description (Wang et al. 2013). This may correspond in practice to monitoring (or
back-monitoring) of selected individual vehicles in road traffic.

The universe has thus the form of a Cartesian product

U ¼ S1 � S2 � . . .� SN ð4Þ

consisting of KN N-tuples and the relation Ξ being to be recognized is described by the
statement:

“x 2Ξ iff x consists of elements representing the same real object”

Solution of the problem consists thus in finding in U all N-tuples ω satisfying a
relation Ξ of “representing the same real object”. This needs, first of all, establishment
the criteria of assigning tracks to fixed, individual objects Two such criteria are
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possible: 1st, the similarity of tracks if they present the appearance of real objects, 2nd,
proximity of tracks in consecutive snapshots.

Two possible approaches to solution of the given eRR problem then can be taken
into consideration:

(a) Solving the eRR problem by its consideration as multiple sRR problems. This
means that the elements of U are separately taken into consideration and the
property “representing the same real object” of consecutive pairs of tracks is
proven. Any sequence x = [ω1,p, ω2,q,…, ωN,s] is thus subjected to a series of tests
consisting in proving logical value of the statements:

“The pair [ωi,p, ωi+1,q] represents the same real object”

for i = 1, 2 ,…, N–1. First “false” statement in the series causes rejection of the
given N-tuple x as not satisfying the relation Ξ. This, apparently simple approach does
not guarantee uniqueness of the eRR problem’s solution. The partial decisions being
based on separately taken pairs of tracks neglecting wider context may lead to
ambiguous assigning tracks to objects if the tracks are similar or laying close each to
the other.

(b) Alternative approach to the eRR problem is based on the concept of conditional
relation. For this purpose the following relations will be defined:
N

0
i: “The tracks ω1,p,…, ωi,p represent the same real object”

N
00
i : “The tracks ωi,p,…, ωi+1,p represent the same real object assuming that ω1,p,

…, ωi,p represent the same real object”

for 2 ≤ i ≤ N–1 and 1≤ p ≤ K. Finally, N
0
N contains K syndromes ω1,…, ωK, each

containing N tracks assigned to a given object.
The problem is then solved according to the following pseudo- procedure:

The procedure starts by finding K syndromes of N
0
2 consisting of ordered pairs [ω1p,

ω2,q] and K syndromes of N
0
3 consisting of ordered pairs [ω2q, ω3,r] assigned to the

same object. Next, the syndromes of N
0
are extended by adding tracks assigned to

formerly fixed objects.
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At each step the similarity of tracks in the pairs [ωi,p, ωi+1,q] is checked, however, it
is established by selection of K most similar from ½K2 possible pairs of tracks in two
consecutive snapshots. For this reason, this approach guarantees not worse solution
than this provided by the approach (a). The way of step-wise construction of the
trajectories of some moving particles is illustrated in Fig. 1.

4 Solution of Matching RR Problems

A mRR problem can be simply and exactly formulated in the extended relation algebra
terms. Let us assume that it is given a family F of sets composed of two disjoint
sub-families:

F ¼ F0 \F00;F0 \F00 ¼ ; ð5Þ

and the described on them universe U and sub-universes U′ and U″.
The mRR problem:
Let it be given a relation Ξ described on the universe U and a sub- relation χ � Ξ |U’

described by a list of syndromes in a sub-universe U′. Find the sub-relation W ¼ N\ v.
The sub-relation Ψ contains all syndromes satisfying both, Ξ and χ. Its projection

Ψ|U″ consists of the lacking elements in the syndromes of χ that transform them into
syndromes of Ξ. There are lot of real situations leading to mRR problems.

Example 3. In a meteorological database data concerning observations of minimal and
maximal air temperature, speed and direction of wind, type and intensity of falls, type
and intensity of clouds, etc. in a certain geographical region are collected. The data
have been daily recorded for several years. From this long time-interval shorter (say,
N = 10 days long) sub-intervals have been cut out and the sequences of meteorological
data in the sub-intervals as syndromes of a relation H describing admissible sequences
of weather conditions have been extracted. Moreover, the relation H is presented as a
sum of sub-relations:

H ¼ Hw [Hsp [Hsu [Hau ð6Þ

i = 1    2    3 4

Fig. 1. Construction of moving particles’ trajectories as a solution of the eRR problem for the
relation Ξ = “assigned to the same real object”.
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admitting various types of data to be recorded, correspondingly, in the winter, spring,
summer and autumn seasons.

It is also given a sequence x of meteorological data recorded for the last (say, n′)
several days in a current season of the year. It is desired to forecast possible sequence
of weather conditions in the next n″ days.

The task can be solved in three basic steps:

1. Construction, on the basis of the relation H, of a relation Ξ describing admissible
sequences of weather conditions for n′ + n″ days in the given season of the year;

2. Finding a sub-relation χ � Ξ |U′ where U′ denotes a sub-universe of formally
possible sequences of weather conditions for n′ days in the given season of the year;
χ being reduced to the given single sequence x.

3. Finding the sub-relation W ¼ N\ v.

The way of construction of the relation Ξ (step 1) depends on the length n′ + n″
with respect to N:

a. If n′ + n″ < N then Ξ is given as a projection H|U′[U″;
b. If n′ + n″ = N then Ξ = H;
c. If n′ + n″ > N then Ξ should be given by an intersection of s, s > N – (n′ + n″),

seasonal sub-relations of Ξ:

N ¼ Nð1Þ \Nð2Þ \ . . .\NðsÞ ð7Þ

corresponding to shifted overlapping time-intervals covering n′ + n″ days. The solution
of the problem is not unique; it provides a set of possible extensions of the given
sequence x of weather conditions satisfying the relation Ξ. Let us also remark that the
above-presented prognostic model is strongly deterministic. In fact, description of
meteorological processes needs more sophisticated, randomized models which are not a
subject of this paper.

5 Solution of Constructive RR Problems

Construction of a relation satisfied by a given set of syndromes belongs to a large class
of knowledge discovery problems (Maimon and Rokach 2005). However, the problem
needs to be more exactly formulated. If U is a Cartesian product of n non-empty sets
and X, X � U, denotes a finite subset of n-tuples x in U then X, by definition,
constitutes a “minimal” solution of the problem while U constitutes its “maximal”
solution. From a practical point of view, both solutions are useless. On the other hand,
the problem of reconstruction of an assumed “hidden” relation governing some social,
economical, political etc. events on the basis of recorded symptoms preceding some
other, similar-type events in the past is of high importance. It is thus necessary to put
some constraints on the cRR problem in order to make it non-trivial and more useful.

One of possible ways to do it consists in introducing into the universe U a similarity
measure. Lot of various similarity measures have been proposed in the literature
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(see, e.g. Sobecki (2009)). However, not all of them satisfy the requirement of ability to
be used to multi-aspect assessment of similarity of composed objects. For this purpose
it is here proposed using a similarity measure defined generally as a function:

r : U � U ! 0; 1½ � ð8Þ

satisfying the conditions: for any x′, x″, x′″ 2 U the following properties hold:

I. σ(x′, x′) = 1,
II. σ(x′, x″) = σ(x″, x′),
III. σ(x′, x″) � σ(x″, x″′) ≤ σ(x′, x′″).

A very important property of so-defined similarity measure consists in its exten-
sibility: if σ1, σ2 are any two similarity measures satisfying the conditions I – III, then
their product σ = σ1�σ2 also satisfies the conditions and as such it constitutes a simi-
larity measure (Kulikowski 2001). Consequently, any power σμ for μ ≥ 1 satisfies the
conditions I – III of similarity measure, and this makes us able to modify some
similarity measures so as to make them less or more sensible to some parameters of the
objects. Moreover, taking into account that the above-given properties may be satisfied
by a large class of mathematical objects: natural or real numbers, vectors, Boolean
variables, etc., a similarity measure can be constructed for syndromes composed of
various features of objects.

For a given universe U, described in it similarity measure σ, a fixed number d,
0 < d ≤ 1, and any element u 2 U the following relation can be defined:

“x 2 S(u,d) if and only if σ(u, x) ≥ d”

The relation S(u,d) can be called a similarity sphere of center u and range d. This is
an analogue of a sphere in a metric space (existence of any metric in the universe U has
not been assumed). Remark that the lower is d, the larger is the similarity sphere. The
concept of similarity sphere makes us able to propose a solution of the following
problem:

6 The CRR Problem

Let it be given an universe U, a described in it similarity measure σ, a finite set G, G �
U, of syndromes and a constant δ such that δmin ≤ δ ≤ 1 where δmin denotes minimal
similarity between the syndromes in G. Find a minimal relation Ξ (G, d) such that for
any x 2 G and any other y 2Ξ (G, d) the inequality σ (x, y) ≤ δ is satisfied.

We call G a germ of the relation Ξ (G, d). For solution of the cRR problem there
will be taken into consideration all unordered pairs (xi, xj) of different syndromes in
G and their similarity measures δi,j = σ (xi, xj) will be calculated. Then for any xi its
minimal similarity to other syndromes in X:

di ¼ minðjÞðdi;jÞ ð9Þ

will be found. Let us take into consideration a relation:
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N ¼ \ iSðx; diÞ ð10Þ

It can be shown that so-defined relation Ξ is solution of the cRR problem for
δ = δmin = min(i)(di). Really, any x 2 Ξ is a syndrome belonging to all similarity
spheres of syndromes in X. The largest similarity spheres are S(x*, δmin) where x* is one
of (at least two) the less similar to any other syndrome in X. Therefore, if x belongs to S
(x*, δmin) then the more its similarity to any other syndrome in X is not less than δmin.
Geometrically, this situation is illustrated in Fig. 2.

The set X consists here of 3 syndromes denoted by o. The area of problem solution
Ξ lies in the intersection of three similarity circles. Its maximal range is thus limited by
the intersection of the two largest similarity circles.

The spherical covering method of cRR problem solution is a cautious one. In case
of a large number of syndromes in G and small δ it may happen that the intersection of
similarity spheres is empty and the solution of the problem does not exist. This in
particular may happen in learning cRR problems when the elements of the germ are
step-by-step acquired. Then, instead of a single germ we have an increasing sequence
of germs:

Gð1Þ � Gð2Þ � . . .GðtÞ � . . . ð11Þ

Let G(1) be a maximal germ that provides a non-empty solution Ξ (1) of the cRR
problem. Let us assume that a next germ, G(2) is acquired. It can be presented as a sum:

G 2ð Þ ¼ Hð2;1Þ [D 2ð Þ ð12Þ

where H(2,1) denotes a subset of syndromes such that a modified germ:

G 1;2ð Þ ¼ Gð1Þ [Hð2;1Þ ð13Þ

provides a still non-empty solution Ξ(1,2) of the cRR problem, while Δ(2) contains the
remaining syndromes of G(2). Then Δ(2) can be used as a germ to construction of the

Fig. 2. Geometrical illustration of the solution of a cRR problem based on covering by similarity
spheres.
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next non–empty sub-relation Ξ(2) (or a set of non-empty sub-relations) which can be
added to Ξ(1,2) giving the second approximation of the solution:

W 2ð Þ ¼ N 1;2ð Þ [N 2ð Þ ð14Þ

Similar procedure can be continued in order to get next approximations of the
solution of the learning cRR problem. The calculation complexity of the
above-proposed method of the cRR problem solution is polynomial because each next
syndrome acquired as a germ should be matched to the formerly acquired germs.

7 Conclusions

Relation recognition (RR) is a formal model of a large class of decision making
problems. Its widely known example is any pattern recognition problem. However, the
class of RR problems is much larger and it contains, in particular, the simple, extended,
matching and constructive RR problems. Each type of the RR problems needs some
specific methods of their solution. Both, the types of RR problems and the methods of
their solution can be strongly described using the formalism of the extended algebra of
relations. Also, the general concept of similarity measure are useful in some types of
RR problems solution. Examples of such solution methods have been presented in the
paper. However, they do not exhaust the RR area of investigation. In particular, the
fuzzy RR problems (Rutkowski 2006), the problems following from using based on
relations ontologies to describe real systems and processes (Abdoullayev 2008) and the
problems of extension of the RR problems on the hyper-relation recognition problems
(as it follows from the comparison of the Example 2 in this paper with a similar
problem described in Kulikowski (2006) are worthy to be undertaken and deeply
investigated.
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