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Chapter 5
Text Mining Tutorial

Natalie J. Lambert

5.1  �Introduction

The world we live in is generating text at an unprecedented rate. Consider how 
much new text is created by emails, newspapers, blogs, and social media websites 
every day, and it quickly becomes clear that analysis of group behaviors can become 
challenging due to the large amount and variety of textual data generated from 
group members’ interactions. Text mining is one strategy for analyzing textual data 
archives that are too large to read and code by hand, and for identifying patterns 
within textual data that cannot be easily found using other methods. Text mining as 
a method can be used to conduct basic exploration of textual data, or can be used in 
combination with other methods like machine learning to predict group members’ 
future behaviors. This tutorial introduces text mining by outlining two basic meth-
ods for data exploration: generation of a concept list and generation of a semantic 
network. Learning the steps it takes to prepare, import, and analyze textual data for 
these simple procedures is enough to get started analyzing your own datasets. This 
tutorial is only a glimpse of the text mining method, however, and new text mining 
programs and algorithms are continually being developed. Readers interested in 
learning more about text mining should take formal courses or explore the many 
text mining packages available in programming languages like R and Python.

Most fundamentally, text mining is a methodology used to extract information, 
classify data, and identify patterns within textual datasets. It is even more accurate 
to say that text mining is a collection of methodologies because just as there can be 
many patterns within any one collection of text, there are many ways to identify 
these patterns using text mining. Historically, text mining was used to search 
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computer documents in order to identify which documents contained a word or 
words of interest, and to extract specific information from documents (Fan, Wallace, 
Rich, & Zhang, 2006). Early electronic card catalogs in libraries utilized text min-
ing to tag and index catalogue holdings (Miner, 2012), and text mining has been 
used to automatically generate research article abstracts from the content of articles 
since the 1950s (Luhn, 1958). Text mining is used today by businesses and research-
ers for a multitude of purposes such as analyzing news stories in order to understand 
the public’s perception of health topics like AIDS (Caputo, Giacchetta, & Langher, 
2016), to extract trends in consumer opinions from product reviews posted online 
(Dasgupta & Sengupta, 2016), and to manage information overload in research 
fields like biomedical research (Cohen & Hersh, 2005).

There are many situations where other methodologies cannot provide the type of 
information about a textual dataset that text mining can offer. A researcher with 
60 hours of audio recordings of focus group interviews is faced with around 1,800 
pages of transcriptions. Hand coding of such data for a factor of interest usually 
requires multiple readings of the text by several researchers, and such large textual 
datasets are often a daunting barrier to analysis even when they offer significant 
benefits like coverage of a greater variety of research subject demographics and 
backgrounds. Text mining can search through these large datasets for evidence of a 
factor of interest in seconds as opposed to the many hours it would take to manually 
search all of the transcriptions.

Another benefit of text mining is its ability to perform data-driven discovery. 
Data-driven discovery is the process of looking for patterns within datasets without 
pre-conceived hypotheses regarding what the researcher expects to find. Using the 
traditional scientific method, the researcher with the large archive of focus group 
transcriptions would have analyzed the data in order to answer a specific hypothesis 
such as, “Organizational groups that utilize a cooperative approach to conflict will 
attain higher productivity ratings than organizational groups that utilize a competi-
tive approach to conflict.” The researcher would likely answer this hypothesis by 
focusing on instances of conflict within the transcriptions, using a method like 
structural equation modeling to evaluate whether there is a relationship between 
group conflict style and the groups’ productivity. Data-driven discovery conducted 
using text mining allows the researcher to broaden his or her focus to anything 
within the transcriptions that is significant to the conversation generated during the 
focus groups. Topic modeling or cluster analysis of a semantic network generated 
from the transcriptions could reveal a number of frequently-occurring topics like 
wage gaps or understaffing that a hypothesis-driven approach not focused on these 
topics would be unlikely to identify. Text mining can also be used in combination 
with other methods to double-check whether any frequently-occurring themes or 
words are present within the data that were not recognized by other forms of analy-
sis. Text mining should not, however, be considered in any way superior to tradi-
tional research methods—it simply offers a new approach to examining textual data 
and is especially useful for managing data overload.
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5.2  �Overview of Text Mining

There are many analyses that can be performed using text mining, but the way in 
which the method operates is similar for most text mining procedures. During a text 
mining procedure, an algorithm built into the software contains a set of instructions 
for how to examine the text data and what to make note of. For example, during the 
first phase of analysis, called preprocessing (described in more detail below), the 
algorithm for the procedure called “stop word removal” tells the software to look 
word by word through the text data for all the words on a “stop word list,” a list of 
words the researcher wants to exclude from analysis. The software “reads” through 
the entire dataset one word at a time, comparing each word in the dataset to the words 
on the stop word list, removing all words from the dataset that match a word found 
on the list. Another common procedure in text mining is the generation of a concept 
list, which is an inventory of all of the words in a dataset along with a count of how 
frequently each word appears in a dataset. The algorithm that creates the concept list 
also passes through the text word by word, adding new words it encounters to the 
concept list and adding a count to a word’s tally number each time it reencounters the 
same word in the text. There are many more sophisticated ways that text mining 
algorithms draw information from a text archive than those just described, but the 
basic principle is that an algorithm contains a set of instructions for how the software 
should read and keep track of information found within the text. A full text mining 
analysis almost always involves running multiple procedures in a particular order in 
order to extract the information a researcher is interested in from the text.

As the reader likely can imagine, text mining as a method has some very specific 
assumptions built into it. The biggest assumption is certainly that individual words 
can have meaning even when they are far removed from their original context.  
A concept list, for example, counts the total number of times each word in a dataset 
appears within the text without taking the specific context where each word was 
used into account. The word “hate” means something very different when someone 
says “I hate my job” and “I’d hate to lose my job,” but a standard concept list cannot 
tell you that. Data scientists are building algorithms and text mining approaches that 
can take the context of all words into account (see Lexalytics, 2015), but for schol-
ars new to text mining it is important to remember that words spelled the same but 
with different meanings can be counted as the same concept. Another common 
assumption of text mining is that frequently-occurring words within a text archive 
are more significant than infrequently occurring words. This may indeed be the 
case, as it is in the tutorial example, or a word could simply occur frequently because 
it is a commonly used word for a certain language or context. There are also cases 
where word frequency is completely unimportant for understanding a particular 
dataset. It is therefore the analyst’s responsibility to think through algorithms’ built-
in assumptions when performing text mining.

A third assumption of many text mining algorithms is that words that occur near 
each other in a text archive are related in some way. This chapter will demonstrate 
how to generate a semantic network, which is a group of words existing within a 
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text archive that have been found to share some sort of relationship in common. 
According to many text mining algorithms, what these words usually have in 
common is proximity. Text mining tools commonly assign two words to the same 
meaning group when they both occur within a certain distance of each other within 
the text. It seems safe to assume that words that occur within the same sentence or 
paragraph are related, but if we look at the “I hate my job” and “I’d hate to lose my 
job” example again, it possible to see how words that occur near one another in 
textual data can be related but also have context-specific meanings that can be over-
looked by algorithms only interested in words’ relative positioning.

These examples are not meant to foster mistrust in text mining, but rather for the 
reader to gain an understanding of what the method can and cannot do. Text mining 
can provide a researcher with valuable information about his or her data such as 
which people, organizations, and places feature prominently within it, analyzed 
through a procedure called entity detection. Text mining can give a data analyst a 
sense of the emotion being expressed during conversations through a procedure 
called sentiment analysis. The text mining method can also map out dominant con-
versations taking place within communication datasets, showing where there is over-
lap between conversation topics. Or, text mining can be used to identify important 
phrases or patterns within business reports in order to expose reoccurring problems 
(Choudhary, Oluikpe, Harding, & Carrillo, 2009) and to detect public health rumors 
online (Collier et  al., 2008). Google Book’s Ngram viewer (http://books.google.
com/ngrams) is an example of how simply tracking word frequencies over time can 
result in a sense of the rise and fall of the public interest in different topics. Figure 
5.1 visualizes a comparison of the frequency of the appearance of the words “war” 
and “peace” over time in Google’s large book archive. Note the rise in the term 
“war” following the first and second world wars. The graph also indicates that 
although books contained the word “war” more frequently than “peace,” the appear-
ance of “war” and “peace” followed very similar patterns.

Fig. 5.1  Google Books Ngram viewer graph of the words “war” and “peace”
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The result of text mining analysis is a summary of a pattern identified by the proce-
dure that was run. The form this patterns takes can vary quite a bit, from a simple con-
cept list to a very complex semantic network map or a new document file containing 
extracted data that fits the parameters the algorithm was designed to find, such as a 
subconversation. The results of text mining reveal something about what words or sec-
tions of a text archive are meaningful either because they occur frequently, are closely 
related to other words within the text, or because they fit some other parameter set by the 
researcher. Text mining analysis is not complete, however, until the analyst has reexam-
ined the results back within the context of the data in order to interpret the meaning of 
the pattern. While the patterns text mining can reveal often seem self-explanatory, a 
deeper understanding of the data is only gained by assessing why certain words were 
found to be related and not others, and what this means for the group being studied.

5.3  �Text Mining Tutorial

There are many methods that can be used to conduct exploratory text mining. This 
tutorial covers basic preprocessing steps as well as the generation of a concept list 
and semantic network. These text mining techniques will be demonstrated using 
AutoMap (Carley, 2001), a text mining tool developed by the CASOS Group at 
Carnegie Mellon University. (See Carley, Columbus, Bigrigg, Diesner, and Kunkel 
(2010) for a tutorial.) There are dozens of text mining tools, each with their indi-
vidual benefits and suitable for different analyses and types of datasets. Tools like 
AutoMap that have graphical user interfaces are excellent for beginners interested 
in exploratory text mining. Once an analyst is comfortable with basic text mining, 
however, he or she will likely need to learn some programming skills in order to 
perform advanced procedures customized to his or her particular dataset.

The overall process for conducting text mining is: (1) data collection, (2) data 
preparation, (3) pre-processing, (4) analysis, and (5) interpretation. This tutorial 
will take you through each step of the method by describing an analysis conducted 
for a research project which examined small groups of emergency medical 
physicians as they drew on their professional expertise during medical consultations 
in order to develop patient treatment plans (Lammers, Lambert, Abendschein, 
Reynolds-Tylus, & Varava, 2016).

5.3.1  �Data Collection

The sample text corpus used in this tutorial was collected during a study of medical 
consultations taking place in the emergency department of a hospital. The emer-
gency department was staffed by about two dozen full-time physicians, including 
doctors, physicians’ assistants, nurse practitioners, and medical residents. The team 
of researchers was permitted to observe physicians’ conversations with one another 
in their shared office space away from patients. The researchers transcribed by 
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hand, as verbatim as was possible, the conversations between physicians related to 
patients’ care in the emergency department. They also noted which physician initi-
ated each conversation and which physicians participated in each conversation. The 
data collection totaled 90 h of observations, which resulted in 159 pages of field 
notes and a text corpus of medical consultations containing 19,868 words. The fol-
lowing is a hypothetical example of a typical medical consultation observed by the 
research team, created in order to preserve participants’ privacy:

Doctor:	 What’s going on with room 23?
Resident:	 He’s a 42-year-old man, diabetic. Complaining of pain in abdomen and 

side. No fever, white count is normal.
Doctor:	 Possible kidney stone. Any pain medicine prescribed? You can give 

him morphine.
Resident:	 Sounds good.

The research team was interested in studying medical consultations because 
existing research had shown that communication problems between physicians can 
result in treatment errors, especially during patient handoffs (Maughan, Lei, & 
Cydulka, 2011). Medical professionals had also called for a better understanding of 
medical consultations beyond exploratory studies offering models and taxonomies 
of medical consultations (Kessler et al., 2011). Little was known about what a medi-
cal consultation looks like or what topics or problems physicians encounter during 
consultation, and so that is what the research team set out to learn by collecting and 
analyzing empirical observations of medical consultations. Their goal was to distin-
guish between different types or topics of medical consultations in order to better 
understand how medical professionals enact expertise. Text mining was a useful 
method for this research project because the data collected by the team was unstruc-
tured textual data, meaning the data was in its naturally occurring form and not 
classified or organized into a database. The researchers knew very little about the 
data since no one had ever looked at the topics surrounding medical consultations 
before. An exploratory method that could look for patterns within the textual data 
was therefore the best fit, and that is what text mining is designed to do.

5.3.2  �Data Preparation

After collecting a textual dataset, the next step of the text mining method is to pre-
pare the data for analysis. Data preparation involves removing all data items from a 
text archive (often called a text corpus) except for the text of interest, and converting 
the data into a format that the software can import and read. In the case of the 
example research team, once they decided that they wanted to analyze medical con-
sultations between all the physician role types, they removed the role labels from 
the text corpus (i.e., Doctor, PA, etc.) so that only the transcribed medical consulta-
tions remained. The next step was to copy all the text transcriptions and paste them 
into Notepad. When using AutoMap and many other text mining tools, the file 
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extension of the data file must be “.txt”, because the data must be contained within 
in a plain text file in order for the software to be able to read it. Other text editors 
can be used instead of Notepad as long as they do not preserve file formatting and 
can generate plain text files. The research team data analyst saved the plain text file 
containing the medical consultation data within a new folder, and did not place 
anything else in the folder. If a dataset is comprised of multiple text files, the analyst 
should place all of the text files he or she wants to analyze simultaneously within 
this folder. AutoMap will import all files within the folder as one dataset. The 
research team data analyst next created another empty folder where the data analy-
sis output would be stored. The dataset and analysis output folders can be seen in 
Fig. 5.2.

After properly formatting and storing the medical consultation data, the data 
analyst imported the data file into AutoMap. To do this, the analyst began at the 
AutoMap home screen (Fig. 5.3) and imported the data file by clicking on File—
Import Text Files. The next step was to click once to highlight the file folder con-
taining the data, and then click Select (Fig. 5.4). The data analyst used the preselected 
settings for text encoding and text direction and pressed Enter.

Fig. 5.2  Data and output 
folder creation

Fig. 5.3  The AutoMap 
home screen
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The text contained within the data file was imported into AutoMap and displayed 
in the text display pane. Due to privacy agreements with the example study’s 
research subjects, this tutorial cannot show the transcription of the medical consul-
tation dataset. As an alternative, the full script of Shakespeare’s Romeo and Juliet 
(Fig. 5.5) has been imported into AutoMap using the previously described steps. 
This tutorial will use Romeo and Juliet as dummy data to demonstrate the next step, 
data preprocessing, and then return to the medical consultation transcriptions to 
show the results of a real data analysis.

As can been seen in Fig. 5.5, the all-caps indicators of the act, scene, and charac-
ters are included in the imported data file. This was done in order to learn more 
about the main features of the play, and because the analyst decided in advance that 
characters were important features of the play and therefore should be included in 
data analysis. If the analyst was instead interested in analyzing the dialogue of the 
play and wanted to compare and contrast different characters’ dialogue, her or she 
would have collected each character’s lines into separate plain text files and removed 
all-caps text and any other non-dialogue text from the files. Each file would be ana-
lyzed separately and comparisons made of the individual analysis results for each 
character. Data preparation is a very important part of the text mining method 
because during this step the analyst must make choices about what selections of a 
larger text corpus to include in the analysis. Every text corpus contains different 
characteristics that must be taken into consideration when making decisions about 
how to best prepare data to answer a specific research question.

5.3.3  �Preprocessing

Once the dataset has been formatted and imported into AutoMap, the next step is 
preprocessing of the data. Preprocessing is a term used to describe the cleaning up 
and standardizing of textual data prior to analysis. Two common types of prepro-
cessing are stop word removal and stemming. Stop words are any words that would 

Fig. 5.4  Importing a text 
corpus into AutoMap
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interfere in the software’s ability to identify meaningful patterns within the data. 
These are usually high frequency words that do not have a lot of significance for 
most datasets such as articles, conjunctions, pronouns, number words, contractions, 
simple verbs, and prepositions. Many text analyzers have built-in stop word lists 
(also called “delete” lists), but a researcher can also create his or her own by making 
a list of words that are known to be frequent within a dataset but do not add value to 
the analysis.

To perform stop word removal on the Romeo and Juliet dataset within AutoMap, 
the data analyst clicked on Preprocess—Text Refinement—Apply Delete List, and 
clicked Confirm. She used the standard AutoMap delete list (which contains the 
most frequently-occurring words within the English language: a, an, and, as, at, but, 
for, he, her, hers, him, his, etc.), although she could have edited the delete list within 
AutoMap to create a custom list. The next step was to select Rhetorical as the type 
of delete processing because this setting inserts a placeholder, xxx, into the data so 
that the analyst can see which words were removed due to this procedure. Rhetorical 
delete processing also preserves the distance between words so that two words are 
not considered closer together after the words on the delete list that exist between 
them are removed. The analyst clicked OK, and the results of delete list application 
can be seen in Fig. 5.6. Note that you can see the list of procedures that have been 
performed on the data so far in the Message Window.

Fig. 5.5  Romeo and Juliet imported into AutoMap
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Further preprocessing can be done by using the Preprocess—Text Preparation 
functions such as Remove Numbers as Words or Remove All Noise Words. The 
analyst chose to apply Remove All Noise Words to the Romeo and Juliet dataset 
because this procedure removes pronouns, verbs, possessives, number words and 
other words types that researchers often find beneficial to remove from their textual 
data before analysis. The amount and type of preprocessing that should be per-
formed depends on the dataset and what the researcher wishes to learn from it. For 
example, in some datasets pronouns could be important indicators of personal iden-
tification, and inclusion of all verbs might be important for analysis of storytelling 
or for identifying time phases. It is up to the researcher to evaluate the benefits and 
impact of specific preprocessing techniques on a particular dataset. Figure 5.7 
shows the dataset after all noise words were removed.

The second preprocessing technique, stemming, involves identifying the root of 
a word and then standardizing all the various endings that come after a root in order 
to avoid separate counts of a word that has different forms but the same meaning. 
For example, the words “live,” “lived,” and “lives” would all be considered unique 
words by a text analyzer unless the analyst performed preprocessing like stemming 
that can reconcile these differences within the dataset. After performing stemming, 
the root of these words, “live”, would take the place of all other forms of the word 
within the dataset. The analyst applied stemming to the Romeo and Juliet dataset in 

Fig. 5.6  Delete list applied to Romeo and Juliet dataset
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order to demonstrate this procedure. In AutoMap stemming is conducted by clicking 
on Preprocess—Text Refinement—Apply Stemming. The analyst used the default 
K-stemmer, clicked OK, chose the default option to include capitalized words in 
stemming, and clicked OK again. The results (Fig. 5.8) show that verbs have been 
converted to their root form, so that “lay” became “lie.” Plural nouns like “ears” 
were converted to singular nouns, and all words not in their root form were brought 
to their root form. It is now much less likely that words with the same meaning will 
be analyzed separately because of grammar or conjugation factors.

5.3.4  �Data Analysis

Text Corpus Statistics. Now that the Romeo and Juliet dataset has been prepro-
cessed, the simplest type of exploratory analysis that can be done is generation of a 
concept list. As mentioned earlier, a concept list is a inventory list of the words that 
appear within a text corpus along with a count of each word’s frequency and other 
attribute information. The analyst generated a concept list for the Romeo and Juliet 
dataset by clicking on Generate—Concept List—Concept List (Per Text). 
AutoMap’s request to “Select Directory for Concept Lists” asks the analyst to select 

Fig. 5.7  Romeo and Juliet dataset after all noise words removed
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an output folder where he or she wants the results of the analysis to be stored. The 
analyst should only click once on the output folder to highlight it, then click Select. 
The next window allows the analyst to specify some concept list generation param-
eters. For this example the analyst used the default parameters and then clicked 
Confirm. AutoMap gives the option to open the concept list in its built-in viewer 
window, but the user can also navigate to the output folder on his or her computer 
where a new folder, Concept List1, has been created to store the concept list. The 
concept list is created as a Microsoft Excel file, which makes it convenient to sort 
the list according to the frequency that a word appears in the dataset, or according 
to any other attribute assigned by the researcher. The analyst opened the file in Excel 
and then sorted the list by frequency, as seen in Table 5.1. The concept list shows 
each word within the corpus, a count of how frequently it occurred within the cor-
pus, and a relative frequency score compared to the concept that occurred most 
often in the corpus.

Even though the concept list is a very simple text mining method, it does reveal 
some meaningful information about the data, especially for people who have never 
read Romeo and Juliet or seen the play performed. The concept list can be inter-
preted as evidence that a large amount of the text is devoted to a love story in which 
two characters, Romeo and Juliet, factor highly. The list indicates that night may be 
an important time or setting of the play, and that a nurse, friar, and people named 
Mercutio, Benvolio, and Laurence are important characters. The word “death” 

Fig. 5.8  The Romeo and Juliet dataset after stemming was applied
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appears in the text relatively frequently, and so the analyst might assume that one or 
several characters die—this might therefore be a romantic tragedy. The concept list 
provides only a very basic understanding of the play that is divorced from its prose 
and plot, but perhaps through this example the reader can now visualize how text 
mining can aid researchers in extracting meaningful information from text corpuses 
much larger than a play that would otherwise take weeks to read through and 
summarize.

The concept list also points out where preprocessing improvements are neces-
sary. The list shows that ROMEO and Romeo were counted separately by AutoMap. 
This result can be considered useful in that it distinguishes between the play format-
ting made in all caps and the verbal references to Romeo that appeared during the 
play, but it could also be considered an error if the analyst’s goal was to count all 
mentions of Romeo together. “Thy” and “thee” show up at the top of the list because 
the delete list was created with modern language in mind. These pronouns should be 
added to the delete list and preprocessing rerun. The word “ll” needs to be investi-
gated since it may be a result of stemming or could be part of an archaic word in the 
text that could not be properly preprocessed. As the reader can see, text mining 
analyses must often be repeated multiple times in order to refine preprocessing to 
suit the nuances of each dataset. Conversely, in some cases the analyst may want to 
do very little preprocessing in order to preserve all variation within the data for 
analysis. This was the case for the medical consultation dataset. Due to its smaller 

Table 5.1  Concept list generated from the Romeo and Juliet dataset

A B C

1 Concept Frequency relative_frequency
2 ROMEO 180 1
3 love 155 0.8611111
4 thy 150 0.8333333
5 thee 138 0.76666665
6 JULIET 134 0.74444443
7 Romeo 130 0.7222222
8 CAPULET 119 0.6611111
9 Nurse 114 0.6333333
10 II 91 0.50555557
11 BENVOLIO 74 0.41111112
12 night 73 0.40555555
13 Enter 72 0.4
14 FRIAR 70 0.3888889
15 MERCUTIO 69 0.38333333
16 man 69 0.38333333
17 LAURENCE 65 0.3611111
18 good 65 0.3611111
19 death 64 0.35555556
20 LADY 62 0.34444445
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size, stemming made it impossible to detect the nuances of conversations surround-
ing similar medical consultation topics. As a result the analyst only performed stop 
word removal and removal of numbers as words when preprocessing the medical 
consultation dataset.

Semantic Network Analysis. This tutorial now returns to the medical consultation 
dataset in order to demonstrate how to generate a semantic network from a text 
corpus. Generation of a concept list using the medical consultation dataset revealed 
that “pain” was a frequently occurring word within the text corpus as was “good-
bye.” The research team wanted to know more about the context of these and other 
frequently occurring words, and so the team’s data analyst constructed a co-
occurrence semantic network from the data.

Co-occurrence semantic networks are based upon two key notions: (1) the idea 
that words that exist close to each other within a textual dataset are likely related in 
some way, and (2) that the meaning of a text corpus can be analyzed by constructing 
a network that represents all of the relationships between words in a dataset simul-
taneously. Take for example the sentence, “The patient complains of pain in his 
abdomen.” Stop word removal would leave us with: “patient complains pain 
abdomen.” Because these words occur near each other (within the same sentence), 
AutoMap makes note of their proximal relationship. The specific way in which the 
software does this is as follows. AutoMap creates a “window,” the size of which is 
specified by the analyst (for example, two sentences or a paragraph in size) and then 
moves the window through the data, looking at the text that fits within the window 
and keeping track of the words that appear within the same window. (Figure 5.9 is 
an illustration of how a two-sentence window would move through the Romeo and 
Juliet dataset.) By repeating this procedure throughout the data, AutoMap collects a 
count of how many times a pair of words like “patient” and “pain” co-occur with 
one another within the same window. The resulting list of word pairs can be visual-
ized as a network that connects all the pairs to one another so that if “pain” and 
“patient” co-occur frequently, and “chest” and “pain” co-occur frequently, one 
branch of the network will look like this: patient—pain—chest. In a network 
visualization, the lines that connect the words, called edges, can be used to represent 

Fig. 5.9  Illustration created to demonstrate how AutoMap creates “windows” to extract word 
pairs during semantic network generation
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how many times the same pair of words co-occurs within the dataset by thickening 
the width of the line to represent a greater frequency of co-occurrence.

The first step in constructing a co-occurrence semantic network is to click on 
Generate—Semantic Network—Semantic (Co-reference List). The analyst again 
clicked once on the output folder to select it, then clicked Next. The network param-
eters window allows the analyst to make several decisions about how to generate the 
network. Directionality refers to whether the edge between two words represents a 
unidirectional (one-way flow or relationship) or bidirectional relationship (two-way 
flow or mutual relationship). For the medical consultation network, the analyst 
chose to setup the network as having bidirectional relationships because the research 
team wanted to discover the relationships between words within the medical consul-
tation conversations without putting a word order constraint on the network. For 
their project, “doctor-patient” and “patient-doctor” could be counted as the same 
word pair because word order would not change which concepts were related topi-
cally to one another. Word order had the potential to cause variation in the meaning 
of these topics, but that was something the analyst was aware she would need to 
evaluate. Analysis of the network with no word order constraints was her team’s 
best option for a first round of data analysis. Therefore, if two words co-occurred 
within the same window, the software noted their mutual, proximal relationship. If 
the team had been interested in identifying frequently-occurring phrases, they 
would have needed to preserve the order of words within each sentence and would 
have chosen instead to generate a unidirectional network. The analyst selected the 
window size as a two sentence window because of the small size of the text corpus, 
left the other parameters at their default values, and clicked Confirm. This analysis 
generates a folder, SemanticList1, within the output folder. The output itself is an 
Excel file containing two columns that represent pairs of words extracted using the 
described windowing method, along with a column that is a record of how fre-
quently each pair of words occurred within the text corpus (Fig. 5.10).

Fig. 5.10  The semantic 
word pair list resulting 
from semantic network 
generation from the 
medical consultation 
dataset
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The next step was to visualize the semantic network using a network visualization 
tool. The analyst used NodeXL (Smith et  al., 2010), which can be downloaded 
from: https://nodexl.codeplex.com/. An easy way to import the data into NodeXL is 
to delete the column headers, “source_id,” “target_id,” and “frequency” from the 
semantic list, and then copy and paste all the remaining cells in column A of the 
semantic list into Vertex 1 under the “Edge” tab in NodeXL. The remaining cells in 
column B should be pasted under Vertex 2 (see Fig. 5.11). It is important to make 
sure that the word pairs match up with one another in the NodeXL spreadsheet the 
same way they do in the semantic word pair list.

NodeXL’s Width column is used to display the frequency of each word pair, and 
it does this visually by adjusting the relative width of the edges linking words in the 
network map. The analyst copied and pasted the frequency column of the semantic 
list into the Width column in NodeXL. Next, under the “NodeXL” tab at the top of 
the page, she selected AutoFill Columns and selected Vertex Label from the 
“Vertex” drop down menu and clicked AutoFill. This feature displays the words as 
labels on the graph. Next, the analyst pressed “Show Graph” in the Document 
Actions Pane to view the semantic network (Fig. 5.12). An initial network visualiza-
tion is often uninterpretable because of the many overlapping words and connec-
tions. The analyst chose to analyze the underlying structure of the medical 
consultations network by looking for evidence of subconversations. The procedure 

Fig. 5.11  Transfer of the semantic list words pairs and word pair frequency into NodeXL
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used to do this was cluster analysis, which is run by going to the “NodeXL” tab, 
clicking on Groups—Group by Cluster, and in this case the analyst chose to group 
the words using the Clauset-Newman-Moore (2004) cluster algorithm. Under the 
Document Actions Pane she used the layout drop-down menu to select Layout 
Options, and chose Lay out each of the graph’s groups in its own box. Clicking on 
“Refresh Graph” visualizes the semantic network clusters (Fig. 5.13).

Each of the groups displayed in the visualization of the cluster analysis have 
been grouped together by the algorithm because the words within each group co-
occur with one another more frequently than they do with other words. Each of the 
groups extracted from the medical consultation dataset represented a conversation 
topic that arose during the physicians’ medical consultations. The analyst examined 
the individual groups by clicking on the “Groups” tab on the bottom of the NodeXL 
worksheet, and then clicked on “G1” in the Groups column to highlight the largest 
group. She exported this group by clicking on Export—Selection to New NodeXL 
Workbook. This procedure opened up a new NodeXL workbook containing only 
this group’s data. Switching the layout algorithm to Harel-Koren Fast Multiscale 
(Koren, 2002) and hitting Refresh made the network structure easier to view.  
The analyst also clicked on individual words (represented as circular nodes) to 
adjust the graph image manually so that there were no overlapping or obstructed 
words. Figure 5.14 shows the subnetwork generated through this process. Figure 5.15 
is the second largest subgroup, which was extracted using the same method per-
formed on Subgroup 1.

Fig. 5.12  The semantic network generated from the medical consultation dataset
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5.3.5  �Interpretation

When first undertaking interpretation of the results of a semantic network analysis, 
it is important to remember that during this method, “word associations in texts 
were analyzed, and those word associations represent[] the meaning inherent to the 
data” (Doerfel, 1998, p. 23). The resulting graph, such as those in Figs. 5.12 and 
5.13, as well as any other metrics or information gained through the analysis, 
explain something about the relationships between words in the text. However, the 
meaning of these relationships can only be gained through interpretation of  
the results. For example, finding that the words “sounds” and “good” co-occur fre-
quently within the medical consultations dataset is a meaningless piece of informa-
tion unless interpretation is done to connect this result back to the data context, the 
nature of the text archive, and any theoretical frameworks used to collect or interpret 
the data.

The analyst’s interpretation strategy is usually a function of what analyses were 
performed on the text corpus. This tutorial’s example utilized a cluster analysis, and 
so interpretation of the results will largely focus on interpreting the semantic graphs 

Fig. 5.14  Subgroup 1: Emergency department physician’s medical consultations revolving around 
pain diagnosis and management
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in terms of what medical consultation conversation topics they indicate. Because so 
little is known about topics of medical consultations, each conversation cluster 
should also be evaluated in terms of how these topics manifest within the larger 
context of the original dataset. As was mentioned earlier, AutoMap linked words 
when two words existed within the same window frame. While it is likely that words 
that existed near each other in the text are related in a meaningful way, there is no 
guarantee that this is the case. Therefore, the prominent, and seemingly meaningful 
words pairs identified by the network graphs should be searched for within the text 
corpus to make sure that there are in actuality meaningful relationships between the 
word pairs.

Some researchers choose to focus on the calculation of graph metrics in order to 
understand a text corpus, and such metrics should be interpreted in terms of what 
they explain about the relationships between words or concepts within a dataset. 
Graph metrics can be calculated at the individual word level (node level metrics) to 
understand how many connections exist between particular pairs of words. Metrics 
can also be calculated to understand qualities of the overall graph (graph level met-
rics). Once again, the simple reporting of a metric like the number of connections 
between particular words pairs is not enough—the analyst should endeavor to inter-

Fig. 5.15  Subgroup 2: Emergency department physician’s medical consultations revolving around 
feedback and affirmation of treatment plans
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pret what meaning is indicated by strong or weak connections between word pairs. 
The researcher may ask: Are there many connections between specific words pairs 
because they are a common phrase, are they instead two highly-connected concepts, 
or is there some other reason the words frequently co-occurred? For example, 
Atteveldt (2008) examined news stories to determine whether words associated 
with the word “Muslim” changed in news coverage after 9/11. The author found that 
the word “Muslim” was paired with terrorism-related words in news stories signifi-
cantly more frequently after 9/11, but that other terror events did not cause an 
increase in these words’ associations. Atteveldt drew on framing theory when inter-
preting these word associations, finding that “the associative frame between 
Muslims and terrorism was created not by local events, but rather by 9/11 as a 
global event” (2008, p. 88).

Just as there are many ways to conduct text mining, there are many approaches 
to interpreting the results of a text mining study. Overall, the analyst’s goal during 
interpretation should be to: (1) identify patterns generated from the results, (2) con-
firm that these patterns are true representations of the original text corpus, and (3) 
interpret these patterns to explain what they represent or mean within the context of 
the dataset; how they answer a hypothesis or research question; how they can be 
explained using a theoretical framework; or how the patterns form the grounds for 
new theory development.

Interpretation of the Medical Consultation Semantic Network Analysis. To 
briefly review, the results of the text mining and subsequent semantic network anal-
ysis revealed the most common communication topics that small groups of physi-
cians in an emergency department discussed as they enacted their expertise to 
coordinate patient care during medical consultations. These communication pat-
terns were extracted by conducting cluster analysis of word associations within the 
semantic network. Each cluster contained a group of words that frequently co-
occurred with each other and therefore had stronger relationships with one another 
than they had with other words within the text corpus. The final step of this text 
mining example is to interpret these patterns.

The largest subgroup (Fig. 5.14), showed the research team that a primary topic 
of medical consultations for their dataset was the diagnosing and managing of pain. 
This network graph visually represents all medical consultations in the dataset 
related to pain. The network graph can be read by starting at the center of the image 
and tracing the connections outward. In this manner, it is possible to see how con-
sultations regarding chest pain led to the ordering of x-rays and the need for subse-
quent reports. There are many conversation paths radiating out from the pain node 
that have to do with describing the exact location of a patient’s pain. How pain 
started and the words patients use to describe the sensation of pain are all parts of 
this medical consultation topic. From this network, the research team learned about 
the many ways in which emergency department physicians investigate and treat 
pain. In terms of the study’s goal of understanding physicians’ expertise, Subgroup 
1  in Fig. 5.14 was interpreted as evidence that the diagnosis and treatment of 
patients’ pain is a primary area of emergency physicians’ professional expertise. 
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This finding was very interesting to the research team because even though they  
had read through the transcriptions many times, none of the team members had 
recognized pain as a concept of interest within the dataset. This study illustrates the 
fact that even though word co-occurrence and frequency are rather simple ways of 
tallying the presence of words and the relationships between them, this method can 
help researchers to gain an entirely new perspective of a textual dataset.

The second most dominant pattern found through the semantic network analysis 
was Subgroup 2 (Fig. 5.15). This subgroup graph displays all conversations that 
have the phrases “sounds good” or “sounds great” in common, and like Subgroup 1, 
the graph shows the variations in conversations surrounding these terms. The many 
other affirmative phrases within this network like “sounds great,” “sounds alright,” 
and “yeah” led the research team to interpret this medical conversation topic as 
evidence of the use of feedback loops by physicians during medical consultation 
conversations to confirm or affirm treatment plans. The team went back to the text 
corpus and examined the contexts in which such phrases took place, and this follow-
up examination of the text corpus confirmed that these words were very much used 
by physicians to communicate mutual understanding during medical consultations. 
This subgroup was interpreted as evidence that feedback is a very important part of 
enacting expertise during medical consultations. Looking again at the original text 
archive, the researchers also found that all physician roles, from medical resident to 
senior physician, utilized these feedback loops, indicating that feedback is an inte-
gral component of medical consultation regardless of a physician’s level of medical 
expertise. Although text mining findings primarily originate from analysis of the 
textual data itself, it is always advisable to collect several layers of information 
about the context of a textual dataset because this contextual information can help 
an analyst achieve a more meaningful interpretation of the text mining results.

5.4  �Contributions

In this tutorial, text mining aided a research team working to understand physicians’ 
expertise in several meaningful ways. First, the researchers initially hit a roadblock 
when analyzing their dataset using traditional qualitative thematic coding. The phy-
sicians’ language contained a lot of jargon, and as outsiders to the medical world, 
the researchers had a very difficult time finding topical differences that could help 
them categorize the consultations. This study is also an example of how text mining 
is useful for small as well as large datasets when barriers exist to traditional analysis 
methods. The fact that the research team did not notice that pain was a common 
medical consultation theme when reading the text corpus is further proof of the 
value of even the simplest text mining procedures.

This study was also the first step towards building theories to explain how physi-
cians enact expertise and how they communicate to manage patient care. Text min-
ing was valuable in helping the researchers take this first step because it allowed 
them to conduct data-driven discovery in order to identify meaningful conversation 
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topics without having to first develop hypotheses. So little was known about the 
content of medical consultations that it would have been difficult to form specific 
hypotheses. Knowing that they were conducting data-driven discovery, the research 
team carefully defined the scope of their data (medical consultations) and used text 
mining to explore their data for significant patterns of medical consultation conver-
sations. The research team also conducted follow-up interviews with the physicians 
they observed during data collection in order to get the physicians’ interpretation of 
the results. The combined quantitative and qualitative results of this study are help-
ing the researchers to build empirically-driven communication and organizational 
theory. Text mining is also useful for testing theories by looking for patterns within 
a text corpus to see whether they support existing theory. Additionally, theory can 
be used as a framework for gathering textual data or for interpreting the results of 
text mining. Text mining is a very flexible method well suited to making theoretical 
advancements, but as was discussed earlier, the many choices the researcher makes 
during data collection, preprocessing, and analysis determine whether or not a text 
mining analysis ends up being a good fit for a particular research goal like the devel-
opment of theory.

There are many more text mining procedures and techniques than the few intro-
duced during this tutorial. After discovering that pain and feedback terms were very 
relevant words in the medical consultation dataset, the research team could conduct 
further text mining by using these terms as key words, conducting key word analysis 
in order to extract all words surrounding the words the previous analyses found to 
be important within the dataset. This approach would tell the research team more 
about the specific context surrounding these meaningful terms. The research team 
might be able to learn more about physicians’ expertise by having emergency 
department physicians rate the individual medical consultations according to the 
level of expertise they represent and then analyze high and low expertise consulta-
tions separately in order to evaluate what really excellent consultations have in com-
mon and what features are associated with poorly done medical consultations. In a 
different study it might make sense to take time into consideration, dividing up a 
text corpus into time segments and analyzing each segment independently in order 
to understand how a phenomena of interest evolves or develops over time.

There are an infinite number of ways in which to conduct text mining, and this is 
both a strength of the method and a barrier to its adoption. There is no guarantee that 
any meaningful results will come from many hours of data formatting, preprocess-
ing, and analysis because the patterns each text mining procedure looks for can be 
present or absent from a dataset—the analyst cannot know if there is any merit in 
running a procedure until the work has been invested in running it. The way in 
which a dataset has been collected also greatly influences the success of text mining. 
Text mining is often described as an excellent method for analyzing very large text 
corpuses, but if the text contained within a very large dataset does not have very 
much in common, text mining is unlikely to identify any patterns, or if it does, the 
patterns may be more a function of word prevalence within a certain language or 
context and not due to the existence of important patterns within the data. For exam-
ple, text mining may find patterns within a text corpus comprised of 10,000 news-
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paper articles, but if the researcher did not choose newspaper articles that all focus 
on a specific issue or social phenomena, or if there are off-topic articles mixed in 
with the corpus, the results of text mining of this data are unlikely to be interpretable 
in a meaningful way. Even though text mining is a powerful computational tool, it 
must be combined with good data collection and preprocessing decisions made by 
a human being who understands exactly what each algorithm and procedure is 
doing to the data.

Text mining is a very useful tool for both academic research and practical appli-
cations in business, education, and individual contexts. It can be used to help ana-
lysts learn more about the exponentially-increasing text archives that are generated 
while we work, from online commenting and debates, through communication with 
friends and family, and during every online interaction and email we send. The ben-
efits offered by text mining will increase as this method is utilized by people from 
many disciplines and fields, especially if those who use text mining continue to 
share the procedures and techniques they find to be useful. Although text mining has 
existed since the invention of the computer, it is still in its early stages of develop-
ment and application by people who are not advanced programmers or software 
engineers. The potential of text mining will increase for everyone as it is adopted for 
novel applications by new users like readers of this chapter.
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