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Foreword

This proceedings book Recent Advances in Electrical Engineering and Control
Applications contains accepted papers presenting the most interesting state of the
art in this field of research.

Presented topics are focused on classical as well as modern methods for mod-
eling, control, identification and simulation of complex systems with applications in
science and engineering. Topics presented in this book include (but not limited to)
control and systems engineering, renewable energy, faults diagnosis-faults tolerant
control, large scale systems, fractional order systems, unconventional algorithms in
control engineering, signal and communications, and much more.

The control and design of complex systems dynamics, and analysis and mod-
eling of its behavior and structure is an important problem today in engineering,
economics and science in general. Examples of such systems can be seen in the
world around us and are a part of our everyday lives. Application of modern
methods for control, electronics, signal processing and more can be found in our
mobile phones, car engines, and home devices as washing machines as well as in
advanced devices as space probes and communication with them.

The main aim of the conference is to create periodical possibility for students,
academics, and researchers to exchange their ideas and share their novel methods
with others. This conference will establish a forum for the presentation and dis-
cussion of recent trends in the area of applications of various modern as well as
classical methods for researchers, students, and academics.

The accepted selection of papers was very rigorously reviewed in order to
maintain the high quality of the conference that is supported by organizing uni-
versities and related research grants. Regular as well as student’s papers have been
submitted to the conference, and in accordance with review process, have been
accepted after a positive review.

We would like to thank the members of the Program Committees and reviewers
for their hard work. We believe that this conference represents a high-standard
conference in the domain of above-mentioned topics.
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We would like to thank all the contributing authors, as well as the members
of the Program Committees and the Local Organizing Committee for their diligent
and highly valuable work. Their work has definitely contributed to the success
of the conference.

November 2016 Mohammed Chadli
Sofiane Bououden

Ivan Zelinka
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Power Quality Improvement
Based on Five-Level NPC Series APF

Using Fuzzy Control Scheme

Salim Chennai(&)

Birine Nuclear Research Center, BP. 180 Ain Oussera, 17200 Djelfa, Algeria
chenaisalimov@yahoo.fr

Abstract. This paper presents novel five-level NPC (Neutral Point Clamped)
series APF (Active Power Filter) based on instantaneous reactive power control
strategies for harmonic voltage compensation. The standard configuration based
on voltage source inverter (VSI) with hysteresis controller presents several
drawbacks such us uneven switching frequency and limited to lower power
applications. Multilevel inverters are currently being investigated and used in
various industrial applications. Five-level inverter is one of the most converters
employed, their advantages include the capability to reduce the harmonic con-
tent and decrease the voltage or current ratings of the semiconductors. Fuzzy
controllers are successfully employed in various industrial applications; they
represent a good alternative to classic control systems. To benefit of all these
advantages a novel control scheme for five-level series APF based on fuzzy
techniques is proposed in this work. The proposed fuzzy voltage controller is
designed to improve compensation capability of series active power filter by
adjusting the voltage error using a fuzzy rule. The simulation is performed using
MATLAB-Simulink and SimPowerSystem Toolbox. The obtained results
demonstrate the effectiveness of the proposed Series APF control system.

Keywords: Fuzzy logic voltage controller � Series active power filter �
Five-level (NPC) inverter � Harmonics voltage disturbances compensation �
Instantaneous reactive power theory

1 Introduction

With the continuous proliferation of non linear loads, harmonic pollution is being
considered as one of the major problems that degrade the power quality. Active power
filters have been proposed as an interesting and high performance solution to improve
the power quality [1]. Shunt active power filter is generally used to compensate current
harmonics. Series active power filter is one of the control devices that feed modern
industry with high quality power supply [2], it is used to compensate all types of
voltage disturbances, such as voltage unbalances, sags, harmonics and voltage swells,
these disturbances have harmful effects on the electric equipments [3]. The series active
power filter is inserted in series between the load and the source voltage. Three single
phase transformers are used to perform the series connection. The controller is the main

© Springer International Publishing AG 2017
M. Chadli et al. (eds.), Recent Advances in Electrical Engineering and Control Applications,
Lecture Notes in Electrical Engineering 411, DOI 10.1007/978-3-319-48929-2_1



part of any active power filter operation and has been a subject of many researches in
recent years [4, 5], to improve the Series APF performances there’s a great tendency to
use intelligent control techniques, particularly fuzzy logic controllers. Fuzzy logic
control theory is a mathematical discipline based on vagueness and uncertainty. The
fuzzy control does not need an accurate mathematical model of a plant. It allows one to
use non-precise or ill-defined concepts. Fuzzy logic control is also nonlinear and
adaptive in nature that gives it robust performance under parameter variation and load
disturbances [6–8].

The investigation in this paper concentrates on the fuzzy control approaches for
five-level series APF to compensate particularly harmonics voltage disturbance using
strategies control based on the instantaneous reactive power theory [9]. The perfor-
mance of the proposed series active power filter is evaluated using Matlab-Simulink
and SimPowerSystem Toolbox. The obtained results show the effectiveness of the
proposed series APF filter systems.

The paper is structured as follows. The description of series APF based on
five-level (NPC) inverter is presented in Sect. 2. The review of the instantaneous power
theory is addressed in Sect. 3. The concept of the compensating voltage control using
the fuzzy logic controller is described in Sect. 4. The simulation results and discussions
of the harmonic elimination with the fuzzy logic controller are presented in Sect. 5.
Finally, Sect. 6 is the conclusion of the paper.

2 Series APF Configuration System

The circuit configuration of the series active filter is shown in Fig. 1, the Series APF is
inserted between the disturbed voltage source and a protected load. It is composed of
three phase voltage source converter, LfCf filter to suppress switching ripples and series
transformers which inject the compensating voltage to the line [10].

Fig. 1. Five-level (NPC) series active power filter
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The five-level neutral point clamped inverter power circuit is given by Fig. 2, the
DC bus capacitor is split into four parts to provide a three neutral-point. Each arm of
the inverter is made up of eight IGBTs (Insulated Gate Bipolar Transistor) devices, and
six clamping diodes connected to the neutral-point. The diodes are used to create the
connection with the point of reference to obtain midpoint voltages. This structure
allows the switches to endure larger dc voltage input on the premise that the switches
will not raise the level of their withstand voltage. For this structure, five output voltage

levels can be obtained, namely, Udc/2, Udc/4, 0, -Udc/4 and -Udc/2 corresponding to
five switching states [10, 11].

The switch connection function Fks, indicates the opened or closed state of the
switch Tks:

Fks ¼ 1 if Tks closed
0 if Tks open

�
ð1Þ

For a leg K of the 3-phase, 5-level NPC VSI, several complementary control laws
are possible. The optimal control law that allows the obtaining of a 5-level voltage
(Udc1, Udc1 + Udc2, 0, -Udc3, -Udc3-Udc4) for each leg of this inverter is given
below [12, 13]:

Fig. 2. Five-level (NPC) inverter

Power Quality Improvement Based on Five-Level NPC Series APF 5



Bk1 ¼ Bk5; Bk2 ¼ Bk4; Bk3 ¼ Bk6 ð2Þ

Bk7 ¼ Bk1Bk2Bk3; Bk8 ¼Bk4Bk5Bk6

Bks is the control signal of TDks.
In order to deduce the model of the inverter and using the proposed complementary

law, we introduce the connection function Fks of the switch TDks which describes the
state of the switch (1 = turned ON and 0 = turned OFF). In this function, k is the
number of the arm and s the number of the switch. The voltage of the three phases A,
B, C relatively to the middle point M are given by VXM with X = point A, B or C.

VXMðVÞ ¼
Fk1Fk2Fk3:ðUdc1 þUdc2Þ

þFk1Fk2Fk3:ðUdc1Þ
� �

� Fk4Fk5Fk6:ðUdc3 þUdc4Þ
þFk4Fk5Fk6:ðUdc3Þ

� � ð3Þ

Consider now, the connection function Fks which describes the state of a half arm
with k the number of the arm and m the number of the half arm (1 = upper half arm and
0 = lower half arm). The expression of the half arm connection function using the
switch connection functions has the following form:

Fb
k1 ¼ Fk1Fk2Fk3

Fb
k0 ¼ Fk4Fk5Fk6

ð4Þ

Fb
k10 ¼ Fk1Fk2Fk3

Fb0
k0 ¼ Fk4Fk5Fk6

ð5Þ

The voltage equation using the half arm connection functions will have the fol-
lowing form:

VXMðVÞ ¼ Fb
k1ðUdc1 þUdc2ÞþFk7:ðUdc1Þ

�Fb
k0ðUdc3 þUdc4ÞþFk8:ðUdc3Þ

� �
ð6Þ

The output voltages of the inverter relative to point N of the load using the con-
nection functions are given as follows [13]:

VA

VB

VC

2
64

3
75 ¼ 1

3

2 �1 �1

�1 2 �1

�1 �1 2

2
64

3
75

F17 þFb
11

F27 þFb
21

F37 þFb
31

2
64

3
75Udc1 þ

Fb
11

Fb
21

Fb
31

2
64

3
75Udc2

� 1
3

2 �1 �1

�1 2 �1

�1 �1 2

2
64

3
75

F18 þFb
10

F28 þFb
20

F38 þFb
30

2
64

3
75Udc3 þ

Fb
10

Fb
20

Fb
30

2
64

3
75Udc4

ð7Þ
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3 Control Strategies

The proposed series active filter is adopted to compensate voltage harmonics. The
control strategy used for extracting the reference voltages of series active power filter is
based on the PQ theory described in [14, 15]. We assume that the three-phase voltage
source in the grid is symmetric and distorted:

Usa

Usb

Usc

2
4

3
5 ¼

P1
n¼1

ffiffiffi
2

p
Un sinðnxtþ hnÞ

P1
n¼1

ffiffiffi
2

p
Un sinððnxt � 2p

3 Þþ hnÞ
P1
n¼1

ffiffiffi
2

p
Un sinððnxtþ 2p

3 Þþ hnÞ

2
6666664

3
7777775

ð8Þ

Un and hn are respectively the rms voltage and initial phase angle, n is the har-
monic order. When n = 1, it means three-phase fundamental voltage source:

Usa

Usb

Usc

2
4

3
5 ¼

P1
n¼1

ffiffiffi
2

p
U1 sinðnxtþ h1Þ

P1
n¼1

ffiffiffi
2

p
U1 sinððxt � 2p

3 Þþ h1Þ
P1
n¼1

ffiffiffi
2

p
U1 sinððnxtþ 2p

3 Þþ h1Þ

2
6666664

3
7777775

ð9Þ

Equation (1) is transformed into (a–b) reference frame:

Usa

Usb

� �
¼ C32

Usa

Usb

Usc

2
4

3
5 ¼

ffiffiffi
3

p
P1
n¼1

Un sinðnxtþ hnÞ
P1
n¼1

�Un sinðnxtþ hnÞ

2
664

3
775 ð10Þ

Where:

C32 ¼
ffiffiffiffiffiffiffiffi
2=3

p 1 �1=2 �1=2
0

ffiffiffi
3

p �
2 � ffiffiffi

3
p �

2

� �
ð11Þ

Three-phase positive fundamental current template is constructed:

isa
isb
isc

2
4

3
5 ¼

ffiffiffiffiffiffiffiffi
2=3

p sinðxtÞ
sinðxt � 2p

3 Þ
sinðxtþ 2p

3 Þ

2
4

3
5 ð12Þ

Equation (5) is transformed to (a–b) reference frame:

Power Quality Improvement Based on Five-Level NPC Series APF 7



isa
isb

� �
¼ C32

isa
isb
isc

2
4

3
5 ¼ sinðxtÞ

� cosðxtÞ
� �

ð13Þ

According to the instantaneous reactive power theory, then:

p
q

� �
¼ usa usb

usb �usa

� �
isa
isb

� �
ð14Þ

Where DC and AC components are included:

p
q

� �
¼ pþ p

�

qþ q
�

" #
ð15Þ

P and q are passed through low pass filter (LPF) and DC component are got:

p
q

� �
¼

ffiffiffi
3

p U1 cosðh1Þ
U1 sinðh1Þ

� �
ð16Þ

According to (15), transformation is made:

p
q

� �
¼ usa usb

usb �usa

� �
isa
isb

� �
¼ isa isb

�isb isa

� �
usa
usb

� �
ð17Þ

As for DC components of p and q:

p
q

� �
¼ usaf usbf

usbf �usaf

� �
isa
isb

� �
¼ isa isb

�isb isa

� �
usaf
usbf

� �
ð18Þ

The fundamental voltages in (a–b) reference frame are:

usaf
usbf

� �
¼ isa isb

�isb isa

� ��1
p
q

� �
¼ isa �isb

isb isa

� �
p
q

� �
ð19Þ

The three-phase fundamental voltage is:

Usaf

Usbf

Uscf

2
4

3
5 ¼ C23

usaf
usbf

� �
¼

ffiffiffi
2

p
U1

sinðxtþ h1Þ
sinðxtþ h1 � 2p

3 Þ
sinðxtþ h1 þ 2p

3 Þ

2
4

3
5 ð20Þ

Where:

C23 ¼
ffiffiffiffiffiffiffiffi
2=3

p 1 �1=2 �1=2
0

ffiffiffi
3

p �
2

ffiffiffi
3

p �
2

� �T
ð21Þ
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The block diagram of the harmonic voltage identification based on PQ theory is
presented in Fig. 3.

4 Fuzzy Logic Control

Fuzzy logic controllers (FLCs) have been interest a good alternative in more power
electronics application. Their advantages are robustness, not need a mathematical model
and accepting non-linearity. To benefit of these advantages new simple fuzzy logic
voltage controller for five-level (NPC) inverter is designed. Fuzzy logic unlike Boolean
or crisp logic, deal with problems that have vagueness, uncertainty or imprecision and
uses membership functions with values varying between 0 and 1. The structure of fuzzy
logic controller is shown in Fig. 4. There are four main parts for fuzzy logic approach
[16]. The first part is ‘fuzzification unit’ to convert the input variable to the linguistic
variable or fuzzy variable. The second part is ‘knowledge base’ to keep the necessary
data for setting the control method by the expert engineer. The ‘decision making logic’
or the inference engine is the third part to imitate the human decision using rule bases
and data bases from the second part. The final part is ‘defuzzification unit’ to convert the
fuzzy variable to easy understanding variable [17, 18].

Fig. 3. Voltages reference identification based on PQ strategies

Fig. 4. Fuzzy inference system

Power Quality Improvement Based on Five-Level NPC Series APF 9



The fuzzy voltage controller proposed in this paper is designed to improve com-
pensation capability of series APF by adjusting the voltage error using fuzzy rules. The
desired inverter switching signals of the five-level (NPC) series active power filter are
determined according the error between the injected voltage and reference voltage. In
this case, the fuzzy logic voltage controller has two inputs, error e and change of error
de and one output s [19, 20]. To convert it into linguistic variable, we use seven fuzzy
sets: NL (Negative Large), NM (Negative Medium), NS (Negative Small), ZE (Zero),
PS (Positive Small), PM (Positive Medium) and PL (Positive Large). Figure 5 shows
the membership functions used in fuzzification and defuzzification.

The fuzzy controller for every phase is characterized for the following:

• Sept fuzzy sets for each input,
• Sept fuzzy sets for output,
• Triangular and trapezoidal membership function for the inputs and output,
• Implication using the “min” operator,
• Mamdani fuzzy inference mechanism based on fuzzy implication,
• Defuzzification using the “centroid” method.

Errors for each phase are discretized by the zero order hold blocks. The error rate is
derivative of the error and it is obtained by the use of unit delay block. The saturation
block imposes upper and lower bounds on a signal. When the input signal is within the
range specified by the lower limit and upper limit parameters, the input signal passes
through unchanged. When the input signal is outside these bounds, the signal is clipped
to the upper or lower bound. The output of the saturation blocks are inputs to fuzzy
logic controllers. The outputs of these fuzzy logic controllers are used in generation of
pulses switching signals of the five-level (NPC) inverter. The switching signals are
generated by means of comparing a four carrier signals with the output of the fuzzy
logic controllers. The simulink model of the fuzzy logic switching signals generation is
given by Fig. 6.

Fig. 5. Membership function (inputs and output variables)
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The difference between the injected voltages and the compensate voltages deter-
mines the reference signals, these error voltage signals pass through fuzzy controllers.
The output of every fuzzy controller is compared with four triangular-carrying identical
waves shifted from one to the other by a (+Upm, −Upm and −2Upm) and generating of
switching pulses. The logic control of inverter is summarized in the two following
stages:

Determination of the intermediate signals VK1 and VK0:

• If error Ec � carrying 1 Then Vk11 = Udc/4,
• If error Ec \ carrying 1 Then VK11 = 0,
• If error Ec � carrying 2 Then VK12 = Udc/4,
• If error Ec \ carrying 2 Then VK12 = 0.
• If error Ec � carrying 3 Then VK10 = 0,
• If error Ec \ carrying 3 Then VK01 = −Udc/4,
• If error Ec � carrying 4 Then VK02 = 0,
• If error Ec \ carrying 4 Then VK02 = −Udc/4,

With: VK1 = Vk11 + VK12 and VK0 = VK01 + VK02
Determination of control signals of the switches Tij (i = 1, 2, 3; j = 1, 2, 3):

• If (VK1 + VK0) = + Udc/2 Then Ti1 = 1, Ti2 = 1, Ti3 = 0,

Fig. 6. Five-level (NPC) inverter switching signals generation
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Fig. 7. Five-level (NPC) inverter logic control

Fig. 8. Five-level series APF based on PQ control strategies
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Fig. 9. Load voltage before series compensation, reference voltage, injected voltage delivered
by series APF and the load voltage after compensation
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• If (VK1 + VK0) = + Udc/4 Then Ti1 = 1, Ti2 = 1, Ti3 = 0,
• If (VK1 + VK0) = 0 Then Ti1 = 1, Ti2 = 0, Ti3 = 0,
• If (VK1 + VK0) = −Udc/4 Then Ti1 = 0, Ti2 = 0, Ti3 = 1,
• If (VK1 + VK0) = −Udc/2 Then Ti1 = 0, Ti2 = 0, Ti3 = 0,

The logic control designed using simulink for the five-level (NPC) inverter is
shown in Fig. 7.

5 Simulation Results and Discussion

The block diagram and Matlab-Simulink simulation model of the five-level
(NPC) series active power filter based on PQ control strategies using fuzzy voltage
controller is shown in Fig. 8.

The harmonic voltage disturbances is introduced voluntarily at t1 = 0.1 s to
t2 = 0.16 s. Between t2 = 0.16 s and t3 = 0.2 s, the system is again at normal working
condition. The series APF starts compensating voltage harmonics instantly. Figure (9)
shows the load voltage before series compensation, reference voltage, injected voltage
delivered by series APF and the load voltage after compensation. The harmonic
spectrum of the load voltage before compensation is shown in Fig. 10 and the har-
monic spectrum of the load voltage after compensation is shown in Fig. 11.

THDv (%) = 46.93% 

Fig. 10. Load voltage harmonic spectrum without series AF
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6 Conclusion

The performance of the proposed Series APF system based on PQ control strategies is
tested under distorted voltage supply. The simulation result shows that the load voltage
before compensation is highly distorted; its THDv(%) is equal 46.93 %. After com-
pensation the THDv(%) is reduced to 3.56 %. The simulation results obtained using
MATLAB-Simulink and SimPowerSystem show the effectiveness of the proposed
series APF based on fuzzy control techniques to ensure a pure sinusoidal voltage for
loads at distorted supply network.
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Abstract. In this paper, by using the dynamic surface control technique, an
adaptive backstepping controller using combined direct and indirect r-mod-
ification adaptation is proposed for a class of parametric strict-feedback systems.
In this approach, a r-modification parameter adaptation law that combines direct
and indirect update laws is proposed. At first, the x-swapping identifier with a
gradient-type update law is presented for a class of parametric strict-feedback
nonlinear systems. Next, the main steps of the controller design for a class of
nonlinear systems in parametric strict-feedback form are described. The
closed-loop error dynamics is shown to be globally stable by using the Lya-
punov stability approach. Finally, simulation results for a single-link
flexible-joint robot manipulator are given to illustrate the tracking perfor-
mance of the proposed adaptive control scheme.

Keywords: Backstepping control � Direct and indirect adaptive control �
Adaptive dynamic surface control � Lyapunov stability � Flexible joint
manipulators

1 Introduction

Backstepping has been a powerful method for synthesizing adaptive controllers for the
class of nonlinear systems with linearly parameterized uncertainties [1]. The uncer-
tainties are assumed to be linear in the unknown constant parameters [2]. The adaptive
backstepping control techniques have been found to be particularly useful for con-
trolling parametric strict-feedback nonlinear systems [3], which achieve boundedness
of the closed-loop states and convergence of the tracking error to zero. However,
adaptive backstepping control can result in overparametrization and adaptation laws
differentiations [3], a significant drawback that can be eliminated by introducing tuning
functions [4]. For nonlinear systems with parametric lower-triangular form, several
adaptive approaches were also presented in [5].

Though, backstepping technique has become one of the most popular design
methods for a large class of single-input single-output (SISO) nonlinear systems [3, 5].
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A drawback in the traditional backstepping technique is the problem of ‘‘explosion of
complexity’’ [2, 6, 7]. That is, the complexity of the controller grows drastically as the
system order increases [1]. This problem is caused by the repeated differentiations of
certain nonlinear functions such as virtual controls [2, 6, 7]. In [6], a procedure to deal
with this problem for the non-adaptive case has been presented for a class of
strict-feedback nonlinear systems, and it is called dynamic surface control (DSC). This
problem is eliminated by introducing a first-order filtering of the synthetic virtual
control input at each step of the traditional backstepping approach [1, 6–8]. In [2],
authors are extending this technique to the adaptive control approach and it is called
adaptive dynamic surface control.

The methodology proposed in this paper is an extension of the ideas presented in
[9–11] for the adaptive backstepping design. This paper presents a new approach that
combines direct and indirect r-modification adaptation mechanism for adaptive
backstepping control of parametric strict-feedback nonlinear systems. In fact, the
tracking error based parameter adaptation law of the direct adaptive backstepping
control with DSC [2, 11] will be combined with an identification error based parameter
adaptation law of the indirect adaptive backstepping control [5, 11–14]. The combined
adaptive law is introduced in order to achieve better parameter estimation and hence
better tracking performance. The stability analysis of the closed-loop system is per-
formed by using the Lyapunov stability theorem.

This paper is organized as follows. In Sect. 2, the identification based x-swapping is
provided. The combined direct/indirect adaptive backstepping control with DSC is
presented in Sect. 3. The stability analysis of the closed-loop system is given in Sect. 4.
In Sect. 5, numerical example for a single-link flexible-joint robot manipulator is used
to demonstrate the effectiveness of the proposed approach. Conclusion is contained in
Sect. 6.

2 Identification Based x-Swapping

The goal of a swapping filter is to transform a dynamic parametric model into a static
form, such that standard parameter estimation algorithms can be used. The term
swapping describes the fact that the order of the transfer function describing the
dynamics and the time varying parameter error ~h is exchanged [14]. Two types of
swapping schemes are presented in [5, 12–14], the z-swapping-based identifier derived
from the tracking error model and the x-swapping-based identifier derived from the
state dynamics [14]. Each of these two swapping-based identifiers allows application of
gradient and least squares update laws. In this paper we use the gradient update law. To
illustrate the x-swapping-based identifier procedure, we consider the following non-
linear system in parametric x-model [5, 12–14]

_xi ¼ fi x; uð ÞþFT
i x; uð Þhi ð1Þ

18 Y. Soukkou and S. Labiod



where

fi x; uð Þ ¼ xiþ 1; i ¼ 1; � � � ; n� 1

fn x; uð Þ ¼ u

�

FT
i x; uð Þ ¼ uT

i �xið Þ;�xi ¼ x1 x2 � � � xi½ �T ; i ¼ 1; � � � ; n
ð2Þ

hi 2 R
pi .

Then, we introduce the following two filters

_X0i ¼ Ai x; tð Þ X0i þ xið Þ � fi x; uð Þ;X0i 2 R ð3Þ
_XT
i ¼ Ai x; tð ÞXT

i þFT
i x; uð Þ;Xi 2 R

pi ð4Þ

where, i ¼ 1; � � � ; n, and Ai x; tð Þ\0 is a negative definite matrix for each x continuous
in t. We define the estimation error vector as

ei ¼ xi þX0i � XT
i ĥi; ei 2 R ð5Þ

with ĥi the estimate of hi and let

~ei ¼ xi þX0i � XT
i hi;~ei 2 R ð6Þ

Then, we obtain

ei ¼ XT
i
~hi þ~ei ð7Þ

The error signal ~ei satisfies

_~ei ¼ _xi þ _X0i � _XT
i hi ¼ Ai x; tð Þ~ei ð8Þ

To guarantee boundedness of Xi when Fi x; uð Þ grows unbounded, a particular
choice of Ai x; tð Þ is made [5, 14]

Ai x; tð Þ ¼ A0i � kiF
T
i x; uð ÞFi x; uð ÞPi ð9Þ

where ki [ 0 and A0i is an arbitrary constant matrix satisfying

PiA0i þAT
0iPi ¼ �I;Pi ¼ PT

i [ 0 ð10Þ

The update law for ĥi employs the estimation error ei and the filtered regressor Xi.
The gradient update law is given by

_̂hi ¼ Ci
Xiei

1þ mitr XT
i Xi

� � ;Ci ¼ CT
i [ 0; mi � 0 ð11Þ

where, i ¼ 1; � � � ; n.
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To establish the identifier properties, let 0; tf
� �

be the maximal interval of existence
of solutions of (1), the x-swapping filters (3) and (4), and the gradient update law (11).
Then for mi � 0 the following properties hold [5, 12–14]

(i) ~hi 2 L1 0; tf
� �

(ii) ei 2 L2 0; tf
� �\ L1 0; tf

� �
(iii) _̂hi 2 L2 0; tf

� �\ L1 0; tf
� �

We consider the following Lyapunov function

Vi ¼ 1
2
~hTi C

�1
i
~hi þ~eTi Pi~ei ð12Þ

Along of Eqs. (8) and (11), the derivative of the Lyapunov function (12) is

_Vi ¼ ~hTi C
�1
i

_~hi þ _~eTi Pi~ei þ~eTi Pi _~ei

¼ ~hTi C
�1
i

_~hi þ~eTi A
T
i x; tð ÞPi~ei þ~eTi PiAi x; tð Þ~ei

� � ~hTi C
�1
i

_̂hi � ~eTi ~ei ¼ �
~hTi Xiei

1þ mitr XT
i Xi

� �� ~eTi ~ei

¼� eTi ei
1þ mitr XT

i Xi
� � þ eTi

1þ mitr XT
i Xi

� �~ei � ~eTi ~ei

� � 3
4

eTi ei
1þ mitr XT

i Xi
� �� 1

4
eTi ei

1þ mitr XT
i Xi

� �� �2 þ eTi
1þ mitr XT

i Xi
� �~ei � ~eTi ~ei

¼� 3
4

eTi ei
1þ mitr XT

i Xi
� �� ei

2 1þ mitr XT
i Xi

� �� �� ~ei

 !T
ei

2 1þ mitr XT
i Xi

� �� �� ~ei

 !

� � 3
4

eTi ei
1þ mitr XT

i Xi
� � ; i ¼ 1; � � � ; n

ð13Þ

Since _Vi is negative semi-definite, one has ~hi 2 L1 0; tf
� �

. From ei ¼ XT
i
~hi þ~ei and

the boundedness of Xi, one concludes that ei and
_~hi 2 L2 0; tf

� �\ L1 0; tf
� �

.

3 Direct/Indirect Adaptive Backstepping Control with DSC

In the direct/indirect adaptive backstepping control with DSC procedure, the control
law and the parameter estimation are not separated. In this paper, the parameter update
law for ĥi combine gradient-type update laws based on the x-swapping identifier and
tracking error based update laws. The control objective is to achieve the asymptotic
tracking of a reference signal yr by x1. The reference signal yr and its derivatives
_yr; . . .; y nð Þ

r are assumed piecewise continuous and bounded. In the following, we
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describe the main steps of the controller design for the nonlinear system in parametric
strict-feedback form

_x1 ¼ x2 þuT
1 ðx1Þh1

_xi ¼ xiþ 1 þuT
i ð�xiÞhi; i ¼ 2; � � � ; n� 1

_xn ¼ uþuT
n ðxÞhn

ð14Þ

where, x ¼ x1 x2 � � � xn½ �T2 R
n and u 2 R are the state variables vector and the

input of the system, respectively. hi 2 R
pi are unknown constant parameter vectors,

�xi ¼ x2 x3 � � � xi½ �T . The nonlinear functions uT
i ð�xiÞ : Ri ! R

pi are known.

Step 1 i ¼ 1ð Þ
The first surface is defined by S1 ¼ x1 � x1d , and its time derivative is given by

_S1 ¼ _x1 � _x1d ¼ x2 þuT
1 ðx1Þh1 � _x1d ð15Þ

we choose �x2 to drive S1 towards zero with

�x2 ¼ �uT
1 ðx1Þĥ1 þ _x1d � K1S1 ð16Þ

we pass �x2 through a first order filter, with time constant s2, to obtain x2d

s2 _x2d þ x2d ¼ �x2; x2d 0ð Þ ¼ �x2 0ð Þ ð17Þ

_x2d ¼ 1
s2

�x2d � uT
1 ðx1Þĥ1 þ _x1d � K1S1

� 	
ð18Þ

Step i i ¼ 2; � � � ; n� 1ð Þ
The ith surface is defined by Si ¼ xi � xid , and its time derivative is given by

_Si ¼ _xi � _xid ¼ xiþ 1 þuT
i ð�xiÞhi � _xid ð19Þ

we choose �xiþ 1 to drive Si towards zero with

�xiþ 1 ¼ �uT
i ð�xiÞĥi þ _xid � KiSi ð20Þ

we pass �xiþ 1 through a first order filter, with time constant siþ 1, to obtain xiþ 1d

siþ 1 _xiþ 1d þ xiþ 1d ¼ �xiþ 1; xiþ 1d 0ð Þ ¼ �xiþ 1 0ð Þ ð21Þ

_xiþ 1d ¼ 1
siþ 1

�xiþ 1d � uT
i ð�xiÞĥi þ _xid � KiSi

� 	
ð22Þ

Step n
The nth surface is defined by Sn ¼ xn � xnd , and its time derivative is given by
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_Sn ¼ _xn � _xnd ¼ uþuT
n ðxÞhn � _xnd ð23Þ

we choose the control input u to drive Sn towards zero with

u ¼ �uT
n ðxÞĥn þ _xnd � KnSn ð24Þ

The update laws (direct part) for the parameter estimates are given by [2, 11]

_̂h1 ¼ �C1S1u1ðx1Þ
_̂hi ¼ �CiSiuið�xiÞ; i ¼ 2; � � � ; n� 1
_̂hn ¼ �CnSnunðxÞ

ð25Þ

where, �Ci [ 0 i ¼ 1; � � � ; nð Þ are design parameters that can be adjusted for the rate of
convergence of the parameter estimates.

Let us introduce the following two filters

_X0i ¼ Ai x; tð Þ X0i þ xið Þ � fi x; uð Þ;X0i 2 R ð26Þ
_XT
i ¼ Ai x; tð ÞXT

i þFT
i x; uð Þ;Xi 2 R

pi ð27Þ

where, i ¼ 1; � � � ; n, and

Ai x; tð Þ ¼ A0i � kiF
T
i x; uð ÞFi x; uð ÞPi ð28Þ

where ki [ 0 and A0i is an arbitrary constant matrix satisfying

PiA0i þAT
0iPi ¼ �I;Pi ¼ PT

i [ 0 ð29Þ

The gradient update law (indirect part) is given by [5, 11–14]

_̂hi ¼ Ci
Xiei

1þ mitr XT
i Xi

� � ;Ci ¼ CT
i [ 0; mi � 0 ð30Þ

where, i ¼ 1; � � � ; n and ei ¼ xi þX0i � XT
i ĥi; ei 2 R.

Now we propose the following combined direct and indirect r-modification
adaptation law [11]

_̂hi ¼ �CiSiuið�xiÞ � �Ciri ĥi � �hi
� 	

; �Ci [ 0 ð31Þ

where, i ¼ 1; � � � ; n, ri is a small positive constant, �Ci is a positive definite constant
matrix and �hi is computed with the gradient method as follows
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_�hi ¼ Ci
Xiei

1þ mitr XT
i Xi

� � ;Ci ¼ CT
i [ 0; mi � 0 ð32Þ

where, Ci is a positive definite constant matrix and ei ¼ xi þX0i � XT
i
�hi; ei 2 R.

4 Stability Analysis

We define the boundary layer error as [2, 11, 15]

yi ¼ xid � �xi; i ¼ 2; � � � ; n ð33Þ

and the parameter estimate errors as

~hi ¼ hi � ĥi; i ¼ 1; 2; � � � ; n ð34Þ

Then the closed-loop dynamics can be expressed in terms of the surfaces Si, the
boundary layer errors yi, and the parameter estimate errors ~hi.

The dynamics of the surfaces are expressed, for i ¼ 1, as

_S1 ¼ _x1 � _x1d ¼ x2 þuT
1 ðx1Þh1 � _x1d

¼ S2 þ x2d þuT
1 ðx1Þh1 � _x1d

¼ S2 þ y2 þ�x2 þuT
1 ðx1Þh1 � _x1d

¼ S2 þ y2 � K1S1 þuT
1 ðx1Þ~h1

ð35Þ

For i ¼ 2; � � � ; n� 1

_Si ¼ _xi � _xid ¼ xiþ 1 þuT
i ð�xiÞhi � _xid

¼ Siþ 1 þ xiþ 1d þuT
i ð�xiÞhi � _xid

¼ Siþ 1 þ yiþ 1 þ�xiþ 1 þuT
i ð�xiÞhi � _xid

¼ Siþ 1 þ yiþ 1 � KiSi þuT
i ð�xiÞ~hi

ð36Þ

For i ¼ n

_Sn ¼ _xn � _xnd ¼ uþuT
n ðxÞhn � _xnd ¼ �KnSn þuT

n ðxÞ~hn ð37Þ

The dynamics of the boundary layer errors yi are expressed, for i ¼ 2, as

_y2 ¼ _x2d � _�x2 ¼ 1
s2

�x2d � uT
1 ðx1Þĥ1 þ _x1d � K1S1

� 	
� _�x2

¼ 1
s2

�x2d þ�x2ð Þ � _�x2 ¼ 1
s2

�y2 � �x2 þ�x2ð Þ � _�x2 ¼ � 1
s2

y2 � _�x2

ð38Þ
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For i ¼ 3; � � � ; n

_yi ¼ _xid � _�xi ¼ 1
si

�xid � uT
i�1ð�xi�1Þĥi�1 þ _xi�1d � Ki�1Si�1

� 	
� _�xi

¼ 1
si

�xid þ�xið Þ � _�xi ¼ 1
si

�yi � �xi þ�xið Þ � _�xi ¼ � 1
si
yi � _�xi

ð39Þ

Let us consider the following Lyapunov function

V ¼
Xn
i¼1

Vis þ
Xn
i¼2

Viy þ
Xn
i¼1

Vi ð40Þ

where

Vis ¼ 1
2
S2i ;Viy ¼ 1

2
y2i ;Vi ¼ 1

2
~hTi �C

�1
i
~hi ð41Þ

Then, one has

_Vis ¼ Si _Si¼SiSiþ 1 þ Siyiþ 1 � KiS2i þ SiuT
i ð�xiÞ~hi

� Sij j Siþ 1j j þ Sij j yiþ 1j j � KiS
2
i þ Siu

T
i ð�xiÞ~hi

� 1� Kið ÞS2i þ
1
2
S2iþ 1 þ

1
2
y2iþ 1 þ SiuT

i ð�xiÞ~hi; i ¼ 1; � � � ; n� 1

ð42Þ

_Vns ¼ Sn _Sn¼� KnS
2
n þ Snu

T
n ðxÞ~hn � � KnS

2
n þ Snu

T
n ðxÞ~hn ð43Þ

We assume that, yi _�xij j �M1iy2i þM2iS2i þ d2i , where, M1i and M2i are positive
constants, and di are bounded functions, then, we can write

_Viy ¼ yi _yi ¼ � 1
si
y2i þ yi _�xi � � 1

si
y2i þ yi _�xij j

� � 1
si
y2i þM1iy

2
i þM2iS

2
i þ d2i ; i ¼ 2; � � � ; n

ð44Þ

_Vi ¼ ~hTi �C
�1
i

_~hi ¼ �~hTi �C
�1
i

_̂hi

¼ �~hTi �C
�1
i

�CiSiuið�xiÞ � �Ciri ĥi � �hi
� 	� 	

¼ �~hTi Siuið�xiÞþ ~hTi ri ĥi � �hi
� 	

; i ¼ 1; � � � ; n
ð45Þ

One has: hi � �hi is bounded, thus: ehi ¼ hi � �hi is bounded, �hi ¼ hi � ehi and
~hi ¼ hi � ĥi.
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_Vi ¼ �~hTi Siuið�xiÞþ ~hTi ri ĥi � hi þ ehi
� 	

¼ �~hTi Siuið�xiÞ � ri~h
T
i
~hi þ ri~h

T
i ehi

� � ~hTi Siuið�xiÞ � ri~h
T
i
~hi þ ri

2
~hTi
~hi þ ri

2
eThi ehi

� � ~hTi Siuið�xiÞ �
ri
2
~hTi
~hi þ ri

2
eThi ehi

ð46Þ

_V ¼
Xn
i¼1

_Vis þ
Xn
i¼2

_Viy þ
Xn
i¼1

_Vi

�
Xn�1

i¼1

1� Kið ÞS2i þ
1
2
S2iþ 1 þ

1
2
y2iþ 1 þ Siu

T
i ð�xiÞ~hi


 �
� KnS

2
n þ Snu

T
n ðxÞ~hn

þ
Xn
i¼2

� 1
si
y2i þM1iy

2
i þM2iS

2
i þ d2i

� 
�
Xn
i¼1

~hTi Siuið�xiÞ �
Xn
i¼1

ri
2
~hTi ~hi þ

Xn
i¼1

ri
2
eThi ehi

� � K1 � 1ð ÞS21 �
Xn�1

i¼2

Ki �M2i � 3
2

� 
S2i � Kn �M2n � 1

2

� 
S2n �

Xn
i¼2

1
si
� 1
2
�M1i

� 
y2i

þ
Xn
i¼2

d2i �
Xn
i¼1

ri
2
~hTi
~hi þ

Xn
i¼1

ri
2
eThi ehi

ð47Þ

If we assume that, di 2 L1, ehi 2 L1, K1 [ 1, Ki [M2i þ 3
2, Kn [M2n þ 1

2 and
1
si
[ 1

2 þM1i, we obtain the boundedness of all signals Si, yi and ~hi. Moreover, the
surface Si can be made arbitrarily small by adjusting the design parameters Ki.

5 Numerical Example

Consider the single-link flexible-joint robot shown in Fig. 1. The dynamic model of
this robot is given as follow [16, 17]

L

M, J1

J2

u
q1 q2

K

L

M, J1

J2

u
q1 q2

K

Fig. 1. Single link flexible joint robot.
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J1€q1 þMgL sin q1ð ÞþK q1 � q2ð Þ ¼ 0

J2€q2 � K q1 � q2ð Þ ¼ u
ð48Þ

where u is the input torque. J1 and J2 are the inertias of the link and the motor
respectively. M is the link mass. g is the gravity. L is the link length. K is the stiffness.
q1 and q2 are the angular positions of the link and the motor shaft, respectively.

Let the state variables defined as follows: x1 ¼ q1, x2 ¼ _q1, x3 ¼ q2 and x4 ¼ _q2,
and its dynamic model becomes

_x1 ¼ x2
_x2 ¼ f1 x1; x3ð Þþ g1x3
_x3 ¼ x4
_x4 ¼ f2 x1; x3ð Þþ g2u

ð49Þ

with

f1 x1; x3ð Þ ¼ �MgL
J1

sin x1ð Þ � K
J1

x1; g1 ¼ K
J1

f2 x1; x3ð Þ ¼ K
J2

x1 � x3ð Þ; g2 ¼ 1
J2

ð50Þ

The single-link flexible-joint robot model used in this paper is given by (49) where
the parameter values are given in Table 1 [17].

For the numerical simulation, the unknown parameter h1 of the system is selected
as h1 ¼ MgL. Our objective is to force the output of the system to follow the reference
trajectory given by: yd ¼ 0:1 sin tð Þ.

We choose �x2, �x3 and �x4 to drive S1, S2 and S3 towards zero with

�x2 ¼ _x1d � K1S1 ¼ s2 _x2d þ x2d; x2d 0ð Þ ¼ �x2 0ð Þ ð51Þ

_x2d ¼ 1
s2

�x2d þ _x1d � K1S1ð Þ ð52Þ

Table 1. Single-link flexible-joint robot model parameters.

Symbols Values Units

g 9, 81 [m/s2]
M 1 [kg]
L 1 [m]
J1 0.4 [kg.m2]
J2 0.02 [kg.m2]
K 100 [N.m/rad]
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�x3 ¼ 1
g1

ĥ1
J1

sin x1ð Þþ K
J1

x1 þ _x2d � K2S2

 !
¼ s3 _x3d þ x3d; x3d 0ð Þ ¼ �x3 0ð Þ ð53Þ

_x3d ¼ 1
s3

�x3d þ 1
g1

ĥ1
J1

sin x1ð Þþ K
J1

x1 þ _x2d � K2S2

 ! !
ð54Þ

�x4 ¼ _x3d � K3S3 ¼ s4 _x4d þ x4d; x4d 0ð Þ ¼ �x4 0ð Þ ð55Þ

_x4d ¼ 1
s4

�x4d þ _x3d � K3S3ð Þ ð56Þ

We choose the control u to drive S4 towards zero with

u ¼ 1
g2

� K
J2

x1 � x3ð Þþ _x4d � K4S4

� 
ð57Þ

For the swapping-based identifier we use the following filters

_X0 ¼ � 1
2
� k � sin x1ð Þ

J1

� 2
 !

X0 þ x2ð Þþ K
J1

x1 � g1x3 ð58Þ

_XT ¼ � 1
2
� k � sin x1ð Þ

J1

� 2
 !

XT � sin x1ð Þ
J1

ð59Þ

The combined direct and indirect r-modification adaptation law is given by

_̂h1 ¼ �
�C
J1

S2 sin x1ð Þ � �Cr ĥ1 � �h
� 	

; �C[ 0 ð60Þ

where, �h is computed with the gradient method as

_�h ¼ C
Xe

1þ mtr XTX
� � ;C ¼ CT [ 0; m� 0: ð61Þ

where, e ¼ x2 þX0 � XT�h.

The selected initial conditions are: x 0ð Þ ¼ 0:1 0 0:1þ MgL
K sin 0:1ð Þ 0

� �T
,

ĥ1 0ð Þ ¼ �h 0ð Þ ¼ 0 and X0 0ð Þ ¼ XT 0ð Þ ¼ 0. The design parameters are selected as
follows: K1 ¼ 1, K2 ¼ 80, K3 ¼ 10, K4 ¼ 100, �C ¼ 15; r ¼ 0:5, C ¼ 20; s2 ¼ s3 ¼
s4 ¼ 0:009 and k ¼ m ¼ 0:1.

Numerical simulation results are shown in Figs. 2, 3, 4, 5, 6, 7, 8, 9, 10 and 11.
Figures 2, 3, 4 and 5 show actual and desired trajectories of the angular position and
velocity of the link and the motor shaft. Figures 6, 7, 8 and 9 show the trajectories of
the surfaces. Figure 10 shows the trajectory of the control input signal u. Figure 11
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shows the trajectory of the estimated parameter ĥ1. From these results, we observe that
the actual trajectories converge towards the desired trajectories, and that the errors
converge to zero and the estimated parameter ĥ1 converge towards h1. We can see that
the results show that the proposed method has good tracking performance.

Fig. 2. Angular position of the link: actual x1
(“�”) and desired x1d (“��”).

Fig. 3. Angular velocity of the link: actual x2
(“�”) and desired x2d (“��”).

Fig. 4. Angular position of the motor shaft:
actual x3 (“�”) and desired x3d (“��”).

Fig. 5. Angular velocity of the motor shaft:
actual x4 (“�”) and desired x4d (“��”).

Fig. 6. Surface S1. Fig. 7. Surface S2.
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6 Conclusion

In this paper, adaptive backstepping control using combined direct and indirect r-
modification adaptation based gradient update law is designed using the DSC technique
for a class of parametric strict-feedback nonlinear systems. The proposed approach
eliminates the problem of explosion of complexity of the traditional backstepping
approach. Stability analysis shows that the uniform ultimate boundedness of all signals
in the closed-loop system can be guaranteed, and the tracking error can be made
arbitrarily small by adjusting the control design parameters. Numerical simulation
results demonstrate the effectiveness of the proposed approach.
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Abstract. The autoregressive moving average exogenous (ARMAX) model
validation of civil engineering structure under earthquake is developed in this
paper. The Kanai-Tajimi and Clough-Penzien seismic models are developed. An
identification process is used to estimate the polynomial parameters for
unknown simulated seismic signal in order to take into account the soil-structure
interaction (SSI) within the structural model. The results show that the ARMAX
model presents an interesting representation for the linear stochastic systems in
control point of view. Simulation tests using a single-degree-of-freedom struc-
ture are performed to show the efficiency of introducing the SSI, by identifi-
cation, in the response of the structure under the seismic ground motion.

Keywords: Dynamics of structures � ARMAX model � Seismic ground
motion � Soil structure interaction � Identification

1 Introduction

The impact of control theory in the different domains of engineering and applied
sciences has become increasingly important in the last few decades, and the specialists
of civil engineering structures are very interested in structural control against earth-
quakes. One of the important missions of structural control is to ensure the safety of
structures and cities in large earthquakes. In spite of the unpredicted nature and the
uncertainty of the seismic phenomenon, the structural control should provide the
structure the possibility to control itself during perturbation [10, 17]. Vigorous
researches on structural control have given more interesting solutions; some of them
have already been adopted in actual building structures. These researches have also
stimulated global and interdisciplinary activities giving rise to a wide variety of
interesting work in many fields [3, 10].

It has been shown in the literature that in the last two decades, control devices and
algorithms have been interesting to enhance the structural control performances [17].
The performance of such systems under environmental loads has improved greatly as a
result of theoretical and experimental research and related development efforts [11].

Several models of the structures have been developed in the literature. Kareem
et al. use state-space representation of the linear stochastic model for real-time model
predictive control [11]. Whereas Sheng-Guo Wang, Shafieezadeh et al., Purohit and

© Springer International Publishing AG 2017
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Chandiramani use the state-space model to develop different strategies of optimal
control [13, 15, 16]. Indeed, Guenfaf and Allaoua have presented an active control
strategy using a state-space model to develop the linear quadratic controller for
structural vibration control [6]. Also, J. Awrejcewicz and P. Olejnik have presented an
active control law of buildings for the general concept of stabilization against external
excitations. The problem was analyzed in a two case studies for not excited and
externally loaded two degrees-of-freedom dynamical system by using state-space
model [2, 17]. They developed a LQR algorithm with an augmented model introducing
seismic excitation as external loading. An augmented state space model is used for
calculating this control law. But the excitation dynamical model is not introduced in the
system model and the obtained law is deduced from deterministic criterion [12].

Nonlinear model has been presented by Guenfaf el al. for a Generalized Minimum
Variance Gain Scheduling Controller using Nonlinear Structural Systems under Seis-
mic Ground Motion [7]. Ying also presented a nonlinear model for Stochastic Optimal
Control of Structural Systems [18].

In the last few years there has been increased interest in the study of soil-structure
interaction (SSI) effects on the structures subjected to active control. The dynamic
response of massive structures, such as high-rise buildings and dams, may be influ-
enced by soil-structure interaction as well as the characteristics of exciting loads and
structures. The effect of soil-structure interaction is noticeable especially for stiff and
massive structures resting on relatively soft ground. It may alter the dynamic charac-
teristics of the structural response significantly. As a result, these interaction effects
have to be considered in the dynamic analysis of structures [5].

Although, different investigations have been conducted to soil-structure interaction
analysis, depending on the modeling method for the soil region. For earthquake
resistant design of critical structures, a dynamic analysis, either response spectrum or
time history is frequently required. To provide input excitations to structural models for
sites with no strong ground motion data, it is necessary to generate artificial excitations.
In practice, it has long been established that different earthquake records show different
characteristics; this is due to parameters such as geological conditions of the site,
distance from the source, fault mechanism, etc. Thus, the simulated earthquake records
must have realistic duration, frequency content, and intensity, representing the physical
conditions of the site. Therefore, it is reasonable to identify certain parameters to
measure the resulting differences in the strong ground motion data [14].

2 Dynamic Model of the Structure

In this section, a motion equation is developed for a single degree of freedom (SDOF)
structure under a seismic motion as illustrated in Fig. 1. First the following assump-
tions are considered:

• The structure is supposed to be a lumped mass m in the beam.
• The two vertical axes are weightless and inextensible in the vertical direction with

spring constant k/2 each.
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The essential physical properties of any linearly elastic structural system subjected
to dynamic load include its mass, elastic properties and, energy-loss mechanism
(damping), and the external source of excitation or loading. In the simplest model of

SDOF system, each of these properties is assumed to be concentrated in a single
physical element. The system as described is shown in Fig. 2 [4].

The entire mass m of this system is included in the rigid block. Rollers constrain
this block so that it can move only in simple translation; thus the single displacement
coordinate x completely defines its position. The elastic resistance of the displacement
is provided by the weightless spring of stiffness k, while the energy-loss mechanism is
represented by the damper c. The external-loading mechanism producing the dynamic
response of this system is the time varying load €xgðtÞ:

The equation of motion for the system presented in Fig. 2 can be derived by
directly expressing the equilibrium of all forces acting on the mass as follows:

m€x0ðtÞþ c _xðtÞþ kxðtÞ ¼ uðtÞ ð1Þ

k

2Fi
xe

d 
re

fe
re

nc
e 

ax
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x’(t)

Actuator

xg(t

x(t
m

2
k

Fig. 1. Model of single degree of freedom structure

Fig. 2. Idealized SDOF structure model
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Where:

xðtÞ0 ¼ xðtÞþ xgðtÞ ð2Þ

With xgðtÞ being the ground motion, and u(t) the external control force.
Using Eqs. (1) and (2), we have:

m€xðtÞþ c_xðtÞþ kxðtÞ ¼ uðtÞ � m€xgðtÞ ð3Þ

€xgðtÞ is the ground acceleration.
Here, we developed the dynamic model of single-degree-of-freedom structure with

its physical characteristics submitted to a seismic motion.

3 Seismic Dynamic Model

The aim of this work is to develop a model which takes into account the soil-structure

interaction in order to have a response which represents closely the displacement of the
structure under the seismic motion (e: the smaller the better) as shown in Fig. 3. For
this, the ground motion model is given, so that the earthquake will be a white noise
filtered by a function taken into account the specific soil parameters in where the
structure is built as we can see it in Fig. 6.

m

Actuator

soil

Fig. 3. Structural model under seismic motion
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To formulate an optimal problem, it is necessary to specify the process dynamics
and its environment. It is assumed that the influence of the environment can be
characterized by disturbances which are stochastic process [1]. As the system is linear,

U(s)

Structure

ARMAX 
model

U(s)

White 

noise

Fig. 4. Block diagram of comparing structural model with the ARMAX model

Structure

ARMAX 
model

U(s)

White 

noise

Soil
characteristic 

filter

White 

noise

Fig. 5. Block diagram of comparing structural model with introducing soil characteristics
(SSI) and the ARMAX model

0 5 10 15 20 25 30
-2

-1.5

-1

-0.5

0

0.5

1

1.5

2

Time (s)

G
ro

un
d 

ac
ce

le
ra

ti
on

(m
/s

2 )

Fig. 6. Kanai-Tajimi seismic model simulated
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we can represent all disturbances as single disturbance acting on the output as shown in
Figs. 4 and 5.

Kanai-Tajimi and Clough-Penzien have presented a seismic model based on a
filtered white noise depending on soil characteristics.

The earthquake ground acceleration is modeled as a uniformly modulated
non-stationary random process [10].

€xgðtÞ ¼ wðtÞ€xsðtÞ ð4Þ

Where wðtÞ a deterministic non-negative envelope is function and €xsðtÞ is a sta-
tionary random process with zero mean and a Kanai-Tajimi power spectral density.

Ug xð Þ ¼
1þ 4n2gðxxg

Þ2

ð1� x
xg

� �2
Þ2 þ 4n2gðxxg

Þ2

2
64

3
75S20 ð5Þ

Where ng; xg filter parameters which depend on the site soil characteristics and S0
are is the constant spectral density of the white noise which reflects the seismic
intensity [4]. Using such a second high-pass filter the Kanai-Tajimi spectrum is
modified as follows to obtain the Clough-Penzien spectrum:

Uc xð Þ ¼
1þ 4n2gð xxg

Þ2

ð1� x
xg

� �2
Þ2 þ 4n2gðxxg

Þ2

2
64

3
75 ðxxc

Þ4

ð1� x
xc

� �2
Þ2 þ 4n2cðxxc

Þ2

2
64

3
75S20 ð6Þ

A particular envelope function wðtÞ given below will be used:

wðtÞ ¼
0 for t\0

t
t1

� �2
for 0� t� t1

1 for t1 � t� t2
exp �a t � t2ð Þ½ � for t� t2

8>>><
>>>:

ð7Þ

Where t1, t2 and a are parameters that should be selected appropriately to reflect the
shape and the duration of the earthquake ground acceleration. Numerical values of
parameters are t1 = 3 s, t2 = 13 s, a = 0.26, ng = 0.65, xg = 19 rad/s, S0 = 0.8*10
−2 m/s [7, 9] (Fig. 7).

4 ARMAX Model of the Structure

Determination of the ARMAX model of the structure under seismic excitation can be
done using equation of motion (3).

After dividing this equation by m and introducing the notations below Eq. (3)
becomes
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€x tð Þþ 2nx0 _x tð Þþx2
0x tð Þ ¼ 1

m
u tð Þ � €xg tð Þ ð8Þ

Applying Laplace transform to Eq. (8), we obtain

X sð Þ ¼
1
m

s2 þ 2nx0sþx2
0
U sð Þ � 1

s2 þ 2nx0sþx2
0

€Xg sð Þ ð9Þ

Where X sð Þ; €Xg sð Þ and U sð Þ are the Laplace transform of x(t), €xg tð Þ and u(t)
respectively.

Depending on the model of seismic excitation, different ARMAX models can be
obtained, and the following cases [8]:

The seismic excitation model is unknown or is not taken into consideration.
Equation (9) has the form:

X sð Þ ¼ H1N sð Þ
HD sð Þ U sð Þþ H2N sð Þ

HD sð Þ
€Xg sð Þ ð10Þ

The ARMAX model of the structure is obtained by discretization of Eq. (10) using
computer programs (MATLAB R2010a).

x tð Þ ¼ B q�1ð Þ
A q�1ð Þ u tð Þþ C q�1ð Þ

A q�1ð Þ €xg tð Þ ð11Þ

Kanai-Tajimi model: In this case we take into consideration the SSI. The ground
acceleration is described by the Kanai-Tajimi model as shown in Fig. 8 and in the
following equation:
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Fig. 7. Clough-Penzien seismic model simulated
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€Xg sð Þ ¼ G1 sð ÞE sð Þ ð12Þ

Where

G1 sð Þ ¼ G1N sð Þ
G1D sð Þ ¼ 2ngxgsþx2

g

� �
=ðs2 þ 2ngxgsþx2

gÞ

And E(s) is the Laplace transform of white noise.

Clough-Penzien model: In this case the ground acceleration is described by
Clough-Penzien model and introduced in the dynamic model of the structure as shown
in Fig. 9. This excitation is described by the following equations.

€Xg sð Þ ¼ G2 sð ÞE sð Þ ð13Þ

Where G2 sð Þ ¼ G2N sð Þ
G2D sð Þ ¼

2ngxgsþx2
gÞ

s2 þ 2ngxgsþx2
g

� �
s2

s2 þ 2ncxcsþx2
c

� �

It has been shown that the response without taking the SSI into account is not close
to the structural one. Also, it has been presented a model taking wrong soil parameters
into account, whereas, the best results has been given by the model response which
included SSI with the right parameters [8].

Fig. 8. Block diagram of the structural Kanai-Tajimi model.

Fig. 9. Block diagram of the structural Clough-Penzien model.
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5 ARMA Model Identification

According to the previous results, it is suitable to use an identification process to
estimate the parameters of unknown earthquakes. We can find in the literature several
identification algorithms such as ‘recursive least square’ (RLS) one, as represented in
Fig. 10.

The recursive least square identification algorithm has been used to estimate the
model parameters. It is based on the minimization of a quadratic criterion as follows:

J tð Þ ¼
Xt

i¼0
½z ið Þ � ẑ ið Þ�2 ¼

Xt

i¼0
e2 tð Þ ð14Þ

With
z(t) Actual output of the system, ẑ(t) Model output, e Error.

ẑ tð Þ ¼ ĥT tð Þ/ t � 1ð Þ ð15Þ

With

ĥT tð Þ ¼ ba1 ; . . .; ban ; bc1 ; . . .; bcl½ � ð16Þ

/T ¼ �z t � 1ð Þ; ::;�z t � nð Þ; e t � 1ð Þ; ::; e t � lð Þ½ �

Where

J tð Þ ¼
Xt

i¼0
z ið Þ � ĥT ið Þ/ i� 1ð Þ
h i2

ð17Þ

The minimization of J gives the parametric adaptation of recursive least square
algorithm:

Fig. 10. Block diagram of the recursive identification method.
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ĥ tþ 1ð Þ ¼ ĥ tð ÞþF tð Þ/ tð Þe tþ 1ð Þ ð18Þ

F tþ 1ð Þ�1¼ F tð Þ�1 þ/ tð Þ/ tð ÞT ð19Þ

F tþ 1ð Þ ¼ F tð Þ � F tð Þ/ tð Þ/ tð ÞTF tð Þ
1þ/ tð ÞTF tð Þ/ tð Þ ð20Þ

e tþ 1ð Þ ¼ z tþ 1ð Þ � ĥT tð Þ/ tð Þ
1þ/ tð ÞTF tð Þ/ tð Þ ð21Þ

With F(t) is the adaptation of the gain matrix.
We consider in this paper a structure under an unknown earthquake. For this, a

simulated seismic signal is carried out which is a linear combination between the
Kanai-Tajimi and the Clough-Penzien models (described by Eqs. (12) and (13)
respectively) as follows (Fig. 11):

€Xn ¼ 1=2 G1 sð ÞþG2 sð Þð ÞE sð Þ ð22Þ

In order to show the effect of the SSI, we compare both the structural and the
ARMA model responses following the cases:

Case 1: We compare the structural response model with the ARMA one described
by Eq. (11), without introducing the soil characteristics (without considering SSI).
Figure 12 shows the block diagram which calculates the error (e) between the structural
response and the ARMA model response with no control force (open loop).

Case 2: In this case, we have taken the estimated ARMA model with taking into
account the soil-structure interaction. The soil characteristics had been identified by
RLS algorithm and introduced in the structural model with no control force (U(s) = 0)
as it is shown in Fig. 13.
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Fig. 11. Simulated earthquake (€Xn)
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6 Simulation Results

A single-degree-of-freedom (SDOF) structure with the following structural properties
is used [8, 9] m = 2921 kg, k = 1389kN/m, n = 0.0124. The sampling period
Te = 0.02 s.

The Table 1 shows the error variance between structural response and the ARMAs
models in different cases.

Parameters of ARMA model for the different cases are shown in the Table 2.
Simulations results have shown that the response without taking SSI into account is

not close to the structural response as represented in Figs. 14 and 16. Whereas it is
shown that the best results are obtained when we consider the soil characteristics
(estimated model) as presented in Figs. 15 and 17.

Fig. 12. Comparing model responses without considering soil-structure interaction (Case 1)

Fig. 13. Comparing model responses with considering soil-structure interaction (Case 2)

Table 1. Different error’s variance

Cases Case 1 Case 2

Errors variance ðd2Þ 5.6524e-007 4.8807e-008
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Fig. 14. Model responses under an unknown earthquake (Case 1).

0 5 10 15 20 25 30
-0.015

-0.01

-0.005

0

0.005

0.01

0.015

Time (s)

D
is

pl
ac

em
en

t (
m

)

Structural response
Estimated ARMA model response 

Fig. 15. Model responses under an unknown earthquake (Case 2).

Table 2. Parameters of ARMA models

Case 1 Case 2

a0 1 1
a1 −1.803 −3.4003
a2 0.9892 4.5455
a3 – −2.7995
a4 – 0.6689
c0 0 0
c1 −1.961*10−4 0.2872*10−4

c2 −1.954*10−4 0.8853*10−4

c3 – −0.7033*10−4

c4 – −0.2634*10−4
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7 Conclusions

The autoregressive moving average exogenous (ARMAX) of the structure has been
developed in this paper. The Kanai-Tajimi and Clough-Penzien Seismic models have
been presented and introduced in the dynamic of the structure. The earthquake signal
identification study has been carried out and has given us the possibility to introduce
the SSI within the structural ARMA model. We have chosen as example a structure
built upon unknown soil. A simulated seismic signal has been formulated by a linear
combination between Clough-Penzien and Kanai-Tajimi characteristics. The results
leads us to conclude that the ARMA model with introducing SSI represents faithfully
the complete structural model under a seismic ground motion.
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Fig. 17. Model error responses (Case 2).
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Fig. 16. Model error responses (Case 1).
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Abstract. In this paper, a projective synchronization scheme for a class of
master–slave chaotic systems subject to dynamic disturbances and input non-
linearities (dead-zone and sector nonlinearities) is investigated. To practically
achieve this synchronization, an adaptive fuzzy variable-structure control system
is designed. The fuzzy systems are used to appropriately approximate the
uncertain nonlinear functions. A Lyapunov approach is employed to prove the
boundedness of all signals of the closed-loop control system as well as the
exponential convergence of the synchronization errors to an adjustable region.
Simulations results are presented to illustrate the effectiveness of the proposed
projective synchronization scheme.

Keywords: Projective synchronization � Adaptive control � Fuzzy control �
Dead-zones � Uncertain chaotic system

1 Introduction

Chaos synchronization is an important topic in nonlinear science. It has received
increasing attention thanks to their applications in information processing, secure
communications, pattern recognition, power convertors, chemical reactions, laser
systems, ecological and biological systems, and so on [1–5]. The initial configuration
of chaos synchronization consists of master-slave systems. The master system drives
the slave one via the transmitted signals. In the past two decades, various types of the
chaos synchronization have been revealed, such as complete synchronization (CS) [6],
phase synchronization (PHS) [7], projective synchronization (PS) [8, 9], and so on.
In PS, the state vectors of two synchronized systems evolve in a proportional scale.

Based on the universal approximation theorem [10], many adaptive fuzzy control
systems have been incorporated in the synchronization schemes [11–16] to solve the
problem of uncertainties. The problem of the input nonlinearities has been also con-
sidered in [17–19] in the designing of the control-based synchronization systems for a
class of uncertain chaotic systems. However, the class of chaotic systems considered in
these works is relatively simple, affine and free of the dynamical disturbances.

Therefore, in this paper, we aim at addressing the projective synchronization
problem of a class of multivariable nonaffine chaotic systems subject to both dynamic

© Springer International Publishing AG 2017
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disturbances and input nonlinearities. This synchronization can be achieved via a
suitable fuzzy adaptive variable-structure controller. The main difficulties of this work
are how to deal with unknown nonlinear functions, nonaffine multivariable control, the
uncertain input nonlinearities and the combined effect of the uncertain dynamic dis-
turbances, fuzzy approximation errors together with the higher-order terms (HOT) is-
sued from the use of the Taylor series expansion. In this study, these difficulties can be,
respectively, solved by fuzzy system approximation, Taylor series expansion, variable
structure control and robust dynamical control. A Lyapunov approach is adopted to
carry out the parameter adaptation design, the convergence of the synchronization error
and the stability analysis involved in this proposed synchronization scheme. The main
contributions of this paper lie in the following:

(1) A new projective synchronization scheme based on fuzzy adaptive controller is
proposed for uncertain perturbed chaotic systems with input nonlinearities (i.e.
dead-zone and sector nonlinearities).

(2) The model of the considered chaotic systems is assumed to be completely
unknown (except its relative degree), multivariable, nonaffine in control, subject
to both input nonlinearities and dynamical disturbances. To our best knowledge,
such a class of chaotic systems with all these features has not been already studied
in the literature.

The rest of the paper is organized in the following manner. Section 2 presents the
problem formulation and preliminaries, followed by the design of fuzzy adaptive
controller to practically achieve a projective synchronization in Sect. 3. The simulation
results are presented to demonstrate the effectiveness of proposed synchronization
scheme in Sect. 4. Section 5 contains the conclusion.

2 Problem Statements and Preliminaries

Consider the following class of uncertain chaotic master systems:

_Y ¼ H1 Yð Þ ð1Þ

where Y ¼ ½y1; . . .; yn�T 2 Rn is the overall state vector of the master system which is
assumed to be measureable. H1 Yð Þ ¼ ½h11 Yð Þ; . . .; h1n Yð Þ�T 2 Rn is a vector of smooth
unknown nonlinear functions.

The uncertain chaotic multivariable slave system affected by unknown dynamic
disturbances can be given as:

_X ¼ H2 X; vð Þþ ^ Xð Þ ð2Þ

Where X ¼ ½x1; . . .:; xn�T 2 Rn is the overall state vector of the slave system which is
assumed to be measureable. H2 X; vð Þ ¼ ½h21 X; vð Þ; . . .:; h2n X; vð Þ�T 2 Rn denotes

unknown nonaffine functions vector, with v ¼ u uð Þ ¼ u1 u1ð Þ; . . .;un unð Þ�T is a
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nonlinear input functions vector satisfying some properties which will be given later
and ^ Xð Þ ¼ ½^1 Xð Þ; . . .;^n Xð Þ�T is the unknown external disturbance vector.

Assumption 1: The matrix @H2 X; vð Þ=@v is non-singular and its sign is assumed to be
known.

Design Objective: Determine an adaptive fuzzy variable- structure law ui (for all i = 1,
…,n) which achieves a practical projective synchronization between the master system
(1) and the slave one (2) and ensures the boundedness of all the signals in the derived
closed-loop system remain.

To quantify this objective, we define the synchronization error between systems (1)
and (2) for this PS, as follows

E ¼ X � BY , with E ¼ e1; . . .; enð ÞT ; B ¼ Diag b1; . . .; bnð Þ
and ei ¼ xi � biyi ði ¼ 1; 2; . . .; nÞ.

Definition 1: For the master system (1) and the slave system (2), there is said to be
projective synchronization if there exists a nonzero constant B such that
limt!1 X � BYk k ¼ 0; where :k k represents the Euclidean norm.

Definition 2: The PS is said to be practically achieved, if there exists a strictly positive
constant e such that limt!1 X � BYk k� e, where e depends on the design parameters.

The dynamics of the synchronization error vector are

_E ¼ H2 X; vð Þþ ^ Xð Þ � BH1 Yð Þ ð3Þ

Let us define a PI sliding surface as follows:

S ¼ ½S1; S2; . . .; Sn�T ¼ d
R t
0 E sð Þds� �
dt

þ k
Z t

0
E sð Þds

� �
¼ Eþ k

Z t

0
E sð Þds ð4Þ

where k is a positive design constant. The time derivative of S is given by

_S ¼ H2 X; vð Þþ ^ Xð Þ � BH1 Yð Þþ kE ð5Þ

By means of Taylor series expansion, the nonaffine system (5) can be transformed
into an affine system in control, around an unknown ideal control v ¼ v� Xð Þ as follows:

H2 X; vð Þ ¼ F Xð ÞþG Xð ÞvþHOT X; vð Þ ð6Þ

with

G Xð Þ ¼ gij Xð Þ� � ¼ @H2 X; vð Þ
@v

� �
v¼v� Xð Þ
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and

F Xð Þ ¼ H2 X; v� Xð Þð Þ � @H2 X; vð Þ
@v

� �
v¼v� Xð Þ

v� Xð Þ

where HOT X; vð Þ is the higher order terms (HOT) of the expansion, and v ¼ v� Xð Þ is
an unknown smooth function minimizing the HOT.

Since the matrix G(X) is not necessarily symmetric, the following important lemma
will be used in the control design and the stability analysis [20–23]:

Lemma 1: Any real matrix G Xð Þ 2 Rn�n with non-zero leading principal minors can
be factorized as follows:

G Xð Þ ¼ Gs Xð ÞDT Xð Þ ð7Þ

where Gs Xð Þ 2 Rn�n is a symmetric and positive-definite matrix, D 2 Rn�n is a diag-
onal matrix with +1 or −1 on its diagonal, and T Xð Þ 2 Rn�n is a unity upper-trian-
gular matrix. The diagonal elements of Dare nothing else than the ratios of the signs of
the leading principal minors of G(X).

Using the matrix factorization (7) and the expression (6), the dynamics of S can be
expressed as follows:

_S ¼ F Xð ÞþGs Xð ÞDT Xð Þu uð ÞþHOT X;u uð Þð Þþ ^ Xð Þ � H3 Y ;Eð Þ ð8Þ

where

H3 Y ;Eð Þ ¼ BH1 Yð Þ � kE ð9Þ

Assumption 2: The matrix G(X) is of class C1 and satisfies the following property:

1
2

dGs Xð Þ
dt

����
���� ¼ 1

2
@Gs Xð Þ
@X

_X

����
����� �g Xð Þ;

where �g Xð Þ is an unknown positive function.

A. Input Nonlinearity. The mathematical model of the input nonlinearity u uð Þ ¼
½u1 u1ð Þ; . . .;un unð Þ�T under consideration (i.e. sector nonlinearity and dead-zone) is
given by [17]:

ui uið Þ ¼
uiþ uið Þ ui � uiþð Þ; ui [ uiþ
0; �ui� � ui � uiþ
ui� uið Þ ui þ ui�ð Þ; ui\� ui�

8<
: ð10Þ

where uiþ uið Þ[ 0 and ui� uið Þ[ 0 are nonlinear functions of ui, and uiþ [ 0 and
ui� [ 0.
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We can show that ui uið Þ satisfies the following properties:

ui � uiþð Þui uið Þ�m�
iþ ui � uiþð Þ2; ui [ uiþ ;

ui þ ui�ð Þui uið Þ�m�
i� ui þ ui�ð Þ2; ui\� ui�;

ð11Þ

where m�
iþ and m�

i� are strictly positive constants witch called “gain reduction
tolerances”.

Assumption 3: Assume that:

(a) The functions uiþ uið Þ and ui� uið Þ and the constants m�
iþ and m�

i� are uncertain,
(b) The constants uiþ and ui� are known and strictly positive.

B. Description of the Fuzzy Logic System. The fuzzy system is based on particular
knowledge of four main modules, namely: the rule base, fuzzifier, the inference engine
and defuzzifier, as shown in Fig. 1.

The fuzzy inference engine uses the IF–THEN rules to achieve a mapping from an
input vector xT ¼ x1; x2; . . .:; xn½ � 2 Rn to an output scalar f̂ 2 R: The ith fuzzy rule can
be written as:

R ið Þ : if x1 is Ai
1 and. . .and xn is A

i
n then f̂ is f

i ð12Þ

where Ai
1;A

i
2; . . .:: and Ai

n are fuzzy sets and fi is the fuzzy singleton for the output in
the ith rule. The fuzzy-logic system can be expressed in the following form:

f̂ ðxÞ ¼
Pm

i¼1 f i
Qn

j¼1 lAi
j
xj
� �	 


Pm
i¼1

Qn
j¼1 lAi

j
xj
� � ¼ hTwðxÞ ð13Þ

Fuzzy Rule Base 

Fuzzifier 

Fuzzy Inference 

Engine 

x )(ˆ xf
Defuzzifier 

Fig. 1. Basic configuration of a fuzzy logic system.
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where lAi
j
xj
� �

is the membership function of Ai
j, m is the number of fuzzy rules,

hT ¼ f 1; f 2; . . .::; f m½ � is the adjustable parameter vector (composed of consequent
parameters), and wT ¼ w1w2. . .wm� �

with

wiðxÞ ¼
Qn

j¼1 lAi
j
ðxjÞPm

i¼1

Qn
j¼1 lAi

j
ðxjÞ

	 
 ð14Þ

being the fuzzy basis function (FBF). Throughout the paper, it is assumed that the FBFs
are properly chosen so that there is always at least one active rule,
i.e.

Pm
i¼1 ð

Qn
j¼1 lAi

j
ðxjÞÞ[ 0, [10].

3 Design of Fuzzy Adaptive Controller

Multiplying the Eq. (8) by G�1
s Xð Þ and by posing �S ¼ D�1S or �Si ¼ diiSi (as D�1 ¼

DT ¼ D and dii ¼ þ 1 or � 1), we get

G1 Xð Þ _�S ¼ D�1F1 X; Yð Þþu uð ÞþD�1P X;uðuÞð Þ ð15Þ

where G1 Xð Þ ¼ D�1G�1
s Xð ÞD,

F1 X; Yð Þ ¼ G�1
s Xð Þ F Xð Þ � H3 Y ;Eð Þ½ � þ DT Xð Þ � D½ �u uð Þ,

P X;u uð Þð Þ ¼ G�1
s Xð ÞHOT X;u uð Þð ÞþG�1

s Xð ÞK Xð Þ.
The dynamics (15) can be rewritten as follows

1
2
_G1 Xð Þ�SþG1 Xð Þ _�S ¼ a zð Þþu uð Þþ 1

2
_G1 Xð Þ�S� �g Xð Þ�SþR X;u uð Þð Þ ð16Þ

with R X;u uð Þð Þ ¼ D�1P X;uðuÞð Þ,

a zð Þ ¼ ½a1 z1ð Þ; . . .; an znð Þ�T ¼ �gðXÞ�SþD�1F1 X; Yð Þ ð17Þ

where z ¼ ½zT1 ; . . .; zTn �T . The vectors zi will be determined later.

Assumption 4: There exists an unknown continuous positive function �ai zið Þ such that:
ai zið Þj j � g�ai zið Þ; 8zi 2 Xzi with g ¼ min m�

iþ ;m
�
i�

� �
for i ¼ 1; . . .; n.

By examining the expressions of F1 X; Y ; uð Þ and a zð Þ, and because the state vector
of the master system Yis always bounded, the vectors zi can be determined as follows:

z1 ¼ ½XT ; u2; . . .:; un�T
z2 ¼ ½XT ; u3; . . .:; un�T

..

.

zn�1 ¼ ½XT ; un�T
zn ¼ X

ð18Þ
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The corresponding operating compact sets are defined as follows:

Xzi ¼ ½XT ; uiþ 1; . . .; un�T X 2 XX 	 Rn; Y 2 XYj� �
;

Xzn ¼ X X 2 XX 	 Rnjf g:

It is clear that z1 depends on control inputs u2; . . .:; un; z2 depends on u3; . . .:; un,
and so on. In fact, the structure of the nonlinearities a zð Þ is known under the name
“upper triangular control structure”.

The unknown nonlinear function �ai zið Þ can be approximated, on the compact set
Xzi , by the fuzzy systems (13) as follows:

�̂ai zi; hið Þ ¼ hTi wi zið Þ; with i ¼ 1; . . .; n ð19Þ

where wi zið Þ is the fuzzy basis function (FBF) vector, which is fixed a priori by the
designer, and hi is the adjustable parameter vector of the fuzzy system. Then, we
define:

h�i ¼ argmin supj�ai zið Þ � b�ai zi; hið Þj� �
as the optimal value of hi which is mainly

introduced for analysis purposes as its value is not needed when implementing the
controller.

Define

~hi ¼ hi � h�i
ei zið Þ ¼ �ai zið Þ � b�ai zi; h

�
i

� � ¼ �ai zið Þ � h�Ti wi zið Þ
ð20Þ

as the parameter estimation error and the fuzzy approximation error, respectively. As in
[10, 17–22], the fuzzy approximation error is assumed to be bounded for all zi 2 Xzi ,
i.e.:

jei zið Þj ��ei ; 8zi 2 Xzi ð21Þ

where �ei is an unknown constant.
Now, let us denote

�̂a z; hð Þ ¼ �̂a1 z1; h1ð Þ; . . .; �̂an zn; hnð Þ� �T¼ hT1w1 z1ð Þ; . . .; hTnwn znð Þ� �T
e zð Þ ¼ e1 z1ð Þ; . . .; en znð Þ½ �T ;
�e zð Þ ¼ �e1; . . .;�en½ �T :

Then, we have

�̂a z; hð Þ � �a zð Þ ¼ �̂a z; hð Þ � �̂a z; h�ð Þþ �̂a z; h�ð Þ � �a zð Þ
¼ �̂a z; hð Þ � �̂a z; h�ð Þ � �e zð Þ ¼ ~hTw zð Þ � �e zð Þ ð22Þ

where ~hTw zð Þ ¼ ~hT1w1 z1ð Þ; . . .; ~hTnwn znð Þ
h i

and ~hi ¼ hi � h�i , for i ¼ 1; . . .; n.
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Assumption 5: We assume that:

e zð ÞþR X;u uð Þð Þj j � g�R X; uð Þj�

with �R X; uð Þ ¼ 1þ Xk kþ uk k, where j� ¼ ½j�1; . . .; j�n�T is an unknown constant
vector to be estimated.

To practically achieve a projective synchronization between the master system (1)
and the slave system (2), we can consider the following fuzzy adaptive
variable-structure controller:

ui ¼
�qi tð Þsign �Sið Þ � ui�; �Si [ 0
0; �Si ¼ 0
�qi tð Þsign �Sið Þþ uiþ ; �Si\0

8<
: ð23Þ

with

qi tð Þ ¼ jurij þ k0i þ k1ij�Sij þ hTi wi zið Þ 8i ¼ 1; . . .; n ð24Þ
_hi tð Þ ¼ �chirhihi þ chi �Sij jwi zið Þ; with hij 0ð Þ[ 0 ð25Þ

where chi; rhi, k0i and k1i for i ¼ 1; . . .; n are free positive design constants and ur ¼
ur1; . . .; urn½ �; uri 0ð Þ[ 0 is an adaptive control term added in order to dynamically
compensate for the uncertain nonlinearity.

_ur ¼ �crur þ cr Eurj�Sj � sign urð ÞPn
i¼1 urij j þ d2

�R X; uð ÞjT j�Sj
" #

ð26Þ

_d ¼ �cdrdd� cd
dPn

i¼1 jurij þ d2
�R X; uð ÞjT j�Sj; d 0ð Þ[ 0 ð27Þ

_j ¼ �cjrjjþ cj�R X; uð Þj�Sj; ji 0ð Þ� 0 ð28Þ

where Eur ¼ diag sign ur1ð Þ; . . .; sign urnð Þ½ �; cj; rj; cd; rd and cr are strictly positive
design parameters.

By exploiting Eq. (22), Assumptions 2, 4 and 5, and control law (23)–(25), (16)
can be rewritten as follows

d
dt

1
2g

�STG1 Xð Þ�S
� �

�
Xn

i¼1
j�Sij�ai zið Þþ 1

g
�STu uð Þ

þ �R X; uð Þj�T j�Sj � �STe zð Þ
� �

Xn

i¼1
j�Sij urij j þ k1i �Sij j þ ~hTi wi zið Þ

	 

þ

Xn

i¼1
j�Sij urij j þ k1ij�Sij þ hTi wi zið Þ� �

þ 1
g
�STu uð Þþ �R X; uð Þj�T j�Sj

ð29Þ
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Theorem 1. Consider the master-slave system (1) and (2) with Assumptions 1–5.
Then, the control law given by (23)–(28) can guarantee the following properties:

• All the variables in the closed-loop control system are semi-globally uniformly
ultimately bounded (SUUB).

• The synchronization errors Si exponentially converge to an adjustable domain
defined as:

XSi ¼ Sij Sij j � 2p
rg1l

 �1=2
( )

ð30Þ

where p; l and rg1 will be defined later.

Proof. Consider the following Lyapunov function candidate:

V ¼ 1
2g

�STG1 Xð Þ�Sþ 1
2

Xn

i¼1

1
chi

~hTi ~hi þ
1
2cj

~jT~jþ 1
2cd

d2 þ 1
2cr

uTr ur ð31Þ

The time derivative of V is given by

_V ¼ 1
g
�STG1 Xð Þ _�Sþ 1

2g
�ST _G1 Xð Þ�Sþ

Xn

i¼1

1
chi

~hTi
_hi þ 1

cj
~jT _jþ 1

cd
d _dþ 1

cr
uTr _ur ð32Þ

From (11) and Eq. (23), we can easily get the following expressions:

ui\� ui�for �Si [ 0)

ui þ ui�ð Þui uið Þ�m�
i� ui þ ui�ð Þ2 � g ui þ ui�ð Þ2 ð33Þ

and
ui [ uiþ for �Si\0)

ui � uiþð Þui uið Þ�m�
i� ui � uiþð Þ2 � g ui � uiþð Þ2 ð34Þ

From the above analysis and (23), we can conclude that

�Si [ 0) ui þ ui�ð Þui uið Þ ¼ � qi tð Þsignð�SiÞui uið Þ
�m�

i�q
2
i tð Þ signð�SiÞ½ �2 � gq2i tð Þ

ð35Þ

�Si\0) ui � uiþð Þui uið Þ ¼ � qi tð Þsignð�SiÞui uið Þ
�m�

iþ q
2
i tð Þ signð�SiÞ½ �2 � gq2i tð Þ

ð36Þ
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Using the fact that �Sisignð�SiÞ ¼ j�Sij, for �Si [ 0 and �Si\0, we have

�qi tð Þ�S2i signð�SiÞui uið Þ� gq2i tð Þ�S2i ¼ gq2i tð Þj�Sij2 ð37Þ

Finally, while qi tð Þ[ 0, for all �Si we have

�Siui uið Þ� � gqi tð Þj�Sij ð38Þ

Using expressions (24)–(28), (29) and (38), (32) becomes

_V � �
Xn
i¼1

j�Sij urij j þ k0i þ k1ij�Sijð Þ �
Xn
i¼1

rhi~h
T
i hi þ �R X; uð Þj�SjTj� þ 1

cj
~jT _j

þ 1
cd

d _dþ 1
cr
uTr _ur

� �
Xn

i¼1
u2ri �

Xn

i¼1
k1i�S

2
i �

Xn

i¼1
rhi~h

T
i hi � rj~j

Tj� rdd
2

ð39Þ

Now, we can use the following inequalities

�rj~j
Tj� � rj

2
~jk k2 þ rj

2
j�k k2

�rhi~h
T
i hi � � rhi

2
~hi

�� ��2 þ rhi
2

h�i
�� ��2

Then, (39) becomes

_V � �
Xn

i¼1
u2ri �

Xn

i¼1
k1i�S

2
i �

Xn

i¼1

rhi
2

~hi
�� ��2 þ Xn

i¼1

rhi
2

h�i
�� ��2

� rj
2

~jk k2 þ rj
2

j�k k2�rdd
2 ð40Þ

Thanks to the property of Gs xð Þ, there exists a positive scalar rgs such that
Gs xð Þ� rgsIn yields

�STG1 xð Þ�S ¼ STG�1
s S� 1

rgs
�Sk k2 ð41Þ

And using (40) and (41), we obtain

_V � � lV þ p ð42Þ

with ¼ Pn
i¼1

rhi
2 h�i
�� ��2 þ Pn

i¼1
rji
2 j�k k2, and

l ¼ min min 2grgsk1i
� �

;min chirhif g; 2cdrd; 2cr; ckrk
� �
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Multiplying (42) by elt, we get

d Veltð Þ
dt

� pelt ð43Þ

And integrating (43) over [0,t], we have

0�V tð Þ� p
l
þ V 0ð Þ � p

l

 �
e�lt ð44Þ

Thus, all signals in the closed-loop control system are SUUB. And hence the input
ui is bounded.

From (43) and (31), and using the properties (the symmetry and its sign) of G1 xð Þ
i.e. there exists an unknown positive constant rg1 such that: G1 xð Þ� rg1In. Then the
following inequality results:

�Sij j ¼ Sij j � 2
rg1

p
l
þ V 0ð Þ � p

l

 �
e�lt

 � �1=2

ð45Þ

i.e. the solution of Si exponentially converges to a bounded adjustable domain defined
as follows:

XSi ¼ Sij Sij j � 2p
rg1l

	 
1=2
� �

. This ends the proof.

4 Simulation Results

This section is carried out to show the effectiveness of the proposed synchronization
scheme. For this end, we consider the following two identical chaotic satellites systems
[2]:

The master system

_y1 ¼ 1
3 y2y3 � 0:4y1 þ

ffiffi
6

p
6 y3

_y2 ¼ �y1y3 þ 0:175y2
_y3 ¼ y1y2 �

ffiffiffi
6

p
y1 � 0:4y3

8<
: ð46Þ

The slave system controlled and being subject to input nonlinearities and dynamical
external disturbances is described by:

_x1 ¼ 1
3 x2x3 � 0:4x1 þ

ffiffi
6

p
6 x3 þu1 u1ð Þþu1 u1ð Þ3 þ ^1 Xð Þ

_x2 ¼ �x1x3 þ 0:175x2 þu2 u2ð Þþ ^2 Xð Þ
_x3 ¼ x1x2 �

ffiffiffi
6

p
x1 � 0:4x3 þu3 u3ð Þþ 2u3 u3ð Þ3 þ ^3 Xð Þ

8<
: ð47Þ

where the external disturbances are selected as follows:^1 Xð Þ ¼ 0:5x1, ^2 Xð Þ ¼ 0:5x22
and ^3 Xð Þ ¼ 0:5x33. The input nonlinearities ui uið Þ for i ¼ 1; 2; 3 are described by:
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ui uið Þ ¼
ui � 3ð Þ 1� 0:3 sin uið Þð Þ; ui [ 3
0; �3� ui � 3
ui þ 3ð Þ 0:8� 0:3 cos uið Þð Þ; ui\� 3

8<
: ð48Þ

The initial conditions of master-slave systems and the adaptation laws are respec-
tively selected as: Y 0ð Þ ¼ 5; 3;�1½ �; X 0ð Þ ¼ 3; 4:1; 2½ �; ur1 0ð Þ ¼ ur2 0ð Þ ¼ ur3 0ð Þ ¼
0; d 0ð Þ ¼ 2; j1 0ð Þ ¼ j2 0ð Þ ¼ j3 0ð Þ ¼ 10 and h1j 0ð Þ ¼ h2j 0ð Þ ¼ h3j 0ð Þ ¼ 0:001; for
j = 1,…,m, where m is the number of the fuzzy rules.

The design parameters are chosen as: ch1 ¼ ch2 ¼ ch3 ¼ 300, rh1 ¼ rh2 ¼
rh3 ¼ 10�3, cr1 ¼ cr2 ¼ cr3 ¼ 200; cj1 ¼ cj2 ¼ cj3 ¼ 200, rd1 ¼ rd2 ¼ rd3 ¼ 10�7,
cd1 ¼ cd2 ¼ cd3 ¼ 10�5, rj1 ¼ rj2 ¼ rj3 ¼ 2� 10�3.

The proposed synchronization scheme is simulated in several cases according to the
value of the scaling factor B, as shown in Figs. 2, 3 and 4. Firstly, when B = 2, a
projective synchronization is achieved as shown in Fig. 2. Furthermore, we choose
B = 1, Fig. 3 shows a complete synchronization where the trajectories of the master
system converge to those of the slave one. And finally, with B = −1, an anti-phase
synchronization is effectively obtained in Fig. 4.

In summary, we can conclude that all simulation results demonstrate the effec-
tiveness of the proposed projective synchronization scheme.
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Fig. 2. Projective synchronization (B = 2): (a) x1 (solid line) and y1 (dotted line). (b) x2 (solid
line) and y2 (dotted line). (c) x3 (solid line) and y3 (dotted line).
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5 Conclusion

In this paper, we have presented a projective synchronization scheme of two uncertain
(chaotic or hyper-chaotic) systems subject to dynamic nonlinear disturbances and input
nonlinearities (namely, dead-zone and sector nonlinearities). A fuzzy adaptive
variable-structure controller has been designed to adequately achieve this projective
synchronization. A Lyapunov based analysis has been carried out to conclude about the
stability of the closed-loop system as well as the convergence of the synchronization
error. Numerical simulations are presented to demonstrate the effectiveness of the
proposed synchronization system.
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Fig. 3. Complete synchronization (B = 1): (a) x1 (solid line) and y1 (dotted line). (b) x2 (solid
line) and y2 (dotted line). (c) x3 (solid line) and y3 (dotted line).
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Fig. 4. Anti-phase synchronization (B = −1): (a) x1 (solid line) and y1 (dotted line). (b) x2 (solid
line) and y2 (dotted line). (c) x3 (solid line) and y3 (dotted line).
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Abstract. This paper describes a kinematic and dynamic modeling of an
electric powered wheelchair (EPW) with a new state representation. In order to
simplify the control design of the EPW, decoupling problem dynamics is con-
sidered. Afterwards a PID controller is implemented to achieve our purpose.

Keywords: Electric power wheelchair � EPW � Modeling � Decoupling � PID
controller

1 Introduction

There are many people with either lower and upper extremity impairments or severe
motor dysfunctions. For them, it is difficult or impossible to drive a conventional
wheelchair. A robotic wheel-chair is developed to let these people, with physical
disabilities, overcome the difficulties in driving a wheelchair. The robotic wheelchair
system integrates a sensory subsystem, a navigation and control module and a
user-machine interface to guide the wheelchair in automatic or semi-automatic mode.
Bourhis et al. [1]; Mazo [2]; Parikh et al. [3]; Zengo et al. [4]; De la Cruz et al. [5].

The application of methods from robotics mobile on electric wheelchairs, allows
users who do not have the possibility of using standard wheelchairs to benefit from a
device with automatic features.

The electric powered wheelchair is an under actuated system, because of the
uncontrollability of the two freedom wheels.

The literature offers several works in this field. Ruei et al. [6], presented a novel
model which describe an information flow between the driving commands and wheel
speed, he is composed of three function: the command interpretation, the speed esti-
mation, and the speed servo blocks.

The work of Bourhis et al. [1] describes a prototype of a robotic wheelchair. This
prototype has manual, semi-autonomous and autonomous mode. The choice of the
mode usually depends on parameters such as: single-switch or proportional man–
machine interface sensors, modeled or non-modeled environment, etc. [5].
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Fuji &Wada [7, 8] developed a dynamic modeling to agree both with the already
known pilot model results and the empirical knowledge on the strategy of the EPW
manipulation of the human pilot.

Shimada et al. [9], developed the experimental EPW which can measure dynamic
posture changes of electric wheelchair and passenger, simultaneously. Their model is
obtained in order to assume that the passenger and wheelchair are described by a spring
mass system, and a point mass as passenger mores moves sliding on the smooth
surface.

Sahnoun et al. [10], Worked on VAHM project (Véhicule Autonome pour Hand-
icapé Moteur) in order to improve the conduct of electric wheelchairs equipping of
environmental sensors and control methods from the mobile robotics. The dynamic
model is obtained by the mathematical equation or by identification which they are
oriented.

The main objective of this study is to establish a new state representation from the
dynamic modeling given in [7], with a slope angle. To simplify the control design of
the EPW, a decoupling model is considered.

Finally, a PID controller is inserted to the EPW for checking track trajectory and
disturbances rejection.

2 Descripting and Modeling

In this section, we process with the method of modeling an electric powered wheelchair
described in [7]. The chair has two stabilizing free wheels and two drive wheels which
facilitate it’s displacement by means of their differential movements.

Kinematic model is similar to the model of a mobile robot with independent drive
wheels. From knowledge of position q of EPW at ‘t’ time expressed in a fixed refer-
ential R0 and measuring the drive wheels, it’s permit to estimate the posture at ‘t+1’
[11] (Fig. 1).

Fig. 1. q posture of EPW
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3 Dynamic Modeling

The modeling of EPW can be done by two approaches: the Newtonian approach and
Lagrangian approach.

We proceed using the Newtonian approach in this development, to analyze the
motion of this robot, at fixed coordinate O-xy has been assigned as shown in Figs. 2
and 3.

Terms used in this part have the following meaning summarized in Table 1.
It’s assumed that the EPW is going through the slope with w as shown in Fig. 4.

Ja €/mr þCa _/mr þCr ¼ cr
Ja €/ml þCa _/ml þCl ¼ cl

�
ð1Þ

The dynamics of the right and the left driving wheel is obtained from the 2nd law of
Newton: X

~F ¼ m _v

Fig. 2. Electric powered wheelchair

Fig. 3. Coordinate setup for analyzing the dynamics of the two motor EPW
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mw _vr ¼ mwgsinwþFr � frd
mw _vl ¼ mwgsinwþFl � fld

�
ð2Þ

For translational motion and for rotation:

Jw €/r þCw _/r ¼ CFr � RFr

Jw €/l þCw _/l ¼ CFl � RFl
ð3Þ

Given by the 2nd law of Newton:

Table 1. Nomenclature

Ja Moment of Inertia of the armature
Ca Viscous friction of the motor bearing
cr; cl Torque generated by the motors (right, left)
Cr;Cl Load Torque required to driving
mw Masse of driving wheel
amr; aml Rotational angle of the motor axes
w Slope angle
Jw Moment of Inertia of the driving wheel
Cw Viscous friction coefficient
M Masse of EPW including the operator
Fr;Fl Reaction forces of the friction acting the driving wheels
J Moment of Inertia of EPW around z axis
L Distance between the two driving wheels
r Ratio of a gear box (< 1)
R Radius of the driving wheel
ar; al Rotational angle of the EPW
v Longitudinal velocity of EPW
/ Yaw angle of EPW

Fig. 4. Forces end torques acting on the driving wheel when the EPW is going down the slope
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Jw€a ¼
X

moments

Equation of motion of the EPW body with the operator can be written as:

M _v ¼ Mgsinwþ frD þ flD ð4Þ

J _w ¼ L
2

�frD þ flDð Þ ð5Þ

For longitudinal and yaw motion.
Under conditions of rolling without sliding, the longitudinal speed v and rotational

w of the robot are related to the angular velocities of the driving wheels by the
following relation:

Longitudinal:

v ¼ _vr þ _vl
2

¼ R
2

_/r þ _/lð Þ ð6Þ

Rotational:

w ¼ _a ¼ _vr þ _vl
L

¼ R
2

_/r � _/lð Þ ð7Þ

With

_vr;l ¼ R _ar;l

After the combination of these equations, we obtain the dynamic of state vector
_ar; _al½ �T as follow:

Je
€ar
€al

� �
þCe

_ar
_al

� �
¼ cr

cl

� �
þ T ð8Þ

Where Je and Ce are symmetric matrices of the form:

Je ¼ a b
b a

� �
;Ce ¼ c 0

0 c

� �

a, b, c are functions of the physical parameters of the form:

a ¼ 1
r
Ja þ r Jw þ M

4
þmw

� �
R2 þ R

L

� �2

J

( )

b ¼ rR2 M
4
� 1
L2

J

� �
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c ¼ 1
r
Ca þ rCw

T ¼ r
M
2

þmw

� �
gRsinw

1
1

� �

y ¼ v
w

� �
¼ R=2 R=2

�R=L R=L

� �
_ar
_al

� �

4 New State Representation

Our system has two degrees of freedom ar; al½ �, where their values stored are dis-
placement Sr,l as follow:

_Sr;l ¼ R _ar;l ð9Þ

We replace (9) in (8), we obtain:

1
R

a b
b a

� �
S
::

r

S
::

l

� �
þ 1

R
c 0
0 c

� �
_Sr
_Sl

� �
¼ cr

cl

� �
þ T

1
1

� �

The new state representation is:

_x ¼ Axþ _BuþBvV
y ¼ CxþDu

�
ð10Þ

We consider:

x ¼ Sr _Sr Sl _Sl
� �T

; u ¼ cr cl½ �T ; Bv ¼ 0 1 0 1½ �T ; V ¼ T

a
R S
::

r þ a
R S
::

l þ c
R
_Sr ¼ cr þ T

b
R S
::

r þ a
R S
::

l þ c
R
_Sl ¼ cl þ T

(
ð11Þ

Where:

_x2 ¼ aR
a2 � b2

cr � bR
a2 � b2

cl þ bc
a2 � b2

x4 � ac
a2 � b2

h i
x2 þ R

aþ b

� �
T

_x4 ¼ aR
a2 � b2

cr � bR
a2 � b2

cl � bc
a2 � b2

x4 þ ac
a2 � b2

x2 þ R
aþ b

T

The new state representation is defined by:
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_x½ � ¼
0 1 0 0
0 � ac

a2�b2 0 bc
a2�b2

0 0 0 1
0 bc

a2�b2 0 � ac
a2�b2

2
664

3
775 x½ � þ

0 0
aR

a2�b2 � bR
a2�b2

0 0
� bR

a2�b2
aR

a2�b2

2
664

3
775 u½ �

þ T

0
R

aþ b
0
R

aþ b

2
664

3
775

Sr
Sl

� �
¼

1 0 0 0
0 0 0 0
0 0 1 0
0 0 0 0

2
664

3
775 x½ �

8>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>:

ð12Þ

5 Decoupling System

To simplify the control design of the EPW, a decoupling method was employed to
separate the control of the two wheels and transform the torque generate by the motors
cr, cl to the new torque ch, cd [12].

cl
cr

� �
¼ D11 D12

D21 D22

� �
ch
cd

� �
ð13Þ

This is shown schematically in Fig. (5).

Let rename the system constants as follows:

Fig. 5. Graphical representation of the decoupling method
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B21 ¼ � ac
a2 � b2

;B22 ¼ bc
a2 � b2

;B41 ¼ bc
a2 � b2

;B42 ¼ � ac
a2 � b2

0 0
B21 B22

0 0
B41 B42

2
664

3
775 D11 D12

D21 D22

� �
¼

0 0
B21 0
0 0
0 B42

2
664

3
775 ð14Þ

The matrix [D] is determinate from (14), and we obtained:

D½ � ¼ 0:9677 0:0163
0:0161 0:9837

� �

6 EPW Control System

This section gives the design of the internal control of the EPW, which guarantees the
regularity of the response characteristics against the parametric uncertainties.

To ensure the track reference and disturbance rejection, a classical controller PID
(Proportional Integral Derivate) is employed seen these benefits in industrial implan-
tation and reduces cost. Its transfer function is expressed as:

C sð Þ ¼ kp þ ki=sþ kds

With kp; ki; kd are parameters of the controller for the proportional, integral and
derivate action respectively (Fig. 6).

7 Results and Discussion

To improve the performance of our system we take the parameters values of the
controller as: kp ¼ 50, ki ¼ 0:5, kp ¼ 0:9.

The simulation results of the evolution of the position and the speed are presented
in the following Figs. 7 and 8.

Fig. 6. Closed loop control system for the model based control of the EPW
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The simulation of the decoupled system (open loop) has allowed us to observe the
divergence of the right and left wheels, where the implementation of the controller is
indispensable.

The tracking test for straight trajectory (same reference) is verified for the two
wheels. After integration of the PID controller, we obtained the performance:

Overflow ¼ 2%
TimeRise5% ¼ 2:49s
Error ¼ 0:003

8<
:

We observed the convergence of the results and important improvement in per-
formance of the system, such as stability of the system, preciseness, and time rise of the
position response.
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Fig. 7. The evolution of the right and left wheel position of EPW
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8 Conclusion

The system EPW-driver is an under actuated system, his dynamic model is obtained by
the mathematical equation or by identification. It’s a coupled system and multivariable,
this is the reason for which we have used its state representation instead of the transfer
function.

A novel state representation of the EPW model is developed in the first, to make the
control system easier and to check its performance. We pass from the multi output case
to the single output case, using a decoupling law quoted in [12].

Our simulations show the convergence of the driver wheels in closed loop after the
implementation of the PID controller. The results showed us that the error is canceled,
the response time has been reduced in contrast to overflow we can reduced it by
varying the parameters of the corrector.

As prospects, we will apply another controller to the coupled multi output system
and make a comparison between the results. Similarly, we will try to ensure the
robustness.
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Abstract. In this work, we present a comparison between the use of a simple
and multi objective MBPC in robots control for tracking trajectories and
obstacle avoidance. Two cases were considered, in the first each robot has its
own MPC controller where in the second a single two- objectives MPC con-
troller is used for both robots. In the second case; two approaches were proposed
to solve the multi objective optimization problem arising in the MOMPC: the
multi objective Particle Swarm Optimization (MOPSO) and weighted sum
method. The simulation results show that the robots movement is more stable by
the MOPSO-NMPC than the PSO-NMPC. Computation times as expected are
shorter PSO-NMPC; however MOPSO-NMPC although more time consuming
is still feasible.

Keywords: Model predictive control � Metaheuristics � Multiobjective
optimization

1 Introduction

Model based predictive control (MBPC) is based on the use of a model for predicting
the future behavior of the system over a finite future horizon. The current control action
is obtained by solving on-line, at each sampling instant, a finite horizon optimal control
problem, using the current state of the plant as the initial state [1]. The optimization
yields an optimal control sequence and the first control in this sequence is applied to the
plant. The solution of the optimization problem depends on the nature of the model and
constraints.

Multi objective model based predictive control (MOMBPC) has been proposed by
a number of authors with improved performance. For example, in [2], the authors use
multi objective optimization to tune nonlinear model predictive controllers based on a
weighted sum objective function and in [3] authors shown that it is possible to compute
a Pareto optimal solution as an explicit piecewise affine function after recasting the
optimization problem associated with the multi objective MPC as a multi parametric
multi objective linear or quadratic program.

© Springer International Publishing AG 2017
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In this work, we present a comparison between the use of a simple and multi
objective MBPC in robots control for tracking trajectories and obstacle avoidance.
Each robot tracks a specified reference trajectory. In the first case, each robot has its
own MPC controller and the Particle Swarm Optimization algorithm PSO is used for
the solution of the optimization problem arising in the MPC. In the second case, a
single two- objectives MPC controller is used for both robots. This last problem was
solved using two approaches: the first is the use of multi-objectives PSO for the
solution of the multi objective optimization problem arising in MOMPC, the second is
to transform the multi objective optimization problem to simple optimization one using
the weighted sum method.

The paper is organized as follows: Sect. 2 gives the formulation of simple and
Multi objective nonlinear model predictive control, Sect. 3 provides the description of
the MOPSO and the weighted sum method, Sect. 4 simulation results are given.

2 Model Predictive Control

Consider a nonlinear system described by the discrete state space model:

x kþ 1ð Þ ¼ f x kð Þ; u kð Þð Þ ð1Þ

where x(k) is the state, u(k) the control signal and f are a continuous mapping.
The control signal uðkÞ is such that:

uðkÞ 2 U � R
m ð2Þ

U is a compact convex set with 0 2 intðUÞ and f 0; 0ð Þ ¼ 0. Moreover the state may
be constrained to stay into a convex and closed set:

xðkÞ 2 X ð3Þ

The problem solved by the non linear model predictive control is to regulate the
state to the origin by solving the following optimization problem:

minU JN x; k;Uð Þ ð4Þ

With (1), (2) and (3) Where

JN x; k;Uð Þ ¼ F x kþNð Þð Þþ
XkþN�1

i¼k
L x ið Þ; u ið Þð Þ ð5Þ

Where N is the optimization horizon. F(x(k + N)) is a weight of the final state.
Moreover, the final state may be constrained to be in a final region:

x kþNð Þ 2 Xf � X ð6Þ
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The weight F and the final region are introduced to guarantee stability of the
nonlinear MPC.

The solution gives the control sequence up to N

U ¼ uðkÞ uðkþ 1Þ � � � uðkþN � 1Þ½ � 2 U
N

and only u(k) is applied at sampling instant k. The procedure is repeated at each
sampling instant.

The optimization problem (5), (6) is generally non convex. The straightforward
algorithm for solving this problem is the sequential quadratic programming, SQP, an
extension of the active set method used for solving quadratic program [4]. This method
is difficult to code and time consuming. A number of algorithms have been proposed
for solving this problem in a reasonable amount of time such that the multiple shooting
method [5] and nonlinear sum of squares [6, 7]. In this work, Particle Swarm Opti-
mization algorithm [8], PSO, is applied to the solution of this problem.

The problem of multi objective model predictive control is to minimize, at each
sampling time, the l follows functions cost:

Ji U; xð Þ ¼ Fi x kþNð Þð Þ
þ

XkþN�1

k¼j
Li xðjÞ; uðjÞð Þwith i ¼ 1; � � � ; l ð7Þ

Fi x kþNð Þð Þ is a weight on the final state. Moreover, the final state may be con-
strained to be in a final region kþNð Þ 2 Xf � X. The weight Fi and the final region are
introduced to guarantee stability of the nonlinear MPC.

The solution gives the set of Pareto front and only one Pareto optimal solution is
selected and applied at sampling instant k. The procedure is repeated at each sampling
time. In this work we use Multi Objective Particle Swarm Optimization, MOPSO [9],
to generate a set of approximately Pareto-optimal solutions in a single run and we use a
weighted sum approach to convert the multi objective MPC to a single one.

3 Solution of the Multi Objective Predictive Control Problem

1. The MOPSO

Particle swarm optimization is an evolutionary computation technique developed
by Kennedy and Eberhart in 1995 [8]. The particle swarm concept originated as a
simulation of a simplified social system. The success of the particle swarm optimization
algorithm motivated the researchers to apply it to multi-objective optimization prob-
lems. The MOPSO [9] is one of the algorithms proposed to solve the multi objective
optimization problem using particle swarm optimization algorithm. The MOPSO
maintains two archives, one for storing the global non-dominated solutions and the
other for storing the individual best solutions attained by each particle. Basically, the
updating of the particle is performed as follows:
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V tþ 1ð Þ ¼ w � V tð ÞþR1 � pbest tð Þ � p tð Þð Þ
þR2 � ðRepðhÞ � pðtÞÞ ð8Þ

p tþ 1ð Þ ¼ p tð ÞþV tþ 1ð Þ ð9Þ

Where V is the particle velocity, p(t) is the current position of the particle, w is a
constant, R1 and R2 are random numbers in [0 1]. REP is a repository where are stored
the positions of the non dominated particles and h is an index in the repository that is
introduced to ensure some fitness sharing [10].

REP is updated by inserting the currently non dominated positions and dominated
positions are eliminated. The size of the repository being limited when it becomes full
and particles in less populated areas are given priority over those highly populated
regions.

2. Weighted sum method for multi-objective optimization

This method is the simplest and widely used classical method. It allows the
transformation of the objective functions vector into a single-objective function. The
single criterion is obtained by the sum of the weighted criteria as follows:

min
Xk

i¼1
wiJiðxÞWithwi � 0 ð10Þ

wi: is the affected weight to the objective i where:

Xk

i¼1
wi ¼ 1

Weights Value depends on the relative importance of each objective. In this work,
objectives have the same weight.

4 Application

We consider four mobile robots, two real and two virtual, the real robots track the
virtual ones. It is assumed that there is a pure rolling. The contact between the wheels
and the ground is supposed to be frictionless. The kinematic model of the real robots is
given by:

_xi tð Þ ¼ vri tð Þþ vliðtÞ
2

cos hiðtÞ ð11Þ

_yi tð Þ ¼ vri tð Þþ vliðtÞ
2

sin hiðtÞ ð12Þ

_hi tð Þ ¼ vri tð Þ � vliðtÞ
b

ð13Þ
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xi ¼ ðvri � vli=bÞ ð14Þ

Where i = 1, 2, vri 2 R and vli 2 R are the right and the left wheels linear velocities
of the real robot i, b 2 R is the distance between the wheel centers. hi are the robots
orientation and xi are the angular velocities. The objective is to find a control law
defined by vri tð Þ, vli tð Þ (i = 1, 2) that allows the robots to:

• track a given reference trajectories defined by: xri tð ÞyriðtÞ½ �; i ¼ 1; 2, respectively
• Avoid fixed obstacles on the trajectories
• Avoid collisions

This problem is set as a single objective MPCs and multi-objective MPC with
constraints. The optimization problem arising in the MPCs is solved by the particle
swarm optimization meta-heuristic, PSO. The optimization problem arising in
MOMPC is solved using two different approaches. The first consists in converting the
multi objective optimisation problem to single one where the resulting objective
function is a weighted sum of the two objective functions. The second approach
consists of using the multi objective particle swarm optimisation algorithm (MOPSO)
to generate a set of optimal Pareto solutions.

The first reference trajectory is given by:
xr1 tð Þ ¼ cos x0tð Þ; yr1 tð Þ ¼ sin 2 � x0tð Þ; x0 ¼ 0:02 rad/s is the signal pulsation,

the second reference trajectory is given by: xr2 tð Þ ¼ cos x0tþuð Þ; yr2 tð Þ
¼ sin 2 � x0tþuð Þ;

The control signals are constrained to:

�0:7� vri � 0:7� 0:7� vli � 0:7 ð15Þ

and the angular velocity is constrained to:

�5�xi � 5 ð16Þ

These algorithms are run until a satisfactory response is obtained. The collision
point of the robots is m(0,0). The robots start from their initial positions (0.25, 0),
(−0.75, 0) and track their own trajectories. It is observed that both have good tracking
and avoid all fixed obstacles on their trajectories. However, the behavior of the robots
in the collision point is different for each algorithm where:

• For the first and the second algorithms (PSO-NMPCs and MOPSO-NMPC), it is
observed that the second robot continues its tracking while the first avoids it by
decreasing its velocity to keep a safe distance. Then, they continue their tracking
and avoid the obstacles encountered. One can also observe that their movement is
more stable by the MOPSO-NMPC than the PSO-NMPC (Fig. 1).

• For the last algorithm, the WS-MOMPC, it is observed that each robot avoids the
collision with the other. Then, they continue their tracking and avoid fixed obstacles
encountered. We also observe a dynamic movement of the robots.
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(a) Robot 1 trajectory

(b) Robot1 velocities
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(c) Robot2 trajectory 

(d) Robot2 velocities

-1.5 -1 -0.5 0 0.5 1 1.5
-1.5

-1

-0.5

0

0.5

1

1.5

0 50 100 150 200 250 300 350 400
-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

Fig. 1. Results with Two PSO-NMPC controllers. (a) Robot 1 trajectory (b) Robot1 velocities
(c) Robot2 trajectory (d) Robot2 velocities
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(a) Robot1 trajectory 
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(b) Robot1 velocities 

(c) The second robot trajectory 

(d) The second robot velocities 
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Fig. 2. Results with the Pareto: MOPSO-NMPC (a) Robot1 trajectory (b) Robot1 velocities (c)
The second robot trajectory (d) The second robot velocities
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(a) Robot1 trajectory 

(b) Robot1 velocities 
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(c) Robot2 trajectory

(d) Robot2 velocities 
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Fig. 3. Results with WS-MOMPC (a)Robot1 trajectory (b)Robot1 velocities. (c) Robot2
trajectory (d) Robot2 velocities
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Computation times are given in Table 1, where it can be seen that PSO-NMPC
outperforms the other algorithms. The constraints on the control signals are always
satisfied as shown in Figs. 2 and 3.

5 Conclusion

In this work, we have developed a comparison between single objective and multi
objective MBPC in robots control for tracking trajectories and obstacle avoidance.
Each robot tracks a specified reference trajectory. In the first case, each robot has its
own MPC controller and the Particle Swarm Optimization algorithm PSO is used for
the solution of the optimization problem arising in the MPC. In the second case, a
single two- objectives MPC controller is used for both robots. This last problem was
solved using two approaches: the first is the use of multi-objectives PSO for the
solution of the multi objective optimization problem arising in MOMPC, the second is
to transform the multi objective optimization problem into a single objective opti-
mization using the weighted sum method. The simulation results show that the robots
movement is more stable by the MOPSO-NMPC than the PSO-NMPC. Computation
times as expected are shorter PSO-NMPC, however MOPSO-NMPC although more
time consuming, is still feasible.
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Abstract. This paper shows comparison between the Predictive Sliding Mode
Controller (PSMC) and the Sliding Mode Controller with Predictive Sliding
Function (SMC-PSF). The proposed controllers combine the design of Sliding
Mode Control (SMC) with Model Predictive Control (MPC). This combination
improves the performance of these two control laws. In fact, using a
non-minimum phase system, the performances of the (PSMC) and the
(SMC-PSF), in terms of strong robustness to external disturbance, parameters
variation, chattering elimination and fast convergence were judged better, in
comparison with SMC and MPC. Comparing the two controllers PSMC and
SMC-PSF, the simulation results show that the SMC-PSF is more able to
eliminate oscillations at the phase of convergence and at the presence of hard
parameters variation.

Keywords: Sliding mode control � Model predictive control � Predictive
sliding mode control � Predictive sliding function � Non minimum phase
systems

1 Introduction

Many industrial systems are multivariable, nonlinear, also with external disturbances,
parameter uncertainties, and time delays. These complexities of the system make dif-
ficult the design of an exact mathematical model and the development of a suitable
control. Research in this area continues to grow. In fact, over the last 20 years much
research has been developed, particularly, in Sliding Mode Control (SMC) and in
Model based Predictive Control (MPC) [1, 2].

The SMC approach is derived from Variable Structure Control (VSC) which was
studied originally by Utkin (1978) [3].

For a large class of systems, the SMC is particularly interesting due to its ability to
deal with non linearities, uncertainties, modeling error and disturbances [4].

Sliding mode control design is composed of two steps. At the first step, a
custom-made surface must to be designed. While on the sliding surface the plant’s
dynamics are restricted to the equations of the surface (and are robust to parameters
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uncertainties and external disturbances). At the second step, a feedback control law is
designed to provide convergence of a system trajectory to the sliding surface; and the
sliding surface should be reached in a finite time. The system’s motion on the sliding
surface is called the sliding mode. However, undesired chattering produced by the high
frequency switching of the control may be considered as a problem for implementing
the sliding mode control methods for some real applications [5, 27].

Many approaches have been proposed to solve this problem such as high order
sliding mode control [5–7].

On the other hand, Model based Predictive Control (MPC) has been successfully
implemented in many industrial applications, showing good performance. The basic
idea of MPC is to calculate a sequence of future control signals in such a way that it
minimizes a multistage cost function defined over a prediction horizon. The index to be
optimized is a difference between the predictive system output and predictive reference
sequence over the prediction horizon plus a quadratic function measuring control effort
[8, 9, 20, 21].

In order to implement the MPC, a plant’s model is used to predict the future plant
output. This prediction is based on past and current values of the input and the output of
the plant. In spite of these advantages, MPC has some limitations. The computational
cost can be very high, particularly if a high control horizon is chosen and when
constraints are present. Nevertheless the control law is model dependent, so a perfect
model is required to guarantee the success of MPC control strategies. Because of the
finite horizon, the stability and the robustness of the process is difficult to analyze and
guarantee, especially when constraints are present [22–24].

In this paper, for a class of discrete-time systems, in order to obtain desired
closed-loop performances, such as wonderful chattering elimination, strong robustness
and fast convergence, we combine the model predictive control with the sliding mode
control.

Among the first contribution, in this kind of control strategy, we can cite Camacho
[10], Gabin [11, 25], Xiao [12, 13], De la Parte [14], these works are based on the using
of the MPC to choose the coefficient of the discontinuous part of the law control.

Zaholan [18] and Ben Mansour [15–17, 28], introduce the prediction of the sliding
surface into the control objective function, by applying a predictive sliding surface and
a reference trajectory, in the predictive control strategy.

The main idea of this work is to compare the Predictive Sliding Mode Control
(PSMC) with the Sliding Mode Control with Predictive Sliding Function (SMC-PSF).

The paper is organized as follows: Sect. 2 is giving the system description. The
synthesis of the predictive sliding mode controller is presented in Sect. 3.

Section 4 describes the synthesis of the sliding mode controller with predictive
sliding function. In Sect. 5 a comparative study of the proposed controllers is presented
by the simulation for a non minimum phase system with the presence of disturbances
and parameter variations. Finally, Sect. 6 draws conclusions of the paper.
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2 System Description

Let’s consider the uncertain discrete time system defined by [19]:

xðkþ 1Þ ¼ ðAþDAÞxðkÞþ ðBþDBÞðuðkÞþ vðkÞÞ
yðkÞ ¼ HxðkÞþDuðkÞ

�
ð1Þ

Where:

• x(k) 2 Rn is the state vector,
• u(k) 2 R is the scalar input control,
• The matrices A, B, H and D are the nominal model matrices with adequate

dimensions,
• ΔA and ΔB are the parameter uncertainties,
• v(k) 2 R is the disturbance input.

The system (1) can be presented by the following form:

xðkþ 1Þ ¼ AxðkÞþBuðkÞþwðkÞ
yðkÞ ¼ HxðkÞþDuðkÞ

�
ð2Þ

with:

wðkÞ ¼ DAxðkÞþDBuðkÞþ ðBþDBÞvðkÞ ð3Þ

3 Synthesis of Discrete Predictive Sliding Mode Controller

The principle of the Predictive Sliding Mode Controller (PSMC) is given by the bloc
diagram shown in Fig. 1, where the primary loop is a Sliding Mode Control (SMC) and
the secondary loop is a Model Predictive Control (MPC) [27].

The main purpose is to approximate the predictive sliding function (Sp) to the
sliding reference function (Sr), penalizing at the same time the variation in the control
signal.

We consider, now, the sliding mode control problem for system (1).
The objective is to design a predictive sliding mode controller taking the following

reaching law [15]:

sðkþ 1Þ ¼ usðkÞ � m signðsðkÞÞ ð4Þ

Fig. 1. PSMC Controller block diagram.
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Where:

sign s kð Þð Þ :¼ �1 if s kð Þ\0
1 if s kð Þ[ 0

�

and m is the discontinuous term magnitude and u 2 ½0 1�.
Knowing that the sliding function is defined as:

sðkþ 1Þ ¼ Cxðkþ 1Þ ¼ C AxðkÞþBuðkÞ½ � þCwðkÞ ð5Þ

Without disturbances, the sliding function (5) value at time (k + p) is [16, 17]:

sðkþ pÞ ¼ Cxðkþ pÞ

¼ CApxðkÞþ
Xp
j¼1

CAj�1Buðkþ p� jÞ ð6Þ

where k 2 Z and p 2 N

The sliding surface at the instance k + 1, k + 2 and k + 3 can be presented as:

sðkþ 1Þ ¼ Cxðkþ 1Þ
¼ CAxðkÞþCBðuðkÞ � uðk � 1ÞÞþCBuðk � 1Þ
¼ CAxðkÞþCB duðkÞþCBuðk � 1Þ

sðkþ 2Þ ¼ Cxðkþ 2Þ
¼ CAxðkþ 1ÞþCBuðkþ 1Þ
¼ CA2xðkÞþCB duðkþ 1ÞþCAB duðkÞþCB duðkÞ
þCB duðkÞþCAB duðk � 1Þ

¼ CA2xðkÞþCB duðkþ 1ÞþCðAþ IÞB duðkÞ
þCðAþ IÞBuðk � 1Þ

sðkþ 3Þ ¼ Cxðkþ 3Þ
¼ CA A AxðkÞþBuðkÞ½ �½ � þCABuðkþ 1ÞþCBuðkþ 2Þ
¼ CA3xðkÞþCB duðkþ 2ÞþCðAþ IÞB duðkþ 1Þ
þCðA2 þAþ IÞB duðkþ 1ÞþCðA2 þAþ IÞBuðk � 1Þ

8>>>>>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>>>>>:

where I is the identity matrix.
Then s(k + p) can be written as:

sðkþ pÞ ¼ CApxðkÞþCBduðkþ p� 1ÞþC Aþ Ið Þduðkþ p� 2Þ

þ � � � þC
Xp�1

j¼0

Aj

" #
BduðkÞþC

Xp�1

j¼0

Aj

" #
Buðk � 1Þ ð7Þ
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where

duðkÞ ¼ uðkÞ � uðk � 1Þ ð8Þ

Equation (7) can be developed in vector form as follows:

Spðkþ 1Þ ¼ CxðkÞþXFDUðkÞþXPuðk � 1Þ ð9Þ

where:

Spðkþ 1Þ ¼ sðkþ 1Þ; sðkþ 2Þ; . . .; sðkþNÞ½ �T

DUðkÞ ¼ duðkÞ; duðkþ 1Þ; . . .; duðkþM � 1Þ; 0; . . .; 0½ �T

C ¼ ðCAÞTðCA2ÞT . . .ðCANÞT� �T

Xp ¼

CB
..
.

C
PM�1

j¼0
Aj

" #
B

..

.

C
PN�1

j¼0
Aj

" #
B

2
666666666664

3
777777777775

XF ¼

CB 0 � � � � � � 0
CðAþ IÞB CB 0 � � � 0

..

. ..
. ..

. ..
. ..

.

C
PM�1

j¼0
Aj

" #
B � � � � � � CðAþ IÞB CB

..

. ..
. ..

. ..
. ..

.

C
PN�1

j¼0
Aj

" #
B � � � � � � C

PN�M�1

j¼0
Aj

" #
B C

PN�M

j¼0
Aj

" #
B

2
66666666666664

3
77777777777775

with N is the horizon of prediction, M is control horizon.
To correct the future predictive sliding mode value s(k + p), in practice, we

introduce the error between the practical sliding mode value s(k) and the predictive
sliding mode value s(k/k−p). So, the output of sliding mode prediction sp(k + p) is
given as follows:

~spðkþ pÞ ¼ sðkþ pÞþ hpeðkÞ
~spðkþ pÞ ¼ CApxðkÞþCBduðkþ p� 1ÞþC Aþ 1ð Þduðkþ p� 2Þ

þ � � � þC
Xp�1

j¼0

Aj

" #
BduðkÞþC

Xp�1

j¼0

Aj

" #
Buðk � 1Þþ hpeðkÞ

ð10Þ
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where

eðkÞ ¼ sðkÞ � sðk=k � pÞ

sðk=k � pÞ ¼ CApxðk � pÞþ
Xp
j¼1

CAj�1Buðk � jÞ

and hp is a correct coefficient.
In vector form, Eq. (10) is written as:

eSpðkþ 1Þ ¼ Spðkþ 1ÞþHpEðkÞ ð11Þ

where:

eSpðkþ 1Þ ¼ espðkþ 1Þ;espðkþ 2Þ; . . .espðkþNÞ� �T
Hp ¼ diag h1; h2; . . .; hN½ �
EðkÞ ¼ SðkÞ � SmpðkÞ
SðkÞ ¼ sðkÞ; sðkÞ; . . .; sðkÞ½ �T1�N

SmpðkÞ ¼ sðk=k � 1Þ; sðk=k � 2Þ; . . .; sðk=k � NÞ½ �

The optimization cost function is defined as:

jPSMC ¼
XN
j¼1

qj espðkþ jÞ � srðkþ jÞ� �2 þ XM
l¼1

gl duðkþ l� 1Þ½ � ð12Þ

where sr(k + j) are the sliding mode reference trajectory, qj and gl are weight
coefficients.

We consider (qj = 1) and (gl = g), in order to simplify the synthesis of the con-
troller. Then, the following corresponding optimization cost function is written by:

jPSMC ¼
XN
j¼1

espðkþ jÞ � srðkþ jÞ� �2 þ XM
l¼1

g duðkþ l� 1Þ½ � ð13Þ

In vector form, Eq. (13) can be written as:

JPSMC ¼ eSpðkþ 1Þ � Srðkþ 1Þ
��� ���2 þ DUðkÞk k2G

¼ CxðkÞþXFDUðkÞþXPuðk � 1ÞþHpEðkÞ
�
� Srðkþ 1Þ�T CxðkÞþXFDUðkÞþXpuðk � 1Þ�
þ HpEðkÞ � Srðkþ 1Þ�þDUðkÞTGDUðkÞ

ð14Þ
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where

G ¼ ½g; g; . . .; g�
Srðkþ 1Þ ¼ ½srðkþ 1Þ; srðkþ 2Þ; . . .; srðkþNÞ�T

and sr(k + p) is the reference sliding mode trajectory, verifying the reaching law (4)
and written as:

srðkþ pÞ ¼ usrðkþ p� 1Þ � m signðsðkÞÞ
srðkÞ ¼ sðkÞ

�

Let @JPSMC
@DUðkÞ ¼ 0, the optimal control law can be calculated as:

DUðkÞ ¼ �ððXFÞTXF þGÞ�1ðXFÞT CxðkÞþHpEðkÞ � Srðkþ 1Þ� � ð15Þ

Due to the rolling optimization, only the present increment of control input signal is
implemented, the next time increment of control signal duðkÞ will be calculated by:

duðkÞ ¼ 1; 0; . . .; 0½ �TDUðkÞ ð16Þ

Then, we have:

uðkÞ ¼ uðk � 1Þþ duðkÞ ð17Þ

4 Synthesis of Discrete Sliding Mode Controller
with Predictive Sliding Function

A block diagram of the Sliding Mode Controller with Predictive Sliding Function
(SMC-PSF) is shown in Fig. 2, where the primary loop is a model predictive controller
and the secondary loop is a sliding mode controller. Model predictive control allows
optimal sliding function based on a specific objective. Sliding mode control is a sta-
bilizing control law that computes quickly [29].

In this section, we consider the sliding mode control problem for system (1), taking
reaching law (4).

For the sliding mode controller, the control law is given by the following
expression:

uðkÞ ¼ ueq ðkÞþ udisðkÞ ð18Þ

with:
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ueqðkÞ ¼ ðCBÞ�1 usðkÞ � CAxðkÞ½ � ð19Þ

udisðkÞ ¼ �ðCBÞ�1m signðsðkÞÞ ð20Þ

Define the vector ΔUeq(k + 1) as:

DUeqðkþ 1Þ ¼

ueqðkþ 1Þ � ueqðkÞ
ueqðkþ 2Þ � ueqðkþ 1Þ

..

.

ueqðkþMÞ � ueqðkþM � 1Þ
0
..
.

0

2
66666666664

3
77777777775
ðN�1Þ

ð21Þ

Considering the Eq. (19), the vector ΔUeq(k + 1) can be written as:

DUeqðkþ 1Þ ¼ CBð Þ�1 u

sðkþ 1Þ � sðkÞ
sðkþ 2Þ � sðkþ 1Þ

..

.

sðkþMÞ � sðkþM � 1Þ
..
.

..

.

sðkþNÞ � sðkþN � 1Þ

2
66666666664

3
77777777775

2
66666666664

CAðxðkþ 1Þ � xðkÞÞ
CAðxðkþ 2Þ � xðkþ 1ÞÞ

..

.

CAðxðkþMÞ � xðkþM � 1ÞÞ
..
.

..

.

CAðxðkþNÞ � xðkþN � 1ÞÞ

2
66666666664

3
77777777775

3
77777777775

ð22Þ

Or we have:

Model Predictive
Control

Sliding Mode
Control

US

Fig. 2. SMC-PSF block diagram.
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xðkþ 2Þ � xðkþ 1Þ ¼ Aðxðkþ 1Þ � xðkÞÞþBðueqðkþ 1Þ � ueqðkÞÞ
xðkþ 3Þ � xðkþ 2Þ ¼ A2ðxðkþ 1Þ � xðkÞÞþABðueqðkþ 1Þ � ueqðkÞÞ

þ Bðueqðkþ 2Þ � ueqðkþ 1ÞÞ
..
.

xðkþMÞ � xðkþM � 1Þ ¼ AM�1ðxðkþ 1Þ � xðkÞÞ
þ AM�2Bðueqðkþ 1Þ � ueqðkÞÞ
þ AM�3Bðueqðkþ 2Þ � ueqðkþ 1ÞÞ
þ � � � þBðuðkþM � 1Þ � uðkþM � 2ÞÞ

..

.

xðkþNÞ � xðkþN � 1Þ ¼ AN�1ðxðkþ 1Þ � xðkÞÞ
þ AN�2Bðueqðkþ 1Þ � ueqðkÞÞ
þ AN�3Bðueqðkþ 2Þ � ueqðkþ 1ÞÞ
þ � � � þAN�M�1BðueqðkþMÞ � ueqðkþM � 1ÞÞ

8>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>:
Then the vector ΔUeq(k + 1) can be represented by:

DUeqðkþ 1Þ ¼ CBð Þ�1 u

sðkþ 1Þ � sðkÞ
sðkþ 2Þ � sðkþ 1Þ

..

.

sðkþMÞ � sðkþM � 1Þ
..
.

..

.

sðkþNÞ � sðkþN � 1Þ

2
66666666664

3
77777777775

2
66666666664

�P ðxðkþ 1Þ � xðkÞÞ �W

ueqðkþ 1Þ � ueqðkÞ
ueqðkþ 2Þ � ueqðkþ 1Þ

..

.

ueqðkþMÞ � ueqðkþM � 1Þ
0
..
.

0

2
66666666664

3
77777777775

3
77777777775

ð23Þ

with:

P ¼

CA
CA2

CA3

..

.

CAM

..

.

CAN

2
6666666664

3
7777777775

88 H. Ben Mansour et al.



W ¼

0 0 � � � � � � 0 � � � 0
CAB 0 � � � � � � 0 � � � 0
..
. ..

. ..
. ..

. ..
. ..

. ..
.

CAM�1B CAM�2B � � � 0 0 � � � 0
..
. ..

. ..
. ..

. ..
. ..

. ..
.

CAN�1B CAN�2B � � � CAN�M�1B 0 � � � 0

2
66666664

3
77777775

Equation (23) can be written as:

ðIþðCBÞ�1WÞDUeqðkþ 1Þ ¼ CBð Þ�1 uDSðkþ 1Þ½ �Pðxðkþ 1Þ � xðkÞÞ� ð24Þ

with:

DSðkþ 1Þ ¼

sðkþ 1Þ � sðkÞ
sðkþ 2Þ � sðkþ 1Þ

..

.

sðkþMÞ � sðkþM � 1Þ
..
.

..

.

sðkþNÞ � sðkþN � 1Þ

2
66666666664

3
77777777775

Equation (24) can be written as:

DUeqðkþ 1Þ ¼ ðIþðCBÞ�1WÞ�1 CBð Þ�1 uDSðkþ 1Þ �Pðxðkþ 1Þ � xðkÞÞ½ �
h i

ð25Þ

So:

DUeqðkþ 1Þ ¼ KDSðkþ 1Þþ Lðxðkþ 1Þ � xðkÞÞ ð26Þ

with:

K ¼ ðIþðCBÞ�1WÞ�1 CBð Þ�1u
L ¼ �ðIþðCBÞ�1WÞ�1 CBð Þ�1P

�

The following corresponding optimization cost function is defined:

jSMC�PSFðkÞ ¼
XN
j¼1

q0j dspðkþ jÞ � dsrðkþ jÞ� �2 þ XM
l¼1

g0l dueqðkþ l� 1Þ� �2 ð27Þ

Where dsr(k + j) is the increment of the sliding mode reference trajectory, dsp
(k + j) is the increment of the sliding mode function, qj and gl are weight coefficients.

In order to simplify the synthesis of the controller, we consider (qj’ = q’) and
(gl’ = g’). So, the following corresponding optimization cost function is written by:
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jSMC�PSFðkÞ ¼
XN
j¼1

q0 dspðkþ jÞ � dsrðkþ jÞ� �2 þ XM
l¼1

g0 dueqðkþ l� 1Þ� �2 ð28Þ

Rewrite Eq. (25) in vector form:

JSMC�PSFðkÞ ¼ DSpðkÞ � DSrðkÞ
�� ��2

Q0 þ DUeqðkÞ
�� ��2

G0 ð29Þ

Since the control objective is to keep states on the sliding surface, the desired
sliding mode reference value should be: Sr(k) = 0 8 k, so ΔSr(k) = 0 8 k [26]. Then,
the optimization cost function can be written as:

JSMC�PSFðkÞ ¼ DSpðkÞ
�� ��2

Q0 þ DUeqðkÞ
�� ��2

G0 ð30Þ

Using Eq. (25), JSMC-PSF(k) can be written as:

JSMC�PSFðkÞ ¼ DSpðkÞTQ0DSpðkÞþ KDSpðkÞ
�

þ LðxðkÞ � xðk � 1ÞÞ�TG0 KDSpðkÞþ LðxðkÞ � xðk � 1ÞÞ� � ð31Þ

The optimal sequence of the sliding function is obtained by minimizing the cost
function JSMC-PSF:

@JSMC�PSFðkÞ
@DSpðkÞ ¼ 0 ð32Þ

Then, the sliding function can be calculated as:

DSpðkÞ ¼ �ðG0KTKþQ0Þ�1G0KTLðxðkÞ � xðk � 1ÞÞ ð33Þ

Or ds(k) is the first element of the vector ΔSp(k). Then the sliding function s(k) is
given as:

sðkÞ ¼ sðk � 1Þþ dsðkÞ ð34Þ

So, the control law ueq (k) can be calculated as:

ueqðkÞ ¼ ðCBÞ�1 usðkÞ � CAxðkÞ½ � ð35Þ

Or we have:

udisðkÞ ¼ �ðCBÞ�1m signðsðkÞÞ ð36Þ
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So:

uðkÞ ¼ ueqðkÞþ udisðkÞ ð37Þ

5 Comparison Between PSMC and SMC-PSF

To evaluate the performances of the control laws (17) and (37), we consider the
isothermal Van de Vussen systems [25].

It is a non linear, non minimum phase process. That’s why, it has been used to
show the controller performances.

After linearization and discretization, the state space representation of the
isothermal Van de Vussen systems is given as follows:

xðkþ 1Þ ¼ AxðkÞþBuðkÞ
yðkÞ ¼ HxðkÞþDuðkÞ

�

where:

A ¼ 1:2573 �0:7902
0:5 0

� �
; B ¼ 0:5

0

� �

H ¼ �0:1878
0:698

� �
; D = �0:0939½ �

The retained synthesis parameters are: m = 1.5, N = 10, M ¼ 5;C ¼ ½1 � 1�;G ¼
0:01 IN�N; Q = IN�N; xð0Þ ¼ ½3 1�T;G0 ¼ 0:01 IN�N;Q0 = IN�N:

The simulation results are obtained with the presence of disturbances, whose
evolution is given in Fig. 3. The parameters variations are given by:

DA ¼ 0:1
5 sinð� 2Kp

10 Þ 6 sinð� 2Kp
10 Þ

3 sinð� 2Kp
10 Þ 3 sinð� 2Kp

10 Þ
� �

DB ¼ 0:1
2 sinð� 2Kp

10 Þ
3 sinð� 2Kp

10 Þ
� �

; k� 300

Comparing between the PSMC, the SMC-PSF, the SMC and the MPC, the states
response, the sliding mode function and the control input are given respectively, in
Figs. 4, 5, 6 and 7.

It can be seen that the performances of the PSMC and the SMC-PSF are better than
the SMC or the MPC. Not only, in rejecting disturbances and hard parameters varia-
tion, but also in eliminating the chattering problem (k ≥ 300).

Comparing, only, between the PSMC and the SMC-PSF, Figs. 8, 9, 10 and 11
illustrate respectively the states response, the sliding mode function and the control
input.
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Fig. 3. Evolutions of disturbances.

Fig. 4. Evolutions of the state x1(k).

Fig. 5. Evolutions of the state x2(k).
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At the attainability phase (for k ≤ 10), these figures prove that the SMC-PSF and
PSMC converge at the same time, but without oscillations for the SMC-PSF and with
three oscillations for the PSMC.

With disturbances and without parameter variation, (for 100 ≤ k ≤ 300), the
PSMC reduce better disturbances than the SMC-PSF.

But at the presence of disturbances and parameter variation (for k ≥ 300), SMC is
more able to eliminate chattering. In fact, it can eliminate oscillation better, than the
PSMC.

Fig. 6. Evolutions of the control input u(k).

Fig. 7. Evolutions of the sliding function s(k).
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Fig. 10. Evolutions of the control input u(k).

Fig. 8. Evolutions of the state x1(k).

Fig. 9. Evolutions of the state x2(k).
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6 Conclusion

The two sliding mode prediction control design approaches proposed in this paper,
combines the design technique of the SMC and MPC.

Firstly, a predictive sliding mode control strategy is proposed and a discrete-time
reaching law is improved by applying a predictive sliding surface and a reference
trajectory.

Secondly, a cascade control strategy is proposed to determine the optimal linear
surface parameters of the Sliding Mode Control.

It is shown that mixing both control techniques gives news controllers with better
robustness properties in rejecting disturbances, hard parameters variation and in
eliminating the chattering problem.

Comparing the two controllers PSMC and SMC-PSF, it is true that the PSMC
reduce better the disturbances, but, it can be seen that the SMC-PSF is more able to
eliminate chattering, by eliminating oscillations at the phase of convergence and at the
presence of hard parameters variation.
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Abstract. Solving the problem of unpredictable transient responses and
tracking reference trajectories has recently becomes one of the challenging
aspects of Model Reference Adaptive Control (MRAC). In this paper, a Discrete
Variable Structure Model Reference Adaptive Control using only input output
measurements (D-VS-MRAC-IO) for linear non strictly positive real systems
with relative degree two and relatively important parameter variations was
proposed. The D-VSMRAC- IO was designed in order to improve the perfor-
mances of the MRAC control. Simulation results show a good reference tra-
jectory tracking in spite of the presence of parameter uncertainties.

Keywords: Model reference adaptive control � Variable structure control �
Relay � Discrete Non-strictly positive real systems � Relative degree two �
Parameter uncertainties

1 Introduction

In recent years, there has been a considerable interest in the control of dynamical
systems with parameter uncertainties. Several techniques such as adaptive control
techniques appeared in the literature. Model Reference Adaptive Control (MRAC) has
especially received a fair amount of attention and attracted many researchers [2, 6–8, 10,
20, 22, 25]. The MRAC control is based on the modification of the controller parameters
to achieve reference trajectory tracking in spite of the presence of unknown or uncertain
parameters using a pre-designed stable reference model. However, this control was
confronted with several problems resulting in transient closed-loop behavior, problem of
stability, and large control signal, etc. In order to solve these problems and to achieve
global stability, good robustness and well behaving tracking performances, numerous
works are available for continuous time systems as well as sampled data systems [2, 9,
11–13, 18, 19]. One of these solutions is achieving robustness of the controller under the
condition of Persistency of Excitation (PE) [17, 20, 21]. The second focus in modifying
the parameter adaptation law: using the concept of dead zone introduced by Egardt [23];
the addition of a linear term (�rh) in the parameter update law adopted by Ioannou [24].
Other solutions are based on the combination of the model reference adaptive control
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and intelligent control as neural network and fuzzy logic control [1, 3, 31], as well as
iterative learning control [14]. Variable Structure Control (VSC) is another well-known
technique, for its robustness against external disturbances and parameter uncertainties
[1, 4, 5, 7, 15, 16]. The VSC is based on the switching functions of the state variables,
whose purpose is to force the trajectories of the system to reach the desired sliding
manifold in finite time and to stay on it.

However, the original VSC requires the knowledge of all state coordinate values
which cannot be measured in most cases. The use of state observers is a natural way to
circumvent these requirements [29]. Another recent solution for this problem is based
on measuring the system inputs and outputs [4, 7, 16]. Most of these solutions are still
limited to systems with relative degree n� ¼ 1. An extension of this approach to
continuous-time systems with relative degree n� ¼ 2 had been developed [7].

The combination of the variable structure control and the adaptation mechanisms
was firstly proposed by G. Ambrosino in [30] and it was based on the same controller
structure of the parameters adaptive scheme. But, it suffers from a mathematically
ill-defined algorithm. It has been shown that a globally stable algorithm, designated
VS-MRAC, can be constructed for systems with relative degree one. The controller
was obtained by replacing the integral adaptation law by an appropriate VSC law.
Significant advantages were shown: proper transient behavior and robustness with
respect to unmodelled dynamics.

Unlike to the case n� ¼ 1, when the relative degree is greater than one, the con-
troller design becomes more complicated. The difference between them is that in the
first case the reference model can be chosen Strictly Positive Real (SPR). Besides, the
control structure can easily be obtained. However, in the second case the reference
model is not SPR so that the controller and the analysis technique in relative degree one
cannot be applied directly. A solution for the general case was presented in [7], which
requires n� auxiliary errors.

In this paper, we are interested in improving the performances and the robustness of
model reference adaptive control for discrete linear not strictly positive real systems
with relative degree two. Firstly, we proposed a modified MRAC control, based on
adding a second term. It was shown through suitable simulation that the second term
insured stability. But, it was not a potential solution for the required performance
improvements. Then, we developed a discrete relay-variable structure model reference
adaptive control. This paper is organized as follow.

Section 2 will present the basic definitions and assumptions of the considered
system. In Sect. 3, we will formulate the modified discrete model reference adaptive
control for linear systems with relative degree two and parameter uncertainties. The
development of a discrete variable structure model reference adaptive control using
only input output measurements will be presented in Sect. 4. Section 5 will give the
simulation results. Finally, we will give the conclusion.

2 Basic Definitions

Consider a linear single-input single-output discrete-time system with relative degree
n� ¼ 2. The system can be described by the following transfer function:
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W q�1� � ¼ kpq
�d B q�1ð Þ

A q�1ð Þ ð1Þ

where y(k) and u(k) are respectively the output and the input.
A q�1ð Þ andB q�1ð Þ are two polynomials defined as follows:

A q�1� � ¼ 1þ a1q�1 þ a2q�2 þ . . .þ anq�n

B q�1� � ¼ 1þ b1q�1 þ b2q�2 þ . . .þ bmq�m

kp is a positive constant gain.

• We note n� the relative degree of the system, with n� ¼ n - m.
• d: is the time delay system.

In this work, we were concerned with input-output not strictly positive real (NSPR)
systems whose relative degree is 2. To define this type of system, we first defined
positive real (PR) and strictly positive real (SPR) transfer function [26, 27].

Definition 1: A discrete-time rational transfer function W q�1ð Þ is said to be positive
real (PR) if:

1. W(q−1) is analytic in qj j [ 1:
2. Re W q�1ð Þ½ �8 q ; qj j[ 1.

Definition 2: A discrete-time rational transfer function W q�1ð Þ is said to be strictly
positive real (SPR) if:

1. B q�1ð Þ andA q�1ð Þ 2 S, with S is the set of Schur ploynomials, i.e. the set of all
ploynomials in q�1 whose roots lie in q�1

�� ��\1.
2. Re W e�jxð Þ½ � � 0; 8x 2 0 2p½ �.

If one of the above conditions is not satisfied the transfer function is called Non
Strictly Real Positive (NSPR) function. In this paper, we are interested in NSPR
systems with relative degree two.

3 The Modified Discrete Model Reference Adaptive Control

Model reference adaptive control (MRAC) is one of the main approaches to adaptive
control. The basic structure of the MRAC scheme consists in an adaptive controller
whose parameters were directly adjusted by an adaptation scheme so that the closed
loop plant follows the conceptual model, which defines the desired performances.

The desired behavior of the system was described by a model reference, charac-
terized by the following transfer function:
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Wm q�1� � ¼ k mq�d1 Bm q�1ð Þ
Am q�1ð Þ ð2Þ

where ym(k) and yc(k) are respectively the output and the input.

Am q�1� � ¼ 1þ am1q�1 þ am2q�2 þ . . .þ amnq�n

Bm q�1� � ¼ 1þ bm1q�1 þ bm2q�2 þ . . .þ bmzq�z

with z � m.

• km: is a positive constant gain.
• d1: is the delay of the desired model.

The purpose is to elaborate a suitable control law u(k) such that the output error
tends asymptotically to zero for arbitrary initial conditions and arbitrary piece-wise
uniformly bounded reference signals r kð Þ.

e kð Þy kð Þ � ym kð Þ ð3Þ

In order to meet the control objective, we made the following standard assumptions
[4]:

• ←the plant and the reference model were completely observable and controllable,
• ← the plant transfer function was minimum phase,
• ← the reference model had the same relative degree n� ¼ n� m as the plant.

The MRAC law was structured as:

u kð Þ ¼ hT kð Þu kð Þ ð4Þ

where hT (k) is a vector of adjustable parameters and is considered as an estimate of a
vector of unknown system parameters h * (k) and uT kð Þ is the regression vector.

hT (k) and uT kð Þ are defined as:

hT kð Þ ¼ k0 kð ÞCT kð ÞDT kð Þd0 kð Þ� � ð5Þ

uT kð Þ ¼ r kð ÞVT
1 kð ÞVT

2 kð ÞyðkÞ� � ð6Þ

with V1(k) and V2(k) are generated by input/output filters according to following
equation [4]:

V1 kþ 1ð Þ ¼ KV1 kð Þþ gu kð Þ
V2 kþ 1ð Þ ¼ KV2ðkÞþ gyðkÞ

�
ð7Þ

With K 2 R n�1ð Þ�ðn�1Þ; det qI � Kð Þ ¼ qn�1 þ kn�2qn�2 þ . . .þ k1q�1 þ k0 is a
Hurwitz polynomial whose roots include the zeros of the reference model.
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Since the relative degree n� ¼ 2, the reference model cannot be chosen SPR, a
polynomial L(q−1) was introduced by Monopoli [31], so that Wm q�1ð ÞL q�1ð Þ is SPR.

In this case, an augmented error was generated by adding ya kð Þ to the true output
error:

ea kð Þ ¼ e kð Þ � ya kð Þ ð8Þ

where

ya kÞ ¼ Wm q�1� �
L q�1� �� �

L�1hT � hTL�1� �
u kð Þþ anT kð ÞCn kð ÞeaðkÞ ð9Þ

With n kð Þ ¼ L�1 q�1ð Þu kð Þ
C kð Þ : is the gain matrix, which is important for a successful adaptation.
The design task is to find adaptive laws to update the parameter ĥðkÞ.
We chose the gradient adaptive laws given by:

ĥ kð Þ ¼ ĥ k � 1ð Þ � Cn kð ÞeaðkÞ ð10Þ

The retained structure of the model reference adaptive control law is represented in
Fig. 1.

In the MRAC scheme, the adaptation algorithm is based on parameter estimation
and contains pure integral action which leads to unacceptable and unpredictably
transient behavior and lack of robustness even under ideal conditions.

Fig. 1. The structure of model reference adaptive control n� ¼ 2Wm q�1ð Þ; is NSPR).
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In order to insure the stability and solve the problem of bad transient behavior, we
proposed the development of a new control which is a combination of the MRAC and
the variable structure control based on the Relay method.

The resulting control scheme was called Discrete Variable Structure Model Ref-
erence Adaptive Control using only Input-Output measurements (D-VS-MRAC-IO).

4 The Discrete Variable Structure Model Reference Adaptive
Control Using Only Input-Output Measurements

Variable structure model reference adaptive control (VSMRAC) is a combination of the
MRAC control with the Variable Structure Control (VSC). The original VS- MRAC
requires the knowledge of all state vectors [28], which is difficult in certain cases. To
overcome this problem, numerous trials attempt to extend the VS-MRAC technique to
systems with only input and output measurements. However, most of these extensions
can only be applied to systems with relative degree n� ¼ 1. This shortcoming was
solved in [7], where an extension of the VS-MRAC-IO was developed in general case
n� � 2. But the resulting controller was much more complex for practical applications.
Also, some new VS-MRAC-IO versions were proposed including a very simplified one
the relay-VS-MRAC. The first attempt to develop Relay-VS-MRAC was made in
continuous time, which was proposed by Liu HSU [4]. This algorithm consists in using
positive ki i ¼ 0; . . .; n� � 1ð Þ and choosing hnomj ðkÞ = 0 except, possibly, those corre-
sponding to the output of system and the desired ouput. It only requires n* constant
amplitude relays and a few linear filters [4]. Our aim is to extend this algorithm in the
discrete framework and to show its effectiveness in reducing the effect of parameter
uncertainties and unmodelled dynamics. The algorithm of this method is given below:

The control law can be defined by:

u kð Þ ¼ �u2 kð Þþ r kð Þ ð11Þ

The two auxiliary control are expressed as follows:

u1 kð Þ ¼ k1sign s1ðkÞð Þ ð12Þ

u2 kð Þ ¼ k2sign s2ðkÞð Þ ð13Þ

With sign xðkÞð Þ ¼ 1 if xðkÞ[ 0
�1 if xðkÞ\0

�
; x kð Þ can be s1 kð Þor s2 kð Þ:

As in the case of continuous time, the two sliding surfaces s1 (k) and s2 (k) are
defined by:

s1 kð Þ ¼ y kð Þ � ym kð Þ � yaðkÞ ð14Þ

s2 kð Þ ¼ uðkÞð Þ�eq�L�1 q�1� �
u2ðkÞ ð15Þ
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The term uðkÞð Þ�eq is the equivalent control, which is approximately implemented in

practice via averaging filter F q�1ð Þ defined by:

F q�1
� � ¼ kfq�2

1þ 2nxq�1 þx0q�2

with high enough cut-off frequency x0. The operator uðkÞð Þ�eq can be replaced by

F q�1ð Þ in the VS-MRAC algorithm so the expression of s2 kð Þ became:

s2 kð Þ ¼ F q�1� �
u1ðkÞ � L�1 q�1� �

u2ðkÞ ð16Þ

The auxiliary signal is given by:

ya1ðkÞ ¼ Wm q�1� �
L q�1� �

u1ðkÞ � L�1 q�1� �
u2ðkÞ

� � ð17Þ

The Hurwitz polynomial L q�1ð Þ is of the form:

L q�1� � ¼ L1 q�1� �
L2 q�1� �

. . .Lj q�1� �
with j ¼ n� � 1

Where Li q�1ð Þ ¼ q�1 � dið Þwith di [ 0 i ¼ 1. . .jð Þ:
The principle of this algorithm is given by the block diagram (Fig. 2):

5 Simulation Example

In order to evaluate the robustness of the discrete model reference adaptive control and
the discrete variable structure model reference adaptive control using only input-output
measurements and to make a comparison between them, some simulations were made

Fig. 2. Block diagram of the discrete VS-MRAC-IO control.
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to illustrate the difference of the tracking performance in the presence of parameter
uncertainties.

Considere the single-input single-output system described by the following
equation:

W q�1� � ¼ b1q�2

1þ a1 kð Þq�1 þ a2 kð Þq�2 ð18Þ

with b1 ¼ 2:5:10�5

The parameters a1 kð Þ and a2 kð Þ are a time varying parameters.
These parameters are defined as:

a1 kð Þ ¼ �1:9944� 0:3� cos ðkÞ

a2 kð Þ ¼ �0:9944� 0:3� cos ðkÞ

The reference model was chosen as:

Wm q�1� � ¼ 2:5:10�5q�2

1� 1:99q�1 þ 0:990025q�2 ð19Þ

As shown in Fig. 3 the reference model is not strictly positive real.

Fig. 3. The Nyquist diagram for the reference transfer function Wmðq�1Þ.
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The reference input r kð Þ is given by:

r kð Þ ¼ sin 0:001kð Þ if k� 2N
3

1 if k[ 1þ 2N
3

�
ð20Þ

N is equal to 12000.

5.1 Mrac

Firstly, we applied the control law (4) to the considered system (1). In our case, the
adaptation gain was given as follows:

C kð Þ ¼ C k � 1ð Þ � C kð Þu kð ÞuTðkÞC kð Þ
1þuTðkÞC kð Þu kð Þ

Since Wm q�1ð Þ was NSPR, we proposed a first order filter given by the following
equation:

L�1 q�1
� � ¼ 0:001q�1

1� 0:995q�1

So that Wm q�1ð ÞL q�1ð Þ was SPR, as shown in Fig. 4.

To assess the effectiveness of MRAC against parameter uncertainties two cases
were considered: without and with the second term.

Case 1: without anT kð ÞCn kð ÞeaðkÞ The Fig. 5 shows the evolutions of the desired
reference trajectories ym(k) and the output of the system y(k).

Fig. 4. The Nyquist diagram for the transfer function Wmðq�1ÞLðq�1Þ
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This figure demonstrates that the system output is far from being representative of
the desired behavior, the output could not follow the desired output.

Case 2: with anT kð ÞCn kð ÞeaðkÞ In order to insure stability with respect to unmodeled
dynamics, we proposed adding the second term, introduced by Narendra and Annas-
wamy [17] to the error equation.

Simulation results are shown in Figs. 6, 7 and 8. Figure 6 illustrates the evolution
of the output y(k) and the desired reference trajectory ym(k), Fig. 7 presents the evo-
lution of the controller u(k) and Fig. 8 shows the evolution of the control parameters.

Fig. 5. Evolution of the system output and the model reference output (MRAC control without
anT kð ÞCn kð ÞeaðkÞ)

Fig. 6. Evolution of the system output and the model reference output (MRAC control with
anT kð ÞCn kð Þea kð ÞÞ
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According to the above simulation, the second term anT kð ÞCn kð ÞeaðkÞ was
essential to establish the stability of the system. But, some undesirable transient
behaviors between yðkÞ and ymðkÞ are observed in Fig. 6.

In fact, the gradient adaptation law was unable to follow the desired performances,
even when we added the second term. To overcome this problem, we used the pro-
posed discrete relay variable structure model reference adaptive input-output mea-
surements control.

Fig. 7. Evolution of the control signal (MRAC control anT kð ÞCn kð ÞeaðkÞÞ:

Fig. 8. Evolution of the control parameters (MRAC control with anT kð ÞCn kð ÞeaðkÞ).
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5.2 D-Vs-Mrac-Io

To demonstrate its importance interest and contribution to the performances of the
synthesized discrete variable structure model reference adaptive control using only
input output measurements, we took the same non stationary system described by the
Eq. (18) again.

The low-pass filter is defined as:

F q�1� � ¼ 0:01q�2

1� 1:8586q�1 þ 0:8686q�2

The coefficients of the control law were chosen as k1 ¼ 1 and k2 ¼ 1.
The simulation results are shown in Figs. 9, 10, 11 and 12. Figure 9 shows the

evolutions of the desired reference trajectory ymðkÞ and the output of the system yðkÞ

Figure 10 presents the evolution of the controller u kð Þ: The evolution of the sliding
surfaces s1ðkÞ and s2ðkÞ is presented in Figs. 11 and 12.

The D-VS-MRAC-IO was a reliable solution to solve the problem of the modified
discrete MRAC: the system follows the desired behavior with more precision the
desired behavior.

In fact, the output y kð Þ tracks the reference ym kð Þ very accurately, the auxiliary
sliding surfaces converge exponentially to zero.

Fig. 9. Evolution of the system output and the model reference output (D-VS-MRAC-IO
control).
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5.3 Comparison Between Discrete MRAC and D-VS-MRACIO

Figure 13 shows the limits of the gradient adaptation law in the presence of unmodeled
dynamics: unpredictable and unacceptable transient behavior and lack of robustness.
However significant advantages are underlined compared to the model reference
adaptive control.

Fig. 10. Evolution of the control signal (D-VS-MRAC-IO).

Fig. 11. Evolution of the sliding surfaces s1 kð Þ(discrete VS-MRAC-IO control).
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• remarkable transient behavior,
• good asymptotic stability,
• insensitivity to the parameters-variations,
• robustness to unmodeled dynamics.

Finally, the results show the effectiveness of the proposed DVS- MRAC-IO scheme
and prove its performance superiority to the MRAC technique (Fig. 13).

6 Conclusion

The objective of this paper was to improve the performances of the standard MRAC for
discrete time varying NSPR systems with relative degree n� ¼ 2 by exploring the
intervention of Narendra and Annaswamy [17] as well as the VS-MRAC-IO.

Fig. 12. Evolution of the sliding surfaces s2 kð Þ (discrete VS-MRAC-IO control).

Fig. 13. Evolution of the system output and the model reference output.
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The first solution was based on adding a second term anT kð ÞCn kð ÞeaðkÞ to the error
equation, which was unable to provide the required performance enhancements with
respect to those achieved by the standard MRAC.

The second solution was the very simplified variable structure model reference
adaptive control (discrete VS-MRAC IO), which was found to be efficient to insure
stability, good robustness and well-behaving tracking performances.

Simulation results were included to highlight the theoretical results and the out-
standing performances of discrete variable structure control using only input output
measurements.
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Abstract. In this paper, a novel stable adaptive fuzzy sliding–mode controller
(AFSMC) is investigated for a class of uncertain underactuated nonlinear
dynamic systems. The underactuated system is decoupled into two subsystems.
In the controller design, a sliding surface for each subsystem is defined and a
suitable adaptive fuzzy system is used to reasonably approximate the uncertain
functions. The stability of the closed-loop system is proven by Lyapunov
approach. The effectiveness of the proposed AFSMC is illustrated throughout
simulation results.

Keywords: Adaptive control � Sliding-mode control � Fuzzy control �
Underactuated systems

1 Introduction

Recently, there has been an increasing interest in underactuated systems [1–9]. These
systems have fewer actuators than degree of freedom to be controlled. Examples of this
kind of systems can be found in several applications such as free-flying space robots,
underwater robots, and manipulators with structural flexibility, overhead crane. It is
obvious that underactuated systems have many advantages which include: the
decreasing of the actuators number can decrease the volume and the weight of system.

Many control techniques to treat the underactuated systems have been proposed in
the literature [1–11]. In [1], an adaptive control for an underactuated spherical robot
based on hierarchical sliding mode approach has been proposed. An optimal control of
underactuated nonholonomic mechanical systems was studied by Hussein and Bloch in
[2]. Hao et al. have proposed a robust controller using incremental sliding mode control
system method for a class of underactuated mechanical systems with mismatched
uncertainties [3]. A sliding mode controller of double-pendulum crane systems has
been developed in [4]. Authors of [5] have investigated an adaptive multiple-surface
sliding controller based on function approximation techniques (FAT) for underactuated
mechanical systems with disturbances and mismatched uncertainties. In [6], a motion
planning-based adaptive control method of underactuated crane systems has been
proposed. An adaptive fuzzy sliding mode control for a class underactuated system has
been developed in [7]. Here, the underactuated system is decoupled into two
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subsystems, and a sliding surface is respectively define for each subsystem. Shine et al.
[8] have designed a controller to achieve a globally asymptotical stability for a class of
uncertain underactuated mechanical systems. A direct adaptive fuzzy sliding mode
decoupling control for a class of underactuated mechanical systems has been developed
in [9]. A stable sliding mode controller has been designed in [10] for a class of
second-order underactuated systems. In [11], a disturbance adaptive control for an
under-actuated spherical robot based on hierarchical sliding-mode technology has been
investigated.

In this paper, motivated by works in [1–11], we will propose a novel adaptive fuzzy
sliding mode controller (AFSMC) for a class of underactuated systems. The difficulties
met in the control design are how to deal with unknown nonlinear functions, and to
establish a control law which ensures the stability of the underactuated systems. These
difficulties can be solved by using a fuzzy system approximation, a sliding mode
control and a robust dynamic compensation.

Compared to the above works [1–11], the main contributions of this paper lie in the
following:

(1) A novel and simple AFSMC for a class of uncertain underactuated systems is
proposed.

(2) The model of these underactuated systems is assumed to be unknown, except the
relative degree.

(3) Unlike many previous works (e.g. [1, 7, 10, 11]), the stability analysis of the
closed-loop system is rigorously derived with mild assumptions.

2 System Description and Problem Formulation

Consider a class of underactuated nonlinear systems which can be expressed in the
following form:

_x1 ¼ x2
_x2 ¼ f1ðXÞþ b1ðXÞu
_x3 ¼ x4
_x4 ¼ f2ðXÞþ b2ðXÞu

ð1Þ

where X ¼ ½x1; x2; x3; x4� 2<4 is the state vector, u2< is the control input, fiðXÞ and
biðXÞ; i ¼ 1; 2, are unknown continuous nonlinear functions.

Assumption 1 [12, 13]: The functions b1ðXÞ and b2ðXÞ are non-singular and depend
only on the variables x1 and x3.

Assumption 2: The desired trajectory vector xdðtÞ ¼ xd1 xd2 xd3 xd4½ � ¼
xd1 _xd1 xd3 _xd3½ � 2 <4 is supposed to be continuous, bounded and available for
measurement.
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Assumption 3: The sign of the functions b1ðXÞ and b2ðXÞ is assumed to be known.
Without loss of generality, we assume that the functions b1ðXÞ and b2ðXÞ are strictly
positive.

The objective of this paper is to design an AFSMC for a class of underactuated
systems described by (1) that guarantees the stability of the closed-loop system and the
tracking error convergence to zero.

3 Control System Design and Stability Analysis

To quantify this control objective, we define the tracking error vector as follows:

e ¼
e1
e2
e3
e4

2
664

3
775 ¼

xd1 � x1
xd2 � x2
xd3 � x3
xd4 � x4

2
664

3
775 ð2Þ

The sliding surfaces are selected as follows:

s1 ¼ _e1 þ c1e1
s2 ¼ _e2 þ c2e2

(
ð3Þ

where c1 and c2 are positive design constants.
Differentiating (3) with respect to time yields:

_s1 ¼ c1 _e1 þ _x2d � f1ðXÞ � b1ðXÞu
_s2 ¼ c2 _e2 þ _x4d � f2ðXÞ � b2ðXÞu

(
ð4Þ

To facilitate the control system design, we rewrite the dynamics (4) as follows:

1
2
db�1

1 ðXÞ
dt s1 þ _s1

b1ðXÞ ¼ 1
2
db�1

1 ðXÞ
dt s1 þ c1 _e1 þ _x2d�f1ðXÞ

b1ðXÞ � u
1
2
db�1

2 ðXÞ
dt s2 þ _s2

b2ðXÞ ¼ 1
2
db�1

1 ðXÞ
dt s2 þ c2 _e2 þ _x4d�f2ðXÞ

b2ðXÞ � u

8<
: ð5Þ

Now, let’s denote

a1ðXÞ ¼ 1
2
db�1

1 ðXÞ
dt

s1 þ c1 _e1 þ _x2d � f1ðXÞ
b1ðXÞ ;

a2ðXÞ ¼ 1
2
db�1

2 ðXÞ
dt

s2 þ c2 _e2 þ _x4d � f2ðXÞ
b2ðXÞ :

Multiplying by s1 and s2, the expression (5) becomes
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1
2
db�1

1 ðXÞ
dt s21 þ s1 _s1

b1ðXÞ ¼ ða1ðXÞ � uÞs1
1
2
db�1

2 ðXÞ
dt s22 þ s2 _s2

b2ðXÞ ¼ ða2ðXÞ � uÞs2

8<
: ð6Þ

Since the nonlinear functions a1ðXÞ and a2ðXÞ are unknown, the design of a stable
controller for dynamics (1) is very difficult. To solve this problem, we will use an
adaptive fuzzy system to approximate these unknown nonlinear functions.

A. Description of fuzzy logic system

The basic configuration of a fuzzy logic system consists of following collection
fuzzy IF-THEN rules:

RðlÞ : IF x1 isFl
1 and. . . x4 isF

l
4 THEN y isGl ð7Þ

where X ¼ ½x1; x2; x3; x4� 2<4 and y 2 < are the input and output of the fuzzy systems
respectively, Fi

l and Gl are fuzzy sets, and l ¼ 1; 2; . . .;N; N is the total numbers of
fuzzy rules for each the fuzzy model. By using the singleton fuzzifier, product infer-
ence, and center-average defuzzifier, the output of the fuzzy system can be expressed as
follows:

y ¼ hTwðXÞ ð8Þ

where hT ¼ h1 h2 . . . hN
� � 2 <N with each variable hl as the point at which the

fuzzy membership function of Gl achieves the maximum value, and the fuzzy basis
function wT ¼ w1ðXÞ w2ðXÞ . . . wNðXÞ

� � 2 <N , with wlðXÞ expressed as
follows:

wlðXÞ ¼
Y4
i¼1

lFl
i
ðxiÞ
,XN

l¼1

Y4
i¼1

l
Fl
i

ðxiÞ
 !

ð9Þ

where lFl
i
ðxiÞ is the membership function of fuzzy set.

It is worth nothing that the fuzzy system (8) is commonly used in control appli-
cations. Following the universal approximation theorem, the fuzzy system (8) is able to
approximate any nonlinear smooth function y on compact operating space to an arbi-
trary degree of accuracy. Of particular importance, it is assumed that the structure of the
fuzzy system, namely the pertinent inputs, the number of membership functions for
each input and the number of rules, and the membership function parameters are
properly specified beforehand. The consequent parameters are then determined by
appropriate parameter adaptation algorithms [14–17].

B. Design of adaptive fuzzy sliding-mode controller

To facilitate the control system design, the following assumption is presented and
will used the subsequent developments.
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Assumption 4: There exists an unknown continuous positive function �a2ðXÞ, such as
that:

a2ðXÞ � a1ðXÞj j � �a2ðXÞ; 8X 2XX �<4: ð10Þ

The unknown nonlinear function a1ðXÞ and �a2ðXÞ can be approximated by the
linearly parameterized fuzzy systems (8), as follows:

â1ðXÞ ¼ hT1w1ðXÞ ð11aÞ

�̂a2ðXÞ ¼ hT2w2ðXÞ ð11bÞ

where w1ðXÞ and w2ðXÞ are fuzzy basis functions, and h1 and h2 are the adjustable
parameters vector of the fuzzy systems.

Let’s define the following optimal parameter vectors:

h�1 ¼ argh1 min sup
X2XX

a1ðXÞ � â1ðX; h1Þj j
" #

h�2 ¼ argh2 min sup
X2XX

�a2ðXÞ � �̂a2ðX; h2Þ
�� ��" # ð12Þ

Note that the optimal values of h1 and h2 are artificial constant quantities introduced
only for analysis purposes, and their values are not needed when implementing the
controller. Define ~h1 ¼ h1 � h�1 and ~h2 ¼ h2 � h�2 as the parameter estimation error, and

e1ðXÞ ¼ a1ðXÞ � â1ðX; h�1Þ and e2ðXÞ ¼ �a2ðXÞ � �̂a2ðX; h�2Þ
are the fuzzy approximation errors, where

â1ðX; h�1Þ ¼ h�
T

1 w1ðXÞ ð13aÞ

�̂a2ðX; h�2Þ ¼ h�
T

2 w2ðXÞ ð13bÞ

As in the literature [12–17], we assume that the used fuzzy systems do not violate
the universal approximator property on the compact set XX , which is assumed large
enough so that the input vector of the fuzzy system remains in XX under closed-loop
control system. So it is logical that the fuzzy approximation error is bounded for all
x 2 XX , i.e. eiðXÞj j ��ei 8X 2 XX , where �ei is an unknown constant.

From the above analysis, one has

â1ðX; h1Þ � a1ðXÞ ¼ â1ðX; h1Þ � â1ðX; h�1Þþ â1ðX; h�1Þ � a1ðXÞ
¼ â1ðX; h1Þ � â1ðX; h�1Þ � e1ðXÞ
¼ ~hT1w1ðXÞ � e1ðXÞ

ð14aÞ
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�̂a2ðX; h2Þ � �a2ðXÞ ¼ �̂a2ðX; h2Þ � �̂a2ðX; h�2Þþ �̂a2ðX; h�2Þ � �a2ðXÞ
¼ �̂a2ðX; h2Þ � �̂a2ðX; h�2Þ � e2ðXÞ
¼ ~hT2w2ðXÞ � e2ðXÞ

ð14bÞ

To meet the control objective, a suitable adaptive fuzzy sliding mode controller is
proposed as follows:

u ¼ k1ðs1 þ s2Þþ k2signðs1 þ s2Þþ hT1w1ðXÞþ vr ð15Þ

The associated adaptive laws are given by

_vr ¼ �cvvr þ cv ðs1 þ s2Þ � vr
hT2w2ðXÞ s2j j þ k3 s2j j þ k4s22

v2r þ d2

 !" #
ð16Þ

_d ¼ �cdd
hT2w2 s2j j þ k3 s2j j þ k4s22

v2r þ d2

 !
ð17Þ

_h1 ¼ ch1ðs1 þ s2Þw1ðXÞ ð18Þ

_h2 ¼ ch2 s2j jw2ðXÞ ð19Þ

where k1; k2; k3; k4; cv; cd; ch1 and ch2 are positive design constants.

Theorem 1: Consider the system (1) and suppose that Assumptions 1–4 are satisfied.
Then, the proposed control law (15)–(19) ensures that:

• all signals in the closed-loop system are bounded, and
• the tracking errors asymptotically converge to zero.

Proof of Theorem 1: Let us consider the following Lyapunov function candidate:

V ¼ 1
2b1ðXÞ s

2
1 þ

1
2b2ðXÞ s

2
2 þ

1
2cv

v2r þ
1
2cd

d2 þ 1
2ch1

~hT1~h1 þ
1

2ch2
~hT2~h2 ð20Þ

Differentiating (20) with respect to time yields

_V ¼ d
dt

b�1
1 ðXÞ� � s21

2
þ 1

b1ðXÞ s1 _s1 þ
d
dt

b�1
2 ðXÞ� � s22

2
þ 1

b2ðXÞ s2 _s2 þ
1
cv
vr _vr þ 1

cd
d _d

þ 1
ch1

~hT1
_h1 þ 1

ch2
~hT2

_h2

ð21Þ

Stable Adaptive Fuzzy Sliding-Mode Controller 119



Using (6), (21) becomes

_V ¼ a1ðXÞ � uð Þs1 þ a2ðXÞ � uð Þs2 þ 1
cv
vr _vr þ 1

cd
d _dþ 1

ch1
~hT1

_h1 þ 1
ch2

~hT2
_h2

¼ s1 þ s2ð Þa1 Xð Þþ a2 � a1ð Þs2 � s1 þ s2ð Þuþ 1
cv

vr _vr

þ 1
cd

d _dþ 1
ch1

~hT1
_h1 þ 1

ch2
~hT2

_h2

ð22Þ

Substituting (14a) and (15) into (22), we get

_V � � s1 þ s2ð Þ~hT1w1 Xð Þþ s1 þ s2ð Þe1ðXÞþ �a2 s2j j � k1 s1 þ s2ð Þ2

� k2 s1 þ s2j j � s1 þ s2ð Þvr þ 1
cv

vr _vr þ 1
cd

d _dþ 1
ch1

~hT1
_h1 þ 1

ch2
~hT2

_h2
ð23Þ

The design constants k2 and k3 should be selected such as k2 ��e1 and k3 ��e2,
respectively.

Using the adaptive laws (16)–(19) and the expression (14b), (23) can be simplified
as:

_V � � k1ðs1 þ s2Þ2 � v2r � k4s
2
2 ð24Þ

Therefore all signals s1; s2; s1 þ s2; vr; d; h1; h2; X and u are bounded. Then, from
(4), we can conclude about the boundedness of _s1; _s2 and _s1 þ _s2. Also, we can
demonstrate from (24) that s2 and s1 þ s2 2 L2. By using the Barbalat’s lemma, we can
obtain the asymptotic convergence to zero of the signals s2 and s1 þ s2. Hence, the
signal s1 can converge asymptotically to zero. The tracking error convergence of
e1 and e2 follow that of the surfaces s1 and s2.

4 Simulation Study

In this section, the spherical robot in Fig. 1 is used to verify the performance of the
proposed controller.

Fig. 1. The spherical robot system.
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From Fig. 1, we can note that s is the driving torque, u is the angle that shell rolls
away from the start point and / is the inner suspension swing angle with respect to its
equilibrium position in vertical direction [11].

The equation of dynamic behavior of this spherical robot can be governed by:

MðqÞ€qþCðq; _qÞ _qþGðqÞ ¼ s ð25Þ

where q ¼ q1 q2½ �T¼ u /½ �T represent the output vector and s is input vector of
robot system. M qð Þ is a symmetric positive definite inertia matrix, C q; _qð Þ is damping
matrix and G qð Þ is gravity matrix. These system matrices can be given as follows:

MðqÞ ¼ a b cos q2
b cos q2 c

� �
; CðqÞ ¼ 0 b _q2 cos q2

0 0

� �
; MðqÞ ¼ 0

d sin q2

� �
:

where a ¼ 1
3 5m1 þ 3m2ð Þr2; b ¼ m2rl2; c ¼ m2l2d ¼ m2gl.

Because the inertia matrix M is invertible., then the system (25) can be rewritten as

€q ¼ M�1ðs� C _q� GÞ ¼ FðqÞþBðqÞs ð26Þ

with

FðqÞ ¼ f1ðqÞ f2ðqÞ½ �T ; BðqÞ ¼ b1ðqÞ b2ðqÞ½ �T :

Let us denote X ¼ x1 x2 x3 x4½ �T¼ q1 _q1 q2 _q2½ �T :
So

_x1 ¼ x2
_x2 ¼ f1ðXÞþ b1ðXÞu
_x3 ¼ x4
_x4 ¼ f2ðXÞþ b2ðXÞu

8>><
>>: ð27Þ

where f1ðXÞ ¼ bd sin x3 cos x3 þ bcx24 sin x3
ac�b2 cos2 x3

, f2ðXÞ ¼ �ad sin x3�b2x24 sin x3 cos x3
ac�b2 cos2 x3

b1ðXÞ ¼ c� b cos x3
ac� b2 cos2 x3

; b2ðXÞ ¼ a� b cos x3
ac� b2 cos2 x3

:

In which m1 ¼ 3; m2 ¼ 5; r ¼ 0:175; l ¼ 0:094; g ¼ 9:81. The desired output
vector xd ¼ 20 0 0 0½ �T , the initial conditions Xð0Þ ¼ 0:5 0 0 0½ �T .

The fuzzy systems hT1w1ðXÞ and hT2w2ðXÞ have the state vector X as input. For each
input variable of these fuzzy systems, we defined three (triangular and trapezoidal)
membership functions uniformly distributed on the interval [−10, 10]. Therefore, the
number of fuzzy rules used in each fuzzy system is 81.

The design parameters are chosen as follows: ch1 ¼ 600; ch2 ¼ 600; cv ¼ 0:5;
cd ¼ 0:005; k1 ¼ k2 ¼ 1; k3 ¼ 2. The initial conditions of the adaptive parameters are
chosen as dð0Þ ¼ 1; h1ð0Þ ¼ h2ð0Þ ¼ 0; vrð0Þ ¼ 0:1.
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Figure 2 shows the simulation results obtained with the proposed adaptive fuzzy
sliding mode control law. It demonstrates that AFSMC can control all states of
spherical robot to their desired states.

Figure 3 illustrates the convergence towards zero of the sliding mode surfaces and
the tracking errors as well as the boundedness of the control signals.

Figure 4 illustrates the boundedness of the norm of fuzzy parameters.

Fig. 2. Output states of spherical robot.

Fig. 3. Curves of all sliding surfaces and trajectories errors and curves of control input.
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5 Conclusion

In this paper, an adaptive fuzzy sliding mode controller is developed for a class of
underactuated systems. The adaptive fuzzy systems are used to approximate the
unknown non-linear functions. The adaptive learning algorithms are constructed based
on Lyapunov stability analysis. The numerical simulations have been carried out to
evaluate the performance of the proposed controller.
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Abstract. This paper presents an adaptive fuzzy logic modeling and control of
two link robot manipulator with uncertainties. To estimate the uncertain parts of
the process, fuzzy logic systems are used. The uncertain nonlinearities of the
system are captured by fuzzy systems that have been proven to be universal
approximators. The proposed control scheme completely overcomes the singu-
larity problem that occurs in the indirect adaptive feedback linearizing control.
Projection in the estimate parameters is not required and the stability analysis of
the closed-loop system is performed using Lyapunov approach. Simulation
results are provided to verify the effectiveness of the proposed design.

Keywords: Adaptive fuzzy control � Feedback linearization � Nonlinear
systems � Lyapunov stability

1 Introduction

In practical control engineering, fuzzy system based adaptive control methodologies
have received much attention for controlling uncertain and nonlinear dynamical sys-
tems. Based on the universal approximation theorem [1], during the last two decades,
several adaptive fuzzy control schemes for a class of multi-input multi-output (MIMO)
nonlinear uncertain systems are investigated [2–4]. Conceptually, there are two distinct
approaches that have been formulated in the design of a fuzzy adaptive control system:
direct and indirect schemes. The direct approach consists to approximate the ideal
control law by a fuzzy system [5, 6]. However, in the indirect approach the nonlinear
dynamics of the system are approximated by fuzzy systems to develop a control law
based on these systems [3, 7]. In the indirect adaptive schemes, the possible controller
singularity problems are usually met.

In the aforementioned papers, the adjustable parameters of the fuzzy systems are
updated by adaptive laws based on a Lyapunov approach, i.e., the parameter adaptive
laws are designed in such a way to ensure the convergence of a Lyapunov function.
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However, for an effective adaptation, it is more judicious to directly base the parameter
adaptation process on the identification error between the unknown function and its
adaptive fuzzy approximation [6].

Inspired by [6, 8], this paper presents indirect adaptive fuzzy control schemes for a
class of continuous-time uncertain MIMO nonlinear dynamical systems. The proposed
scheme is based on the results in [6] such that the fuzzy systems are used to approx-
imate the system’s unknown nonlinearities. To achieve the tracking of a desired output,
new learning algorithms are proposed in the presented controller which permits
superior control performance compared to the same class of controllers [8, 9]. In the
proposed controller, a robustifying control term is added to the basic fuzzy controller to
deal with approximation errors. The regularized inverse matrix is employed to solve
problem of singularity and the stability of the closed-loop system is studied using
Lyapunov method.

The outline of the paper is as follows. Section 2 presents the problem formulation.
Section 3 presents a brief description of the used fuzzy system. In Sect. 4, a new
control law and adaptive algorithms are proposed and stability analysis is given.
Simulation examples are illustrated in Sect. 5. The conclusion is finally given in
Sect. 6.

2 Problem Formulation

Let we consider a class of uncertain MIMO nonlinear systems modeled by

yr11 ¼ f1ðxÞþ
Pp

j¼1 g1jðxÞuj
..
.

yrpp ¼ fpðxÞþ
Pp
j¼1

gpjðxÞuj
ð1Þ

where

x ¼ y1; _y1; . . .; y
ðr1�1Þ
1 ; . . .yp; _yp; . . .; y

ðrp�1Þ
p

h iT
is the overall state vector which is

assumed available for measurement, u ¼ ½u1; . . .; up�T is the control input vector, y ¼
½y1; . . .; yp�T is the output vector, and fiðxÞ et gijðxÞ; i; j ¼ 1; . . .; p are unknown smooth
nonlinear functions.

Let us denote

yðrÞ ¼ yðr1Þ1 . . .yðrpÞp

h i

FðxÞ ¼ f1ðxÞ. . .fpðxÞ
� �T

GðxÞ ¼
g11ðxÞ . . . g1pðxÞ

..

. . .
. ..

.

gp1ðxÞ . . . gppðxÞ

2
64

3
75
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Then, dynamic system (1) can be written in the following compact form

yðrÞ ¼ FðxÞþGðxÞu ð2Þ

The control objective is to design adaptive control uiðtÞ for system (1) such that the
output yiðtÞ follows a specified desired trajectory ydiðtÞ under boundedness of all
signals.

Assumption 1: The matrix GðxÞ is symmetric positive definite and bounded as
GðxÞ� r0IP, where r0 is a positive constants.

Assumption 2: The desired trajectory ydiðtÞ; i ¼ 1; . . .;P, is a known bounded func-

tion of time with bounded known derivatives y�diðtÞ; . . .; yðriÞdi i.e. ydiðtÞCri .
Remark 1: Notice that Assumption 1 is a sufficient condition ensuring that the matrix
GðxÞ is always regular and, therefore, system (1) is feedback linearizable by a static
state feedback. Although this assumption restricts the considered class of MIMO
nonlinear systems, many physical systems, such as robotic system [10], fulfill such a
property.

Define the tracking errors as

e1ðtÞ ¼ yd1ðtÞ � y1ðtÞ
..
.

epðtÞ ¼ ydpðtÞ � ypðtÞ
ð3Þ

while the feedback control is given by:

u ¼ GðxÞ�1½�FðxÞþV � ð4Þ

where

V ¼
v1
..
.

vp

2
64

3
75 ¼

yðr1Þd1 þ k1r1e
ðr1�1Þ
1 þ . . .þ k11e1

..

.

yðrpÞdp þ kprpe
ðrp�1Þ
p þ . . .þ kp1ep

2
664

3
775 ð5Þ

we can write

eðr1Þ1 þ k1r1e
ðr1�1Þ
1 þ . . .þ k11e1 ¼ 0

..

.

eðrpÞp þ kprpe
ðrp�1Þ
p þ . . .þ kp1ep ¼ 0

8><
>: : ð6Þ

where the coefficients kij are chosen such that all the polynomials in Eq. 6 are of the
type Hurwitz. So we can conclude that lim

t!1 eiðtÞ ¼ 0 which is the main objective of the

command. However in this case, the nonlinear functions fiðxÞ and giðxÞi ¼ 1; . . .; p are
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assumed unknown, then obtaining the feedback control law (4) is difficult. For this
reason the dynamics of these functions is approximated by using fuzzy systems.

3 Description of Fuzzy Systems

In this work we will consider a fuzzy zero order (TS0).
Each rule has a numerical conclusion, the total output of the fuzzy system is

obtained by calculating a weighted average, and in this manner the time consumed by
the procedure of defuzzification is avoided. Then the output of fuzzy system is given by
following relationship [13–15]:

yðxÞ ¼
PN

k¼1 lkðxÞfkðxÞPN
k¼1 lkðxÞ

ð7Þ

with lkðxÞ ¼
Qn

i¼1 l
F
^

k

i

, F
^k

i 2 fF1
i ; . . .;F

mi
i g which represents the degree of confidence

or activation rule Rk and fkðxÞ is a polynomial of zero order.

fkðxÞ ¼ ak ð8Þ

We can simplify the output of fuzzy system as follows:

yðxÞ ¼
PN

k¼1 lkðxÞakPN
k¼1 lkðxÞ

ð9Þ

By introducing the concept of fuzzy basis functions [16], the output of fuzzy system
TS0 can be written as:

yðxÞ ¼ wTðxÞh ð10Þ

with

• h ¼ ½a1. . .aN �: Vector of parameters of the conclusion of rules fuzzy part.
• wðxÞ ¼ ½w1ðxÞ. . .wNðxÞ�T :Basic function of the vector each component is given by:

wNðxÞ ¼ lkðxÞPN
j¼1 ljðxÞ

; k ¼ 1; . . .;N ð11Þ

4 Indirect Adaptive Fuzzy Control

In this section we propose to indirectly approximate the unknown ideal (4) by iden-
tifying the unknown functions fiðxÞ and gijðxÞ using fuzzy systems.
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f̂iðx; hÞ ¼ wT
fi ðxÞhfi ; i ¼ 1; . . .; p ð12Þ

ĝijðx; hÞ ¼ wT
gijðxÞhgij ; i; j ¼ 1; . . .; p ð13Þ

With wT
fi and wT

gij are vectors of fuzzy basic functions supposed properly fixed in

prior by the user,hfi and hgij are vectors of the fitted parameters. The functions fijðxÞ and
gijðxÞ can be expressed in terms of fuzzy approximations in the following manner:

fiðxÞ ¼ f̂l x; h�fi
� �

þ efiðxÞ
gijðxÞ ¼ ĝij x; h�gij

� �
þ egij xð Þ

8<
: ð14Þ

With efiðxÞ and egijðxÞ represent the fuzzy approximation errors, h�fi and h�gij are
respectively of the optimum parameters of hfi and hgij , the values of parameters hfi and
hgij respectively minimizing the approximation errors efiðxÞ and egijðxÞ. These optimal
parameters satisfy:

h�fi ¼ argmin
hfi

supx fiðxÞ � f̂iðx; hfiÞ
�� ��� � ð15Þ

h�gij ¼ argmin
hfi

sup
x

gijðxÞ � ĝijðx; hgijÞ
�� ��	 


ð16Þ

Note that the optimal parameters h�fi and h�gij are unknown constants artificial

introduced only to the theoretical study of the stability of the control algorithm. In fact,
the knowledge of their values is not necessary for implementation of adaptive control
law. From the above analysis, we can write:

fiðxÞ � f̂iðx; hfiÞ ¼ wT
fi ðxÞ~hfi þ efiðxÞ ð17Þ

gijðxÞ � ĝijðx; hgijÞ ¼ wT
gijðxÞ~hgij þ egijðxÞ ð18Þ

where
~hfi ¼ h�fi � hfi and ~hgij ¼ h�gij � hgij , are the parameter estimation errors.

Assumption 3: The fuzzy approximation errors efiðxÞ and egijðxÞ are bounded for all
x�Xx as efiðxÞ

�� ����efi and egijðxÞ
�� ����egij , where �efi and �egij are unknown positive

constants.

This assumption is reasonable, since we assume that fuzzy systems used for
approximating unknown functions have the universal approximator property.
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Denote

F̂ðx; hf Þ ¼ f̂1ðx; hf 1Þ. . .f̂pðx; hfpÞ
� �T

Ĝðx; hgÞ ¼
ĝ11ðxÞ . . . ĝ1pðxÞ

..

. . .
. ..

.

ĝp1ðxÞ . . . ĝppðxÞ

2
64

3
75

hf ¼ hf 1; . . .; hfp
� �T

; h�f ¼ h�f 1; . . .; h
�
fp

h iT

hg ¼
hg11 . . . hg1p
..
. . .

. ..
.

hgp1 . . . hgpp

2
64

3
75

h�g ¼
h�g11 . . . h�g1p
..
. . .

. ..
.

h�gp1 . . . h�gpp

2
64

3
75

Wf ðxÞ ¼ diag½wf 1ðxÞ; . . .;wfpðxÞ�

WgðxÞ ¼ diag½wg1ðxÞ; . . .;wgpðxÞ�

ef ðxÞ ¼ ef 1ðxÞ. . .efpðxÞ
� �T

egðxÞ ¼
eg11ðxÞ . . . eg1pðxÞ

..

. . .
. ..

.

egp1ðxÞ . . . egppðxÞ

2
64

3
75

ef ¼ �ef 1. . .�efp
� �T

�eg ¼
�eg11 . . . �eg1p
..
. . .

. ..
.

�egp1 . . . �egpp

2
64

3
75

FðxÞ � F̂ðx; hf Þ ¼ F̂ðx; h�f Þ � F̂ðx; hf Þþ ef ðxÞ ð19Þ

GðxÞ � Ĝ x; hg
� � ¼ Ĝ x; h�g

� �
� Ĝ x; hg

� �þ egðxÞ ð20Þ
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Now we can write an expression for the adaptive law

uc ¼ ĜTðx; hgÞ e0IP þ Ĝ x; hg
� �

ĜT x; hg
� �� ��1 �F̂ x; hf

� �þV
� � ð21Þ

where e0 is a small positive constant.
In the control law (21), we replaced Ĝðx; hgÞ�1 by the regularized inverse

ĜTðx; hgÞ e0IP þ Ĝ x; hg
� �

ĜT x; hg
� �� ��1 ð22Þ

The regularized inverse given by (22) is always defined even when Ĝðx; hgÞ is not
invertible, hence the control law (21) is well defined.

Note that even if the control law (22) is well defined, it cannot alone ensure the
stability of the closed loop system. This is due, on the one hand, the error introduced by
the approximation of actual functions FðxÞ and GðxÞ by fuzzy systems and from one
side to the error introduced by the use of the regularized inverse matrix in place of the
inverse matrix. For these reasons and in order to have a control law does not depend on
any initialization phase we propose, a control law which is composed of two terms, a
term adaptive control uc introduced to overcome the problems of non-linearity of the
system, and a second term ur proposed, to circumvent the problem of approximation
errors and, compensate for the error due to the use of the inverse regularized instead of
the inverse matrix, then the resulting control law is represented as follows:

u ¼ uc þ ur ð23Þ

The adaptive control term uc is given by

uc ¼ ĜTðx; hgÞ e0IP þ Ĝ x; hg
� �

ĜT x; hg
� �� ��1 �F̂ x; hf

� �þV
� � ð24Þ

The robust control term ur is given by

ur ¼
BTPE ETPBj j êf þ êg ucj j þ uOj j� �

r0 ETPBk k2 þ d
ð25Þ

where

ur ¼
ur1
..
.

urp

2
64

3
75

u0 ¼ e0 e0Ip þ Ĝðx; hgÞĜTðx; hgÞ
� ��1 �F̂ðx; hf ÞþV

� � ð26Þ

êf and êg are respectively the estimated of �ef and �eg, d is a time-varying parameter
defined below. To achieve the control objectives, we define the parameter adaption
laws as follows:
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_hf ¼ �cf B
TPEwf ðxÞ ð27Þ

_hgij ¼ �cgB
TPEujwgiðxÞ i; j ¼ 1; . . .; p ð28Þ

_̂ef ¼ nf B
TPE

�� �� ð29Þ

_̂eg ¼ ng uTc
�� �� BTPE

�� �� ð30Þ

_d ¼ �g
ETPBj j êf þ êg ucj j þ uOj j� �

r0 ETPBk k2 þ d
ð31Þ

cf [ 0; cg [ 0; nf [ 0; ng [ 0; n0 [ 0 and dð0Þ[ 0.

Theorem 1. Consider the nonlinear system (1), and suppose that the assumptions
(1–3) are satisfied. Then the control law defined by Eqs. (24) and (25) with adaptation
law (27)–(31) applied to the system (1) ensures boundedness of all signals of the closed

loop and the convergence to zero of tracking errors,, eðjÞi ! 0 when t ! 1 for i ¼
1; . . .;P and, j ¼ 0; 1; . . .; ri � 1.

Proof

EðnÞ ¼ Y ðnÞ
d � Y ðnÞ ð32Þ

EðnÞ ¼ Y ðnÞ
d � FðxÞ � GðxÞu ð33Þ

We can write as follows:

EðnÞ ¼ Y ðnÞ
d � FðxÞ � GðxÞuc � GðxÞur ð34Þ

substitute (24) and (26), Eq. (34) becomes

EðnÞ ¼ �KTE � FðxÞ � F̂ðx; hf Þ
� �� GðxÞ � Gðx; hgÞ

� �
uc � GðxÞur þ u0 ð35Þ

substitute (19) and (20), Eq. (35) becomes

EðnÞ ¼ �KTE � F̂ðx; h�f
� �

� F̂ðx; hf Þþ ef ðxÞÞ � Ĝðx; h�gÞ � Ĝðx; hgÞþ egðxÞ
� �

uc

� GðxÞur þ u0

ð36Þ

EðnÞ ¼ �KTE � WT
f
~hf þ ef ðxÞ

� �
�

Xp

i¼1

Xp

j¼1
~hgijucj

� �
� egðxÞuc � GðxÞur þ u0

ð37Þ
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While the dynamics of the error can be written as follows:

_E ¼ AEþB � WT
f
~hf þ ef xð Þ

� �
�

Xp

i¼1

Xp

j¼1
~hgijucj

� �
� egðxÞuc � GðxÞur þ u0

h i
ð38Þ

where

A ¼
0 In�n . . . 0
..
. . .

. ..
.

0 0 0 In�n

�K1 �K2 . . . �Kn

2
6664

3
7775B ¼

0
..
.

0
In�n

2
664

3
775

Until ð sI � Aj jÞ ¼ sðnÞ þK1sðn�1Þ þ . . .þKn is stable (A stable), we know that there
exists a symmetric positive definite matrix Pðn; nÞ that satisfies the Lyapunov equation:

ATPþPA ¼ �Q ð39Þ

where Q is a symmetric positive definite matrix of arbitrary dimensions ðn x nÞ.
To minimize the tracking error and the approximation error, we consider the fol-

lowing Lyapunov function:

V ¼ 1
2
ETPEþ 1

2cf
~hTf ~hf þ

1
2cg

trð~hTg~hgÞþ
1
2gf

~eTf ~ef þ
1
2gg

tr ~eTg~eg
� �

þ 1
2g

d2 ð40Þ

with d is a time-varying parameter, ~ef ¼ �ef � êf ; ~eg ¼ �eg � êg
Using (38) and (39), the time derivative of V can be write in the following form

_V ¼ � 1
2
ETQEþETPB � WT

f
~hf þ ef ðxÞ

� �
�

Xp

i¼1

Xp

j¼1
WT

gi
~hgijucj

� �
� egðxÞuc � G xð Þur þ u0

h i
� 1
cf
~hTf

_hf �
Xp

i¼1

Xp

j¼1

1
cgij

~hTgij
_hgij� 1

gf
~eTf
_̂ef � 1

gg
tr ~eTg

_̂eg
� �

þ 1
g
d _d

ð41Þ

Equation (41) can be simplified

_V ¼ � 1
2
ETQEþ _V1 þ _V2 ð42Þ

Remark 2: Writing the derivative of the Lyapunov function described in Eq. (42)
facilitates the task of demonstrating negativity of the derivative _V .

_V1 ¼ � 1
cf
~hTf cf B

TPEWf þ _hf
h i

� 1
cg

Xp

i¼1

Xp

j¼1
~hTgij cgB

TPEujwgi þ _hgij
h i

ð43Þ
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If adaptation laws (27) and (28), Eq. (43) becomes

_V1 ¼ 0 ð44Þ

_V2 ¼ �ETPBGðxÞur � ETPBef ðxÞ � ETPBegðxÞuc þETPBu0 � 1
gf
~eTf
_̂ef

� 1
gg

tr ~eTg
_̂eg

� �
þ 1

g
d _d ð45Þ

Then _V2 can be bounded as follows

_V2 � � ETPBr0ur þ ETPB
�� ��ef � ETPB

�� ��eg ucj j þ ETPB
�� �� u0j j � 1

gf
~eTf
_̂ef � 1

gg
tr ~eTg

_̂eg
� �

þ 1
g
d _d

ð46Þ

If we use the adaption laws (29) and (30), Eq. (46) becomes

_V2 � � ETPBr0ur þ ETPB
�� �� u0j j þ 1

g
d _dþ êf E

TPB
�� ��þ êg ETPB

�� �� ucj j ð47Þ

Using (25) et (31), then (47) becomes

_V2 ¼ 0 ð48Þ

From results (44) and (48), (42) can be bounded as follows

_V � � 1
2
ETQE� 0 ð49Þ

_V � � 1
2
kQmin Ek k2 ð50Þ

where kQminThe minimum Eigen value of the matrix Q, then by integrating both sides
of Eq. (50) from [0,t]

Z t

0
EðsÞk k2ds� 2

kQmin
Vð0Þ � VðtÞ½ � ð51Þ

which gives us

Z t

0
EðsÞk k2ds� 2

kQmin
Vð0Þk kþ VðtÞk k½ � ð52Þ

As shown by [17], this implies that EðtÞ 2 L2, according to the theory of Lyapunov,
EðtÞ is bounded. On the other hand, from (38) _EðtÞ 2 L1 (bounded) because all
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members of the right are bounded. According to Barbalat’s lemma, we conclude that
limt!1 EðtÞk k ¼ 0.

5 Simulation Results

In this section, we test the proposed indirect adaptive fuzzy control scheme on the
tracking control of two-link rigid robot manipulator with the following dynamics
[10, 18]:

€q1
€q2

 �
¼ M11

M21

M12

M22

 ��1
u1
u2

 �
� �h _q2

h _q1
�h _q2 _q1 þ _q2ð Þ

0

 �
_q1
_q2

 �	 

ð53Þ

where

M11 ¼ a1 þ 2a3 cosðq2Þþ 2a4sinðq2Þ

M22 ¼ a2

M21 ¼ M12 ¼ a2 þ a3 cosðq2Þþ a4sinðq2Þ

h ¼ a3 sinðq2Þ � a4cosðq2Þ

a1 ¼ I1 þm1l
2
c1 þ Ie þmel

2
ce þmel

2
1

with

a2 ¼ Ie þmel
2
ce

a3 ¼ mel1lcecosðdeÞ

a4 ¼ mel1lcesinðdeÞ

In the simulation, the following parameter values are used

m1 ¼ 1; me ¼ 2; l1 ¼ 1; lc1 ¼ 0:5; lce ¼ 0:6; I ¼ 0:12; Ie ¼ 0:5; de ¼ 30
	
:

y ¼ ½q1q2�u ¼ ½u1u2�

x ¼ ½q1 _q1q2 _q2�

F xð Þ ¼ f1ðxÞ
f2ðxÞ

 �
¼ �M�1 �h _q2

h _q1
�h _q2 _q1 þ _q2ð Þ

0

 �
_q1
_q2

 �

G xð Þ ¼ g11ðxÞ
g21ðxÞ

g12ðxÞ
g22ðxÞ

 �
¼ M�1 ¼ M11

M21

M12

M22

 ��1
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Then, the robot system given by (54) can be expressed as €y ¼ FðxÞþGðxÞu
The control objective is to force the system output q1 and q2 to track the desired

trajectories yd1 ¼ sinðtÞ and yd2 ¼ sinðtÞ, respectively.
To synthesize the indirect adaptive fuzzy controller, six fuzzy systems in the form

of (11) are used. Each fuzzy system has x1ðtÞ; x2ðtÞ; x3ðtÞ, and x4ðtÞ as input, and for
each input variable xiðtÞ, five Gaussian functions are defined as

lF1
i
ðxiÞ ¼ exp � 1

2
xi þ 1:25

0:7

 �2
( )

lF2
i
ðxiÞ ¼ exp � 1

2
xi þ 0:75

0:7

 �2
( )

lF3
i
ðxiÞ ¼ exp � 1

2
xi
0:7

� �2
	 


lF4
i
ðxiÞ ¼ exp � 1

2
xi � 0:75

0:7

 �2
( )

lF5
i
ðxiÞ ¼ exp � 1

2
xi � 1:25

0:7

 �2
( )

; i ¼ 1; 2; 3; 4

The robot initial conditions are xð0Þ ¼ ½0:5; 0; 0:5; 0�, and the initial values of the
parameter estimates hf ð0Þ set equal to zero, and hgð0Þ between ½�2; 2�.
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Fig. 1. Tracking curves of link 1: actual (blue lines); desired (red lines).
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p ¼ ½8:1202:750; 08:1202:75; 2:7502:620; 02:7502:62�

Q ¼ diagð5:5; 5:5; 5; 5Þ; k ¼ ½10; 01; 20; 02�; ef ð0Þ ¼ 0; egð0Þ ¼ 0g ¼
0:001; dð0Þ ¼ 1; r0 ¼ 0:1; e0 ¼ 0:1; cf ¼ cg ¼ 10; gf ¼ gg ¼ 20:

The simulation results for the first link are shown in Fig. 1, those for the second
link are shown in Fig. 2, and the control input signals are shown in Fig. 3. We can note
that the actual trajectories converge to the desired trajectories and the control signals
are almost smooth. These simulation results demonstrate the tracking capability of the
proposed indirect adaptive controller and its effectiveness for control tracking of
uncertain MIMO nonlinear systems.
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Fig. 2. Tracking curves of link 2: actual (blue lines); desired (red lines).
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Fig. 3. Control input signals: u1 (green line); u2 (red line).
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6 Conclusion

In this paper, stable indirect adaptive fuzzy control for class of unknown (MIMO)
nonlinear systems is developed. The scheme consists of an adaptive fuzzy controller
with a robuste control term used to compensate for approximation errors. The adaptive
schema is a free from singularity, and new adaptive parameters update law are used,
besides, the proposed adaptive schemes allow initialization to zero of all adjustable
parameters of the fuzzy systems. This approach do not require the knowledge of the
mathematical model of the plant, guarantee the uniform boundedness of all the signals
in the closed-loop system, and ensure the convergence of the tracking errors to a
neighborhood of the origin. Simulation results performed on a two- link robot
manipulator illustrate the method. Future works will focus on extension of the approach
to more general MIMO nonlinear systems and its improvement by introducing a state
observer to provide an estimate of the state vector.
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Abstract. In this paper, we are considering a model based T-S fuzzy predictive
control using LMI optimization. The purpose of T-S fuzzy predictive control
law is to drive the state of the system to the original state. Adopting the PDC
controller and using non quadratic case of the Lyapunov function to study the
stability of the controlled systems were ensuring with the stabilizing controller.
The stability is guaranteed based on the conditions expressed of terms of LMIs.
In addition, input and output constraints of the fuzzy system are satisfied with
the PDC controller. Where, the optimal solution has been obtained at each
sampling time. The simulations results are show the effectiveness of this
approach.

Keywords: Parallel distributed compensation PDC � Model predictive control
(MPC) � Takagi-Sugeno (T-S) fuzzy systems � Linear matrix inequality (LMI)

1 Introduction

Constrained fuzzy model predictive control become among efficient techniques in
control for its tolerance, and admiration of imposed constraints. MPC is based to use a
model for the prediction of future behavior of the system [1]. A constrained optimal
control problem is solved at each sampling instant in online MPC approaches; several
schemes are offered to put ideas for adopting in online optimization for the control of
medium and high speed systems [2–4]. Relaxed conditions in form of LMIs are
introduced in [5]. This form is usually used for studying robustness and stability of
fuzzy systems which are analyzing using Lyapunov function for the both cases:
quadratic [6], and non-quadratic case for discrete time fuzzy systems [7].

The Lyapunov function is used to study the stability problems [8, 9] of optimization
was employed and becomes the most using techniques to analysis stability, where fuzzy
techniques are adopted for the optimization in MPC for nonlinear systems [10–14].

In addition, the fuzzy control law parallel distributed compensation (PDC) has been
implemented during the last three decades [6, 15, 16]. This approach is based on

© Springer International Publishing AG 2017
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quadratic Lyapunov function and becomes the most favorite control law has been
applying for fuzzy systems.

In this work, we consider to study an optimal linear control law non quadratic based
on the conception of model predictive control for discrete T-S model [14]. The main
idea is to calculate the gains of the control law by solving the optimization of the LMIs
constrained problem at each sampling time by correct some errors in [14], even in
presence of extern uncertainties. The stability and also the robustness are ensured. The
results show the effectiveness of the studying control law by stabilizing the constrained
systems.

This paper is organized as follows: Sect. 2 introduces the notation and some pre-
liminary results of the basic elements, MPC, T-S fuzzy system. Section 3 presents the
proposed strategy to obtain control law for regulation of the closed-loop system. In
Sect. 4, simulation results are presented.

2 Backgrounds

2.1 Model Predictive Control

Let us consider the following problem, which minimizes the following objective
function in an infinite horizon [5]:

min
u kþ i=kð Þ¼F xð Þx kþ i=kð Þ

max
i[ 0

J1 kð Þ ð1Þ

yh;min � yh kþ i=kð Þ� yh;max; i� 0; h ¼ 1; 2; . . .; q

uh;min � uh kþ i=kð Þ� uh;max; i� 0; h ¼ 1; 2; . . .; p

J1ðkÞ ¼
X1

i¼0
X kþ ið ÞþU kþ ið Þ½ � ð2Þ

With
X kþ ið Þ ¼ xT kþ i=kð ÞQ0x kþ i=kð Þ
U kþ ið Þ ¼ uT kþ i=kð ÞR0u kþ i=kð Þ

�
ð3Þ

Q0 [ 0 and R0 [ 0, are two known weighting matrices.

2.2 Fuzzy Discrete Time T-S Model

Let us consider the following fuzzy discrete Time T-S system which represents a
discrete time nonlinear system as follows:

Rule i : if z1 kð Þ is Mi1. . .and zp kð Þ is Mip

then
x kþ 1ð Þ ¼ Aix kð ÞþBiu kð Þ

y kð Þ ¼ Cix kð Þ
�

i ¼ 1. . .r ð4Þ

With fuzzy discrete Time T-S model
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x kþ 1ð Þ ¼Pr
i¼1

hi z kð Þð ÞðAix kð ÞþBiu kð ÞÞ

y kð Þ ¼Pr
i¼1

hi z kð Þð ÞCix kð Þ

8>><
>>: i ¼ 1. . .r ð5Þ

And Ai;Bi and Ci are states matrices of system.

2.3 PDC Fuzzy Control Law

We use the PDC control law presented in [6]. Which describe and can writing as
follows:

u kð Þ ¼ �
Xr
j¼1

hjðzðkÞÞFj

 !
x kð Þ ¼ �

Xr
j¼1

hjðzðkÞÞYjG�1x kð Þ ð6Þ

By substituting (6) in (5), the closed loop system is obtained as follows:

x kþ 1ð Þ ¼ ðAz � BzFzÞx kð Þ
y kð Þ ¼ Czx kð Þ

�
ð7Þ

With:

Az ¼
Xr
i¼1

hi z kð Þð ÞAi;Bz ¼
Xr
i¼1

hi z kð Þð ÞBi;Cz ¼
Xr
i¼1

hi z kð Þð ÞCi;

Fz ¼
Xr
j¼1

hj z kð Þð Þ ¼
Xr
j¼1

hj z kð Þð ÞYjG

3 Robust T-S Predictive Control Model Using PDC
Controller

Theorem 1 [14].
Let us consider the constrained closed-loop system in (7) at time instant k, The

equilibrium of the closed-loop discrete fuzzy model, given by (5), is globally
asymptotically stable if there exists a matrix Pi [ 0 define positive, � ij; Yj;G and
Xii [ 0 and Xij ¼ XT

ij , while:

min
P̂i;Yj;G

c ð8Þ

c xTðk=kÞ
xðk=kÞ P̂i

� �
[ 0 ð9Þ
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� ij ¼
GT þG� P̂i ðAiG� BiYjÞT YT

j R0 GTQ0

ðAiG� BiYjÞ P̂i 0 0
R0Yj 0 R0 0
Q0G 0 0 Q0

2
664

3
775 ð10Þ

W CiðAiG� BiYjÞ
ðAiG� BiYjÞTCT

i GT þG� P̂i

� �
[ 0 ð11Þ

U Yj
YT
j GT þG� P̂i

� �
[ 0 ð12Þ

� ij [Xii i 2 1; . . .; rf g ð13Þ

� ij þ� ij [Xij þXT
ij i; j 2 1; . . .; rf g; i\j ð14Þ

With : Xl ¼
2X11 ð�Þ ð�Þ ð�Þ
X12 2X22 � � � ð�Þ
..
. ..

. . .
. ..

.

X1r X2r � � � 2Xrr

2
6664

3
7775[ 0 ð15Þ

Proof: Recall the closed-loop system in (7) and consider the following Non-quadratic
Lyapunov function candidate:

Vðxðk=kÞÞ ¼ xTðk=kÞ
Xr
i¼1

hiPi

 !�1

xðk=kÞ ð16Þ

To ensure the stability of (4), it’s necessary to satisfy the next inequalities:

Vðxðkþ iþ 1=kÞÞ � Vðxðkþ i=kÞÞ� � X kþ ið ÞþU kþ ið Þ½ � ð17Þ

�Vðxðk=kÞÞ� � J1ðkÞ ð18Þ

We can write it:

max
Ai;Bi;i[ 0

J1ðkÞ�Vðxðk=kÞÞ� c ð19Þ

While the problem of minimization become

min
P̂i;Yj;G

c ð20Þ
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With:

xTðk=kÞP̂�1
i xðk=kÞ� c , c� xTðk=kÞP̂�1

i xðk=kÞ� 0 ð21Þ

Using schur’s complement to (21) we obtain:

c xTðk=kÞ
xðk=kÞ P̂i

� �
[ 0 ð22Þ

In the next, the PDC control law will be used to introduce more conditions that are
ensuring the stability of system (5).

We have (17) it can be writing as:

Vðxðkþ iþ 1=kÞÞ � Vðxðkþ i=kÞÞ
� � ðxT kþ i=kð ÞQ0x kþ i=kð ÞÞþ ðuT kþ i=kð ÞR0u kþ i=kð ÞÞ� �

That can be writing as:

½xTðkþ iþ 1=kÞP̂�1
i xðkþ iþ 1=kÞ� � ½xTðkþ i=kÞP̂�1

i xðkþ i=kÞ�
\� ðxT kþ i=kð ÞQ0x kþ i=kð ÞÞþ ðuT kþ i=kð ÞR0u kþ i=kð ÞÞ� �

We replace u kþ i=kð Þ by (6):

xTðkþ i=kÞ½xTðkþ 1=kÞP̂�1
i xðkþ 1=kÞ � P̂�1

i �xðkþ i=kÞ
\� xT kþ i=kð Þ½Q0 þG�TYT

j R0YjG
�1�x kþ i=kð Þ

With substitution of x kþ 1=kð Þ by (7) we obtain:

xTðkþ i=kÞ½ðAi � BiYjG
�1ÞT P̂�1

i ðAi � BiYjG
�1Þ � P̂�1

i �xðkþ i=kÞ
\� xT kþ i=kð Þ½Q0 þG�TYT

j R0YjG
�1�x kþ i=kð Þ

This inequality is equivalent to next inequality:

ðAi � BiYjG
�1ÞT P̂�1

i ðAi � BiYjG
�1Þ � P̂�1

i \� Q0 � G�TYT
j R0YjG

�1 ,

We multiple in the left by GT and by G in the right we get:

ðAiG� BiYjÞT P̂�1
i ðAiG� BiYjÞ � GTP̂�1

i G\� GTQ0G� YT
j R0Yj ,

Then we obtain:

GTP̂�1
i G� ðAiG� BiYjÞTP̂�1

i ðAiG� BiYjÞ � GTQ0G� YT
j R0Yj [ 0 ð23Þ
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The term GTP̂�1
i G, can be writing as follows:

GT � P̂i
� �

P̂�1
i G� P̂i
� �� 0 )

GTP̂�1
i G� GTP̂�1

i P̂i � P̂iP̂
�1
i Gþ P̂iP̂

�1
i P̂i � 0 ,

GTP̂�1
i G� GT � Gþ P̂i � 0 ,

GT þG� P̂i �GTP̂�1
i G ,

GT þG� P̂i �GTP̂�1
i G ð24Þ

We hold (24) in (23):

GT þG� P̂i � ðAiG� BiYjÞT P̂�1
i ðAiG� BiYjÞ � GTQ0G� YT

j R0Yj [ 0

With a small addition of Q0 and R0 matrices to the precedent inequality, we find:

ðGT þG� P̂iÞ � ðAiG� BiYjÞT P̂�1
i ðAiG� BiYjÞ � YT

j R0R
�1
0 R0Yj

� GTQ0Q
�1
0 Q0G[ 0

ð25Þ

Using generalized schur’s complement and propriety in [12] to (25), we obtain:

GT þG� P̂i ðAiG� BiYjÞT YT
j R0 GTQ0

ðAiG� BiYjÞ P̂i 0 0
R0Yj 0 R0 0
Q0G 0 0 Q0

2
664

3
775[ 0 ð26Þ

The inequality (26) represents the LMI form of model fuzzy predictive control.
Now, we also must put the constraints in the form of LMIs.

– Output Constraints

yh;min � yh kþ i=kð Þ� yh;max; i� 0; h ¼ 1; 2; . . .; q

yh kþ i=kð Þj j � yh;max; i� 0; h ¼ 1; 2; . . .; q

ymax ¼ W

y kþ i=kð Þk kmax , max
i

yiðkþ i=kÞ

With (7), we can write:

max
i[ 0

y kð Þk kmax � max
i[ 0

CiðAi � BiYjG
�1ÞP̂�1

i xðkÞ		 		
max

Constrained Fuzzy Predictive Control Design 145



Using the LMI constraints in [5]. We obtain:

W CiðAi � BiYjG�1Þ
ðAi � BiYjG�1ÞTCT

i P̂i

� �
[ 0

By using Congruence property with full rank matrix
I 0
0 GT

� �
gives:

W CiðAiG� BiYjÞ
ðAiG� BiYjÞTCT

i GT þG� P̂i

� �
[ 0 ð27Þ

– Input Constraints

uh;min � uh kþ i=kð Þ� uh;max; i� 0; h ¼ 1; 2; . . .; p

uh kþ i=kð Þj j � uh;max; i� 0; h ¼ 1; 2; . . .; p

umax ¼ U

u kþ i=kð Þk kmax , max
i

uiðkþ i=kÞ

With (6), we can write:

max
i[ 0

u kð Þk kmax � max
i[ 0

YjG
�1P̂�1

i xðkÞ		 		
max

Use again the LMI constraints in [5]. We obtain:

U ðYjG�1Þ
ðYjG�1ÞT P̂i

� �
[ 0

By using Congruence property with full rank matrix
I 0
0 GT

� �
gives:

U Yj
YT
j GT þG� P̂i

� �
[ 0 ð28Þ
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4 Simulation Results

In this section we present the design of conditions that ensure stability for nonlinear
systems by the presented strategy, Constrained MPC for Fuzzy discrete time by PDC
controller. Two examples are presented with and without uncertainties. The online set
solutions were carried out using the YALMIP toolbox [17].

4.1 Example 1

The following system is taken from [18]:

Rule1 : if x1 kð Þ is M1; then
_x tð Þ ¼ A1x tð ÞþB1u tð Þ

y tð Þ ¼ C1x tð Þ
�

Rule2 : if x1 kð Þ is M2; then
_x tð Þ ¼ A2x tð ÞþB2u tð Þ

y tð Þ ¼ C2x tð Þ
�

8>><
>>: ð29Þ

Using sector nonlinearity with the sampling time 1 s the T-S fuzzy discrete time
system represents with:

A1 ¼ 0:9504 0:9834
�0:09834 0:9504

� �
; A2 ¼ 0:9635 0:6218

�0:06218 0:3417

� �

B1 ¼ 0:4958
0:9834

� �
;B2 ¼ 0:365

0:6218

� �
;C1 ¼ 1 0½ �;C2 ¼ 1 0½ �

Weighting matrices and membership functions for rule 1 and rule 2 are:

Q0 ¼ 1 0
0 1

� �
; R0 ¼ 0:5; M1 x1 kð Þð Þ ¼ �x22 þ 1; M2 x2 kð Þð Þ ¼ x22

Under the constraints: �2\yðkÞ\2; �0:5\uðkÞ\0:5.
With the initials conditions are: x1 0ð Þ ¼ 0; x2 0ð Þ ¼ 0.
The results in Figs. 1 and 2 shows that the conception of control law with cor-

rections gives a better responses when we compare the results with that given in [15]. It
is clearly that the stability is guarantee with respect of imposed constraints.

Also results in Fig. 3 show the robustness behavior of the study approach in
presence of extern uncertainties.
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4.2 Example 2

The following system is taken from [14], with the states matrices:

A1 ¼ �0:5 2
�0:1 1:1

� �
; A2 ¼ �0:19 0:5

�0:1 �1:2

� �

B1 ¼ 4:1
4:8

� �
; B2 ¼ 3

0:1

� �
; C1 ¼ 1 0:3½ �; C2 ¼ 0:8 0:2½ �
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Fig. 1. Response of control input u(k)
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Fig. 2. Response of output signal y(k)
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Weighting matrices:

Q0 ¼ 0:8 0:1
0:1 0:95

� �
; R0 ¼ 0:9:

And membership functions for rule 1 and rule 2 are:

M1 x1 kð Þð Þ ¼ 1
1þ exp �2x1 kð Þð Þ ; M2 x2 kð Þð Þ ¼ 1�M1 x1 kð Þð Þ
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Fig. 3. Response of control input u(k) and output signal y(k)
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Under the constraints: �2:5\y kð Þ\2:5; �1\uðkÞ\1.
With the initials conditions are:

x1 0ð Þ ¼ �0:3; x2 0ð Þ ¼ �1; u 0ð Þ ¼ �0:5; y 0ð Þ ¼ �0:5:

The results in Figs. 4 and 5 of the simulation show that the conception of corrected
control law performance gives better results when we compare with [14]. The com-
parison is presented in Table 1.

Even in presence of extern uncertainties, results in Figs. 6 and 7 are showing that
the robustness of this approach is ensured.
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Table 1. Comparison results with [14].

Comparison results This paper [14]

Chattering interval of x1 −0.4–0.1 −3.3–3.2
Chattering interval of x2 −0.7–0.7 −0.9–1.1
Chattering interval of u −0.2–0.3 −0.9–0.7
Chattering interval of y −1.2–0.1 −2.4–2.3
Convergence time at All 1.3–2.0 3.1–3.5
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5 Conclusion

In this paper, corrections of controller performance based T-S fuzzy predictive control
under constraints was introduced. The PDC is designed with an infinite horizon pre-
dictive control; therefore the optimization problem with input constraint is transformed
into constraint LMI problem. Thus LMI optimization is well suited for online imple-
mentation, which is essential for predictive control. The using of fuzzy controller PDC
in this work shows good results for a class of nonlinear systems. Finally, the stability of
the closed-loop system is guaranteed by the Lyapunov approach.
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Abstract. This paper presents a control of grid-connected photovoltaic system
with electrochemical batteries storage; the objective of this study is to supply
active photovoltaic power to electrical grid in different atmospheric conditions
(temperature, illumination), this presented work focused on decupled active and
reactive power strategy, which makes it possible to control the level of the active
and reactive power injected (or recovered) with the electrical grid, In other hand,
the batteries complement the active power imposed in all situations. Simulation
results in rigorous case illustrate the performances obtained.

Keywords: PV � Photovoltaic panels � MPPT � Battery � Active and reactive
power control � Grid-connected

1 Introduction

With the decrease of conventional energy sources and the growing problem of envi-
ronmental pollution, the research and utilization of the renewable energy, such as solar
energy, wind energy as so on, has been concerned with more and more attention [1].
PV power is becoming more prevalent as its cost is becoming more competitive with
traditional power sources. However, the utilization of dedicated energy storage systems
needs to be taken into account because of the intermittent nature of the PV generation.
Energy storage systems can open the possibility to employ renewable energy sources
able to operate in stand-alone mode, grid-connected mode, and mode transitions from
stand-alone to grid, or vice versa in micro-grid systems [2]. In this work we proposed a
photovoltaic station with two electronics converter and batteries storage system con-
nected to the grid, this structure is controlled for prescribed active and reactive power to
the grid. The system performance has been evaluated in rigorous situation to prove the
feasibility and the simplicity of this control.

© Springer International Publishing AG 2017
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2 Photovoltaic Model

Starting from the widely known photovoltaic cell electrical equivalent circuit [3]
(Fig. 1), an equivalent model for a more powerful PV generator made of an (Ns � Np)
array of PV cells, is established [4, 5]:

Ipv ¼ Iph � ID � Ip ð1Þ

ID expression being deduced from the semiconductor diode theory, the above
relation may be detailed as:

Ipv ¼ Iph � IoðexpðVpv þRsIpv
nKT=q

Þ � 1Þ � Vpv þRsIpv
Rsh

ð2Þ

Where, Iph is the light generated current (A), Io the PV cell saturation current (A), q
the electron charge (q = 1, 6 10−19 C), K the Boltzmann constant (K = 1, 38
10−23 J/K), n the cell ideality factor, T the cell temperature. Rsh and Rs are pure
parasitic resistances characterizing respectively parallel current leakage and series
connecting circuit.

In general, for a PVG involving an array of NS cells connected in series and NP in
parallel, its output voltage current relation may be deduced from the basic cell Eq. (2)
as follows [4, 5]:

Ipv ¼ NpIph � NpIoðexpð
qðVpv þ Ns

Np
RsIpvÞ

nKTNs
Þ � 1Þ �

Vpv þ Ns
Np
RsIpv

Ns
Np
Rsh

ð3Þ

From (2), an already temperature dependence of the cell external characteristic is
established. Furthermore, all the cell parameters (Io, n, Rs and Rsh), are equally tem-
perature related. However, semiconductor diode theory, suggests that the most sig-
nificant temperature effect comes from the reverse saturation current Io. Variation of its
value Io (T) with working temperature T, is usually evaluated relatively to its evaluated
value Io (Tr) at a reference temperature Tr [3].

Fig. 1. Simple model of the photovoltaic cells.
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IoðTÞ
IoðTrÞ ¼ ðT

Tr
Þ3 exp½qEg

nK
ð 1
Tr

� 1
T
Þ� ð4Þ

Where: Eg is the cell material band gap, supposed here no temperature dependant,
and K is the Boltzmann constant.

The value of saturation current Io (Tr), may be evaluated through the open circuit
voltage Voc (Tr) and the short circuit current ISC (Tr) deduced from (2).

IoðTrÞ ¼ IscðTrÞ
ðeqVocðTr Þ

nkT � 1Þ
ð5Þ

The equation of the illumination current brought back to the reference conditions
(Gr = 1000 W/m2, Tr = 25 C°) is given as follows:

Iph ¼ ½Icc GGr
þ ItðT � TrÞ� ð6Þ

It: Temperature coefficient of short-circuit current.
Gr: The reference illumination.
G: The actually illumination.

The model of the PVG precedent is implemented in environment MATLAB/
SIMULINK as indicates the (Fig. 2).

The main external reference characteristics of the PVG are established using the
identified perturbation inputs (solar illumination, temperature) as parameters (Figs. 3, 4
and 5).

Fig. 2. Structure of the PVG Simulink model.
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Fig. 3. PVG (current – voltage) and (power – voltage) characteristics for standards conditions.
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3 Storage System

One of the principal disadvantages of solar energy is its intermittent character. For a
permanent use, it is thus necessary to store part of produced energy. There are several
methods of storage: in water form, hydrogen, supercondensator, or electrochemical
battery [6]. The battery block of MATLAB-SIMULINK “Sim Power Systems” (Fig. 6)
implements a generic dynamic model parameterized to represent most popular types of
rechargeable batteries (Lead-Acid, Lithium-Ion, Nickel-Cadmium, Nickel-Metal-
Hydride) [7].

The charge and discharge equations of the lead acid battery are given [7]:
Charge:

Ebatt ¼ Eo � R:i� K
Q

it � 0:1Q
i� � K

Q
Q� it

it þExpðtÞ ð7Þ

Discharge:

Ebatt ¼ Eo � R:i� K
Q

Q� it
ðit þ i�ÞþExpðtÞ ð8Þ

ExpðtÞ
�

¼ B: iðtÞj j:ð�ExpðtÞþA:selðtÞÞ ð9Þ

Where:
Sel(t) = charge or discharge mode.
Exp(t) = exponentiel zone voltage (V).
Ebatt = nonlinear voltage (V).
Vbatt = battery voltage (V).
E0 = battery constant voltage (V).
K = polarization constant (V/Ah) or polarization resistance.
Q = battery capacity (Ah).

Fig. 6. Battery model [7].
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it = actual battery charge (Ah).
A = exponentiel zone amplitude (V).
B = exponential zone time constant inverse (Ah)−1.
R = internal resistance (Ω).
i = battery current (A).
i* = filtered current (A).

4 Topology of the System

The photovoltaic system consists of (Fig. 7):

1. Photovoltaic panels.
2. Storage system: (batteries).
3. DC/DC converter.
4. DC/AC converter.
5. Filter.
6. Transformer for increasing the alternative voltage.

5 Control Strategy

The control system is composed of two parts, the control of the boost chopper and the
three phase inverter.

Fig. 7. Global architecture of Grid-connected photovoltaic system
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5.1 Boost Converter Control

Due to its nonlinear external current–voltage characteristic, the PVG maximum power
output varies with its operating point. The latter being equally load related, this occurs
even for a given solar irradiation and temperature. In this case only a unique load value
may ensure the optimum operating point in terms of maximum power extraction from
the PVG, which output voltage and current are then at their respective optimal values
(Vopt, Iopt). Generally, all the inputs defining the optimum operating point of the PVG
(Solar irradiation, temperature and load, shading being a particular situation), are
imposed. However, it is known in power DC electrical circuits, that a switching
DC-DC electronic power converter may be an efficient impedance adaptor tool (Fig. 8).
Hence, it may be used to adjust the equivalent load impedance to the needed value for
PVG optimal operating point, whatever are the solar irradiance, temperature and
eventually shading rate [3].

The MPPT algorithm used is a classical one and will not be detailed in this paper.

5.2 Inverter Control

The objective of this control is to impose the active and reactive power injected to grid.
The diagram of the algorithm used in this work is shown in (Fig. 9).

1. PLL Control

Various disturbances can occur on the electrical supply network, the objective of
synchronization system is to reconstitute information on the direct component of the
fundamental voltage. The principle of the three-phase PLL (Fig. 10) consists in
applying an inverse Park transformation to the grid voltages. The component Vq

generated by this transformation is controlled to zero by action on the estimation angle
of Park (hest). In mode established hest is equal to the angle of the network h.

By using the park transformation and trigonometric methods, the Vd and Vq voltage
can be written such:

Vdr ¼
ffiffi
3
2

q
Vm cosðh� hestÞ

Vqr ¼ �
ffiffi
3
2

q
Vm sinðh� hestÞ

; ðh� hestÞ ¼ d

8<
: ð10Þ

Fig. 8. Control of the boost chopper.
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The objective of the control is to cancel d to obtain the frequency and the voltage
angle at the connection point.

To be able to use the traditional techniques of corrector adjustment, it is necessary
to linearize the PLL. Thus, if the system error is regarded as very small, the relation
between this error and the error of estimation phase will be:

Vqr ¼ �
ffiffiffi
3
2

r
Vm sin d ffi �

ffiffiffi
3
2

r
Vmd ð11Þ

The diagram of three-phase PLL regulation is represented in (Fig. 11) [8]:

2. Power Control

The active and reactive power (P, Q) can be both expressed by using Park com-
ponents of supply voltage (Vd, Vq) and line current (Id, Iq) as follows [9–11]:

Fig. 9. Block diagram of the used power control algorithm.

Fig. 10. Principe of three phases PLL.
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P ¼ VdId þVqIq
Q ¼ VdIq � VqId

(
ð12Þ

Reference currents (Idref, Iqref) which allows setting the desired reference active and
reactive powers (Pref, Qref), as follows [9, 12–14]:

Idref ¼ Pref Vd � Qref Vq

V2
d þV2

q

Iqref ¼ Pref Vq � Qref Vd

V2
d þV2

q

8>>><
>>>:

ð13Þ

The unity power factor is obtained simply by setting the reactive power reference
null. We can also generate or absorb (Qref < 0 or Qref > 0).

3. Current Control

The vector current control in Park reference frame is carried out by using the
synchronized reference with the grid voltage. The electric equations of the filter (Rr, Lr)
connected to the grid are given bellow:

Vd ¼ RrId þ Lr
dId
dt

� xsLrId þVd

Vq ¼ RrIq þ Lr
dIq
dt

� xsLrIq þVq

8><
>: ð14Þ

The full diagram of a decoupled active and reactive power algorithm [10, 11] is
shown in (Fig. 12).

6 Simulation Results

In this section, the photovoltaic grid-connected system is simulated using
SIMULINK-MATLAB. Several numeric simulations of the proposed system are
accomplished for different situations (Power injected and illuminations values). The
most important parameters of the converter are shown in Table 1.

Fig. 11. PLL control system.
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In the first scenario, we apply tow level of reference active power (6 kW at 0.2 s,
and 2 kW at 0.6 s) with Qref = 0. The main simulation results are given in (Figs. 13,
14, 15, 16, and 17).

In the 2nd scenario, we inject the photovoltaic power (PV system to electrical grid)
and we recovers the active power (electrical grid to PV system), we obtained many
results shown in (Figs. 18, 19 and 20).

The control device makes it possible to impose the values desired of the active and
reactive powers (image of current), with a very acceptable dynamics.

Fig. 12. Diagram of the decoupled active and reactive power control.

Table 1. Parameter values

Quantity Values

Batteries voltage (V) 12*32
Transformer (Y/Y) (V) 220/380
Electric grid voltage (V) 220/380
Commutation frequency (Hz) 10000
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Fig. 13. Inverter voltages.
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Fig. 15. Active and reactive power injected.
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Control of Grid-Connected Photovoltaic System 167



0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
-4000

-2000

0

2000

4000

6000

8000

10000

12000

t(s)

Ppv
Ponduleur
Pbatt

A
ct

iv
e 

po
w

er
 (W

)

Time (s)

Inverter 
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Fig. 18. Active and reactive power injected to the grid.
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The connection of the PV station is achieved at t = 0.05 s, for that the power
injected is null, at t = 0.2 s we applied an active power reference of 6 kW, so it is
directly transmitted to the electrical grid. If we change the active power reference the
6 kW to 2 kW at t = 0.6 s, the power injected follows this variation, so the currents
injected decreased.

When the produced photovoltaic energy is higher than the reference imposed, more
energy is stored in the batteries, in the contrary case, the batteries intervenes; therefore,
we have a transfer of battery energy to the grid.

We can transmit the active power in two directions, the solar station to electrical
grid or the grid to photovoltaic system. In the last case, the active power is stored in the
electrochemical batteries, and the grid current is inversed.

While the reactive power is null (Figs. 16 and 19), the interval between the voltage
and the current is zero, so, we have unit power factor.

7 Conclusion

In this paper, a simple control of grid-connected photovoltaic station with lead-acid
batteries storage has been presented in order to inject the active photovoltaic power to
the electrical grid. The storage systems make it possible to supplement the electrical
power injected to the grid in the moments when the photovoltaic power is not suffi-
cient, therefore the service continuity is ensured in all time. The simulation results
obtained of this approach show and confirm the reliability and the simplicity of this
strategy control.
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Abstract. In the PV system, the electrical efficiency decreases rapidly as the
PV module temperature increases. Therefore, in order to achieve higher elec-
trical efficiency, the PV module should be cooled by removing the heat in some
way. In order to eliminate an external electrical source and to cool the PV
module, the PV module should be combined with the solar air/water heater
collector. This type of system is called solar photovoltaic thermal (PV/T) col-
lector. The PV/T collector produces thermal and electrical energy simultane-
ously. In this study, an attempt has been made to develop the hybrid PVT
collector based on a new integrated absorber configuration that is formed by
two types of absorber, the first is parallel vertical tubes and the second is an
enclosure.

Keywords: Component � Solar energy � Hybrid collector � PV module
photovoltaic � Photovoltaic-thermal (PV/T)

1 Introduction

Renewable energy technologies currently supply 13.3% of the world’s primary energy
needs and their future potential depends on exploiting the resources that are available
locally and on overcoming the environmental challenges as well as winning public
acceptance. Various forms of renewable energy depend primarily on incoming solar
radiation, which totals about 3.8 million EJ per year.

The solar hybrid collectors are the fundamental elements in the transformation of
solar energy into thermal and electrical energy; this allows an increase in the overall
total conversion efficiency of solar energy received.

Research on solar began in the 1970s and has been intensified in the 1980s. In
2005, Zondag [1] provides a state of the art on the solar PVT hybrid based on the report
of the European project PV-Catapult [2]. Among the first studies reviewed by Zondag
[1], some of them focus on the evolution of the geometry and other components of
modeling methods. Thus, Wolf [3] in 1976 performs the analysis of a solar thermal
collector coupled to a heat storage system with PV modules based on silicon.
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Subsequently, the study by Kern and Russel in 1978 gives the basics of using solar
water or air as a coolant. In 1982, Hendrie [4] developed a theoretical model of PVT
hybrid collector based on correlations related to solar standards. In 1981, Raghuraman
[5] presents numerical methods for predicting the performance of flat solar PVT water
or air. Later, in 1985, Cox and Raghuraman [6] developed simulation software to study
the performance of air hybrid PVT and focus on the influence of the optical properties
of the glazing on the thermal performance and electrical components of solar. In 1986,
Lalovic et al. [7] propose a new type of transparent amorphous a-Si cells as a cost
effective solution for the construction of PV modules. Various experimental and the-
oretical studies have been carried out then, for the development of PVT hybrid col-
lectors [8]. In 1997, Fujisawa and Tani [9] have designed and built solar hybrid PVT
water on a university campus in Tokyo, Japan. In 2003, solar PVT hybrid water is
investigated under dynamic conditions by Chow [10] which achieves an appropriate
model for transient thermal simulations. It relies on the work of Bergen and Lovvik
[11] that present in 1995. Chow et al. [12] presented the modeling and a comparison of
the performance of solar PVT hybrid water, a solar PV and solar water. Two prototype
solar hybrid collectors have been built, the first having been modeled in 2006 [13].
Other PVT systems have been investigated and discussed by many researchers for the
last decade in the literature [14–21].

The design idea of the hybrid collector with galvanized steel sheet and tube as
absorber came after it was noticed in previous studies and designs [21, 22] for its low
cost.

In this paper, the thermal performance evaluation of a solar PV/T collector will be
studied. A detailed model will be developed to calculate the thermal parameters of a
hybrid PV/T collector.

2 Concept of Hybrid PVT Collector

2.1 Block Diagram of a PV/T System for the Production of Energy

The PV/T, merging PVs into the solar thermal module, represents a new direction for
renewable heating and power generation. Figure 1 indicates the inter-relationship
among different solar conversion technologies.

Fig. 1. Block diagram of a PV/T system for the production of energy
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2.2 Constitution of the Hybrid Collector

Collector consists of an assembly of elements which are: The transparent cover, a
monocristallin’s photovoltaic module (with its three layers: tempered glass, layer of the
cells with the ethylene vinyl acetate (EVA), and lay down Tedlar) type (UDTS50) of
1.29 m length and 0.33 m width, the form of absorber for the first collector is parallel
vertical tubes wherein the heat transfer fluid, and the second is an enclosure. An
insulation of the hybrid collector is necessary, it allows better thermal performances,
and this insulation is ensured by glass wool (Fig. 2 and Table 1).

3 Thermal Analysis

3.1 Schematic of Heat Transfer

The heat exchange between the different layers of the collector in the prototype can be
presented by the following figure (Fig. 3):

UL,1 and UL,2 are the overall thermal loss efficient of first and second PVT collector
its value may be computed by using the concept of thermal network

The value of a heat loss at the upper surface (1D model) UL,1 was calculated by,
Formula of Klein (Duffie and Beckman, 1991, p. 260): [23].

1. Glass; 
2. Photovoltaic cells; 
3. Entry of coolant; 
4. Exit of coolant; 
5. Absorber; 
6. Insulation

Fig. 2. a - New hybrid collector prototype, b - New configuration of absorber

Table 1. Parameter photovoltaic module

Parameter Value

Courant de court circuit: Isc 2.99 A
Tension de circuit ouvert: Voc 20.8 V
Courant maximum: Imax 2.62 A
Tension maximum: Umax 14.9 V
Puissance maximum: Pmax 39.1 W
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In the case of PVT in an enclosure the value of a heat loss UL,2 is calculated by
losses in different nodes;

It includes all of conduction, convection and radiation losses from the PV/T col-
lector to the atmosphere.

U1 ¼ 1
hrad þ hc

þ Lg
kg

� ��1

ð1Þ

hc ¼ 2:8þ 3Vw ð2Þ

hrad ¼ evr T2
c þ T2

sky

� �
Tc þ Tsky
� � ð3Þ

Where Vw is wind speed on the top surface of PV/T collector. The effective
temperature of the sky (Tsky) is calculated from the following empirical relation [24]:

Tsky ¼ 0:0552 Tað Þ1:5 ð4Þ

In the estimation of overall loss coefficient from cell to absorber (U2), has been
calculated from Eq. (5)

U2 ¼ dc
kc

þ dted
kted

þ dp
kp

� ��1

ð5Þ

A radiative loss exists from the top to the bottom part of absorber surface hrad
(absh_absb) [23].

Fig 3(a) Fig 3(b)

Fig. 3. Schematic of Heat Transfer in the PV/T
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hrad absh�absbð Þ ¼ 4rT
3

1
�
ep

� �
1
�
ep

� �� 1
ð6Þ

The convective heat transfer coefficient inside the duct (hf) is calculated according
to flow regime and its Nusselt number.

In the estimation of overall back loss coefficient (Ub), the convective heat transfer
coefficient on the back surface of PV/T collector (hconv,b) has been calculated from
Eq. (7)

Ub ¼ dp
kp

þ di
ki

þ dtol
ktol

þ 1
hconv;b

� ��1

ð7Þ

Solving equations expressing the conservation of energy for an element of volume
between the glass, cell, the absorber and the fluid expressed in terms of different
coefficient calculated above leads us to determine the UL2 and FR2 for the second
collector coefficient of overall loss.

From energy balance consideration the useful energy gain is equal to:

Qu ¼ m
:
Cf Tfo � Tfi

� � ð8Þ

Hottel et al. [25] proposed the expression of the useful energy calculated as
function of the inlet fluid temperature

Qu;1 ¼ A1FR1 S1 � UL;1 Tfi � Ta
� �	 
 ð9Þ

The quantity FR is equivalent to the effectiveness of conventional heat exchanger,
which is defined as the ratio of the actual heat transfer to the maximum possible heat
transfer.

The amount of solar energy available in the system will be reduced by heat
extraction of electric energy from solar cells:

S1 ¼ sað Þef G ¼ svacð Þ � svgpv
Ac

A1

� �
G ð10Þ

In our prototype the performance of the second module will not be the same as the
first, the outlet temperature of the water at the outlet of the collector in parallel vertical
tubes PVT given by Tfo1 becomes the inlet temperature to the collector whose PVT
absorber is an enclosure given by Tfi2, Tfi2 = Tfo1. The energy useful in the second
collector is given by

Qu;2 ¼ A2FR2 S2 � UL;2 Tfo;1 � Ta
� �� � ð11Þ
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With

S2 ¼ hp1 sað Þef G ¼ hp1 svacð Þ � svgpv
Ac

A2

� �
G ð12Þ

And

hp1 ¼ U1

U2 þU2ð Þ

Where hp1 is a penalty factor due to the presence of solar cell material, glass and
EVA.

_m and Cf are respectively, the mass flow rate and specific heat capacity of the
coolant, Tfi and Tfo the coolant temperatures at the inlet and outlet, A1and A2 are the
collector area of first and second collector;

In 1D model a Hottel-Whillier model (Duffie and Beckman, 1991, pp. 253–281)
[24]. The thermal yield is given by

gT ¼ Qu;1þ 2

AG
¼ Qu;1 þQu;2

AG
ð13Þ

gT ¼ a1 � a2
Tfi � Ta

G
ð14Þ

For our configuration was found:

a1 ¼ A1FR1S1 þA2FR2S2
AG

� A1A2FR1FR2UL;2S1
AGm

:
Cf

a2 ¼ A1FR1UL;1 þA2FR2UL;2

A
� A1A2FR1FR2UL;1UL;2

Am
:
Cf

4 Results and Discussions

Calculations are done for typical day of May 16/05/2014 in the site of Ghardaïa; for a
given design and climatic parameters. The hourly variations of global radiation and
ambient temperature.

The variation of solar intensity and ambient temperature for a typical day in the
month of May 2014 for Ghardaïa condition is shown in Fig. 4.

Figure 5 shows thermal efficiency variation at various PVT-panels, these results are
referred to thermal efficiency of water ηth in the mode of water heat exchanger; the
ration DT=G (KW−1m2) is the reduced temperature, with DT ¼ Ti � Ta(K). The PV/T
collector in parallel vertical tubes is obviously performing more at zero reduced tem-
perature and represents a higher value.
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5 Experimental Study

The heat exchanger used in the new PVT collector consists of galvanized steel tubes
welded to galvanized steel plate [26], and a part of absorber in enclosure is constituted
by a galvanized steel sheet of 3 mm length 640 mm, width 270 mm and depth of
35 mm, this interchange on the back of the photovoltaic module.

The dimensions of the tubes are: Outside diameter: 14 mm;
Inner diameter: 12 mm; Spacing between the tubes: 30 mm;

Figure 6 is a photo taken in the laboratory of the Unit for Applied Research in
Renewable Energy in Ghardaïa; it shows the new hybrid PVT collector placed on the
control structure.

Data acquisition of type 34970 (Data Acquisition/Switch Unit) is used to determine
the values of temperature.

Figure 7 shows the variation of the temperature at the front and rear side of the
hybrid collector, two thermocouples K-type are placed in two different points Tav1 and
Tav2 of the front face, it is found that the variation between these two points is
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negligible and it explains the uniform distribution of the temperature front. The rear
face temperature is nearly identical to the ambient temperature and it is up to the good
insulation of the PVT collector.

The current-voltage (I-V) experimental characteristics of PV module and new PVT
collector are displayed in Fig. 8.

The new PVT collector provides important electrical characteristics (short circuit
current of 2.7 A and open circuit voltage of 18.5 V). The effect of heating water in the
absorber has reduced the temperature of the solar cell and thus increases the electrical
efficiency of the hybrid collector.

Fig. 6. Photo of the new PVT collector
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6 Conclusion

The work presented in this paper concerns the theoretical and experimental study of a
hybrid photovoltaic thermal solar collector or PVT. New configuration of the absorber
is used. This configuration is an assembly between two interchanges; the first is PVT in
parallel vertical tubes and second in an enclosure.

The thermal model is steady-state, based on solving the heat balance for all the
layers in the PVT collector.

This work allowed us to study the new hybrid PVT collector, determining its
thermal and electrical performance.

References

1. Zondag, H.A.: Flat-plate, PV-thermal collectors and systems: a review. Renew. Sustain.
Energy Rev. 12, 891–959 (2005)

2. Zondag, H.A., Bakker, M., Helden, W.G.J. (eds.): PV/T Roadmap-a European guide for the
development and market introduction of PV-thermal technology, Rapport EU-Project
PV-Catapult, p. 87 (2005)

3. Wolf, M.: Performance analyses of combined heating and photovoltaic power systems for
residences. Energy Convers. 16(1–2), 79–90 (1976)

4. Hendrie, S.D.: Photovoltaic/thermal collector development program. Rapport final.
Massachusetts Institute of Technology, Etats-Unis (1982)

5. Raghuraman, P.: Analytical predictions of liquid and air photovoltaic/thermal, flat-platz
collector performance. J. Sol. Energy Eng. 103(2), 291–298 (1981)

6. Cox, C.H., Raghuraman, P.: Design considerations for flat-plate-photovoltaic/thermal
collectors. Sol. Energy 35(3), 227–241 (1985)

7. Lalovic, B., Kiss, Z., Weakliem, H.A.: Hybrid amorphous silicon photovoltaic and thermal
solar collector. Sol. Cells 19(2), 131–138 (1986)

0 2 4 6 8 10 12 14 16 18 20
0,0

0,5

1,0

1,5

2,0

2,5

3,0

 PVTn

cu
rre

nt
 (A

)

Voltage (V)

Fig. 8. Current–voltage characteristic curve

The Development of Empirical Photovoltaic/Thermal Collector 179



8. Tripanagnostopoulos, Y., Tzavellas, D.: Hybrid PV/T systems with dual heat extraction
operation. In: Proceedings of the 17th European PV Solar Energy Conference, Munich,
Allemagne, pp. 2515–2518 (2001)

9. Fujisawa, T., Tani, T.: Annual exergy evaluation on photovoltaic-thermal hybrid collector.
Sol. Energy Mater. Sol. Cells 47(1–4), 135–148 (1997)

10. Chow, T.T.: Performance analysis of photovoltaic-thermal collector by explicit dynamic
model. Sol. Energy 75, 143–152 (2003)

11. Bergene, T., Lovvik, O.M.: Model calculations on a flat-plate solar heat collector with
integrated solar cells. Sol. Energy 55(6), 453–462 (1995)

12. Chow, T.T., He, W., Ji, J.: Performance evaluation of photovoltaic-thermosyphon system for
subtropical climate application. Sol. Energy 81, 123–130 (2007)

13. Chow, T.T., He, W., Ji, J.: Hybrid photovoltaic-thermosyphon water heating system for
residential application. Sol. Energy 80(3), 298–306 (2006)

14. Kumar, S., Tiwari, A.: Design, fabrication and performance of a hybrid photovoltaic/thermal
(PV/T) active solar still. Energy Convers. Manage. 51, 1219–1229 (2010)

15. Li, M., Li, G., Ji, X., Yin, F., Xu, L.: The performance analysis of the trough concentrating
solar photovoltaic/thermal system. Energy Convers. Manage. 52, 2378–2383 (2011)

16. Gang, P., Huide, F., Jie, J., Tin-tai, C., Tao, Z.: Annual analysis of heat pipe PV/T systems
for domestic hot water and electricity production. Energy Convers. Manage. 56, 8–21 (2012)

17. Calise, F., Dentice d’Accadia, M., Vanoli, L.: Design and dynamic simulation of a novel
solar trigeneration system based on hybrid photovoltaic/thermal collectors (PVT). Energy
Convers. Manage. 60, 214–225 (2012)

18. Rajoria, C.S., Sanjay, S., Tiwari, G.N.: Exergetic and enviroeconomic analysis of novel
hybrid PVT array. Sol. Energy 88, 110–119 (2013)

19. Ammar, M.B., Chaabene, M., Chtourou, Z.: Artificial neural network based control for PV/T
panel to track optimum thermal and electrical power. Energy Convers. Manage. 65, 372–380
(2013)

20. Othman, M.Y., Ibrahim, A., Jin, G.L., Ruslan, M.H., Sopian, K.: Photovoltaic-thermal
(PV/T) technology – the future energy technology. Renew. Energy 49, 171–174 (2013)

21. Touafek, K., Haddadi, M., Malek, A.: Modeling and experimental validation of a new hybrid
photovoltaic thermal collector. IEEE Trans. Energy Convers. 26(1), 176–183 (2011)

22. Touafek, K., Haddadi, M., Malek, A.: Conception and study of a low cost hybrid solar
collector. In: 2nd International Conference on Nuclear and Renewable Energy Resources,
Ankara Turkey, 4–7 July 2010

23. Duffie, J.A., Beckman, W.A.: Solar Engineering of Thermal Processes, 2nd edn. Wiley,
New York (1991)

24. Bernards, J.: énergie solaire Calculs et optimisation, Août 2004 France
25. Hottel, H.C., Willier, A.: Evaluation of flat-plate solar collector performance. In:

Transactions of the Conference on the Use of Solar Energy, vol. 2. University of Arizona
Press, Tucson, Arizona (1958)

26. Touafek, K., Khelifa, A., Adouane, M.: Theoretical and experimental study of sheet and
tubes hybrid PVT Collector. Energy Convers. Manage. 80, 71–77 (2014)

180 H. Ben cheikh el hocine et al.



A Mathematical Model to Determine
the Shading Effects in the I-V Characteristic

of a Photovoltaic Module

A. Fezzani1(&), I. Hadj Mahammed1, and S. Bazi2

1 Centre de Développement des Energies Renouvelables CDER,
Unité de Recherche Appliquée en Energie Renouvelables URAER,

47133 Ghardaïa, Algeria
amorfezzani@yahoo.fr

2 Laboratory, LSP-IE, University of Batna,
Rue Cahid Med El-Hadi Boukhl, 05000 Batna, Algeria

bazismail@yahoo.fr

Abstract. The performance of a photovoltaic (PV) array is affected by tem-
perature, solar insolation, shading. Often, the PV arrays get shadowed, com-
pletely or partially, by the passing clouds neighboring buildings, towers or by
trees, etc. The situation is of a particular interest in a case of the large PV power
plants. In the case of the shading the characteristics of the PV module are more
complex with the several peak values. Under such conditions, it is very difficult
to determine the maximum power point (MPP). This paper presents a
MATLAB-based modeling and simulation scheme suitable for studying the I–V
and P–V characteristics of a PV under a no uniform insolation due to partial
shading. The Photovoltaic model has been developed and used as Simulink
subsystems. The proposed model facilitates simulating the dynamic perfor-
mances of PV-based power systems and also has been validated by means of
simulation study.

Keywords: MATLAB® � Photovoltaic cells � Partial shading � Reverse
characteristics

1 Introduction

The photovoltaic system (PV) has attracted much attention due to the oil and envi-
ronment pollution in recent years [1–3]. Its merits are: inexhaustible; pollution-free;
abundant; silent and with no rotating parts and size-independent electricity conversion
efficiently.

The main drawback is that: Form an operational point of the view, a photovoltaic
array experiences large variation of its output power under intermittent weather con-
ditions. These phenomena may cause operational problems at a central control center in
a power utility, such as excessive frequency deviations, spinning reserve increase, etc.;
its initial installation cost is considerably high.
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Integrating the PV power plant with other power sources such as diesel backup [2],
fuel cell backup [3], battery backup [1, 3] super conductive magnetic energy storage
backup are ways to overcome variations of its output power problem.

However, a major challenge in using a PV source is to tackle its nonlinear output
characteristics, which vary with temperature and solar insolation.

The characteristics get more complicated if the entire array does not receive uni-
form insolation, as in partially cloudy (shaded) conditions, resulting in multiple peaks.
The presence of multiple peaks reduces the effectiveness of the existing maximum
power point tracking (MPPT) schemes [5–7] due to their inability to discriminate
between the local and global peaks.

Nevertheless, it is very important to understand and predict the PV characteristics in
order to use a PV installation effectively, under all conditions. Over the years, several
researchers have studied the characteristics of PV modules and the factors that affect
those [8–10].

This paper begins with the modeling and simulation of PV modules. The
non-uniform insolation or partial shading occurs very frequently in solar PV system. To
study the shading effects modeling of solar PV module in reverse biased conditions is
required. Many models have been reported in literature. A more precise model, based
on the one diode model was given by Bishop [11]. This model offers optimal condi-
tions for description of the solar cell characteristics.

The main feature of the proposed model is to include the effect of complete or
partial shading in the model. To study mismatch losses, mathematical modeling is done
for the PV system and the simulation has been performed using MATLAB® envi-
ronment. Further, the effects of partial shading with bypass diodes are investigated.

2 Model and Simulation Procedure

2.1 Model of Practical PV in First Quadrant

Forward Characteristics
Photovoltaic (PV) arrays are built up with combined series/parallel combinations of

PV solar cells [4], which are usually represented by a simplified equivalent circuit
model such as the one given in Fig. 1 and/or by (1).

During darkness, the solar cell is not an active device; it works as a diode, i.e. a p-n
junction. It produces neither a current nor a voltage. However, if it is connected to an
external supply it generates a current Id, called diode (D) current or dark current. The
diode determines the I-V characteristics of the cell.

G

Fig. 1. Simplified equivalent circuit PV model.
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I ¼ Iph � I0 exp
V þ IRs

Vt

� �
� 1

� �
� V þ IRs

Rsh
ð1Þ

Where Vt = aKTc/q is the thermal voltage, q is the electron charge
(1.602 � 10−19 C), K is the Boltzmann constant (1.38 � 10−23 J/K), I is the cell
output current (A), Iph is the photocurrent, function of the irradiation level and junction
temperature, I0 is the reverse saturation current of diode, Rs and Rsh the series and shunt
resistance respectively, Tc is the reference cell operating temperature (25 °C), V is the
cell output voltage, V.

As example of simulation, the solar cell parameters used in this simulation, from
model shown at the equivalent circuit of Fig. 1 or (1), are the following: Diode:
a = 1.2, I0 = 10−8 A; Rs = 0.005 X, Rsh = 9 X.

The PV characteristic in under different irradiance level and PV characteristic under
different temperature are plotted in Fig. 2. As illustrated in the figures, the open-circuit
voltage (Voc) is dominated by temperature, and solar irradiance has preeminent
influence on short-circuit (Isc). We can conclude that high temperature and low solar
irradiance will reduce the power conversion capability. Figure 3 shows the influence of
irradiance on the characteristic power - voltage (P-V) of a photovoltaic module.

Fig. 2. PV characteristic under different temperature and irradiance.

Fig. 3. PV characteristic under different irradiance (temperature = 25 °C).
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2.2 Modeling of Reverse Characteristics of PV Cell

Reserve characteristics
Typically 72 cells are connected in series to get the requisite voltage of PV module.

All the cells are forced to carry the same current called module current in series
module. If one or more cells are not receiving the equal illumination or shaded these
cells become reverse biased which leads to power dissipation and thus to heating
effects. This situation is illustrated in Fig. 4 which shows the I-V characteristics of a
cell in the whole range.

The forward characteristic extends to the open circuit voltage of approximately
0.6 V; the reverse biased characteristic is much more extensive and limited by the
breakdown voltage. If the cell is shaded, its short circuit current is less than the module
current so that it is operated at the reverse characteristic, causing power to be dissi-
pated. Hence it is required to model the reverse characteristics of the PV cell for the
complete representation of it. The breakdown occurs in PV cell is not taken into
account in the one diode model shown in Fig. 1. Therefore another model based on the
model of Bishop [11] is described in this paper. This model includes an extension term
which describes the diode breakdown at high negative voltages. The equivalent of this
model is given in Fig. 5.

Different I-V curves are obtained by substituting different numerical values for the
parameters.
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Fig. 4. I-V characteristic of the PV cell in the forward and reverse biased conditions.

G

Fig. 5. Simplified equivalent circuit PV model.
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The I-V curve of this model is given by

I ¼ Iph � I0 exp
V þ IRs

Vt

� �
� 1

� �
� Ish ð2Þ

The leakage current term Ish, which is a function of voltage and controls the cell
reverse characteristic, consists of an ohmic term (current through the shunt resistance)
and a non-linear multiplication factor [12–14] describing avalanche breakdown [15]:

Ish ¼ V1

Rsh
1þ k 1� V1

Vb

� ��n� �
ð3Þ

Where V1 is the voltage across the junction (V), Vb is the junction break down
voltage, k is the fraction of ohmic current involved in avalanche breakdown and n is the
avalanche break down exponent.

Equation (2) is modified as:

I ¼ Iph � I0 exp
V þ IRs

Vt

� �
� 1

� �
� V þ IRs

Rsh
1þ k 1� V1

Vb

� ��n� �
ð4Þ

Manufacturers usually integrate bypass diodes for every 12 or 18 cells to a PV
module as seen in Fig. 6. Although bypass diode numbers in a PV module is of great
importance under partial shading conditions [17, 18].

Typically, module consists of many solar cells, and for each 18 cells are equipped
with one bypass diode, so bypass diode is connected with a string (one string corre-
sponds to eighteen cells in series), Fig. 7.

Fig. 6. Bypass diode covering 18 solar cells, one of these cells is working in shading conditions
while the rest are free of shadow.

Fig. 7. Connection schematic of bypass diodes in the PV module.
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The mathematical model has been implemented in the Matlab-Simulink environ-
ment. The solar cell parameters used in this simulation, from model shown at the
equivalent circuit of Fig. 5 or (4), are the following:

Diode: a = 1.2, I0 = 10−8 A; Rs = 0.005 X, Rsh = 9 X; Vt = 0.0258 V; Bishop’s
term: Vb = −20 V, k = 0.1 and n = 3.

The current source Iph is controlled by the irradiance level and temperature, the
solar cell active area and its short circuit current density. The simulation I-V charac-
teristics under reverse biased conditions for dark condition is shown in Fig. 8.

The two-quadrant I-V characteristic of a cell can be plotted by setting the param-
eters k, n, and Vb to the desired values. More details can be found in [11, 19].

3 Study of Partial Shadowing Effects in the Solar PV

The performance of a Solar Photovoltaic (SPV) is affected by temperature, irradiance
conditions, mismatch effects, shading and array configuration.

The presented model and simulation procedure can be applied to the study of SPV
working in partial shadowing conditions. The application of this Matlab-based simu-
lation procedure can help to a better understanding and prediction of the I–V and P–V
characteristics of PV arrays. It can be used to study the effect of temperature and
irradiance variation conditions, hot spot apparition and effects in output power
reduction. It can be also useful in the study of bypass diodes configuration in the SPV
and its effects in output power variation and apparition of peaks and new maximum
power points in the power–voltage characteristic [17, 20–22].

4 Simulation Results

The diagram of the closed loop system for MATLAB® and Simulink is shown in
Fig. 9, which includes the electrical circuit of the photovoltaic module BP SX 150S,
whose characteristics are given as: maximum power PMpp = 150 w, rated voltage

Fig. 8. I-V characteristic under different irradiance (a) and temperature (b).
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VMPP = 35 V, open circuit voltage Voc = 43.5 V, rated current IMPP = 4 A and short
circuit current Isc = 4.3 A. The photovoltaic module is modeled using the electrical
characteristics to provide the current and voltage of the photovoltaic module output.

4.1 Influence of the Amount of Shading with Bypass Diode

A string with 18 cells has been considered, supposing that one of the cells is 25%, 50%,
75% or 100% shaded (Fig. 10a), 1st cell 50% and 2nd cell 75% shaded (Fig. 10b), one
range horizontal shaded (Fig. 10c), four ranges horizontal shaded (Fig. 10d) and one
cell for 3 groups shaded (Fig. 10e). A system formed by 4 strings serially connected
has been simulated. Results are presented in Figs. 11.

Figure 11 show that also in the case when the solar cells are shaded in series with a
bridging diode the shading influences on the I-V and the P-V characteristics of the
module. When one solar cell (1.4% shading of the module) is shaded the maximum
power decreases for approximately 25%.

Fig. 9. Simulink simulation to illustrate the I-V and P-V module output characteristics.

Fig. 10. Shading on the photovoltaic module.
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It is observed from the under results; the use of bypass diodes can save the poorly
illuminated panels from damage and also make this energy available to the load. But
the P-V characteristics under non uniform insolation with bypass diodes contain
multiple peaks [16]. The magnitude of the global maxima is dependent on the array
configuration and shading patterns.

Figure 12 reveals that, under partially shaded conditions, the bypass diodes
introduce multiple steps in the I-V characteristics and multiple peaks in the P-V
characteristics.

5 Conclusion

In this work we propose an approach to the study of solar cells working partially
shadowed, based on the model proposed by Bishop. A simulation methodology for
solar cells and PV modules working partially shadowed using the developed models in
MATLAB® environment is proposed.

Fig. 11. Influence of shading one or more cell different percentages in an 18 cell strings in a
module with four strings.

Fig. 12. I-V and P-V curves for varying insolation.
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The focus is on the influence of the shading on the I-V and the P-V characteristics
of the module. The results show that the influence of the shading cannot be neglected
and it is necessary to consider it in the installation of the photovoltaic systems.
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Abstract. The hybrid systems of renewable energy can contribute in a sig-
nificant way to the durable development in several isolated areas. This paper
discusses an optimization solution of an hybrid system of renewable energy. We
consider the example of the combination of two common renewable energy
resources namely thermal and biomass. We present the estimation of the ener-
getic potential for each considered renewable energy resource that can be
extracted from a given site; and then we propose their repartition in order to
optimize the exploitation of these available resources while meeting the global
specific energy demand. The general problem can be formulated as a problem of
optimal allocation of limited resources constrained to meet specific demands.
We consider two types of situations. The first type considers situations where
the installed energetic capacity of each resource is continuous. The second type
considers situations where the installed energetic capacity is only available as
specific discontinuous units. The approach adopted to solve the first type uses
the simplex linear programming method while for the second type; we use the
integer linear programming method. We also present some examples to illustrate
the proposed technique.

Keywords: Optimal energy distribution � Renewable energy � Integration of
renewable energy � Thermal � Biodigester � Linear programming

1 Introduction

Hybrid renewable energetic systems are systems that integrate more than one renew-
able energy sources. As they are time, environment and site dependent, one expects that
their judicious and complementary combination may overcome some limitations which
are inherent to every individual system used alone. Hybrid systems may also reduce the
need for energy storage which is very costly and space consuming. The application of
renewable energy system has become an important alternative as power provider in
rural electrification program when the price of oil is reaching its highest level. The topic
of optimizing the integration of renewable energy sources in a complementary way is a
very interesting but a challenging one both scientifically and technologically. The
general issue of combining renewable energy sources we are considering can be stated
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M. Chadli et al. (eds.), Recent Advances in Electrical Engineering and Control Applications,
Lecture Notes in Electrical Engineering 411, DOI 10.1007/978-3-319-48929-2_15



as follows. In a specific site, given the capacities of some renewable energy sources and
an energetic demand, how to determine the optimal repartition of these energies that
meets the demand. We will consider the combination of two renewable resources such
as thermal energy and biomass energy. We will firstly address the problem in case
where the energy to be allocated can be continuous. Secondly, we will address the
problem in case where the energy to be allocated is available as specific discrete units.
For instance, manufacturers may provide photothermal panels as units with a specific
capacity characterized by its provided energetic capacity. Manufacturer also may
provide bioreactors as units with specific size and then with a specific energetic
capacity according to the biodigester characteristics. Therefore, determining the opti-
mal energy to be installed leads to determining the number of units from each source
which are required to meet the specified energetic demand. There have been few
proposed approaches to solving this problem with and without taking into account
energy storage systems such as batteries, diesel engines, hydrogen, etc. Among these
approaches, we can notice linear programming, dynamic programming, genetic algo-
rithms techniques, etc. [1–4]. Some software for analysis and optimization of hybrid
energetic systems has been developed and are actually largely used such as HOMER,
SOMES, RAPSIM, SOSIM, etc. [5–7] revise some relevant papers concerning the
simulation and optimization techniques, as well as the tools existing that are needed to
simulate and design stand-alone hybrid systems for the generation of electricity and/or
heat. We will address the first issue which concerns the case where the energy is
continuous. As proposed in Ref. [1], we modeled the problem of resource allocation in
terms of linear program and solve it with simplex algorithm. The second issue con-
cerning the case of discrete units of energy requires integer numbers of renewable
energetic units. We solve it with integer linear programming method has been for-
mulated in many ways. But the most used approach seeks to minimize the Loss of
Power Supply Probability (LPSP) [8]. Consider the case where they have photovoltaic
panels and wind turbines as specific units. Thus, the problem consists of determining
the numbers of PV panels, wind turbines, and batteries. Their formulation leads to a
non linear integer programming problem. They solve the problem by using the LPSP in
the framework of ant systems by minimizing the initial capital investment [9]. Present
an optimal sizing method for stand-alone hybrid solar–wind system with LPSP tech-
nology based on genetic algorithms. It consists of determining, among other elements
[10]. Uses a hybrid system and the formulation determine the number of micro-hydro,
PV, wind turbines, and batteries by minimizing the life cycle cost [11]. The LPSP
model is used and the lowest Levelised Cost of Energy is considered as the economical
optimal configuration. Following the formulation using linear programming to model
and solve the problem of sources repartition without taking into account the storage
issue, we address the problem of optimal distribution of renewable energetic hybrid
systems where the energies provided by each source are constituted of specific units.
We formulate the problem as an integer linear programming one by minimizing the
initial capital investment under constraints such as ensuring the annual required
demand. The formulation requires the estimation of the annual energy that should be
provided by each renewable energy unit as well as its cost. To illustrate our analysis,
we provide examples combining Thermal and biodigester units.
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2 An Experimental Hybrid System

The purpose of this study is to combine renewable energy sources to meet the energy
demand of a given location (home, farm, urban…). Figure 1 shows an experimental
prototype house that uses hybrid energy sources solar, and biomass. Energy sources
appearing in pictures of Fig. 1 are experimental renewable energy systems that have
been developed at our laboratory LATA, University of Constantine. The picture
(a) shows a photo-thermal system, the image (b) shows an experimental bioreactor for
the production of methane using wastewater and organic waste. The management
system is used to adapt the energy available to meet the demand. As renewable energies
are fluctuating, it is customary to add storage batteries as a reserve.

3 Energy Resources Estimation

3.1 Estimation of Annual Thermal Energy

The power generated by a thermal solar simple flat collector can be estimated by the
following expression [12, 13]:

Pth ¼ Sth � ½FR � s � a � G� FR � UL � ðTfe � TaÞ� ð1Þ

Where:
Sth : Absorber area ðm2Þ.
FR : Heat removal factor.
s � a : Transmittance–absorptance product.
G : Total (direct plus diffuse) solar energy incident on the collector aperture

ðW�
m2Þ.

UL : Solar collector heat transfer loss coefficient ðW�
m2 C�Þ.

Tfe : Temperatures of the fluid entering the collector ðC�Þ.
Ta : Ambient temperature ðC�Þ.

a

b

Management 

Experimental site LATA

Fig. 1. Experimental Hybrid renewable energy systems (HRES).
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We can estimate the annual power produced by the thermal collector according to
(1) and we can also use an empirical rule in a sunny zone like our site [12]. In our case;
we consider a collector with an absorber surface of 2 m2 which produces about 200
Watts. As we estimate the number of sunny hours per year to (2190), the temperature of
the fluid entering the collector of 45 C� and the ambient temperature of 25 C�; therefore
the annual energy transmitted to the water is about 438 kWh/year.

3.2 Estimation of Annual Biogas Energy

To estimate the power generated by a methane digester, we consider a completely
mixed continuous anaerobic digester in steady state operation. We use the
Chen-Hashimoto model which is given in [14]. The expression of methane production
with respect to the different parameters that intervene in this model can be written as:

Pbio ¼ ½B � ðM0=TRHÞ� � V ð2Þ

Pbio ¼ Qm ¼ B0 � ½1� ðK/lm� HRT + K� 1Þ](MO/HRT)) � V ð3Þ

Where:
HRT: Hydraulic retention time.
MO: Matter oxidizable.
V: Biodigester volume (m3).
B: Biological efficiency.
Qm : Production of methane (m3/d).
B0 Production potential of methane.
K: Constant of inhibition ðK = 0:6 þ 0:021 � 100:05 � Mo).
lm : Kinetic coefficient (lm ¼ 0:013 �T� 0:129).

This expression is used to estimate the annual energy produced by a given reactor
under given conditions of exploitation. On the other hand, it can be used to designing a
reactor given an expected estimate of the energy.

As example, let’s consider a continuous bioreactor of Volume V ¼ 4 m3, volu-
metric flow rate Q ¼ 0:3 m3

�
d, the hydraulic retention time can be deduced as

HRT ¼ V/Q ¼ 13:33 days. In our regional context, we use the organic fraction of solid
waste mixed with the activated sludge in mesophilic condition, with matter oxidizable
MO ¼ 5g/l. At a temperature of 25 °C, the kinetic coefficient can be estimated as
lm = 0:013 * T � 0:129 and B0 ¼ 0:1 m3=kgMO; therefore the estimate energy
produced by day is about Qm ¼ 0:07 m3. If we consider a functioning of the reactor
during 335 days per year, we can estimate the annual production of energy as
Ebio ¼ Qm:335 ¼ 23:5 m3

�
year. This energy production can be converted into various

other forms of energy such as heat, electricity and both. One m3 provides, when
converted into electricity, about 10 kWh. If we convert the annual methane production
into electricity, we can expect energy of about 235 kWh/year [15].
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4 Modeling the Hybrid System

4.1 Continuous Energy Case

Given the characteristics and the energy demand for a specific site, the problem under
consideration is to determine the capacity of renewable resources to be installed in
order to meet the demand. Such an approach was made by [1] to solve a problem of
rural electrification based on the integration and distribution of renewable resources in
India. We consider the renewable energy resources Ei with the available capacity limit
Li. We need to provide also the unit costs of each resource Ci as well as the global
demand D to be met. The general form may be that of a linear programming problem of
minimizing a cost function ZT under given constraints. The problem can be expressed
as follows:

min ZT ¼ P
Ci � EiP

Ei ¼ D
Ei � Li
Ei � 0

8>><
>>:

9>>=
>>; ði = th, bio. . .Þ ð4Þ

4.2 Discrete Energy Case

The problem consists of determining the number of thermal units as well as the number
of biodigester units. Therefore, it can be converted into an optimization program known
as integer linear programming problem that requires pure integer solutions for the
decision variables N1 and N2. A basic general formulation consists of minimizing a cost
function ZT while satisfying the demand D. The unit costs of each renewable unit are Ci

and its annual energy production is Ei. The problem can be expressed as follows:

min ZT ¼ P
i
CiNiP

i
Ei � Ni ¼ D i ¼ 1; 2; 3; . . .

Ni � 0
Ni Integers

8>>>><
>>>>:

ð5Þ

Compared to linear programming problems, integer linear programming problems
are more difficult to solve and have specific techniques for their resolution. In the last
twenty years, the most effective technique has been based on dividing the problem into
a number of smaller problems in a method called branch and bound. For simpler case
with two decision variables, graphical representation can help to analyze and solve the
problem if a solution exists.
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5 Application

5.1 Continuous Energy Case

Let’s consider too combination examples of renewable energies sources: the thermal
energy Eth with the limit Lth, the biogas energy Ebio with the limit Lbio. Let’s also
provide the unit costs Ci of each energy as well as the global demand D.

The resolution of these problems can be done by techniques derived from the
simplex or interior point methods. Many computer programs are available as (LINDO
[16] LINSOLVE [17], Z-PL [18]…). In our case, we used the LINDO program to
determine the optimal allocation of resources.

5.2 Discrete Energy Case

Let’s consider the following example of a small Thermal/Biomass hybrid system. The
estimated energy produced by a thermal (one unit) is Eth ¼ 160 KWh=year and the
estimated energy produced by a biodigester (one unit) is Ebio ¼ 83 KWh=year. If we
assume a cost of 0:8$ per Watt of peak power, then the unit cost of a thermal is around
Cth ¼ 70$ . On the other hand, the reduced cost of the type of biodigester which has
been built up at our laboratory can be estimated at about C2 ¼ 100$ . This leads to
2$ =Watt. For simplicity, we may only consider in this analysis the investment for
capital cost of the hybrid system which may involve the number of thermal units ðN1Þ
and the number of biodigester units ðN2Þ.

6 Results

We present in the following Table 1, the formulation; and the applicative examples for
both cases; Continuous and discrete. These problems have been solved by Linear
Programming technique. The optimal repartition of renewable energies and their per-
centage to participate to satisfy the global demand are given below.

Comments

• For the continuous energy case: we obtain the following distribution; biomass has
the lowest cost, so it is completely consumed. Its capacity is completely used and it
participates at 43.3%. Other resources were used according their lowest cost and
capacity (Eth ¼ 56:7%). We notice that the management system works as follows: it
initially selects the energy which has the lowest cost until it its completely con-
sumed, then selects the next low cost and son on.

• For the Discrete Energy Case: There is a particular issue related to the demand. If
we consider the demand as an equality constraint; therefore the solution is not
guarantee. But; if we reformulate it as an inequality constraint; the possibility to find
out a solution is much more obvious. For the studied case see Table l; if we
consider the demand as an equality case, there no solution. In case where the
demands is considered as an inequality; the solution gives an objective function
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value ¼ 910$ with N1 ¼ 13 photothermal panels and N2 ¼ 0 Biodigesters
(Table 2) whatever the variations of the cost of a photothermal panels. According to
this result, the system will be only composed of photothermal panels because

Table 1. Optimal Energy repartition
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a photothermal panels is cheaper than a Biodigesters. But; we may notice that this
case is not realistic if we consider the variability of the produced energy with
seasons. If we do not limit the maximum capacity of the RE; we cannot obtain a
hybrid system (Table 2).

To illustrate the search of solutions in integer linear programming, we present and
discuss the graphical solution of the following program with the equality constraint and
Ebio ¼ 84.

Let’s analyze the sensitivity of the solution (if it exists) of the integer program with
the equality constraint with respect to a small change in the unit cost characterizing the
annual energy production of a biodigesters unit. Table 2 shows the sensitivity of the
solution with respect to Ebio.

7 Graphic

The graphical analysis is presented in Fig. 2 where the x-axis representsN1 and the y-axis
representsN2. The red line represents the equality constraint (160 � N1 þ 84 � N2 ¼ 2000).
The blue lines represent the objective function (Z ¼ 70 � N1 þ 100 � N2Þ Which is
parameterized by the value Z. So, by increasing the value of Z while moving the blue line
in the direction of the arrows, we seek to interest the red line in a point where bothN1 and
N2 should be integers. If there are many points that meet this condition of integrality, we
should select the point which corresponds to theminimal value of Z. In the example under
consideration, the optimal value corresponds to the point M where Z ¼ 2140 $ with

Table 2. Sensitivity of the solution w.r.t Ebio
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80 940 910 12 13 1 0
81 No solution 910 // 13 // 0
82 No solution 910 // 13 // 0
83 No solution 910 // 13 // 0
84 2140 910 2 13 20 0
85 1880 910 4 13 16 0
86 No solution 910 // 13 // 0
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N1 ¼ 2 andN2 ¼ 20. If we consider the integer linear program given in (10), there will be
no intersection between the equality constraint and the objective function that corre-
sponds to a point with integer coordinates.

8 Conclusion

We have presented a formulation for optimally combining renewable energy sources in
order to build up economical hybrid energetic systems in case where these energies are
available in a continuous form. The proposed model directly relates the group of input
parameters to the estimated power and annual energy production for each renewable
energy source. These parameters depend on environmental conditions (solar irradiation,
temperature), on geographical characteristics of the site (latitude, longitude, altitude),
and on the design characteristics of each energetic system (panel orientation, volume of
the biodigester, etc.). In case of continuous energy, given an estimation of the annual
energy production and a cost of each unit of the renewable energy source as well as an
annual demand, the simplex algorithm outputs (if possible) the optimal repartition of
each renewable energy resource. Knowing the energy and the characteristics of the site,
this enables to sizing the renewable energy system to be used. According to various
simulations; we finally notice that the management system works as follows: it initially
selects the energy which has the lowest cost until its capacity is completely consumed,
and then selects the next low cost resource and son on. In case of discrete units, given
an estimation of the annual energy production and the cost of each unit of the
renewable energy source as well as an annual demand, the program outputs (if pos-
sible) the number of units from each source to meet the demand while satisfying all the
constraints. Both approaches are generic since they are adaptive to various sites,
demands, and different energy sources. Illustrative examples have been given

Fig. 2. Graphical analysis of a solution in Integer Linear programming. (Color figure online)
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combining thermal and biomass sources. However, solving integer programs is much
difficult than solving linear programs.
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Abstract. In this paper, a three-phase shunt active filter is used to compensate
for current harmonics and reactive power in three-phase distribution network
system. In order to improve its performances, artificial neural networks and
fuzzy logic approaches are used to control this device. The first controller, based
on ADALINE networks, is used with the direct method in order to identify
precisely the necessary currents to reduce the harmonics and to compensate
reactive power. The neural network inputs are based on a decomposition of the
measured currents. This decomposition is also based on the Fourier series
analysis of the current signals and Least Mean Square (LMS) training algorithm
to carry out the weights. In this case, three ADALINE are used to extract the
fundamental component of the distorted line current directly from the three
phase space. The second controller is the fuzzy logic controller, used to regulate
the DC link capacitor voltage. This approach has the advantage to eliminate the
PLL and Concordia, Park or Clark transformations method. Speed and accuracy
of this approach results in improving the performance of the APF.

Keywords: Adaline � Fuzzy logic control � Active power filter � Power quality

1 Introduction

Nowadays there has been a rapid increase in the number of power electronic loads
resulting in alarming levels of harmonic distortion in the distribution systems.
These harmonics circulate in the electrical network, disturb the correct operation of the
components and even it may damage them [1, 2]. Shunt Active Power Filters (APFs)
are recognized solutions to compensate for harmonic distortions, to correct the power
factor and to recover the balance in power distribution systems by injecting compen-
sating currents [3, 4]. One important factor which influences the performance of the
APFs is the speed and accuracy of the detection tool for the power line harmonic
currents. APFs can be used with different control strategies. One of the most widely
used is based on the conventional instantaneous power theory (pq-method) initiated by
Akagi [3]. This approach works in the ab-reference frames, calculates the real and
imaginary instantaneous powers and separates their alternative parts from their con-
tinuous parts. The alternative parts of the powers are then used to deduce the
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compensation currents. This principle has been efficiently achieved through neural
approaches in [5–7]. The main drawbacks of the pq-method for identifying harmonic
terms are essentially the following [8]:

– It is not effective under distorted and unbalanced main voltage conditions.
– The time delays introduced by pass filters, which are used to separate the average

and oscillating parts of powers, degrades the dynamic performance of the active
filter.

– This method requires more computational calculation.

Recently, Artificial Neural Networks (ANNs) have been successfully applied to
power systems [4]. With their learning capabilities, ANNs are able to take into
account time-varying parameters [9, 10]. Inserted in an APF scheme, they can
appreciably improve its performance compared to the one obtained with traditional
methods. Several methods have been proposed in [5] where ADALINE neural net-
works have been used to on-line learn the expressions of the signals, i.e., either
instantaneous powers or currents. The ADALINE is a simple and fast adaptive scheme
which is suitable for on-line applications [11].

In this paper, a neural network and a fuzzy logic approach are proposed to
enhance the performances of an APF. The adaptive neural network is used in an
open-loop and extracts with high precision the fundamental components of the dis-
torted line currents directly from the abc axis. The output of the ADALINE is com-
pared with distorted supply current to obtain the reference current. The Fuzzy Logic
Controller (FLC) is used in a closed-loop to maintain the DC-bus voltage constant at
the reference value [1, 2]. The output of the closed-loop and the open-loop is summed
to construct the modulating signals as shown by Fig. 1. These modulating signals are

Fig. 1. The proposed strategy to control
the power converter

Fig. 2. The ADALINE network
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used to generate the Pulse-Width Modulation (PWM) pulses to be fed into the APF in
order to generate the compensating currents. This allows maintaining the electrical
power to be in a good shape when transported to end-users.

2 Proposed Control Strategy

The main function of the controller is to create the PWM switching signals for the
connected Voltage Source Inverter (VSI). Figure 1 shows the schematic diagram of
the proposed control strategy for a shunt APF. The proposed control system consists of
two control loops, an open and a closed loop. In the open loop, the signal containing
the harmonics, ISh, is obtained from the output of the ADALINE and then its value is
summed by �VS � udc. The output of the FLC, udc, is used to maintain the DC-side
voltage at its reference value. The opposite of this signal is used as a current reference
signal. The sum of the open loop control signal (the ADALINE current reference
signal) and the closed-loop control signal (the FLC for regulating DC-side voltage) is
used as a modulating signal for each of the three phases. The PWM control strategy
then uses them to create the PWM switching pattern for driving the switches of the
power converter.

In the next section, we describe the ADALINE approach and more specifically the
direct method and the design of the FLC applied to the APF system.

3 Adaptive Linear Neural Networks Principle

The ADALINE is an algorithm having n input in the form of a vector and a scalar
output signal. Its main applications are for adaptive filtering and signal prediction.
The output of the ADALINE is a linear combination of its inputs. The ADALINE
architecture is depicted by Fig. 2. The input to the ADALINE is the vector:
X ¼ X0 X1 X2 . . . Xn½ �, where X0 is a bias term, it set to 1. The ADALINE has
the following weight vector: W ¼ W0 W1 W2 . . . Wn½ � Then, its output can be
simply written by: Y ¼ WTX ¼ W0 þW1X1 þW2X2 þ . . .þWnXn.

The weight adjustment, or adaptation, is performed during the training process of the
ADALINE using a nonlinear adaptation algorithm. In order to update the weight vector
and minimize the mean square error between the desired signal output ydðtÞ and the
estimate output yestðtÞ, the Widrow-Hoff learning delta rule is used [11–13]:

W kþ 1ð Þ ¼ WðkÞþ a
eðkÞ � XðkÞ
XTðkÞ � XðkÞ

� �

This expression uses the following parameters:
k Is the time index of iteration,
WðkÞ Is the weight vector at time k,
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XðkÞ Is the input vector at time k,
eðkÞ ¼ ydðkÞ � yestðkÞ Is the error at time k,
a Represents the learning rate of the weight update law

We use this principle and apply it to according to the direct method [10].

4 ADALINE as Harmonic Estimator

The ADALINE network is used in order to identify the current harmonics in a
distorted waveform [15, 16]. In our application, this is achieved according to the
direct method which means that the ADALINE works directly the space of the mea-
sured current of the electrical supply network. So, three ADALINE networks must be
used for the three phases of an electrical supply network. Each one can be decomposed
into Fourier series in the following way [14–16]:

ISðtÞ ¼ ISf ðtÞþ IShðtÞ ¼ I11 cos wt � að Þþ I12 sin wt � að Þ

þ
XN
n¼2

In1 cos n wt � að Þþ In2 sin n wt � að Þ ð1Þ

In this expression, IS represents the current source, ISf is the fundamental component of
current source and ISh is the harmonics current. Currents ISf and ISh can be expressed
by:

ISf ðtÞ ¼ I11 cos wt � að Þþ I12 sin wt � að Þ ð2Þ

ISh ¼
X
n¼2::n

In1 cos n wt � að Þþ In1 sin n wt � að Þ ð3Þ

In the previous expressions, W is the fundamental frequency, a is the phase shift
between the current and the load voltage, I11 and I12 are the cosine and sine
frequency components of the fundamental current, In1 and In2 are the cosine and
sine frequency components of the harmonics current. The identification of the
harmonics components is achieved with an ADALINE for each phase [14, 15]. This is
shown by Fig. 3. The expression of the current expressed in (1) can be written as a
linear combination which can be learned by an ADALINE network:

ISðtÞ ¼ WT � xðtÞ ð4Þ

Where xðtÞ is the network input vector andWT is the ADALINE weight vector. The
input vector is chosen as follow:
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xðtÞ ¼ cos wt � að Þ sin wt � að Þ . . .. . . cos n wt � að Þ sin n wt � að Þ½ � ð5Þ

Then, after learning and convergence, the weights of the ADALINE correspond to

WT ¼ I11 I12 . . .. . . In1 In2½ � ð6Þ

The amplitude of continuous component of the fundamental current will be
determined by the weight W0ðkÞ of a first neural network ADALINE multiplying by
cosðwtÞ and sinðwtÞ as follows [13]:

ISf ¼ I11 cos wtð Þþ I12 sin wtð Þ ð7Þ

Once the fundamental current is determined, the harmonic current can be obtained
by subtracting the fundamental component of current estimated by the ADALINE from
the measured current. This can be expressed by:

IShðtÞ ¼ ISðtÞ � ISf ðtÞ ð8Þ

This harmonic current IShðtÞ for one phase will then be injected phase-opposite in
the electrical network via a controlled device, i.e., the VSI.

5 Design of the DC-bus Fuzzy Logic Controller

The voltage of the DC-bus should be maintained at a desired value, to compensate
the losses in the active filter. The voltage control of the DC bus is achieved by
adjusting a small amount of the real power flowing into the DC capacitor. Several
methods can be used like PI, PID, or RST controllers. In our application, we utilize a
FLC algorithm to control the APF in a closed loop. The DC-bus capacitor voltage is
sensed and then compared with a desired reference value [1, 2, 17, 18, 19, 20]. The

Fig. 3. Design of the ADALINE network for harmonic distortion identification (direct method).
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error signal eðtÞ and a variation of it given by DeðtÞ ¼ eðtÞ � e t � 1ð Þ are used as the
inputs of the FLC as shown in Fig. 4 [1, 2, 16]. The output of the fuzzy controller
estimates the magnitude of the peak reference current IMax. This current takes into
account the active power demand of the non-linear load for harmonics and reactive
power compensation. This peak reference current is then multiplied with the system
voltage (VS�abc) to output a synchronized reference current as shown by Fig. 1. In order
to convert the real values into linguistic variables, we use seven fuzzy sets. These are:
NL (negative big), NM (negative medium), NS (negative small), Z (zero), PS (positive
small), PM (positive medium), and PB (positive big) [1, 2, 22, 23, 24, 25]. The seven
fuzzy sets are for each input e;Deð Þ and for the output IMax with triangular and
trapezoidal membership functions with are characterized by:

– fuzzification step using a continuous universe of discourse;
– an implication using Mamdani’s ‘min’ operator;
– a defuzzification step using the ‘centroid’ method.

The membership functions used for the input and output variables used here are
shown by Fig. 5. As both inputs have seven subsets, a fuzzy rule base formulated for
the present application is provide by Table 1.

Fig. 4. The Fuzzy Logic Controller (FLC) strategy

Fig. 5. Membership functions for the inputs and output variables
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6 Simulations and Analysis of the Results

In order to evaluate our compensation approach based on ADALINE and a FLC,
a digital simulation is carried out. This study examines an electrical distribution
networks having a three-phase voltage source, a nonlinear load that generates a high
level of harmonics and a shunt APF to compensate for them. Figure 6 shows the
electrical scheme of the system and the values of the main parameters are given in
Table 2.

Obviously, the proposed control scheme must be evaluated under changing and varying
conditions. Thus, the nonlinear load is changed at t ¼ 0:125 s and the converter is set
up with a firing angle of 20

�
.

In the following, an ADALINE is used to estimate the fundamental current of each
of the three phases. The compensating currents are injected in the electrical network.
They are obtained from reference currents which are calculated by subtracting the
fundamental current estimated by an ADALINE from the measured current issued from
the electrical network. In addition, the FLC is used to maintain the value of the DC
voltage at a fixed value.

The performances of the proposed technique are given by Figs. 7 and 8. The steady
state and transient behaviors of the controlled system can be seen. Figure 7 shows the
load current without compensation (the current of only one phase is represented for
more clearness) with its harmonic spectrum, and the source currents and with its
harmonic spectrum after compensation. Figure 8 shows for one phase, the compen-
sating current issued by the APF, the resulting source current and source voltage, and
the DC capacitor voltage. The overall performance of the compensating strategy can be
seen with the active and reactive powers on the source side. They are represented by
Fig. 9 and can be compared to the one on the nonlinear load side without
compensation.

It can be seen from the previous figures that the proposed compensation technique
of the APF is able to reduce the harmonics generated by the nonlinear load.
Indeed, the resulting currents are sinusoidal and in phase with the source voltages, even
under nonlinear load changes. The Total Harmonic Distortion (THD) rate and the

Table 1. The fuzzy sets for the design of the FLC

de e
NL NM NS ZE PS PM PL

NL NL NL NL NL NM NS ZE
NM NL NL NL NM NS ZE PS
NS NL NL NM NS ZE PS PM
ZE NL NM NS ZE PS PM PL
PS NM NS ZE PS PM PL PL
PM NS ZE PS PM PL PL PL
PL NL NM NS ZE PS PM PL
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Power Factor (PF) have been recorded. Finally, the THD has been reduced from
28:47% without compensation to 0:82% with the compensation strategy. After the
nonlinear load, the THD still remains under 1%. By using the FLC in a closed-loop
control, the DC-bus voltage is maintained at the desired value when the nonlinear load
changes. The transient response is also excellent. This can be observed from Fig. 9
where the active and reactive powers’ fast evolutions are depicted. The reactive power
is almost canceled. The real power from the AC source side is practically free of the
alternating part due to the nonlinear property of the load.

Fig. 6. Overall scheme of the compensation strategy based on a shunt APF inserted in the
electrical distribution network

Table 2. Values of the electrical parameters

Phase to neutral source voltage 240
ffiffiffi
2

p
V, 50 Hz

Source impedance RS ¼ 3:5 mX; LS ¼ 0:05 lH
Filter impedance RC ¼ 0:82 mX; LC ¼ 0:1 mH
Load impedance RL1 ¼ 1:5 X; RL2 ¼ 3X; LL ¼ 6 mH
DC side capacitance C ¼ 8 mF
DC-bus voltage reference V�

dc ¼ 850 V
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Fig. 7. Load and source currents and their harmonics spectrum. (a) Before compensation
(THD = 28.47%), (b) After compensation (THD = 0.82%).

Fig. 8. Simulation results, (a) reference and compensation currents from the APF, (b) voltage
and current source waveforms before compensation, (c) the DC capacitor voltage.
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7 Conclusion

A shunt active power filter has been used to compensate for harmonics and
reactive power produced by the presence of a nonlinear load inserted in a power
distribution grid. The identification of the harmonic currents is achieved by a neural
approach that relies on ADALINE networks. The identification is made directly in the
measured current frame. This is called the direct method. In addition, a fuzzy controller
is used to keep the DC voltage at the desired constant value. This closed loop will also
be able to minimize the DC voltage fluctuations and the settling time. The effectiveness
of the approach has been illustrated by the simulation results with the Matlab/Simulink
toolbox Power System.

The results show that the proposed control approach can compensate for highly
distorted line currents by generating and injecting appropriate compensation currents.
In the various test cases simulated with different nonlinear loads, the THD of the supply
current is always reduced to a value which is less than 5%. The performances obtained
by the proposed method are better than those obtained by more traditional techniques.

In future work we plan to expand the use of artificial neural networks. We will
intend to use other active compensation schemes and generalize their control strategies.
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Abstract. This New fault detection observer design conditions for
discrete-time fuzzy systems with unmeasurable premise variables are proposed.
In this study, the considered Takagi-Sugeno (T-S) fuzzy system is subject to
sensor faults and unknown bounded disturbances. The T-S observer is used to
estimate jointly states and faults by means of a mixed H�=H1 performance
index. Using the technique of descriptor system representation new conditions
are proposed in terms of a Linear Matrix Inequality (LMI) by considering the
sensor fault as an auxiliary state variable. Simulation results are presented to
demonstrate the effectiveness of the approach.

Keywords: Discrete-time T-S fuzzy models � Descriptor approach � Sensor
fault detection observer � Unmeasurable premise variables LMI

1 Introduction

Recently, fault detection observer has been strongly investigated and a lot of works,
involving various specifications, are now available. Among this literature, many results
have been reported for linear systems [1, 2], nonlinear models [3, 4] and descriptor
systems [5]. Briefly, two main criteria dealing with the above observer design must be
considered. The first one is that when the fault detection observers have to be robust,
i.e. insensitive to disturbances. The second guarantees the sensitivity to faults. More-
over, a suitable performance index is to be optimized. For this purpose several per-
formance indexes are reported in the literature such as [5, 6], H� [4], and mixed
H�=H1 [2, 4, 7]. For every case, the result obtained are dependent on the Lyapunov
function used to prove the stability (see for example, [8, 9] and references therein) by
means of linear matrix inequalities (LMIs) [10]. Regrettably, in the literature the design
of fault detection and diagnosis for nonlinear systems remain more complicated.

Furthermore, extensive studies are made on Takagi-Sugeno (T-S) models, which
have proved their effectiveness in the analysis, control and observation of nonlinear
systems [11]. It provides a representation of some nonlinear systems by means of a
collection of linear models which are interconnected by nonlinear function as a convex
combination. The presented work illustrates the design of a fault detection observer for
discrete T-S model. The contribution of this work concerns the consideration of the
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case when the premise variables of the T-S model are not measurable (as the state of the
system), this situation is commonly encountered when using the sector nonlinearity
approach [15, 16]. This formalism is very important in both the exact representation of
the nonlinear behavior by T-S model and in diagnosis method based on observer banks
to detect and isolate actuator and sensor faults. In fact, the T-S models with unmea-
surable premise variables may represent a larger class of nonlinear systems compared
to the T-S model with measurable premise ones [7, 12].

In this note, robust observer design with maximum fault sensitivity and unmea-
surable premise variables for discrete-time fuzzy models is discussed. Indeed, based on
nonquadratic Lyapunov function, less conservative conditions for discrete fuzzy T-S
system affected by sensor faults and unknown bounded disturbances are derived. The
observer gains and the residual weighting matrix are obtained through the minimization
of a H1 norm and the maximization of a H� norm. The main objective is to find a fault
detection observer which has the best robustness to disturbances and residual sensi-
tivity to faults.

This paper is organized as follows. In the next section, the class of studied systems
and the discrete T-S fuzzy descriptor observer are presented. In Sect. 3, the problem of
residual generation and disturbance attenuation is proposed. Section 4 is devoted to the
robustness conditions on fault detection observer and the fault sensitivity conditions are
presented in Sect. 5. The multi-objective H�=H1 fault detection observer is then
detailed in Sect. 6. In the last section, a numerical example and a truck-trailer model are
considered to illustrate the efficiency of the proposed approach.

The following notation is considered. H Pð Þ denotes the Hermitian of the matrix P;
i.e. H Pð Þ ¼ Pþ PT. The symbol * indicates the transposed element in the symmetric
positions of a matrix; R ¼ f1; 2; ::; rg.

2 Preliminaries on T-S Fuzzy Systems

Let us consider a discrete-time T-S fuzzy system represented by:

xkþ 1 ¼
Pr
i¼1

li nkð Þ Aixk þBiukð Þ
yk ¼ Cxk

8<
: ð1Þ

where xk 2 R
n, yk 2 R

p, and uk 2 R
m represent respectively the state, the measured

output and the bounded input vectors. Ai;Bif g are the submodels matrices with
appropriate dimension and r is the number of submodels, and li nkð Þ are the weighting
functions depending on the variables nk. These functions verify the convex sum
property

0� li nkð Þ� 1;
Xr

i¼1

li nkð Þ ¼ 1 8i 2 1; 2; � � � ; rf g ð2aÞ
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nk is the decision variable assumed not fully measurable. Consider =ij a matrix and
lið:Þ some function sharing the convex sum property (2a). The single or double sums
can be rewritten as:

wl ¼
Xr

i¼1

li nkð Þwi ð2bÞ

and

wll̂ ¼
Xr

i¼1

Xr

j¼1

li nkð Þlj n̂k
� �

wij ð2cÞ

In this work, we consider the discrete-time T-S fuzzy model affected by sensor
faults and unknown bounded disturbances.

xkþ 1 ¼ Alxk þBluk þBddk
yfk ¼ Cxk þDf fk

�
ð3Þ

where fk 2 R
s is the sensor fault vector, dk 2 R

d is the unknown bounded disturbance
vector. Matrices Bd and Df are of appropriate dimension and Df is assumed to be full
column rank. To ensure the estimation of both the state and sensor fault vectors, an
augmented system is firstly constructed using the descriptor technique. The faulty
system given by (3) can be rewritten as follows:

E�xkþ 1 ¼ �Al�xk þ �Bluk þ �Bddk þ �Dhhk
yk¼ �C�xk = C��xk þ hk

�
ð4Þ

where

hk ¼ Dffk; �xTk ¼ xTkh
T
k

� � ð5aÞ

�E ¼ I 0
0 0

� �
; �Ai ,

Ai 0
0 �I

� �
; �Bi ,

Bi

0

� �
; �Bd ¼ Bd

0

� �
ð5bÞ

�Dh ¼ 0
I

� �
; C� ¼ C 0½ �; and �C ¼ C I½ � ð5dÞ

We consider an observer under the usual form:
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where zk 2 R
nþ p is the auxiliary state vector of the observer and �̂xk 2 R

nþ p is the
estimate state. Fl̂;E and K are the observer gains to be determined.

3 Problem Statement

Let us define the state error and the residual signal:

rk ¼ Sl yk � ŷkð Þ ð7aÞ

ek ¼ �xk � �̂xk ð7bÞ

where S is a weighting matrix.

Definition. Given the fuzzy system (3), two scalars c[ 0 and b[ 0: The observer
(6) is called an H�=H1 fault detection observer if (6) is asymptotically stable, and the
following inequalities are satisfied:

X1
i¼0

rT ið Þr ið Þ� c2
X1
i¼0

dT ið Þd ið Þ ð8aÞ

X1
i¼0

rT ið Þr ið Þ� b2
X1
i¼0

fT ið Þf ið Þ ð8bÞ

The goal is to find an admissible observer (6) to minimize c and maximize b; i.e. an
observer which has the best robustness to disturbances dkð Þ and a maximal sensitivity
to faults fkð Þ: In the following we give conditions to design the fuzzy observer and we
also give a bound on the estimation error. After some manipulation with

Fl̂ ¼ Al̂ 0
�C �I

� �
; K ¼ 0

I

� �
; E ¼ IþHC H

FC F
� �

ð9Þ

The augmented state estimation error dynamic is expressed as

ekþ 1 ¼ Sl̂ek þ ~All̂xk þ ~Bll̂uk þGdk ð10Þ

where

Sl̂ ,
Al̂ þHF�1C HF�1

�CAl̂ � F�1 þCHF�1
	 


C �F�1 � CHF�1

� �
ð11Þ

~All̂ ,
Al � Al̂

�C Al � Al̂

	 
� �
; ~Bll̂ ,

Bl � Bl̂

�C Bl � Bl̂

	 
� �
; G ¼ Bd

�CBd

� �
ð12Þ
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Consequently, the augmented state estimation error obeys to the following non-
linear system:

rk ¼ Sl C�ek þ hkð Þ ð13Þ

~xkþ 1 ¼ Mll̂~xk þUll̂uk þHdk ð14aÞ

where

ek ¼ Inþ nh 0½ � ek
xk

� �
; Mll̂ , Sl̂ ~All̂

0 Al

� �
; Ull̂ ¼ ~Bll̂

Bl

� �
; H ¼ G

Bd

� �
ð14bÞ

and ~xTk ¼ eTk xTk
� � ð14cÞ

when dk ¼ 0; we have:

rfk ¼ Sl C�efk þDffk
	 
 ð15aÞ

~xfkþ 1 ¼ Mll̂~xfk þUll̂uk ð15bÞ

and when fk ¼ 0; we have :

rdk ¼ SlC�edk ð16aÞ

~xdkþ 1 ¼ Mll̂~xdk þUll̂uk þHdk ð16bÞ

In the following two sections, expressions (15) and (16) will be independently used
to study the problems of robustness and sensitivity. To avoid clutter, assume ll nkð Þ ¼
ll and ll nkþ 1

	 
 ¼ lþ
l .

4 Robustness Conditions

This section recalls some results obtained for discrete TS fuzzy system by considering
only robustness against disturbance problem. Conditions are derived by means of the
H1 performance index.

Theorem 1. Consider the system (3) with the observer (6), system (16) is asymptot-
ically stable satisfying (8) if there exist symmetric matrices Xi, and any matrices L; Si,
Rijl, F ; H and scalars q ¼ ffiffiffi

c
p

, d ¼ ffiffiffi
k

p
, such that the following conditions are satisfied

for i; j; l 2 R

min
Xi; L; Si;Rijl

d; q

s:t:Pl � =l �=T
l \0;Xi [ 0; ði; l 2 RÞ ð17Þ
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where

Pl ¼
Q11l � � � � �
Q21l Q22l � � � �
..
. ..

. . .
. ..

.

Qr1l Qr2l � � � Qrrl

2
6664

3
7775; =l ¼

O11l � � � � �
O21l O22l � � � �
..
. ..

. . .
. ..

.

Or1l Or2l � � � Orrl

2
6664

3
7775 ð18Þ

with

Qijl ¼

1
2 Ci þCj
	 
 � � � � �

0 �dI � � � �
0 0 �qI � � �
Uij

1
2 Uij þUji
	 


H �Xl � �
N1L 0 0 0 �I �
N2iL 0 0 0 0 �I

2
6666664

3
7777775

ð19aÞ

Ol ¼ diag R11l � � � Rrrl½ � ð19bÞ

Ci ¼ Xi � LT � L; Uij ¼ 1
2

Mij þMji
	 


L ð20aÞ

N1 ¼ I ð0Þ
ð0Þ ð0Þ

� �
; N2i ¼ SiC� ð0Þ

ð0Þ ð0Þ
� �

ð20bÞ

where Mij and Uij are defined in (14c). Then the system is stable with q-disturbance
attenuation and the L2-gain from u tð Þ to ed tð Þ is bounded by d:

Proof. Let V ~xdk
	 


denote the following candidate Lyapunov function:

V ~xdk
	 
 ¼ ~xdTk Pl~xdk ð20cÞ

where Pl is a symmetric positive definite matrix. By respecting the criterion (8), the L2

gain from uk to edk is bounded by k if:

DV ~xdk
	 
þ edTk edk þ rdTk rdk � k2uTkuk � c2dTkdk\0 ð20dÞ

where

DV ~xdk
	 
 ¼ ~xdTkþ 1Plþ ~xdkþ 1 � ~xdTk Pl~xdk ð20eÞ

is the increment of the fuzzy Lyapunov function candidate V ~xdk
	 


; shown in (20c).
According to (16), it follows that
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where XT ¼ ~xdkukdk
� �

and

Kll ¼
Mll Ull H
N1 0 0
N2i 0 0

2
4

3
5; �Plþ ¼

Plþ 0 0
0 I 0
0 0 I

2
4

3
5; ePl ¼

Pl 0 0
0 k2I 0
0 0 c2I

2
4

3
5

N1;N2i are given by (20b). By applying Lemma A.1, Eq. (20f) is equivalent to

where

�Kijl ¼
MT

ijPlMij þNT
1N1 þNT

2iN2i � Pi � �
UT

ijPlMij UT
ijPlUij � k2I �

HTPlMij HTPlUij HTPlH� c2I

2
64

3
75

For the stability of (16b) with H1 guaranteed cost given by c and bounded the L2
gain from uk to edk by k; it is sufficient that �Kii lþ\0 and �Kijlþ\0 i\j; i; j 2 Rð Þ: This
follows that A\0; which implies that (20c) holds.

At this point, Lemma B is used and more slack matrix variables are added to
promote the less conservative LMIs proposed in Theorem 1.

Remark 1. The conditions (17) are not in LMI form due to the products MijL in Uij

and N2iL: An LMI solution is then proposed by the following corollary.

Corollary 1. Consider the system (3) with the observer (6), system (16) is asymp-
totically stable satisfying (8), for a given scalar e1 � 0; if there exist symmetric matrices
Xi, matrices L; Si;Rijl, T1;T2 and scalars q, d, such that LMI conditions (17) are
satisfied for i; j; l ¼ 1; � � � ; r: with

Qijl ¼

1
2 Ci þCj
	 
 � � � � � �

0 �dI � � � � �
0 0 �qI � � � �
Uij

1
2 Uij þUji
	 


H �Xl � � �
N1L 0 0 0 �I � �
0 0 0 0 L �e1I �
N2i 0 0 0 0 0 �e�1

1 I

2
666666664

3
777777775

ð21aÞ

where Ci, Uij are expressed by (20a), matrices Mij and Uij are defined in (14c) and
N1;N2i are given by (20b). With

L ¼ L11 ð0Þ
L12 L22

� �
ð21bÞ

Robust Fault Detection Filter Design 221



and

L11 ¼ L11
1 0
0 0

� �
ð21cÞ

T1 ¼ HF�1CL11
1

T2 ¼ F�1 þCHF�1
	 


CL11
1

�
ð21dÞ

Remark 2. Since Df is assumed to be of full column rank, then the sensor faults
estimation can be obtained by

f̂ tð Þ ¼ DT
f Df

	 
�1
DT

f ĥ tð Þ ð22Þ

which guarantee the good estimation of faults.

5 Fault Sensitivity Conditions

For now, the sensitivity problem of the residual r tð Þ to the fault f tð Þ is treated in this
section. In fact the main idea is to make the residual as sensitive as possible to faults.
For this purpose, the H� index is used hereafter.

Theorem 2. Consider the system (3) with observer (6), system (15) is asymptotically
stable satisfying (9), if there exist some symmetric positive definite Xi and any matrices
L, Si, Wijl T1; T2 and scalars g ¼ ffiffiffi

b
p

, d ¼ ffiffiffi
k

p
such that the following optimization

conditions are satisfied for i; j; l 2 R

min
Xi; L; Si;Wijl

d

s.t. ~Pl � ~=l � ~=T
l \0;Xi [ 0; ði; l 2 RÞ ð23Þ

where

~Pl ¼

~Q11l � � � � �
~Q21l

~Q22l � � � �
..
. ..

. . .
. ..

.

~Qr1l
~Qr2l � � � ~Qrrl

2
6664

3
7775; ~=l ¼

~O11l � � � � �
~O21l ~O22l � � � �
..
. ..

. . .
. ..

.

~Or1l ~Or2l � � � ~Orrl

2
6664

3
7775;
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and

~Qijl ¼

1
2 Ci þCj
	 
 � � � � � �

0 �dI � � � � �
0 0 gI � � � �

�Uij
1
2 Uij þUji
	 


0 �Xl � � �
N2iL 0 N3i 0 �I � �
N2iL 0 0 0 0 �I �
N1L 0 0 0 0 0 �I

2
666666664

3
777777775

~Ol ¼ diag W11l � � � Wrrl½ �

where Ci, Uij are expressed by (20a), matrices Mij and Uij are defined in (14c), and
N1;N2i;L are given by (20b), (21b) respectively.

Proof. Let V ~xfk
	 


denote the following candidate Lyapunov function:

V ~xfk
	 
 ¼ ~xfTk Pl~xfk ð25Þ

where Pl is a symmetric positive definite matrix. Note that we seek to minimize the
L2-gain of the transfer from uk to the estimation error vector efk, this is formulated by:

X1
k¼0

eTf kð Þef kð Þ� k2
X1
k¼0

uT kð Þu kð Þ ð26Þ

Then we get by considering (15):

J� ¼
X1
k¼0

rT kð Þr kð Þ � b2
X1
k¼0

fT kð Þf kð Þ

¼
X1
k¼0

rfTk r
f
k � b2fTk fk � DV ~xfk

	 
� �þV ~xfk
	 


¼
X1
k¼0

C�efk þDffk
� �T

VTV C�efk þDffk
� �h

�b2fTk fk � ~xfTkþ 1Plþ ~xfkþ 1 � ~xfTk Pl~xfk
�þV ~xfk

	 

¼

X1
k¼0

XT KT
ll̂
�PlþKll̂ � ~Pl

� �
X þV ~xfk

	 
� �

ð27Þ
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where

Kll̂ ¼
Mll̂ Ull̂ 0
N1 0 0
N2i 0 N3i

2
4

3
5; �Plþ ¼

Plþ 0 0
0 I 0
0 0 I

2
4

3
5; ~Pl ¼

Pl 0 0
0 k2I 0
0 0 b2I

2
4

3
5;

N3i ¼ SiDf 0
0 0

� �
; X ¼

~xfk
u
f

2
4

3
5

Using Lemma A.1 one can obtain:

J� ¼
X1

k¼0
XT KT

ll
�PlþKll � ~Pl þ Kll̂ þKll̂

	 
T �Plþ Kll̂ þKll̂
	 
� ~Pl

h in o
X þV ~xfk

	 
� �
ð28Þ

Now define

�Kll̂lþ ¼
Kll̂ � �

�UT
ll̂Pþ

l Mll̂ �UT
ll̂Pþ

l Ull̂ þ k2I �
NT

3iN2i 0 NT
3iN3i � b2I

2
4

3
5 ð29Þ

with

Kll̂ ¼ �MT
ll̂Pþ

l Mll̂ þNT
1N1 þNT

2iN2i þPl

and rewrite (28) as

J� ¼ XT �Klllþ þ 2
�Kll̂lþ þKl̂llþ

	 

2

" #( )
X ð30Þ

Hence if Kll̂lþ � 0, it follows that : J� � 0, that is :

�Klllþ þ 2
�Kll̂lþ þ �Kl̂llþ

� �
2

2
4

3
5� 0 ð31Þ

Following the same steps as in the proof of Theorem 1 and using linearization given
by Corollary 1, the conditions (23) are fulfilled.

Remark 3. The objective is to find H, F and Si which satisfy performance (9).
However, as stated above, the H� performance given by Theorem 2 leads to a non-
linear problem in Si . To solve this problem, Lemma A.3 is used and the matrix ~Qijl in
Theorem 2 is substituted by (32).
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6 Mixed H�=H1 Fault Detection Observer Design

In this section, a less conservative condition is proposed, towards a generalization of
the previous results. The aim is to design a robust fault detection observer which
generates residual signals that have the best robustness to disturbances, and the best
sensitivity to fault. For that reason, the mix H� and H1 performances is used to derive
the following theorem:

Theorem 3. Consider the system (3) with observer (6), system (7) is asymptotically
stable satisfying (8) and (9), for a given positive scalars e1; e2; e3 , if there exist some
symmetric positive definite matrices Xi , matrices L;T1;T2 and Si, Rijl;Wijl and scalars

g ¼ ffiffiffi
b

p
, q ¼ ffiffiffi

c
p

, d ¼ ffiffiffi
k

p
such that LMI conditions (17) and (23) hold, with Qijl and

~Qijl defined by (21a) and (32) respectively. We deduce from (21d) the gains of the
observer (6) satisfying the multi-objective H�=H1 performance as following:

1. F ¼ T2 � CT1ð Þ CL11
1

	 
�1
� ��1

2. H ¼ T1 R�1CL11
1

	 
�1

3. and then Fj;K and E are computed from (13)

~Qijl ¼

1
2 Ci þCj
	 
 � � � � � � � � �

0 �dI � � � � � � � �
0 0 gI � � � � � � �

�Uij
1
2 Uij þUji
	 


0 �Xl � � � � � �
0 0 N3i 0 �I � � � � �

N1L 0 0 0 0 �I � � � �
0 0 0 0 L 0 �e2I � � �
N2i 0 0 0 0 0 0 �e�1

2 I � �
0 0 0 0 0 L 0 0 �e3I �
N2i 0 0 0 0 0 0 0 0 �e�1

3 I

2
666666666666664

3
777777777777775

ð32Þ

7 Simulation Example

Let us consider the following discrete-time Takagi-Sugeno model:

xkþ 1 ¼
Pr
i¼1

li nkð Þ Aixk þBiuk þBddkð Þ
yk ¼ Cxk þDffk

8<
: ð33Þ
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with

A1 ¼ 1 �1:3
�0:2 0:5

� �
; A2 ¼ 1 1:3

�0:2 0:5

� �
; B1 ¼ 5:3

4:6

� �
; B2 ¼ 4:7

4:6

� �

C ¼ 0:1 1
0 1

� �
; Df ¼ 8 0

0 8

� �
; Bd ¼ 0:2

0:1

� �

For simulation purpose, the weighting functions depend only on the first state
variable x1k . They are defined by the following membership functions:

l1 x1k
	 
 ¼ 1� sin x1k

	 
	 

=2; l2 x1k

	 
 ¼ 1� l1 x1k
	 


Let us consider the following fault signal f tð Þ ¼ f1 tð Þf2 tð Þð ÞT affecting the system
behavior and described as follows:

f1 kð Þ ¼ 0:1 � sin 10 t� 0:4ð Þð Þe1:6t�10 occurs at
6s� t� 9s
60� k� 90ð Þ

f2 kð Þ ¼
0:02 t� 1ð Þ 12s� t\14s

20� k� 40ð Þ
0:01 t� 14ð Þ 14s� t� 16s

40\k� 60ð Þ
0 otherwise

8>>><
>>>:

An unknown disturbance dk with band-limited white noise as given by Fig. 1 is
considered. Thus the simulation results are illustrated by the following figures.

To show the sensitivity of the residual signal r tð Þ to the faults f1; f2, we perform two
simulations: In the first one, robustness against disturbance is considered by applying
the Theorem 1 H1 conditions. The second case concerns the multi-objective H�=H1
observer design where the Theorem 3 is applied. As a result, considering e1 ¼ e2
¼ 10; e3 ¼ 2, the level of disturbance attenuation c is reduced to 0:96, the attenuation
rate k to 0:60, and the H� index bound b ¼ 20:61: Then one obtains the matrices Si, F ,
H and L

S1 ¼ 2:8147 �2:4063
�2:9983 3:5411

� �
; S2 ¼ 2:7547 �2:3689

�2:9568 3:4705

� �

F ¼ �0:0081 0:0073
�0:0080 0:0073

� �
; H ¼ �10 10

230 �208

� �
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L ¼

0:0005 �0:0001 0 0 �0:5090 �0:0060
�0:0002 �0:0008 0 0 0 0:0005

0 0 0 0 0:1229 0:0017
0 0 0 0 �0:0001 �0:0001

�0:5090 0 0:1229 �0:0001 70:6706 2:4924
�0:0060 0:0005 0:0017 �0:0001 1:7918 20:6290

2
6666664

3
7777775

The corresponding observer gain matrices and residual weighing matrix are:

F1 ¼
1 �1:3 0 0

�0:2 0:5 0 0
�0:1 �1 �1 0
0 �1 0 �1

2
664

3
775; F2 ¼

1 1:3 0 0
�0:2 0:5 0 0
�0:1 �1 �1 0
0 �1 0 �1

2
664

3
775;

K ¼ 0 0 1 0
0 0 0 1

� �T

0 2 4 6 8 10
-0.2

-0.1

0

0.1

0.2

0.3

0.4

0.5

k samples

 

 
dk

0 2 4 6 8 10
0

0.02

0.04

0.06

0.08

0.1

k samples

 

 
uk

Fig. 1. Disturbance d tð Þ (top), inputs (bottom)
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E ¼
�0:0000 �0:0000 �10:0000 10:0000
23:0000 23:0000 230:0000 �208:0000
�0:0008 �0:0008 �0:0081 0:0073
�0:0008 �0:0008 �0:0080 0:0073

2
664

3
775

The Fig. 2 illustrates the residual trajectories of r1 and r2 generated from Theorems 1
and 3. Figure 3 shows estimation simulation result of both state and fault sensor
affecting the system. From these latter, one can see that the synthesized observer shows
their effectiveness, since the fault and the system states are well estimated. Figure 4
show simulation results of the output responses.
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-2000

-1000
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1000
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Fig. 2. Generated residuals r1, r2 Theorem 1 (top), Theorem 3 (bottom)
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Fig. 3. Faults (f1, f2) and their estimates (top), states (x1, x2) and their estimates (bottom)
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8 Conclusion

In this work, a multiobjective H�=H1 fault detection observer has been designed for
discrete-time T-S fuzzy model with unmeasurable premise variables subject to sensor
faults and unknown bounded disturbances. By considering faults as an auxiliary state
variable, different strategies were combined with fuzzy Lyapunov function and
descriptor theory to promote the obtained LMI conditions. Simulation results are
presented to show the effectiveness of the proposed approach.
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Fig. 4. Outputs (y1, y2) and their estimates
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Appendix A

The following Lemmas are required in the development of the Theorem 1 proof.

Lemma A.1. If U[ 0, then

NT
i UNj þNT

j UNi �NT
i UNi þNT

j UNj ðA:1Þ

Lemma A.2. if Z[ 0, then

SZ�1ST � ST þ S� Z ðA:2Þ

Lemma A.3 [13]. Consider two real matrices X and Y with appropriate dimensions,
for any positive scalar X the following inequality is verified:

XTYþYTX�XTXXþYTX�1Y X[ 0 ðA:3Þ

Lemma B [14]. Consider the system (B.1). If there exist symmetric matrices Xi and
any matrices L, such that the following stability conditions are satisfied for
i; j; l ¼ 1; � � � ; r

Pl\0;Xi [ 0; ði; l 2 RÞ ðB:1Þ

where

Pl ¼
Q11l � � � � �
Q21l Q22l � � � �
..
. ..

. . .
. ..

.

Qr1l Qr2l � � � Qrrl

2
6664

3
7775 ðB:2Þ

Qijl ¼
1
2 Ci þCj
	 
 �

1
2 Ai þAj
	 


L �Xl

� �
ðB:3Þ

Ci ¼ Xi � LT � L ðB:4Þ

Then the closed loop fuzzy model is globally asymptotically stable.

Robust Fault Detection Filter Design 231



References

1. Liang, W.J., Yang, G.-H., Liu, J.: An LMI approach to H− index and mixed H−/H∞ fault
detection observer design. Automatica 43, 1656–1665 (2007)

2. Zhong, M., Ding, S.X., Lam, J., Wang, H.: An LMI approach to design robust fault filter for
uncertain LTI systems. Automatica 39, 543–550 (2003)

3. Gao, Z., Shi, X., Ding, S.-X.: Fuzzy state-disturbance observer design for T-S fuzzy systems
with application to sensor fault estimation. IEEE Trans. SMC Part B 38(3), 875–880 (2008)

4. Jaimoukha, I.M., Li, Z.: A matrix factorization solution to the H−/H∞ fault detection
problem. Automatica 42, 1907–1912 (2006)

5. Gao, Z., Ding, S.: Actuator fault robust estimation and fault tolerant control for a class of
nonlinear descriptor systems. Automatica 43, 912–920 (2007)

6. Aouaouda, S., Chadli, M., Cocquempot, V., Khadir, M.T.: Multi-objective H−/H∞ fault
detection observer design for Takagi-Sugeno fuzzy systems with unmeasurable premise
variables: descriptor approach. Int. J. Adapt. Control Signal Process. 27(12), 1031–1047
(2013)

7. Yuesheng, L., Xinping, G.: Robust fault tolerant H2/H∞ controller design based on state
feedback. In: Proceedings of IEEE International Conference on Automation and Logistics,
Hong Kong and Macau, pp. 643–647 (2010)

8. Ding, B.C.: Quadratic boundedness via dynamic output feedback for constrained nonlinear
systems in Takagi–Sugeno’s form. Automatica 45(5), 2093–2098 (2009)

9. Fang, C.H., Liu, Y.S., Kau, S.W., Hong, L., Lee, C.H.: A new LMI-based approach to
relaxed quadratic stabilization of T-S fuzzy control systems. IEEE Trans. Fuzzy Syst. 14(3),
386–397 (2006)

10. Boyd, S., El Ghaoui, L., Feron, E., Balakrishnan, V.: Linear matrix inequalities. In: System
and Control Theory. SIAM Studies in Applied Mathematics, SIAM, Philadelphia, PA, USA,
vol. 15 (1994)

11. Tanaka, K., Wang, H.O.: Fuzzy Control Systems Design and Analysis: A Linear Matrix
Inequality Approach. Wiley, New York (2001)

12. Yoneyama, J.: H∞ filtering for fuzzy systems with immeasurable premise variables: an
uncertain system approach. Fuzzy Sets Syst. 160(12), 1738–1748 (2009)

13. Chadli, M., Hajjaji, A.E.: Comment on observer-based robust fuzzy control of nonlinear
systems with parametric uncertainties. Fuzzy Sets Syst. 157, 1276–1281 (2006)

14. Mozelli, L.A., Palhares, R.M.: Less conservative H∞ fuzzy control for discrete-time
Takagi-Sugeno systems. Math. Prob. Eng. (2011). doi:10.1155/2011/361640

15. Aouaouda, S., Chadli, M., Karimi, H.R., Shi, P.: Robust fault tolerant tracking controller
design for a VTOL aircraft. J. Franklin Inst. 9, 2627–2645 (2013)

16. Chadli, M., Karimi, H.R., Shi, P.: On stability and stabilization of singular uncertain
Takagi-Sugeno fuzzy systems. J. Franklin Inst. 351(3), 1453–1463 (2014)

232 S. Aouaouda and M. Chadli

http://dx.doi.org/10.1155/2011/361640


Feature Selection for Enhancement of Bearing
Fault Detection and Diagnosis Based

on Self-Organizing Map

Smail Haroun1(&), Amirouche Nait Seghir1, and Said Touati2

1 Laboratoire des Systèmes Electriques et Industriels (LSEI),
Faculté d’Électronique et Informatique, USTHB,
BP 32 El Alia Bab Ezzouar, Algiers, Algeria

haroun.smail@yahoo.com, naitseghir_a@yahoo.fr
2 Département de Génie Électrique (DGE), Centre de Recherche Nucleaire

de Birine (CRNB), BP 180, Ain Oussera, Algeria
saidtouati@yahoo.fr

Abstract. Mechanical faults account for a large majority of the faults in the
electrical rotating machinery, it can result in partial or total breakdown of a
motor. Therefore, their diagnosis is an intensively investigated field of research.
This paper investigates the application of the Self-Organizing Maps (SOM) for
the detection of rolling element bearing damages in three phase induction motor.
It discusses the integration of features selection methods in the fault classifica-
tion system based on SOM. The bearings vibration signal is obtained from
experiment in different conditions: normal bearing, bearing with inner race fault,
bearing with outer race fault and bearings with balls fault. Then multiple fea-
tures extraction techniques from time, frequency and time-frequency domains
are used. ReliefF and min redundancy max Relevance (mRMR) features
selection techniques are used to select the optimal features and reduce the
dimension of calculated data. Finally, the SOM is used for classification of the
different conditions. The obtained results show that the association of feature
selection techniques to SOM classifier conduct to the improvement the classi-
fication performances of the fault detection process.

Keywords: Fault detection and diagnosis � Bearing faults � Feature selection �
Self-Organizing map

1 Introduction

Electrical rotating machinery is very common in industrial applications, and represent
the mainstay of various critical industries, from the turbine-compressor used in the
petrochemical plants to the reactor coolant pump in nuclear power plants, that require
accurate performance and continuous operation. Incipient Failures of these machines, if
it left undetected, can lead to financial losses resulting from lapses in production, and
even human lives fatalities.

The bearing failures is one of the principal causes of breakdown in rotating
machines, it is responsible for about 41% of all machine failures [1]. Therefore,
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predicting incipient defects in bearings is quite necessary to avoid catastrophic mal-
function and increase system availability. Thus, several techniques for bearing fault
detection and diagnosis (FDD) have been reported in literature. Among these tech-
niques, vibration analysis in the most used and well-known approach.

Vibration analysis Include many signal processing techniques [2], such as Auto
Regressive (AR) Model parameters estimation [3], time domain analysis by monitoring
the variation of some statistical parameters [4]. Frequency domain analysis is widely
explored in vibration analysis using Fast Fourier Transform (FFT) for detecting the
fault-related frequency components in the vibration spectrum [5]. However, these
techniques are unsuitable for the analysis of non-stationary signals that are usually
related to machinery defects. Therefore, time–frequency domain techniques were
proposed. It’s include Short Time Fourier Transform (STFT) [6], The S-transform [7],
Empirical Mode Decomposition (EMD) [8], Wavelets, and Wavelet Packet Transform
(WPT) [9–11].

The majority of these signal-processing techniques require a prior expert knowl-
edge of the bearing defect frequency to accurate bearing failure detection and severity
evaluation [3]. So, a decision-making process to classify the obtained features into
different health condition categories is needed. Several automatic decision-making
techniques have been reported in the literature, it includes Support vector machines
(SVMs) [12], fuzzy technique [13], neuro-fuzzy inference system (ANFIS) [14], and
many artificial neural networks as Multi-Layer Perceptron (MLP) [15], radial basis
function (RBF) [16], Self-Organizing Map [17–19], and so on.

However, there are many effects that may obscure the detection of the bearing fault
and cause false alarms. A diagnosis process based on multiple signatures, by combining
different feature extraction methods should be more reliable in fault detection and
reducing the effect of some misinterpreted signatures, but it can weighing down the
classification process since much time is needed to calculate the results. So a subsequent
necessary step to filter the most discriminative information is feature selection, which in
general increases accuracy and reduces computational time of the fault classifier.

This paper aims at developing a bearing fault detection and severity evaluation
methodology for based on multiple signature analysis extracted from time domain,
frequency domain, and time-frequency domain of the vibration signal. For the classi-
fication process, the Self-Organizing Map (SOM) neural network was chosen as it has
been applied successfully in many fault diagnosis applications. ReliefF and min
Redundancy and max Relevancy (mRMR) methods as feature selection tools enhance
the capability and the effectiveness of the SOM classifier.

The remainder of this paper is organized as follows: In Sect. 2 we present the
theoretical back ground of the used feature selection methods and the SOM. The global
bearing fault detection system is presented in Sect. 3. Section 4 presents the experi-
mental implementation and results.

Conclusions and future works are shown in Sect. 5.
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2 Theoretical Background

2.1 Feature Selection

The feature selection object is to select features that allow an accurate description of the
bearing condition, and subsequently, reliable defect classification, and diagnosis [20].
At present, several feature selection algorithms have been proposed in recent literatures
such as genetic algorithm [21], principle component analysis [22], sequential backward
selection algorithm (SBS), minimum redundancy maximum relevancy (mRMR)
algorithm [23], and Relief [24].

2.2 ReliefF Feature Selection

ReliefF is a simple yet efficient procedure to estimate the quality of attributes in
problems with strong dependencies between attributes [25]. In practice, ReliefF is
usually applied in data pre-processing as a feature subset selection method.

The key idea of the ReliefF is to estimate the quality of attributes according to how
well their values distinguish between instances that are near to each other. Given a
randomly selected instance Insm from class L, ReliefF searches for K of its nearest
neighbors from the same class called nearest hits H, and also K nearest neighbors from
each of the different classes, called nearest misses M. It then updates the quality
estimation Wi for attribute i based on their values for Insm, H, and M. If instance Insm
and those in H have different values on attribute i, then the quality estimation Wi is
decreased. On the other hand, if instance Insm and those in M have different values on
the attribute i, then Wi is increased. The whole process is repeated n times which is set
by users. The algorithm is shown in Fig. 1 and updating Wi can use Eq. 1.

Fig. 1. The reliefF algorithm.
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Wi ¼ Wi �
PK
k¼1

DH

n:K
þ

XC�1

c¼1

Pc:

PK
k¼1

DHc

n:K
ð1Þ

where nc is the number of instances in class c, DH (or DMc) is the sum of distance
between the selected instance and each H (or MC), PC is the prior probability of class c.

Detailed discussions on ReliefF can be found in [25].

2.3 Minimum Redundancy and Maximum Relevancy (MRMR)

The mRMR method is a filter based feature selection algorithm which measures the
relevance and redundancy of the feature candidates based on mutual information, and
selects the most relevant features that has maximal relevance and minimal redundancy
[23]. Given gi which represents the feature i, and the class label c, their mutual
information is defined in terms of their frequencies of appearances p (gi), p (c), and p
(gi, c) as follows.

Iðgi; cÞ ¼
ZZ

pðgi; cÞ ln pðgi; cÞ
pðgiÞpðcÞ dgidc ð2Þ

The Maximum-Relevance method selects the top m features in the descent order of
I (gi, c), i.e. the best m individual features correlated to the class labels.

max
S

1
Sj j
X
gi2 S

Iðgi; cÞ ð3Þ

Features selected based on Max-Relevance only can have a lot of redundancy
because the dependency among these features is very large. Therefore,
Min-Redundancy criteria is introduced:

min
S

1

Sj j2
X

gi;gj2 S

Iðgi; gjÞ ð4Þ

The minimum redundancy – maximum relevance feature selection framework is
obtained by optimizing the conditions in Eqs. (3) and (4) simultaneously.

2.4 Self-Organizing Map (SOM)

The Self-Organizing Map (also known as Kohonen map) is an unsupervised artificial
neural network which is a powerful method for clustering and visualization of high
dimensional data [26]. The SOM algorithm implements a nonlinear topology pre-
serving mapping from a high-dimensional input data space onto a low dimension
discrete space, called the topological map.
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A SOM model is composed by two layers of neurons. The first is called input layer
(composed by N neurons, one for each input variable), the second is the output layer
(formed by M neurons) is in charge of information processing and the construction of
map features. Usually, neurons in the output layer are organized in two-dimensional map
[27], as shown in Fig. 2. Note that each neuron of the network is completely connected to
all the nodes of the input layer. The number of neurons determines the accuracy and
generalization capability of the SOM and it is determined by the heuristic equation:

M ¼ 5
ffiffiffiffi
N

p
ð5Þ

Where M is the number of neurons and N is the number of samples of the training
data. According to Eq. (6), the ratio between side-lengths of the map (n1 and n2) is the
square root of the ratio between the two biggest eigenvalues of the training data (e1 and
e2) [26].

n1=n2 ¼
ffiffiffiffiffiffiffiffiffiffiffi
e1=e2

p
ð6Þ

During training phase, the weight vectors are adapted in such a way that close
observations in the input space would activate two close neurons of the SOM [29].
The SOM is trained iteratively. At each training step, a sample input data vectors X is
randomly presented from the training data sets, and the distance between the data and
all the weight vectors of the SOM is calculated. The neuron whose weight vector is
closest to the input vector is called the best-matching unit, often denoted bmu:

X �Wbmuk k ¼ mini X �Wik kf g; i 2 1; . . .;mgf ð7Þ

where Wbmu is the best-matching unit weight vector.
After finding the bmu, the weight vectors of the SOM are updated. The weight

vectors of the bmu and its topological neighbors are moved closer to the input data
vector. The weight-updating rule of the unit i is:

Wi sþ 1ð Þ ¼ WiðsÞþ eðsÞhbmu i; sð Þ XðsÞ �WiðsÞ½ � ð8Þ

Where s is time, e(s) is a learning rate and h bmu (i, s) is defined as the neigh-
borhood kernel function around the bmu. Usually, e(s) is a decreasing function of time

Fig. 2. SOM architecture.
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and should be between 0 and 1. In this paper the Gaussian neighborhood function is
chosen.

After the training phase of the SOM, the map quality should be evaluated by
calculating the two parameters: quantization (QE) and topographic (TE) error. Lower
QE and TE values specify superior mapping quality.

The quantization error QE indicates the quality of learning of a SOM and shows
how well neurons of the trained network adapt to the input vectors [29] given by:

QE ¼
Pm

i¼1 dðxi;mcÞ
m

ð9Þ

where mc is the reference vector associated to the bmu of xi:

c ¼ argj min d xi;mj
� �� � ð10Þ

D (xi,mc) is the Euclidean distance, m is the number of input patterns.
Topographic error (TE) represents the proportion of all data vectors for which the

first and second bmus are not closest to measure the topology preservation [29].
The TE represents the accuracy of the mapping in the preserving topology. It can be

computed in the map as follows:

TE ¼ 1
N

XN
k¼1

uðxkÞ ð11Þ

Where N is the number of input samples, and u(xk) is 1 if the first and second bmus
of xk are not next to each other, otherwise u(xk) is 0.

3 Proposed Fault Diagnosis System

The adopted fault diagnosis procedure is based on vibration signal analysis, which are
acquired by accelerometers from test motors.

Then Feature extraction by combining most relevant techniques used in literature
from time domain, frequency domain and time-frequency domain. In order to reduce
the data set and improve the fault diagnosis, two feature selection methods are used:
ReliefF and min Redundancy and Max Relevance technique. At the end, the Self
Organising Map neural network is used as a classifier. The developed algorithm is
depicted by the block diagram in Fig. 3.

3.1 Feature Extraction

A. Statistical Features. Time domain features often involve statistical features that are
sensitive to impulse faults [4], in present work, ten (10) statistical parameters are
extracted from the measured vibration signal. The mathematical expression of these
parameters can be found in Table 1.
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B. Frequency Domain Features. Frequency domain analysis is another description of
a signal that can reveal some information which cannot be found in the time domain
[2]. In addition to the bearing fault-related characteristic frequencies components, e.g.,
the ball-pass frequency of outer ring (BPFO), ball-pass frequency of inner ring (BPFI),
and ball-spin frequency (BSF) [30] presented in Table 2, 13 statistical features

Fig. 3. Framework of the proposed intelligent fault diagnosis system.

Table 1. Time and frequency domain features.

Features from Time domain Features from Frequency domain

Xm ¼ 1
n

Pn
i¼1

xi

XPPV ¼ max xið Þ �min xið Þð Þ=2

XRMS ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

Pn
i¼1

x2ið Þ
s

r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

PN
i¼1

xi � xð Þ2
s

XKURT ¼ 1
N

Pn
i¼1

xi�x
r

� �4
XSKEW ¼ 1

N

Pn
i¼1

xi�x
r

� �3
XCLI ¼ max xij j= 1

N

Pn
i¼1

ffiffiffiffiffiffi
xij jp� �2

XIF ¼ max xij jð Þ= 1
N

Pn
i¼1

xij j

XCF ¼ max xij j=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

Pn
i¼1

x2ið Þ
s

XSF ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

Pn
i¼1

x2ið Þ
s

= 1
N

Pn
i¼1

ffiffiffiffiffiffi
xij jp

where

xi is a vibration signal samples for
i = 1,2,…,N, N is the number of data
samples

F1 ¼
PK

k¼1 sðkÞ=K
F2 ¼

PK
k¼1 sðkÞ � F1ð Þ2= K � 1ð Þ

F3 ¼
PK

k¼1 sðkÞ � F1ð Þ3= Kð ffiffiffiffiffi
F2

p Þ3
	 


F4 ¼
PK

k¼1 sðkÞ � F1ð Þ4=KF2
2

F5 ¼
PK

k¼1 fksðkÞ=
PK

k¼1 sðkÞ
F6 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPK
k¼1 fk � F5ð Þ2sðkÞ=K

q
F7 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPK
k¼1 f

2
k sðkÞ=

PK
k¼1 sðkÞ

q
F8 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPK
k¼1 f

4
k sðkÞ=

PK
k¼1 f

2
k sðkÞ

q
F9 ¼

PK

k¼1
f 2k sðkÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPK

k¼1
sðkÞ

PK

k¼1
f 4k sðkÞ

q
F10 ¼ F6=F5

F11 ¼
PK

k¼1 fk � F5ð Þ3sðkÞ=KF3
6

F12 ¼
PK

k¼1 fk � F5ð Þ4sðkÞ=KF4
6

F13 ¼
PK

k¼1
fk�F5ð Þ1=2sðkÞ
K

ffiffiffiffi
F6

p

where s(k) is a spectrum for k = 1,2,...,K, K is the
number of spectrum lines; fk is the frequency value
of the kth spectrum line
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(F1–F13), are extracted from the frequency spectrums of the vibration signal envelope
[31]. These features are defined as presented in Table 1.

C. AR Model Coefficients. Autoregressive (AR) model is a time sequence analysis
method whose parameters comprise important information of the system condition.
Therefore, the coefficients of the AR model can be effectively used to analyze the
condition variation of dynamic systems [3]. The AR model of the vibration signal xi
(t) is given as:

xiðtÞþ
Xm
k¼1

ukxi t � kð Þ ¼ eðtÞ ð12Þ

where m is the order of the AR model and uk (k = 1, 2…m) are the coefficients of the
AR model of xi (t), e(t) is the remnant of the model and is a white noises sequence
whose mean value is zero and variance is r 2.

In this study, the first 30 coefficients uk (k = 1, 2…,30) are chosen as vector to
identify the bearing condition.

D. Wavelet Packet Decomposition Analysis. A wavelet packet transform is a simple
generalization of a wavelet transform, it plays an important role in many aspects such
as signal de-noising, filter, compression, the analysis and fault diagnosis about the
non-stationary vibration signal of the mechanical and the technique of multi-carrier
modulation. By applying 3-layer wavelet packet decomposition to the original vibra-
tion signal using “sym 6” as mother wavelet, we get at the third layer eight WPD
coefficients noted R3j (j = 0,1,…,7). Then the energy of each one of these coefficients is
calculated according to the Eq. (13).

E3J ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
i¼1

R3JðiÞj j2
s

ð13Þ

E. EMD Entropy Energy. The EMD method proposed by Huang [32] is a technique
which is able to decompose a non-stationary signal into some intrinsic mode functions
(IMFs). An IMF is a function that satisfies the two following definitions: (1) in the
whole data set, the number of extrema and the number of zero-crossings must either
equal or differ at most by one, and (2) at any point, the mean value of the envelope

Table 2. Bearing fault-related frequencies components

Frequency
component

Ball-pass frequency of
outer ring (BPFO)

Ball-pass frequency of
inner ring (BPFI)

Ball-spin frequency
(BSF)

Expression N
2 fi 1� d cosðhÞ

D

	 
h i
N
2 fi 1þ d cosðhÞ

D

	 
h i
D
2d fi 1� d cosðhÞ

D

	 
2
� �

where fi is the shaft speed in; d is the diameter of the rolling element;
D is the pitch diameter; h is the contact angle.
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defined by local maxima and the envelope defined by the local minima is zero. The
detail description of the EMD method can be found in [32].

The IMFs c1,c2,…,cM include different frequency bands ranging from high to low.
The frequency components contained in each frequency band are different and they
change with the variation of the original signal [24].

In this paper, the first six IMFs containing almost all valid information are selected.
Then the energy entropy (IEE) is calculated from the IMFs according to the equation:

IEE ¼ �
XM
i¼1

PEðiÞ logPEðiÞ ð14Þ

Where PE is the normalized energy distribution. PE can be defined as:

PEðiÞ ¼ Ei=
XM
i¼1

Ei ð15Þ

Now, a feature set containing 71 features is achieved, which simultaneously covers
the most significant features from time domain, frequency domain and the
time-frequency domain.

4 Experimental Implementation

4.1 Experimental Data

The proposed fault detection method is applied to bearing fault vibration data obtained
from the Bearing Data Centre of Case Western Reserve University [33]. In this
experiment, vibration signals are collected at a rate of 12 kHz from accelerometer
mounted on the motor housing at the drive end of the three phase induction motor
which is connected to a dynamometer as load as shown in Fig. 4.

In this work, we study four different operating conditions: normal condition (NO),
outer race fault (ORF), inner race fault (IRF), and ball fault (BF), with fault diameters
of 0.007 inches, 0.014 inches and 0.021 inches. All the experiments were repeated for
four different load conditions: 0, 1, 2 and 3 Hp.

Fig. 4. The bearing test stand (a), and its Schematic diagram (b).
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The collected experimental data are decomposed into 1120 samples (112 repre-
sentatives from each case) of 4096 data points in length., Then the features were
calculated from each signal to construct a data-base (size is 1120 � 71). Two thirds of
this database serve to train the SOM, and the rest were kept for the testing. The
self-organizing map network was implemented by using the SOM toolbox [28].

A classification process is constructed for testing the performance of proposed
diagnosis system, it consists on a ten-class classifier corresponding to the four oper-
ating conditions with different extent of faults. A label is associated to each case as
presented in Table 3.

4.2 Results and Discussion

After feature calculation and data set construction, we present data set to dimension-
ality reduction based on ReliefF and mRMR Feature selection approaches.

Figure 5 present the classification accuracy of the SOM versus the number of
selected features by the two methods feature selection algorithms for the classification
task. According to these figures we can note that using 33 features selected by ReleliefF
we get 100% in term of classification accuracy which means there is no false alarms or
misclassified cases, versus 99.75% using 44 features selected by mRMR. While we get
99% using all the features together.

More performances parameters of the two selection methods and the classification
using all the data set, which are: training time, quantization error, topographic error,
and training and test accuracy are presented in Table 3.

For better visualization, analysis and get an overview of the classification perfor-
mance status using all extracted features and those selected by the two methods reliefF
and mRMR, the presented information on the Table 4 are illustrated as a performance
radar chart in Fig. 6. Each axis on the chart corresponds to a column on the table,
except the two last columns (training and test accuracy) which are replaced by training
and test error. For that, the chart who a reduced area is the better case since it has the
reduced training time, lower QE and TE and minimum of training and testing errors.

Table 3. Description of classification task

Bearing condition Defect size (inch) Assigned labels

Normal NO
Ball Fault 0.007 BF1

0.014 BF2
0.021 BF3

Inner Race Fault 0.007 IR1
0.014 IR2
0.021 IR3

Outer Race Fault 0.007 OR1
0.014 OR2
0.021 OR3
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Fig. 5. Classification performance versus number of selected features.

Table 4. Classification results of the two classification tasks.

Number of
features

Training time (s) QE TE Training
(%)

Test
(%)

All 70 1,435 2,887 0,018 97,91 97
Relief 33 0,234 1,292 0,009 99,58 100
mRMR 39 0,25 1,625 0,034 100 99,75

10 Classes Process

37 49 61 73
N of Feat
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Fig. 6. Performance radar chart.
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From this figure we can note that the training of the SOM using the selected
features by the ReliefF and the mRMR features selection techniques is much better than
the training using the whole training data set in term of the classification performances
and the training Time.

By comparing the results of the two features selection methods, we see that the
ReliefF feature selection technique is more reliable where we get best or at least the
same classification performances, with a reduced number of selected features com-
paring to the mRMR feature selection.

5 Conclusion

This study presents a methodology for detection of bearing faults in electric motors
based on self-organizing map (SOM) and feature selection techniques. This method-
ology incorporates multiple signature analysis techniques from time, frequency, and
time-frequency domains.

From the experimental results, we can say that the fault diagnosis and classification
accuracy of the SOM using the feature selection methods was clearly higher than those
using the whole data set. In addition, the quality of the learned map and the training
time greatly improved as well.

We can then conclude that the proposed approach is a very attractive tool for
bearing fault detection and diagnosis in electric motors, because it is not only possible
to detect the bearing faults, but it is also able to locate the fault and estimate the extent
of the faults by separating the different faulty conditions.

In a future work, further investigation will be conducted t applicate this strategy to
pother mechanical faults and to the implementation on real time application.
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Abstract. This paper deals with the dynamical fractional order model of PN
junction diode based small signal equivalent circuits. With the advent of frac-
tional calculus, it is seen that these concepts would have several advantages and
applications in such fields. We present various small signal PN junction
equivalent circuit models including their frequency responses. The equivalent
models presented utilize the concepts of fractional calculus. Experimental data
are used to validate the proposed approach.

Keywords: Fractional order models � PN junction � Diffusive systems � Small
signal equivalent circuit models

1 Introduction

The diode is one of the most important elements used in modern electronic systems. It
is used as a device in many applications such as rectifiers, variable capacitors, detec-
tors, etc. [1]. However, diodes are difficult to model quantitatively.

One of the reason for this difficulty is that diode conduction is related to that the
width of the intrinsic bulk region is a function of applied voltage. The conduction
includes nonlinear carrier diffusion and a nonlinear junction capacitor. Also, the PN
diode Model has a nonlinear I-V characteristics and tunable C-V characteristics [2].

In practice, diodes are used for digital and analog applications. In analog appli-
cations, the device is biased at some DC value. There are many cases where diodes are
operated with small AC signals around a DC offset voltage. In such a case, conven-
tional linear small-signal diode models are usually used. In forward bias, a diode is
modeled with two components: a diode resistance rd, and charge storage capacitance
CSC. In reverse bias, a diode is represented with only the depletion capacitance Cd.
However, due to the non linear nature of these devices, conventional models may be
note appropriate to represent its frequency behavior at high frequency.

Many researchers started building more or less complicated models in order to
explain the small signal PN junction Diode behavior. Some authors focused on small
signal PN junction Diode modeling using half-order systems [3]. Also, the dynamic
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behavior of Diode has been modeled using the technique based on impedance fre-
quency response [4, 5].

Fractional (or non integer order) systems are considered as a generalization of
integer order systems [6, 7]. The advantages of fractional form become apparent in
modeling mechanical and electrical properties of real devices as well as in the theory of
dynamical systems. Sometimes, mathematical modeling of processes and physical
phenomena leads to differential equations of fractional orders and so fractional order
calculus is necessary to explain their behavior.

In this paper, small signal fractional order models of PN junction diodes is pre-
sented. Using the frequency measurements made, we will generalize, to fractional
order, the small signal elements models, and use them to construct fractional order
equivalent circuit of PN junction diode around the operating point.

2 Diode AC Small Signal Impedance-Experimental Setup

Ac small signal diode response is usually used to understand its frequency behavior [8–
10]. Figure 1 presents the experimental setup used to frequency response measure-
ments made. The diode is biased with a dc voltage Vdc superposed with an ac signal vin.
The Output signals vs and is will be then measured a cross the diode and resistor
R respectively. We can then consider frequency response of the transfer function
representing the admittance Gs given by:

Isðf Þ
Vsðf Þ ¼

1
Zs

¼ Gs ð1Þ

2.1 Diode Elements

In forward biased case using DC voltage Vdc superposed to an ac small signal Vin, the
diode equivalent circuit can be considered as a resistance Rs, a junction capacitance Cj

and a diffusion capacitance Cdiff connected as shown in Fig. 3. Reference [3] is used to
determine these elements. The small signal capacitance is, generally, given by the
following equation:

Fig. 1. Electrical circuit of ac-small signal experiment
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C ¼ dQ
dV

����
���� ¼ Cj0

1� V
Vbi

� �1=2
ð2Þ

where CjO is the capacitance at zero applied bias, V the applied voltage and Vbi the
built-in voltage.

In real diodes, the doping in the n-side and p-side gradually changes from n- region
to p-one. In this case, the junction capacitance is given by:

Cj ¼ Cj0

1� V
Vbi

� �mg
ð3Þ

with mg the grading parameter (mg ¼ 1=2 for abrupt junctions and mg ¼ 1=3 for graded
ones).

We note that in reverse biased conditions, the junction capacitance is dominant.
However, in direct polarization it can be neglected. The diffusion capacitance is due to
the injected charge density. For injected hole charge, the diffusion capacitance can be
given by:

Cdiff ¼ dQp

dV
¼ q

kBT
Isp ð4Þ

With q the electron charge, kB the Boltzmann constant, T the temperature in Kelvin,
sp the hole lifetime, and I is the dc current.

Finally, using the ac small signal response, the ac diode resistance Rs is given by:

Fig. 2. Current changes in a diode under ac-small signal conditions.

Fig. 3. The equivalent circuit of a forward biased diode.
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Rs ¼ dV
dI

¼ kBT=q
IðVÞ ð5Þ

We note that this resistance only holds at low frequencies.

2.2 Integer Order Models

(a) Analytical model

By considering a PN diode under forward-biased voltage Vdc as shown in Fig. 1, if
an ac signal is superposed to the dc voltage, the current changes as shown in Fig. 2.

The small signal equivalent circuit of the diode is then given in Fig. 3.
Under forward bias conditions, the junction capacitance is neglected and using the

equivalent circuit, the relationship between the current is and the applied voltage vs is
given by:

is ¼ Gsvs þCdiff
dvs
dt

ð6Þ

In frequency domain, we will have:

is ¼ Gs þ jxCdiff
� �

vs
�
Gs ¼ 1=rs ð7Þ

and the diode impedance is given by:

Zs ¼ vs
is
¼ 1

Gs þ jxCdiff
¼ rs

1þ jxrsCdiff
� � ð8Þ

To find Gs and Cdiff , we have to use the time dependant continuity equation [3].
The solution of this equation enables us to calculate the current is which is found to be:

is ¼ qI
kBT

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ jxsp

p � vs ð9Þ

Then, the ac small signal impedance is:

Zs ¼ is
vs

¼ Ks
1

1þ jxsp
� �1=2 ð10Þ

with Ks ¼ kBT=qIð Þ.
(b) Classical model

We will start now with the classical model of a PN diode represented in Fig. 4 [11].
The first component of the model is the series resistance Rs. This one incorporates the
contact resistance and the resistance of the quasi-neutral region. A second resistance Rp

is the probe resistance.
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In parallel with Rp, the model take into account the diode capacitance C which
arises from the junction capacitance Cj related to the depletion region and the diffusion
capacitance Cdiff due to injected carriers outside the depletion region. We note that
under forward bias conditions, the diffusion capacitance dominates.

In the complex domain, an expression analogous to Ohm law is:

v ¼ Zc � i ð11Þ

where Zc is the circuit impedance given by:

Zc ¼ Rp

1þCRp � jx þRs ð12Þ

This expression can be written as:

Zc ¼ Kc
1þ s1 jxð Þ
1þ s2 jxð Þ ð13Þ

with K1 ¼ ðRp þRsÞ, s1 ¼ CRpRs

Rp þRs
and s2 ¼ CRp.

Here, we note that the impedance is expressed as a complex function with two time
constants s1 and s2. Then, ZcðxÞ have a real and imaginary part which can be well
represented by Bode plot.

3 Fractional Order Models

Fractional systems are considered as a generalization of integer order systems [6]. In
this section, a generalized form of the above mentioned conventional models will be
considered.

The generalization of the analytical model given by (10) in implicit fractional order
form can be given by:

Zs ¼ Ksf

1þ jxsp
� �m ð14Þ

where m is real number.
In the other hand, the corresponding implicit fractional order form of the classical

model given by (13), is expressed by:

Fig. 4. Equivalent circuit of a pn diode under ac-small signal conditions
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Zcf ¼ Kcf
1þ jxs1ð Þm1

1þ jxs2ð Þm2
ð15Þ

where m1 and m2 are real numbers.

4 Experimental Results

4.1 Analytical and Classical Models

To validate models described above, we use the ac small signal circuit of Fig. 1. To
discuss results and for Bode diagram [8].

Data from which we have to identify the diode model is the frequency response of
an ac small signal experiment. We applied a biased dc voltage Vp ¼ 15V to a BY402
diode and we superpose an ac signal vin tð Þ ¼ V0sinxt with V0 ¼ 4:4V and x ¼ 2pf .
We measure responses is and vs in the frequency range 104; 1:1 � 105	 


Hz, and thus the
impedance transfer function Zsðf Þ ¼ vs

is
will be fitted according to the measured data.

Figure 5 shows the Bode magnitude diagrams of such system using analytical and
classical models.

From these results, we conclude that the analytical and classical models give the
same results. At low and high frequencies, experimental curve is well fitted with
Ks ¼ 50; 6 � 10�3, s ¼ 1; 085 � 10�5s xc ¼ 1=s ¼ 9:22 � 104 rad=sð Þ

Remember that at high frequencies, the asymptotic Bode diagram for analytical
model is approximate to be:

Fig. 5. Experimental diode impedance fitted by analytical and classical models.
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Zsj jdB� �10Log xsð Þ ð16Þ

which present a slope of �10 dB=dec.
In the other hand, classical model of the diode is an integer system with one pole

and one zero. Asymptotic Bode diagram of such system can be approximated, at high
frequencies, by:

Zj jdB� 20Log
s1
s2

� �
ð17Þ

The best fitting of the curve is obtained for K ¼ 50; 6 � 10�3; s2 ¼ 1; 009�
10�5 s; s1 ¼ 6:0 � 10�6. Remember that xc1 ¼ 1=s1 ¼ 1:7 � 105 rad=s is out of the
range of frequencies used for experimental data 104; 1; 09 � 105	 
� �

. In this frequency
range, the system is described by the expression:

Zc ¼ Kc
1

1þ jxs2
ð18Þ

which is a first order system having one pole and then a slope of �20 dB=dec.

4.2 Fractional Model with One Zero and One Pole

Reporting to experimental data, we found that the magnitude Bode diagram of diode
impedance is well fitted by classical model only at low and high frequencies.

In order to well approximate experimental curve at intermediate frequencies, we
use the fractional order generalized model. That is because the electrical impedance of
a diode is related to conduction phenomena, based on carrier diffusion in the PN
junction, which, generally, present a fractional behavior.

Then, the implicit fractional order form of classical model is given by (15).
The best fitting of experimental data using this model is obtained for: Kcf ¼

51:5 � 10�3; m1 ¼ 0:6677; m2 ¼ 0:79; s1 ¼ 4:5 � 10�7 s; s2 ¼ 52:6 � 10�7 s. The
results are reported in Fig. 7. It can clearly be seen that this fractional model takes into
account intermediate frequencies, but it can’t describe precisely the behavior of the
system in such frequencies.

That’s for which we propose another fractional model with one zero and two poles.

Fig. 6. Proposed equivalent circuit for a pn diode under small signal conditions
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4.3 Fractional Model with One Zero and Two Poles

In this model, we use the Warburg impedance [12, 13]. Thus, the diode electrical
impedance is presented by the electrical circuit of Fig. 6.

This circuit yield to a second order system with two poles and a zero. In his implicit
fractional form, it is defined by the following expression:

Zf ¼ Kf
1þ jxs1f

� �m1f
� �

1þ jxs2f
� �m2f

� �
1þ jxs3f

� �m3f
� �� � ð19Þ

The best fitting of experimental data is obtained for:
Kf ¼ 48:5 � 10�3; m1f ¼ 1:3300; m2f ¼ 1:3450; m3f ¼ 1:361, s1f ¼ 2:7165 �

10�5 s; s2f ¼ 3:2999 � 10�5 s, s3f ¼ 8:9 � 10�5 s.

5 Conclusion

In this paper, we used the ac-small-signal impedance to model the PN junction diode
using experimental data. In this experiment, the diode is considered as an integer or
fractional order dynamical system. Then, to identify zero and poles of such system, we
use the frequency response of the device using magnitude Bode plot.

The identification method was based on finding the proposed model parameters
(poles, zero and fractional orders) using experimental data.

Several models were proposed and their equivalent electrical circuits were pre-
sented. First, we start with an analytical model obtained from physical study of con-
duction phenomena in diodes. This yields to a 0.5 order system with one pole.

Fig. 7. Experimental diode impedance fitted by classical and proposed fractional models.
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Secondly, a classical model based on the diode equivalent circuit was used. It is
presented as an integer order system with one pole and a zero.

These models gave the same results and fit well the experimental data only at low
and high frequencies.

The third model used is the classical model generalized in the fractional form. This
model takes into account the intermediate frequencies but it doesn’t give well fitted
results.

The fractional model which present the best fitting is that described by a zero and
two poles with fractional orders upper than the unity.
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Abstract. This paper introduces a rational function approximation of the

fractional order transfer function HðsÞ ¼ ðs0sÞa
½1þðs0sÞ2a � ; for 0\ a � 0:5. This

fractional order transfer function is one of the fundamental functions of the
linear fractional system of commensurate order corresponding to pure complex
conjugate poles or eigenvalues, in sa. Hence, the proposed approximation will
be used in the solution of the linear fractional systems of commensurate order.
Illustrative examples are given to show the exactitude and the efficiency of the
approximation method.

Keywords: Fractional power zero � Linear fractional system � Irrational
transfer function � Rational transfer function

1 Introduction

The theory of fractional order systems has gained some importance during the last
decades (Miller et al. 1993), (Podlubny 1999), (Kilbas et al. 2006), (Monje et al. 2010),
(Caponetto et al. 2010). Therefore, active research work to find accurate and efficient
methods to solve linear fractional order differential equations is still underway to
establish a clear linear fractional order system theory accessible to the general engi-
neering community. More recently, a great deal of effort has been expended in the
development of analytical techniques to solve them. The goal of these methods is to
derive an explicit analytical expression for the general solution of the linear fractional
differential equations (Charef 2006a), (Bonilla et al. 2007), (Oturanç et al. 2008), (Hu
et al. 2008), (Arikoglu et al. 2009), (Odibat 2010), (Charef et al. 2011).

A linear single input single output (SISO) fractional system of commensurate order
is described by the following linear fractional order differential equation:

XN
i¼0

aiD
iayðtÞ ¼

XM
j¼0

bjD
jauðtÞ ð1Þ
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where u(t) is the input, y(t) is the output, a is a real number such that 0 < a < 1, ai
(1 � i � N) and bi (0 � j � M) are constant real numbers with M � N. With zero
initial conditions, the fractional order system transfer function is given as:

GðsÞ ¼ YðsÞ
UðsÞ ¼

PM
j¼0

bj sað Þ j

PN
i¼0

ai sað Þi
ð2Þ

This fractional transfer function can be decomposed into several elementary fun-
damental functions corresponding to different types of poles, in sa, as:

GðsÞ ¼
XK
k¼1

HkðsÞ ð3Þ

where the functions Hk(s) are given, according to the poles of the fractional system, as:

• For a simple real pole:

HkðsÞ ¼ 1
sa þ pð Þ ð4Þ

• For a pair of complex poles with negative real part:

HkðsÞ ¼ x2
n

½s2a þ 2fxnsa þx2
n�

ð5Þ

HkðsÞ ¼ sa þxnf
½s2a þ 2fxnsa þx2

n�
ð6Þ

• For a pair of complex poles with null real part:

HkðsÞ ¼ x2
n

½s2a þx2
n�

ð7Þ

HkðsÞ ¼ xnsa

½s2a þx2
n�

ð8Þ

In previous works (Charef 2006a) and (Charef et al. 2011), (Nezzari et al. 2011),
(Boucherma et al. 2011), the elementary fundamental functions defined in (4), (5), (6)
and (7) have been approximated by rational ones in order to represent them by linear
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time-invariant system models so as to derive their closed form impulse and step
responses as well as their performance characteristics. Using these approximations,
simple analog circuits have been also derived to represent the above irrational functions
of the fractional order system. This paper gives a rational function approximation of the
fundamental function represented by the irrational transfer function of (8) which cor-
responds to pure complex conjugate poles or eigenvalues, in sa. In (Boucherma et al.
2011), the approximation of (8) has been done for 0:5\a\1. In this work the
approximation of (8) will be done for 0\a� 0:5. First, the basic ideas and the derived
formulations of the approximation technique are presented. Then, the impulse and step
responses of this type of fractional system are derived. Finally, illustrative examples are
presented to show the exactitude and the usefulness of the approximation method.

2 Rational Function Approximation

For s0ð Þa¼ 1
xn
, (8) can be rewritten as:

HðsÞ ¼ XðsÞ
EðsÞ ¼

ðs0sÞa
½1þðs0sÞ2a�

; 0\a� 0:5 ð9Þ

The above irrational function is the transfer function of the linear fractional order
system represented by the following fundamental linear fractional order differential
equation:

s0ð Þ2ad
2ax tð Þ
dt2a

þ x tð Þ ¼ s0ð Þad
ae tð Þ
dta

ð10Þ

In this context, the transfer function of (9) has two pure complex conjugate poles, in
sa. To represent the linear fractional order system of (10) by a linear time-invariant
system model so as to derive their closed form impulse and step responses, its irrational
transfer function of (9) will be approximated by a rational function. To do so, we will
consider two cases based on the fractional derivative a.

2.1 Case 1: 0 < a < 0.5

For this case, the function of (9) can be decomposed in two functions as follows:

H sð Þ ¼ H1 sð Þ � H2 sð Þ ¼ s0sð Þa� 1

1þ s0sð Þ2a ð11Þ

where H1 sð Þ ¼ s0sð Þa and H2 sð Þ ¼ 1
1þ s0sð Þ2a.

In a given frequency band of interest [xL, xH], around the frequency x0 = (1/s0),
the fractional order differentiator H1 sð Þ ¼ s0sð Þa can be approximated by a rational
function as follows (b, 2006):
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H1 sð Þ ¼ s0sð Þaffi sa0 KD

QN1

i¼0
1þ s

zi

� �
QN1

i¼0
1þ s

pi

� �
2
6664

3
7775 ð12Þ

where the poles pi and the zeros zi (0 � i � N1), the constant KD and the number N1
of the approximation are given by:

pi = p0 (ab)i; zi = z0 (ab)i;KD ¼ ðxcÞa;

N1 ¼ Integer
log xmax=z0ð Þ

log abð Þ
� �

þ 1
� � ð13Þ

For some given real values y (dB), d and b, the approximation parameters a, b, p0,
z0, xc and xmax can be calculated as:

a ¼ 10
y

10 1�að Þ

h i
; b ¼ 10

y
10a½ �;xc ¼ dxL;

xmax ¼ bxH ; z0 ¼ xc

ffiffiffi
b

p
and p0 ¼ az0

ð14Þ

By the decomposition of the rational function of (12), we will get:

H1 sð Þ ¼ s0sð Þaffi sa0 KD þ
XN1

i¼0

kis

1þ s
pi

� �
0
@

1
A ð15Þ

ki ¼ � KD

p0ðabÞi

QN1

j¼0
ð1� aðabÞ i�jð ÞÞ

QN1

j¼0;i6¼j
ð1� ðabÞ i�jð ÞÞ

; i ¼ 0; 1; . . .;N1 ð16Þ

Because 0 < a < 0.5 the number 2a is then 0 < 2a < 1; hence, in a given fre-
quency band [0, xH], the fractional system H2 sð Þ ¼ 1

1þ s0sð Þ2a can be approximated by a

rational function as follows (Charef 2006a):

H2ðsÞ ¼ 1

1þðs0sÞ2a
ffi
X2N2�1

j¼1

kkj

1þ s
ppj

� � ð17Þ

where the poles ppj and the residues kkj (for 1 � j � 2N2−1), and the number N2 of
the approximation are given, for some given real values k and b, by:
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ppj ¼ ðkÞðj�NÞ

s0

kkj ¼ 1
2p

sin½ð1� aÞp�
cosh½a logð 1

s0ppj
Þ� � cos½ð1� aÞp�

" #

N2 ¼ Integer
log½s0bxH �
log kð Þ

� �
þ 1

ð18Þ

Therefore, the function of (11) is approximated by a rational function as follows:

H sð Þ ffi sa0 KD þ
XN1

i¼0

kis

1þ s
pi

� �
0
@

1
A X2N2�1

j¼1

kkj

1þ s
ppj

� �
0
@

1
A ð19Þ

H sð Þ ffi
X2N2�1

j¼1

sa0KD
	 


ppjkkj
	 


sþ ppj
	 


 !

þ
XN1

i¼0

X2N2�1

j¼1

sa0
	 


pikið Þ ppjkkj
	 


s

sþ pið Þ sþ ppj
	 


 ! ð20Þ

By the decomposition of the rational function of (20), we will get:

H sð Þ ffi
X2N2�1

j¼1

sa0KD
	 


ppjkkj
	 


sþ ppj
	 


 !

þ
XN1

i¼0

X2N2�1

j¼1

Aij

sþ pið Þ þ
Bij

sþ ppj
	 


 ! ð21Þ

where the residues Aij and Bij (for 0 � i � N1 and 1 � j � 2N2−1) are given by:

Aij ¼
sa0
	 


p2
i
ki

� �
ppjkkj
	 


pi � ppj
; Bij ¼

sa0
	 


pikið Þ pp2
j
kkj

� �
ppj � pi

ð22Þ

Hence, we can write that:

H sð Þ ffi
X2N2�1

j¼1

sa0KD
	 


ppjkkj
	 


sþ ppj
	 


 !

þ
X2N2�1

j¼1

PN1

i¼0
Bij

sþ ppj
	 


0
BB@

1
CCAþ

XN1

i¼0

P2N2�1

j¼1
Aij

sþ pið Þ

0
BBB@

1
CCCA

ð23Þ
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H sð Þ ffi
XN1

i¼0

Ai

sþ pið Þ

 !
þ

X2N2�1

j¼1

Bj

sþ ppj
	 


 !
ð24Þ

where the residues Ai (0 � i � N1), and Bj (1 � j � 2N2−1), are given by:

Ai ¼
X2N2�1

j¼1

Aij; Bj ¼ sa0KD
	 


ppjkkj
	 
� �þ XN1

i¼0

Bij ð25Þ

2.2 Case 2: a = 0.5

For this case, the function of (9) can be rewritten as:

H sð Þ ¼ s0sð Þ0:5
1þ s0sð Þ ð26Þ

From Eq. (15), the above function is approximated by a rational function as
follows:

H sð Þ ffi s0:50 KD þ
XN1

i¼0

kis

1þ s
pi

� �
0
@

1
A 1

1þ s0sð Þ
 �

ð27Þ

H sð Þ ffi sð�0:5Þ
0 KD

sþ 1=s0ð Þ

 !
þ

XN1

i¼0

s �0:5ð Þ
0

� �
pikið Þs

sþ pið Þ sþ 1=s0ð Þ

0
@

1
A ð28Þ

By the decomposition of the rational function of (28), we will get:

H sð Þ ffi sð�0:5Þ
0 KD

sþ 1=s0ð Þ

 !
þ

XN1

i¼0

Ci

sþ pið Þ þ
Di

sþ 1=s0ð Þ
 � !

ð29Þ

where the residues Ci and Di (for 0 � i � N1) are given by:

Ci ¼
s �0:5ð Þ
0

� �
p2i ki
	 


pi � 1=s0
; Di ¼

sð�1:5Þ
0

� �
pikið Þ

1=s0 � pi
ð30Þ

Hence, we can write that:

H sð Þ ffi
XN1

i¼0

Ci

sþ pið Þ

 !
þ D

sþ 1=s0ð Þ
 �

ð31Þ
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with the residues Ci ¼ Ci (for 0 � i � N1) and D ¼ sð�0:5Þ
0 KD

h i
þ PN1

i¼0
Di

� �
.

3 Time Responses

3.1 Case 1: 0 < a < 0.5

From Eq. (24), we have that:

H sð Þ ¼ XðsÞ
EðsÞ ¼

XN1

i¼0

Ai

sþ pið Þ

 !
þ

X2N2�1

j¼1

Bj

sþ ppj
	 


 !
ð32Þ

then,

XðsÞ ¼
XN1

i¼0

Ai

sþ pið Þ

 !
þ

X2N2�1

j¼1

Bj

sþ ppj
	 


 !" #
EðsÞ ð33Þ

For e(t) = d(t) the unit impulse E(s) = 1, we will have:

XðsÞ ¼
XN1

i¼0

Ai

sþ pið Þ

 !
þ

X2N2�1

j¼1

Bj

sþ ppj
	 


 !" #
ð34Þ

Hence, the impulse response of (10) is:

x tð Þ ¼ L�1 X sð Þf g ¼
XN1

i¼0

Ai expð�pitÞ
 !

þ
X2N2�1

j¼1

Bj expð�ppjtÞ
 ! ð35Þ

For e(t) = u(t) the unit step E(s) = 1/s, (33) will be:

XðsÞ ¼
XN1

i¼0

Ai

sþ pið Þ

 !
þ

X2N2�1

j¼1

Bj

sþ ppj
	 


 !" #
1
s

 �
ð36Þ

XðsÞ ¼
XN1

i¼0

Ai

sþ pið Þ
1
s

 � !
þ

X2N2�1

j¼1

Bj

sþ ppj
	 
 1

s

 � !
ð37Þ
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XðsÞ ¼
XN1

i¼0

Ai

pi

 �
1
s
� 1

sþ pið Þ
 � !

þ
X2N2�1

j¼1

Bi

ppj

 �
1
s
� 1

sþ ppj
	 


 ! ! ð38Þ

Hence, the step response of (10) is:

x tð Þ ¼ L�1 XðsÞf g ¼
XN1

i¼0

Ai

pi

 �
1� expð�pitÞ½ �

 !

þ
X2N2�1

j¼1

Bj

ppj

 �
1� expð�ppjtÞ
� � ! ð39Þ

3.2 Case 2: a = 0.5

From Eq. (31), we have that:

H sð Þ ¼ XðsÞ
EðsÞ ¼

XN1

i¼0

Ci

sþ pið Þ

 !
þ D

sþ 1=s0ð Þ
 �

ð40Þ

then,

XðsÞ ¼
XN1

i¼0

Ci

sþ pið Þ

 !
þ D

sþ 1=s0ð Þ
 �" #

EðsÞ ð41Þ

For e(t) = d(t) the unit impulse E(s) = 1, we will have:

XðsÞ ¼
XN1

i¼0

Ci

sþ pið Þ

 !
þ D

sþ 1=s0ð Þ
 �" #

ð42Þ

Hence, the impulse response of (10), for a = 0.5, is:

x tð Þ ¼ L�1 X sð Þf g ¼
XN1

i¼0

Ci expð�pitÞ
 !

þ D expð�t=s0Þ
	 
 ð43Þ

266 D. Boucherma et al.



For e(t) = u(t) the unit step E(s) = 1/s, (41) will be:

XðsÞ ¼
XN1

i¼0

Ci

sþ pið Þ

 !
þ D

sþ 1=s0ð Þ
 �" #

1
s

 �
ð44Þ

XðsÞ ¼
XN1

i¼0

Ci

sþ pið Þ
1
s

 � !
þ D

sþ 1=s0ð Þ
 �

1
s

 � �
ð45Þ

XðsÞ ¼
XN1

i¼0

Ci

pi

 �
1
s
� 1

sþ pið Þ
 � !

þ Ds0
1
s
� 1

sþ 1=s0ð Þ
 � � ð46Þ

Hence, the step response of f (10), for a = 0.5, is:

x tð Þ ¼ L�1 XðsÞf g ¼
XN1

i¼0

Ci

pi

 �
1� expð�pitÞ½ �

 !

þ D s0 1� expð�t=s0Þ½ �	 
 ð47Þ

4 Illustrative Example

Let us first consider the fractional system represented by the following fundamental
linear fractional order differential equation with a = 0.35 and s0 = 2 as:

2ð Þ0:7d
0:7x tð Þ
dt0:7

þ x tð Þ ¼ 2ð Þ0:35d
0:35e tð Þ
dt0:35

ð48Þ

its transfer function is given by:

H sð Þ ¼ 2sð Þ0:35
1þ 2sð Þ0:7 ð49Þ

Its rational function approximation, in a given frequency band, is given as:

H sð Þ ¼ 2sð Þ0:35
1þ 2sð Þ0:7 ¼

XN1

i¼0

Ai

sþ pið Þ

 !
þ

X2N2�1

j¼1

Bj

sþ ppj
	 


 !
ð50Þ

For the fractional order differentiator (2s)0.35, the frequency band of approximation
is [xL, xH] = [10−4 rad/s, 104 rad/s], around x0 = (1/s0) = 0.5 rad/s, y = 1 dB,
d = 0.1, and b = 100. For the fractional system 1

1þ 2sð Þ0:7, the frequency band of
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approximation [0, xH] = [0, 104 rad/s], k = 4 and b = 100. Then, the approximation
parameters of H(s) are:

a ¼ 1:4251; b ¼ 1:9307; xc ¼ 10�5; xmax ¼ 106;

p0 ¼ 1:9802�10�5 ; KD ¼ 0:0178; N1 ¼ 25; and N2 ¼ 11

Hence, poles pi, the residues Ai (0 � i � 25), the poles ppj and the residues Bj

(1 � j � 20), are given by:

pi ¼ 1:9802 � 10�5	 
ð2:7514Þi

Ai ¼
X21
j¼1

1:1230 � 10�7	 
 ð2:7514Þið4Þðj�11Þ
� �

�

Q25
j¼0

1� ð1:4251Þð2:7514Þði�jÞ
� �h i

Q25
j¼0;i6¼j

ð1� ð2:7514Þði�jÞÞ

2
666666664

3
777777775

p 0:5ð Þð4Þðj�11Þ � 1:9802 � 10�5ð Þð2:7514Þi
h ih i

� sin½ð0:3Þp�
cosh½ 0:35ð Þ logðð4Þð11�jÞÞ� � cos½ð0:3Þp�

" #

ð51Þ

ppj ¼ 0:5ð Þð4Þðj�11Þ

Bj ¼ 0:0057ð Þ
p

ð4Þðj�11Þ sin½ð0:3Þp�
cosh½ 0:35ð Þ logðð4Þð11�jÞÞ� � cos½ð0:3Þp�

" #

þ
X25
i¼0

� 0:0029ð Þð4Þ2ðj�11Þ
Q25
j¼0

1�ð1:4251Þð2:7514Þði�jÞ½ �
Q25

j¼0; i 6¼j

ð1�ð2:7514Þði�jÞÞ

p 0:5ð Þð4Þðj�11Þ � 1:9802 � 10�5ð Þð2:7514Þi
h i

� sin½ð0:3Þp�
cosh½ 0:35ð Þ logðð4Þð11�jÞÞ� � cos½ð0:3Þp�

" #

8>>>>>>>>>>><
>>>>>>>>>>>:

9>>>>>>>>>>>=
>>>>>>>>>>>;

ð52Þ

Figures 1 and 2 show the bode plots of the fundamental linear fractional order
system transfer function of (49) and of its proposed rational function approximation of
(50). We can easily see that they are all quite overlapping in the frequency band of
interest.

Figures 3 and 4 show, respectively, the impulse and the step responses of the
fractional order system of (48).
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Fig. 1. Magnitude bode plots of (49) and of its proposed approximation.

Fig. 2. Phase bode plots of (49) and of its proposed approximation
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Fig. 3. Impulse response of (48) from its proposed approximation.

Fig. 4. Step response of (48) from its proposed approximation.
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As a second example, we will consider the fractional order system represented by
the following fundamental linear fractional order differential equation with a = 0.5 and
s0 = 0.16 as:

0:16ð Þ d x tð Þ
dt

þ x tð Þ ¼ 0:16ð Þ0:5d
0:5e tð Þ
dt0:5

ð53Þ

its transfer function is given by:

H sð Þ ¼ 0:16 sð Þ0:5
1þ 0:16 sð Þ ð54Þ

Its rational function approximation, in a given frequency band, is given as:

H sð Þ ¼ 0:16 sð Þ0:5
1þ 0:16 sð Þ ¼

XN1

i¼0

Ci

sþ pið Þ

 !
þ D

sþ 1=s0ð Þ
 �

ð55Þ

For the fractional differentiator (0.16 s)0.5, the frequency band of approximation is
[xL, xH] = [10−4 rad/s, 104 rad/s], around x0 = (1/s0) = 6.25 rad/s, y = 1 dB,
d = 0.1, and b = 100. Then, the approximation parameters of H(s) are:

a ¼ 1:5849; b ¼ 1:5849; xc ¼ 10�5; xmax ¼ 106;

p0 ¼ 1:9953 � 10�5; KD ¼ 0:0032 and N1 ¼ 28

Hence, poles pi, the residues Ci (0 � i � 25), and the residue D, are given by:

pi ¼ 1:9953 � 10�5	 

2:5119ð Þi

Ci ¼ � 1:5963 � 10�7ð Þ 2:5119ð Þi
1:9953 � 10�5ð Þ 2:5119ð Þi�6:25

� �
 !

�

Q28
j¼0

1� ð1:5849Þð2:5119Þði�jÞ
� �
Q28

j¼0; i6¼j
1� ð2:5119Þði�jÞ
� �

0
BBB@

1
CCCA

ð56Þ

D ¼ 0:008ð Þ

þ
X28
i¼0

� 0:05ð Þ
6:25� 1:9953 � 10�5ð Þ 2:5119ð Þi� �

 !

�

Q28
j¼0

1� ð1:5849Þð2:5119Þði�jÞ
� �
Q28

j¼0; i6¼j
1� ð2:5119Þði�jÞ
� �

0
BBB@

1
CCCA

2
6666666664

3
7777777775

ð57Þ
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Fig. 5. Magnitude bode plot of (54) and of its proposed approximation.

Fig. 6. Phase bode plot of (54) and of its proposed approximation.
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Fig. 7. Impulse response of (53) from its proposed approximation.

Fig. 8. Step response of (53) from its proposed approximation.
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Figures 5 and 6 show the bode plots of the fundamental linear fractional system
transfer function of (54) and of its proposed rational function approximation of (55).
We note that they are overlapping in the frequency band of interest.

Figures 7 and 8 show, respectively, the impulse and the step responses of the
fractional order system of (53).

5 Conclusion

In this paper, we have presented a rational function approximation of the fractional

order transfer function HðsÞ ¼ ðs0sÞa
½1þðs0sÞ2a� ; for 0\a� 0:5. This fractional order

transfer function is one of the fundamental functions of the linear fractional system of
commensurate order, represented by the linear fractional state-space Dax tð Þ ¼ A x tð Þ.
H(s) corresponds to pure complex conjugate eigenvalues of the A matrix. First, closed
form of the approximation technique has been derived. Then, the impulse and step
responses of this type of fractional system have been obtained. Finally, illustrative
examples are presented to show the exactitude and the usefulness of the approximation
method.
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Abstract. This paper presents a novel fuzzy logic controller (FLC) equipped
with an adaptive algorithm to achieve synchronization performance for tow
fractional chaotic systems. By introducing the fuzzy control design and
robustness tracking approach, a desired synchronization error can be attenuated
to a prescribed level, even in the presence of the high level of uncertainties and
noisy training data.
Based on recent works of Lin et al. about synchronization of uncertain

fractional order chaotic systems, the main contribution of this work is to enhance
the control system behavior using the numerical approximation method of
Grünwald–Letnikov. Simulation results clearly showed the efficiency of the
proposed control scheme.

Keywords: Fractional adaptive fuzzy control � Fractional systems �
Robustness � Numerical approximation � Synchronization � Lyapunov stability

1 Introduction

In recent years, fractional calculus deals with derivatives and integrations of arbitrary
order [1–3] and has found many applications in many fields of physics, applied
mathematics and engineering. Moreover, many real-world physical systems are well
characterized by fractional order differential equations, i.e., equations involving both
integer and non-integer order derivatives. It is observed that the description of some
systems is more accurate when the fractional derivative is used. For instance, elec-
trochemical processes and flexible structures are modeled by fractional order models
[1, 4, 5]. Now days, many fractional order differential systems behave chaotically, such
as the fractional order Chua system [6, 7], the fractional-order Duffing system [25, 26],
the fractional order Lü system, the fractional order Chen system [8].
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Recently, due to its potential applications in secure communication and control
processing, the study of chaos synchronization in fractional order dynamical systems
and related phenomena is receiving growing attention.

The synchronization problem of fractional order chaotic systems was first investi-
gated by Deng and Li [9] who carried out synchronization in the case of the fractional
Lü system. Afterwards, they studied chaos synchronization of the Chen system with a
fractional order in a different manner [22–24]. Fuzzy logic controllers are generally
considered applicable to plants that are mathematically poorly understood and where
experienced human operators are available for providing a qualitative “rule of thumb”
[10, 11].

Based on the universal approximation theorem [12, 14, 15], (fuzzy logic controllers
are general enough to perform any nonlinear control actions) there is rapidly growing
interest in systematic design methodologies for a class of nonlinear systems using fuzzy
adaptive control schemes. An adaptive fuzzy system is a fuzzy logic system equipped
with a training algorithm in which an adaptive controller is synthesized from a col-
lection of fuzzy IF-THEN rules and the parameters of the membership functions
characterizing the linguistic terms in the IF-THEN rules change according to some
adaptive law for the purpose of controlling a plant to track a reference trajectory.

In this paper, by incorporating the H1 tracking design technique [16] and Lya-
punov stability criterion [32], a new adaptive fuzzy control algorithm is proposed so
that not only the stability of the adaptive fuzzy control system is guaranteed but also the
influence of the approximation error and external disturbance on the tracking error can
be attenuated to an arbitrarily prescribed level via the H1 tracking design technique.
The proposed design method attempts to combine the attenuation technique, fuzzy
logic approximation method, and adaptive control algorithm for the robust tracking
control design of the nonlinear fractional order systems with a large uncertainty or
unknown variation in plant parameters and structures [32–34].

This paper is organized as follows: in Sect. 1, an introduction to fractional
derivatives and its relation to the approximation solution will be addressed and the
basic definition and preliminaries for fractional order systems. A description of the
TakagiSugeno (T–S) is presented in Sect. 2. Section 3 generally proposes adaptive
robust (H1) control of uncertain fractional order systems in the presence of uncertainty
and its stability analysis. In Sect. 4, application of the proposed method on fractional
order expression chaotic systems (Duffing system) is investigated. Finally, the simu-
lation results and conclusion will be presented.

2 Basic Definitions and Preliminaries for Fractional Order
Systems

Fractional calculus is a mathematical topic more than 300 years bold. It is a general-
ization of integration and differentiation to non-integer order fundamental operators,
denoted by aD

a
t , where a and t are the limits of the operator.

This operator is a notation for taking both the fractional integral and functional
derivative in a single expression defined [13] as:
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aD
q
t ¼

dq
dtq q[ 0
1 q ¼ 0R t
a dsð Þ�q q\0

8<
: ð1Þ

There are some basic definitions of the general fractional integration and differ-
entiation. The commonly used definitions are Riemann–Liouville, Adams–Bashforth–
Moulton algorithm and the method of Grünwald-Letnikov: “Numerical evaluation of
the fractional derivative of some usual functions”.

The simplest and easiest definition is the Riemann–Liouville definition given as:

RL
t0 D

q
t f tð Þ ¼ 1

C n� qð Þ
dn

dtn

Z t

t0

t � sð Þn�q�1f sð Þds ð2Þ

where n is the first integer which is not less than q, i.e., n� qð Þ\q\n, and Γ is the
Gamma function.

The numerical simulation of a fractional differential equation is not as simple as that
of an ordinary differential equation.

The algorithm which is an improved version of the Adams–Bashforth–Moulton
[29–31] to find an approximation for fractional order systems based on predictor–
correctors is given [30]. Consider the following differential equation

GL
a Dq

t y tð Þ ¼ f y tð Þ; tð Þ ð3Þ

where 0 ≤ t ≤ T and y kð Þ 0ð Þ ¼ y kð Þ
0 and k ¼ 0; 1; 2; . . .;m� 1

Can be expressed as follows

y tkð Þ ¼ f y tkð Þ; tkð Þhq �
Xk

j¼v
c qð Þ
j y tk�j

� � ð4Þ

where 0D
q
t y tð Þ is the Caputo fractional derivative of order q > 0 is defined as:

0D
q
t y tð Þ ¼

1
C m�qð Þ

R t
0 t � sð Þm�q�1f mð Þ sð Þds;m� 1\q\m

dm
dtm y tð Þq ¼ m

(
ð5Þ

and m is the first integer larger than q.
The solution of (4) is equivalent to theVolterra integral equation described as [29–31]:

y tð Þ ¼
X q½ ��1

k¼0
y kð Þ
0

tk

k!
þ 1

C qð Þ
Z t

0
t � sð Þq�1f s; y sð Þð Þds ð6Þ
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Let h ¼ T=N, tn ¼ nh; n ¼ 0; 1; 2; . . .;N. Then (6) can be described as follows:

yh tnþ 1ð Þ ¼
Xq½ ��1

k¼0

y kð Þ
0

tknþ 1

k!
þ hq

C qþ 2ð Þ f ypn tnþ 1ð Þ; tnþ 1
� �

þ hq

C qþ 2ð Þ
Xn

j¼0
aj;nþ 1f yh tj

� �
; tj

� � ð7Þ

where the predicted value yph tnþ 1ð Þ is determined by the fractional Adams–
Bashforth method:

yph tnþ 1ð Þ ¼
X q½ ��1

k¼0
y kð Þ
0

tknþ 1

k!
þ 1

C qð Þ
Xn

j¼0
bj;nþ 1f yh tj

� �
; tj

� � ð8Þ

and

aj;nþ 1 ¼
nqþ 1 � n� qð Þ nþ 1ð Þq; if j ¼ 0
n� jþ 2ð Þqþ 1 þ n� jð Þqþ 1�2 n� jþ 1ð Þqþ 1; if 1� j� n
1; if j ¼ nþ 1

8<
: ð9Þ

bj;nþ 1 ¼ hq

q
n� jþ 1ð Þq� n� jð Þqð Þ ð10Þ

The approximation error is given as

maxj¼0;1;2;...;N ¼ y tj
� �� yh tj

� ��� �� ¼ O hpð Þ ð11Þ

p ¼ min 2; 1þ qð Þ:

Therefore, the numerical solution of a fractional order system can be obtained by
applying the abovementioned algorithm.

In this work, the method of numerical evaluation of the fractional derivative of
some usual functions (Grünwald-Letnikov method) is given [32], the definition is
expressed as:

GL
t0 Dq

t f tð Þ ¼ limn!0
1
hn

X t�q
h½ �

j¼0
�1ð Þ j q

j

� �
f t � jhð Þ ð12Þ

where t�q
h

� �
indicates the integer part and �1ð Þ j q

j

� �
are binomial coefficients

c qð Þ
j j ¼ 0; 1; . . .ð Þ.

The calculation of these coefficients is done by formula of following recurrence:

c qð Þ
0 ¼ 1; cqj ¼ 1� 1þ q

j

� �
cqj�1
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The general numerical solution of the fractional differential equation

GL
a Dq

t y tð Þ ¼ f y tð Þ; tð Þ;

Can be expressed as follows:

y tkð Þ ¼ f y tkð Þ; tkð Þhq �
Xk

j¼v
c qð Þ
j y tk�j

� � ð13Þ

This approximation of the fractional derivative within the meaning of Grünwald-
Letnikov is on the one hand equivalent to the definition of Riemman-Liouville for a
broad class of functions [17], on the other hand, it is well adapted to the definition of
Caputo (Adams method) because it requires only the initial conditions and has a
physical direction clearly.

Remark. As noted in [6, 8], both numerical methods in the time domain mentioned
(Grünwald-Letnikov and Adams-Bashforth-Moulton) have approximately the same
order of accuracy and good digital solutions.

3 Description of the T–S Fuzzy Systems

Fuzzy logic systems address the imprecision of the input and output variables directly
by defining them with fuzzy numbers (and fuzzy sets) that can be expressed in lin-
guistic terms (e.g., small, medium and large) [4, 10, 11]. The basic configuration of the
T–S system includes a fuzzy rule base, which consists of a collection of fuzzy IF–
THEN rules in the following form:

R lð Þ: IF x1 is F
l
1; and. . .; and xn is F

l
n THEN yl ¼ fi xð Þ

yl ¼ ql0 þ ql1x1 þ . . .þ qlnxn ¼ hTl 1 xT
� �

where ðFl
1; . . .;F

l
i ; . . .;F

l
nÞ are input fuzzy sets and hTl ¼ ql0; q

l
1 þ . . .þ qln

� �
is a vector

of the adjustable factors of the consequence part of the fuzzy rule. Also yl is a crisp
value, and a fuzzy inference engine to combine the fuzzy IF–THEN rules in the fuzzy
rule base into a mapping from an input linguistic vector xT ¼ x1 þ x2. . .þ xn½ � 2 <n to
an output variable y 2 R. Let M be the number of fuzzy IF–THEN rules. The output of
the fuzzy logic systems with central average defuzzifier, product inference and sin-
gleton fuzzifier can be expressed as

yðxÞ ¼
PM

l¼1 v
l � ylPM

l¼1 v
l

¼
PM

l¼1 v
l � hTl 1xT½ �TPM
l¼1 v

l
ð14Þ

Where vl ¼ Qn
i¼1 lFl

i xið Þ is the true value of the lth implication and lFl
i xið Þ is the

membership function value of the fuzzy variable xi [18–20].
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Equation (14) can be rewritten as:

yðxÞ ¼ hTl nðxÞ ð15Þ

where hTl ¼ hTl h
T
2 . . .h

T
M

� �
is an adjustable parameter vector and

nTðxÞ ¼ n1ðxÞ; n2ðxÞ; . . .; nMðxÞ� �
is a fuzzy basis function vector defined as

nlðxÞ ¼ vl 1xT½ �PM
l¼1 v

l

When the inputs are fed into the T–S, the true value vl of the lth implication is
computed. Applying the common defuzzification strategy, the output expressed as (14)
is pumped out.

Based on the universal approximation theorem [10, 14, 21], the above fuzzy logic
system is capable of uniformly approximating any well-defined nonlinear function over
a compact set Uc to any degree of accuracy. Also it is straightforward to show that a
multi-output system can always be approximated by a group of single-output
approximation systems.

4 Adaptive H1 Control of Uncertain Fractional Order
Systems

Consider an incommensurate fractional order SISO nonlinear dynamic system of the
form [4, 15, 32]:

x q1ð Þ
1 ¼ x2
..
.

x qn�1ð Þ
n�1 ¼ xn
x qnð Þ
n ¼ f ðx; tÞþ gðx; tÞuþ d tð Þ
y ¼ x1

8>>>>><
>>>>>:

If q1 ¼ q2 ¼ � � � ¼ qn ¼ q the above system is called a commensurate order sys-
tem, then equivalent form of the above system is described as

x nqð Þ ¼ f x; tð Þþ g x; tð Þuþ d tð Þ ð16Þ
y ¼ x1

where x ¼ x1; x2; . . .; xn½ �T¼ x; x qð Þ; x 2qð Þ; . . .; x n�1ð Þqð Þ� �T2 Rn is the state vector, f ðx; tÞ
and gðx; tÞ are unknown but bounded nonlinear functions which express system
dynamics, d(t) is the external bounded disturbance and u tð Þ 2 R is the control input.
The control objective is to force the system output y 2 R to follow a given bounded
reference signal yd, under the constraint that all signals involved must be bounded.

Robust Adaptive Fuzzy Control 281



For simplicity, in this paper adaptive FLC for a commensurate order system is pro-
posed only, since the stability condition for the incommensurate order system can be
converted to that for the commensurate order system [15, 18].

To begin with, the reference signal vector yd and the tracking error vector e will be
defined as

y
d
¼ yd ; y

qð Þ
d ; . . .; y n�1ð Þqð Þ

d

h iT
2 Rn

e ¼ y
d
� y ¼ e; e qð Þ; . . .; e n�1ð Þqð Þ

h iT
2 Rn; e iqð Þ ¼ y iqð Þ

d � y iqð Þ:

Let k ¼ k1; k2; . . .; kn½ �T2 Rn to be chosen such that the stability condition
g eig Að Þð Þj[ qp=2 is met, where 0\q\1 and eig Að Þ represents the eigenvalues of the
system state matrix.

If the functions f ðx; tÞ and g x; tð Þ are known and the system is free of external
disturbance d, then the control law of the certainty equivalent controller is obtained as
[4, 23, 24].

ueq ¼ 1
g x; tð Þ �f x; tð Þþ y nqð Þ

d þ kTe
h i

ð17Þ

Substituting (17) into (16), we have:

e nqð Þ þ kne
n�1ð Þq þ � � � þ k1e ¼ 0

Which is the main objective of control, limt!1 e tð Þ ¼ 0.
However, f x; tð Þ and g x; tð Þ are unknown and external disturbance d tð Þ 6¼ 0, the

ideal control effort (17) cannot implemented. We replace f x; tð Þ and g x; tð Þ by the fuzzy
logic system f ðxjhf Þ and gðxjhgÞ in a specified form as (14) or (15), i.e.,

f ðxjhf Þ ¼ nTðxÞhf and gðxjhgÞ ¼ nTðxÞhg ð18Þ

Here the fuzzy basis function ξ(x) depends on the fuzzy membership functions and
is supposed to be fixed, while hf and hg are adjusted by adaptive laws based on a
Lyapunov stability criterion.

Therefore, the resulting control effort can be obtained as,

u ¼ 1
gðxjhgÞ

�f ðxjhf Þþ y nqð Þ
d þ kTe� ua

h i
ð19Þ

where the robust compensator ua is employed to attenuate the external disturbance and
the fuzzy approximation errors. By substituting (19) into (16), we have:
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x nqð Þ ¼ f ðx; tÞþ gðx; tÞuþ d tð Þþ gðxjhgÞu� gðxjhgÞu
¼ f ðx; tÞ � f ðxjhf Þ

� �þ y nqð Þ
d þ kTe� ua

þ gðx; tÞ � gðxjhgÞ
� �

uþ d tð Þ
ð20Þ

then

e nqð Þ ¼ f ðx; tÞ � f ðxjhf Þ
� �þ kTe� ua þ d tð Þ

þ gðx; tÞ � gðxjhgÞ
� �

u ¼ 0
ð21Þ

Equation (21) can be rewritten in state space representation as

eðqÞ ¼ AeþB f ðxjhf Þ � f ðx; tÞþ ua þ gðxjhgÞ � gðx; tÞ� �
u� d tð Þ� � ð22Þ

where

A ¼

0 1 0 0 � � � 0 0
0 0 1 0 � � � 0 0
..
. ..

. ..
. ..

. . .
. ..

. ..
.

0 0 0 0 � � � ..
.

1
�k1 �k2 �k3 �k4 � � � �kðn�1Þ �kn

2
666664

3
777775 andB ¼

0

0

..

.

0

1

2
66666664

3
77777775

The optimal parameter estimations h�f and h�g are defined as:

h�f ¼ arg minhf �Xf ½supx�Xx
jf ðxjhf Þ � f ðx; tÞj� ð23Þ

h�g ¼ argminhg�Xg
½supx�Xx

jgðxjhgÞ � gðx; tÞj� ð24Þ

where Xf ; Xg and Xx are constraint sets of suitable bounds on hf ; hg and x respectively
and they are defined as Xf ¼ hf jjhf j �Mf

	 

; Xg ¼ hgjjhgj �Mg

	 

et Xx ¼

xj xj j �Mxf g where Mf, Mg et Mx are positive constants.
By using (23)–(24), an error dynamic Eq. (22) can be expressed as:

eðqÞ ¼ AeþB f ðxjhf Þ � f ðxjh�f Þþ ua
h

þ gðxjhgÞ � gðxjh�gÞ
� �

u� d tð Þþw1

i ð25Þ

where the minimum approximation errors is defined as:

w1 ¼ gðxjh�gÞ � gðx; tÞþ f ðxjh�f Þ � f ðx; tÞ � d tð Þ ð26Þ
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If ~hf ¼ hf � h�f and ~hg ¼ hg � h�g can be rewritten as

e qð Þ ¼ AeþB nðxÞT~hf þ nðxÞT~hguþ ua þw1

h i
ð27Þ

The following theorem is proposed to show the control performance of the closed
loop system [4, 16].

Theorem 1. Consider the commensurate fractional order SISO nonlinear dynamic
system (16) with control input (19), if the robust compensator ua and the fuzzy-based
adaptive laws are chosen as:

ua ¼ � 1
r
BTPe ð28Þ

h qð Þ
f ¼ �r1nðxÞBTPe ð29Þ

h qð Þ
g ¼ �r2nðxÞBTPeu ð30Þ

where r[ 0; ri [ 0; i ¼ 1� 2, et P ¼ PT [ 0 is the solution of the following
Riccati-like equation.

PAþATPþQ� PB
2
r
� 1
q2

� �
BTP ¼ 0 ð31Þ

where Q ¼ QT [ 0 is a prescribed weighting matrix. Therefore, the H1 tracking
performance can be achieved for a prescribed attenuation level ρ which satisfies 2q2 � r
and all the variables of the closed-loop system are bounded [15].

Proof. In order to analyze the closed-loop stability, the Lyapunov function candidate is
chosen as

V ¼ 1
2
eT tð ÞPe tð Þþ 1

2r1
~h
T
f

� �
~hf

� �
þ 1

2r2
~h
T
g

� �
~hg

� �
ð32Þ

Taking the derivative of (32) with respect to time, we get

V qð Þ tð Þ ¼ 1
2

e qð Þ tð Þ
� �T

tð Þþ 1
2
eT tð ÞPe tð Þ

þ 1
r1

~h
T
f

� �
~h

qð Þ
f

� �
þ 1

r2
~h
T
g

� �
~h

qð Þ
g

� � ð33Þ
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¼ 1
2

AeþB n xð ÞT~hf þ n xð ÞT~hguþ ua þw1

h in oT
Pe

þ 1
2
eT eð ÞP AeþB

n xð ÞT~hf þ n xð ÞT~hguþ ua
þ w1

" #( )

þ 1
r1
ð~hTf Þð~h

qð Þ
f Þþ 1

r2
ð~hTg Þð~h

qð Þ
g Þ

¼ 1
2
eT ATPþPA
� �

eþ eTPBua þ eTPBw1

þ ~h
T
f n xð ÞBTPeþ 1

r1
ð~h qð Þ

f Þ
 �� �

þ ~h
T
g n xð ÞBTPeuþ 1

r2
ð~h qð Þ

g Þ
 �� �

ð34Þ

From the robust compensator ua and the fuzzy-based adaptive laws are given (28)–
(30), V qð Þ tð Þ in (34) can be rewritten as

V qð Þ tð Þ ¼ � 1
2
eTQe� 1

2q2
eTPBBTeþ eTPBw1

¼ � 1
2
eTQe� 1

2
1
q
BTPe� qw1

� �T 1
q
BTPe� qw1

� �
þ 1

2
q2wT

1w1

� � 1
2
eTQeþ 1

2
q2wT

1w1:

Integrating (34) from t = 0 to t = T, we have

V Tð Þ � V 0ð Þ� � 1
2

Z T

0
eTQedtþ 1

2
q2wT

1w1

� �
dt ð35Þ

Since V Tð Þ� 0, (35) can be rewritten as follows:

Z T

0
eTQedt� eT 0ð ÞPe 0ð Þþ hT 0ð Þh 0ð Þþ q2

Z T

0
wT
1w1dt ð36Þ

Therefore, the H1 tracking performance can be achieved. The proof is completed.

It is clear that the laws of adaptation (29) and (30) cannot guarantee that hf 2 Xf and
hg 2 Xg, to solve this problem, the algorithm of projection of the parameters is used.

The modified adaptation laws are given as follows:
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To adjust the parameters vector hf and hg [16]:

h qð Þ
f ¼

�r1n xð ÞBTPe; if hf
�� ��\Mf

where hf
�� �� ¼ Mf and eTPBn

T xð Þhf � 0
� �

Pf �r1n xð ÞBTPe½ �; if hf
�� �� ¼ Mf and eTPBn

T xð Þhf\0

8><
>: ð37Þ

h qð Þ
f ¼

�r2n xð ÞBTPeu; if hg
�� ��\Mg

where hg
�� �� ¼ Mg and eTPBn

T xð Þhgu� 0
� �

Pg �r2n xð ÞBTPeu½ �; if hg
�� �� ¼ Mg and eTPBn

T xð Þhgu\0

8><
>: ð38Þ

where the projection operator P [.] is defined as follows:

Pf �r1n xð ÞBTPe
� � ¼ �r1n xð ÞBTPeþ r1

eTPBnT xð Þhf
hf
�� ��2 hf ð39Þ

Pg �r2n xð ÞBTPeu
� � ¼ �r2n xð ÞBTPeuþ r2

eTPBnT xð Þhgu
hg
�� ��2 hg ð40Þ

Proposed algorithm [16]:

1. to define the mi of set-fuzzy Fl
i whose memberships functions are lFl

i xið Þ, where
i = 1,2,…,n.

Specifically the basic fuzzy rules of f xjhf
� �

and g xjhg
� �

consist of form rules as:

R lð Þ
f : IF x1 is F

l
1; and. . .; and xn is F

l
n THEN f xjhf

� �
is Gl

R lð Þ
g : IF x1 is F

l
1; and . . .; and xn is F

l
n THEN g xjhg

� �
is Hl

l ¼ 1; 2; . . .;mi, G
l and Hl are sets fuzzy in Rl.

Construction of the fuzzy functions basic as in nl xð Þ.
2. to specify a symmetrical matrix q definite positive, and to solve the equation of

Lyapunov, to obtain the symmetrical matrix p[ 0.
3. to specify Ki, such as the roots of the s nð Þ þ k1s n�1ð Þ þ � � � þ kn ¼ 0 are in the left

half-plane.
4. to solve the equation of Riccati as follows:

PAþATPþQ� PB
2
r
� 1
q2

� �
BTP ¼ 0

5. lastly, the control global law obtains as follows:
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u ¼ 1

nT xð Þhf
�nT xð Þhg þ y nqð Þ

d þ kTe� ua
h i

where ua ¼ � 1
r B

TPe; h qð Þ
f ¼ �r1n xð ÞBTPe, and h qð Þ

g ¼ �r2n xð ÞBTPeu.

5 Simulation Results

The chaotic behaviors in a fractional order modified Duffing system studied numeri-
cally by phase portraits are given by [27, 28]. In this section, we will apply our adaptive
fuzzy H1 controller to synchronize two different fractional order chaotic Duffing
systems.

Consider the following two fractional order chaotic Duffing systems [27]:

– Drive system:

Dqy1 ¼ y2
Dqy2 ¼ y1 � 0:25y2 � y31 þ 0:3 cos tð Þ

�

– Response system:

Dqx1 ¼ x2
Dqx2 ¼ x1 � 0:3x2 � x31 þ 0:35 cos tð Þþ u tð Þþ d tð Þ

�

where the external disturbance is d tð Þ ¼ 0:1sin tð Þ.
The main objective is to control the trajectories of the response system to track the

reference trajectories obtained from the drive system. The initial conditions of the drive
and response systems are chosen as:

x1 0ð Þ
x2 0ð Þ

 �
¼ 0

0

 �
and

y1 0ð Þ
y2 0ð Þ

 �
¼ 0:2

�0:2

 �
respectively:

The simulations results for deferent values of q (fractional order) are illustrated as
follows:

Figure 1 represents the 3D phase portrait of the drive and response systems without
control input. It is obvious that the synchronization performance is bad without a
control effort supplied to the response system.

The different values of 0\q\1 are considered in order to show the robustness of
the proposed adaptive fuzzy H1 control with our law.

According to the two state output ranges, the membership functions of xi, for
f xjhf
� �

and g xjhg
� �

are selected as follows:
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lFli xið Þ ¼ exp �0:5 xi��x
0:8

� �2
 �

i ¼ 1; 2 and l ¼ 1; . . .; 7 where �x is selected from the

interval �1; 2½ �.
From the adaptive laws (29)–(30) and the robust compensator (28), the control law

of the response system can be obtained as:

u ¼ 1

nT xð Þhf
�nT xð Þhg þ y nqð Þ

d þ kTe� ua
h i

ð41Þ

The figures represent the different simulation results of the drive and response
systems with control input (41). It is obvious that the synchronization performance is
bad without a control effort supplied the response system.

For the fractional order q ¼ 0:85:
For the fractional order q ¼ 0:98:
Results and discussion.

• Figures 2 and 7 show a good and fast achievement of the reference and response
systems synchronization.

• According to the Figs. 4, 3, 8 and 9, the trajectories of the responses converge
accurately to the reference trajectories, even in the presence of external
disturbances.

• The control effort for different values of q is illustrated in Figs. 5 and 10.
• It is clearly apparent that a fast synchronization of the reference and response

systems is obtained.
• When the fractional order q is reduced we remark that chaos behavior is reduced,

and the synchronization error is reduced accordingly.
• Figures 6 and 11 show that the error signals are bounded and converge asymp-

totically to zero.

Fig. 1. 3D phase portrait of the drive and response systems without control input (before the
control input)
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Fig. 2. The 3D phase portrait, synchronization performance, of the drive and response systems.

Fig. 3. Trajectories of the state x1 and y1.

Fig. 4. Trajectories of the state x2 and y2.
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Fig. 5. Trajectory of the control effort.

Fig. 6. Trajectory of the errors signals e1 and e2.

Fig. 7. The 3D phase portrait, synchronization performance of the drive and response systems.

290 K. Khettab et al.



Fig. 8. The trajectories of the states x1 and y1.

Fig. 9. The trajectories of the states x2 and y2.

Fig. 10. Trajectory of the control effort.
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6 Conclusion

In this paper a novel adaptive fuzzy H1 control is proposed to deal with chaos
synchronization between two different uncertain fractional order chaotic systems.
Based on the Lyapunov synthesis approach, free parameters of the adaptive fuzzy
controller can be tuned on line by the output feedback control law and adaptive laws.
However, the determination of the parameter’s region is not an easy task in practice, so
we introduced a projection algorithm in our control scheme that forces the estimated
parameters to stay within a predefined region.

The simulation example, chaos synchronization of two fractional order Duffing
systems, is given to demonstrate the effectiveness of the proposed methodology. The
significance of the proposed control scheme in the simulation for different values of the
fractional order q is manifest. Simulation results show that a fast synchronization of
drive and response can be achieved and as q is reduced the chaos is clearly reduced,
i.e., the synchronization error is reduced accordingly.

Further researches will be carried out to improve this controller performance using
Type-2 Fuzzy sets.
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Abstract. The design of an antenna based on Substrate Integrated Waveguide
(SIW) has been realized in this paper. The structure consists of an array of slot
antenna designed to operate in Ka 17,3 à 21.2 GHz band applications. The
structure of SIW is composed of two rows of cylinders between metal plates; it
can be easily produced by the standard method PCB “circuit” or LTCC method.
The direction of the main lobe of the antenna radiation pattern can be steered by
changing the frequency in the band from backward direction to forward
direction.

1 Introduction

The next generation communication networks require ultra-wide bandwidth for which
transmission antennas are required to operate in the Ka-band in particular for satellite
and mobile communication. Array antennas have several applications in communica-
tions systems. They are usually developed using microstrip or waveguide technologies.
However, with the development of a novel technology called substrate integrated
waveguide (SIW), Substrate integrated waveguide (SIW) technology has been studied
very extensively in recent years and has by now become a widely applied technique in
planar microwave circuit design [1–3]. These waveguide-like structures are fabricated
in planar form and are built up by periodically arranged metallic via-holes or via-slots
as shown in Fig. 1 advantage of the well-known characteristics of conventional rect-
angular waveguides, namely, its high Q-factor and high power capacity, as, well as its
low losses. Though they have been studied for the use in antenna applications [4, 5].

A leaky-wave antenna has been widely used in aerospace applications for many
years. The main advantage of these antennas is that they save space and can be located
on the external surface of various bodies. They are low cost, can be easily fabricated
and are therefore suitable for mass production Substrate integrated waveguide
(SIW) structures.

An SIW LWA concept was proposed in [8]. This antenna radiates energy through
the SIW side wall with sparsely located shortening vias. Inherent limitations of this
structure were exposed. The SIW was used as an LWA able to steer the radiation
pattern main beam by changing frequency from nearly backward direction to forward
direction [9, 10].
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In this paper, we design a SIW component operating in ka-band for TE10 mode
with CST Microwave Studio® commercial software’s. To validate the obtained results,
a comparison will be made using the moment method of Momentum Software. The
design procedures begins by extracting the equivalent width guide and then calculate
the width of SIW, by the following formulas design after adapt other parameters such
as diameter and the distance between the vias, and for transit SIW to microstrip we use
the equations of impedance adaptation. And finely, we designed a leaky-wave antenna
based on substrate integrated waveguide (SIW) with transverse slots; the antenna
radiates one main beam that can be steered from the backward to the forward direction
by changing frequency.

2 Parameters of Substrate Integrated Waveguide

Since SIW design generally works in TE1, 0 mode, so here m = 1, n = 0. Therefore the
equation for cutoff frequency reduces to:

fc ¼ c
2a

ð1Þ

For DFW with same cut off frequency, dimension “ad” is found by:

ad ¼ affiffiffiffi
er

p ð2Þ

Having determined the dimension ad for the DFW, we can now pass to the design
equations for SIW [11].

as ¼ a =
ffiffiffiffiffi
nr

p
þ d2

0:95s

� �
ð3Þ

Fig. 1. SIW structure
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where, a is the total broad side dimension of the rectangular waveguide, as is the
separation between via rows (centre to centre), a is the width of DFW, d is the diameter
(as shown in Fig. 2) and c is the velocity of light in free space.

For SIW design, the following two conditions are required [6]:

d � kg
5

ð4Þ

s � 2d ð5Þ

Where kg (guided wavelength) is [7]

kg ¼ 2pffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2pfð Þ2er

c2 � p
a

� �2r ð6Þ

2.1 Feed Design

In order to make an SIW working for ka-band applications we investigated these
equations the cutoff frequency of TE10 mode in SIW is selected about 17.3 GHz with
the following parameters on Arlon Cu 233lx (lossy), with dielectric constant of er =
2.33 and tang d = 0.0013. These parameters are used to construct SIW by using CST
Microwave Studio software.

The result of the simulation for the cutoff frequency 17.3 GHz is given by the
Fig. 3, it is clear that the transmission between [0–17.3 GHz] is impossible before the
cutoff frequency which is 17.3 GHz as theoretically calculated. In this case, the
transmission between [17.3–21.2 GHz] is low and this is due to the poor adaptation of
the guide.

s

d

as

Fig. 2. SIW guide parameters
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2.2 Microstrip Transition Lines in Substrate Integrated Waveguide

Once the SIW is designed, it is necessary to have a transition to a transmission line to
ensure a perfect adaptation.

This transition contains two main parameters, the original width W0, the final width
W of the profile line. The initial width of the microstrip line W0 must be calculated to
obtain the desired characteristic impedance. This width is generally selected for a
characteristic impedance of 50 O. For calculating the width W, it is necessary to
calculate the impedance of SIW guide, which is given by the following formula. [12]

Zpi = ZTE
bp2

8as
ð8Þ

For the calculation of the guide impedance, it is also necessary to calculate the
wave impedance of TE mode, which is given by [12]

ZTE¼
ffiffiffi
l
n

r
� kg

k
ð9Þ

The calculated parameters are used to construct a taper by using ADS (advanced
design system) software. The simulation result of taper and the structure after opti-
mization is shown in Fig. 4. The calculated parameters are used to construct a taper by
using ADS (advanced design system) software. The simulation result of taper and the
structure after optimization is shown in Fig. 4.

According to the Fig. 4, we see an excellent adaptation between 17-22 GHz. This
is necessary to avoid a drop in dB when inserting transition guide with SIW. The
physical transition structure of microstrip line with the guide SIW is shown in Fig. 5.

Reflected power and the transmission coefficient of the transition topology with
SIW guide is obtained by simulation using CST and Momentum software’s, are shown
respectively in the Figs. 6 and 7.
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S12

Fig. 3. The reflected power and the transmission coefficient of the SIW waveguide. The SIW
waveguide parameters are set to: as = 7.1 mm, d = 1.25 mm, s = 4.9 mm, b = 0.508 mm
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Fig. 4. The return loss and the transmission coefficient of the transition and the geometrical
layout of optimized taper. The parameters are set to: Z0 = 50 O, Z = 29.29 O, w0 = 1.52 mm,
w = 3.25 mm

s

dW0

W

Fig. 5. Topology of transition with SIW guide
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Fig. 6. Return loss of the SIW guide presented in Fig. 4 simulated with CST and Momentum
software’s
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3 SIW Leaky-Wave Antenna Design

The antenna under consideration is basically a wave guiding structure that possesses a
mechanism that permits it to leak power all along its length. In this paconstruct a LWA
based on SIW as shown in Fig. 8.

The S-parameter of the LWA with 7 uniform slots based in SIW is shown in Fig. 9.
The radiation patterns in 3D representation and in polar coordinates of only one

port LWA are depicted respectively in Figs. 10 and 11. From Figs. 9 and 10 the beam
directions are 27°, 16°, 8° and 1° calculated respectively the frequencies 19.11 GHz,
19.83 GHz, 20.68 GHz and 21.6 GHz. The scanning is assured using this technique
around the broadside direction (h = 0°). This phenomenon is well shown in polar plot.
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Fig. 7. Transmission coefficient S12 of the waveguide
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Fig. 8. Top view of the proposed leaky-wave antenna based on Substrate integrated waveguide
with d = 1.25 mm, s = 4.9 mm, as = 7.1 mm, w = 3.25 mm, w0 = 1.52 mm, e = 4.3 mm,
c = 1 mm and kg = 14.8 mm
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Fig. 9. S-parameter of the LWA based in SIW in band [17.3–21.2 GHz]

f=19.11 GHz f=19.83 GHz

f=20.68 GHz f=21.6 GHz

Fig. 10. 3D radiation patterns obtained of LWA with changing frequency. f = 19.11 GHz with
Main Lobe Direction MLD = −27°, f = 19.83 GHz with MLD = −16°, f = 20.68 GHz with
MLD = 8° and f = 21.6 GHz with MLD = 1°
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4 Conclusion

In this paper a novel type of substrate integrated waveguide leaky wave antenna has
been presented, the structure can find wide application in Ka [17.3–21.2 GHz] band
radar and remote sensing mechanism. The design is first passed by calculating the
cutoff frequency of the guide. Then we calculated the input impedance of the guide and
optimize the taper to make the transition between supply and input guide to ensure a
perfect adaptation. After we design a leaky wave antenna based on a substrate inte-
grated waveguide (SIW), the antenna radiates in ka-band and shows the beam scanning
possibility from forward direction to backward direction of the radiation.

f=19.11 GHz f=19.83 GHz

f=20.68 GHz f=21.6 GHz

Fig. 11. Radiation patterns in polar coordinates obtained of LWA with changing frequency

304 S. Doucha and M. Abri



References

1. Shen, W., Yin, W.Y., Sun, X.W.: Miniaturized dual-band substrate integrated waveguide
filter with controllable bandwidths. IEEE Microw. Wirel. Compon. Lett. 21(8), 418–420
(2011)

2. W. W. Hansen, Radiating Electromagnetic Waveguide. U.S. Patent 2,402,622 (1940)
3. Xu, F., Jiang, X., Wu, K.: Efficient and accurate design of substrate integrated waveguide

circuits synthesized with metallic via-slot arrays. IET Microw. Antennas Propag. 2(2), 188–
193 (2008)

4. Kim, D.Y., Chung, W., Park, C., Lee, S., Nam, S.: Design of a 45° Inclined SIW resonant
series slot array antenna for Ka-Band. IEEE Antennas Wirel. Propag. Lett. 10, 318–321
(2011)

5. Lu, H.C., Chu, T.-H.: Equivalent circuit of radiating longitudinal slots in substrate integrated
waveguide. In: IEEE AP-S International Symposium on Digest, pp. 2341–2344 (2004)

6. Cassivi, Y., Perregrini, L., Arcioni, P., Bressan, M., Wu, K., Conciauro, G.: Dispersion
characteristics of substrate integrated rectangular waveguide. IEEE Microw. Wirel. Compon.
Lett. 12, 333–335 (2002)

7. Rayas-Sanchez, J.E., Gutierrez-Ayala, V.: A general EM-based design procedure for
single-layer substrate integrated waveguide interconnects with microstrip transitions. In:
IEEE MTT-S International Microwave Symposium on Digest, Atlanta, GA, pp. 983–986,
June 2008

8. Yu, I., Chen, X., Wang, C.J., Jou, C.F.: Substrate integrated waveguide leaky-wave antenna:
concept and design considerations. In: Asia Pacific Microwave Conference, pp. 4–7,
December 2005

9. Tang, X.J., Xiao, S.Q., Wang, B.Z., Wang, J.: A 60-GHz wideband slot antenna based on
substrate integrated waveguide cavity. Int. J. Infrared Milli. Waves 28, 275–281 (2007)

10. Dong, Y., Itoh, T.: Composite right left-handed substrate integrated waveguide leaky-wave
antennas. In: 39th European Microwave Conference, October 2009

11. Chen, X., Hong, W., Cui, T., Chen, J., Wu, K.: Substrate integrated waveguide (SIW) linear
phase filter. IEEE Microw. Wirel. Compon. Lett. 15(11), 787–789 (2005)

12. Ban, Y.J.: Tunable ferrite phase shifters using substrate integrated waveguide technique,
theses, December 2010

A Leaky Wave Antenna Based on SIW Technology 305



Selective Filters Design Based
Two-Dimensional Photonic Crystals:
Modeling Using the 2D-FDTD Method

Hadjira Abri Badaoui1(&) and Mehadji Abri2

1 STIC Laboratory, Faculty of Technology, Telecommunication Department,
University of Tlemcen, Tlemcen, Algeria

elnbh@yahoo.fr
2 Telecommunication Laboratory, Faculty of Technology,

Telecommunication Department, University of Tlemcen, Tlemcen, Algeria
abrim2002@yahoo.fr

Abstract. The photonic crystals are structures whose dielectric index varies in
one or more spatial direction. In these latter appear energy band gap for the
electromagnetic field, prohibiting propagation of light in certain directions and
in certain energies. These characteristics give the photonic crystals having
attractive properties for many applications in integrated optic. Precisely, this
work is a contribution to the two-dimensional planar photonic crystals in the
field of integrated optics. In this paper, we propose novel selective filter
topologies by the use of cascaded wave guides. The performance of such
structures in terms of transmission and reflection will be performed and analyzed
using 2D-FDTD method.

1 Introduction

The market for data transmission application rates in recent years such as optical
transmission has become the major route. The development of optical fibers was the
first essential link in the development of this technology routing information. The
information is now transmitted on multiple frequencies and is essential components of
the optical fiber output to manage such operations multiplexing/demultiplexing. These
optical circuits exist but are of the order of one centimeter: therefore they are bulky and
therefore not conducive to mass production. Alongside this issue related to the
development of the Internet, the electrical interconnections between chips begin to be
so close to each other that their performance could be limited. Make optical inter-
connects can be a solution, provided that the sizes of these components are the same as
those of current microelectronic components [1]. Microelectronics has invaded our
lives every day and most of the devices around us contain at least one chip. Optical
functions have also been developed with semiconductor materials, such as emission
and detection of light, paving the way for optoelectronics. Emitting diodes, laser diodes
and CCD (Charge Coupled Device) sensors can be cited here.

The light turns out to be a very good vehicle because of its insensitivity to elec-
tromagnetic interference and its high frequency, allowing considering high

© Springer International Publishing AG 2017
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transmission rates in the field of optical telecommunications. Among the solutions
proposed today would be an interesting way to fabricate photonic devices (waveguide
selective filter, multiplexer…) silicon as they are fully compatible with microelec-
tronics industries. This solution would, eventually, a significant advance in micro-
electronics, but it is very basic and requires a prospective study of optical mechanisms
involved in these micro- or nanostructures.

Photons are therefore emerging as efficient information delivery. It is in this context
that Eli Yablonovitch suggested, in a seminal paper dated 1987, to extend the concepts
of structure and band-gap [2, 3] band. By artificially structural material, it is possible to
control the light. Yablonovitch initially wanted to apply this idea to the problem of
controlling the spontaneous emission, but soon the more general character of this
concept emerged: the photonic crystals (PCs) were born.

The term “photonic crystal” has been proposed for the first time in 1987. The first
photonic crystal was conducted in 1991. Photonic crystals are structures with the
refractive index varied periodically in one, two or three dimensions. This produces a
periodic medium of light propagating in the photonic crystal is similar to that of the
periodic potential of the electrons in a crystal effect. Just as there are for electrons
allowed energy bands and bandgaps, there are photonic band of allowed states and
photonic bandgap. A photonic band (PBG) corresponds to an energy where the prop-
agation of light is prohibited in certain directions in the crystal interval. Photonic crystals
have the potential to control the spread of the light, and thus, on the dimensions of the
order of magnitude of the wavelength in the material. It is especially this property which
makes them attractive for many applications. The adaptation of photonic crystals in
optoelectronics allows considering new perspectives such as the realization of integrated
optical components with reduced dimensions and the integration of multiple functions
on a single substrate. Potential applications of photonic band gap materials BIP- 2D are
many and varied: production of resonant cavities of very small size, waveguides, turns,
splitters, selective filters, multiplexers-demultiplexers and optical fibers [4–20]. These
materials will give rise to new much more efficient and compact than conventional we
are currently experiencing optoelectronic components. Achievements selective filters,
including point defects and a line in a two-dimensional photonic crystal can be vali-
dated. This work will support the design of devices for guiding and selective from 2D -
CPs at the wavelength 1.55 µm, which widely used in the fiber-optic telecommunica-
tions length filtering.

2 Filtering in Two-Dimensional Photonic Crystals

Most applications of the photonic crystals based on their band gap. To provide a
frequency allowed in this inner band gap, it is necessary to introduce defects in the
periodic structure. These defects are made locally modifying the geometry of the
crystal. A filter is an element or a function whose purpose is to select one or more
among the frequency bands of the electromagnetic spectrum and to eliminate others. In
this case, we are interested only in selective filters is to say that select a single fre-
quency. They allow you to select the desired signal while rejecting those unwanted.
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In this article, we aim to develop selective filters in photonic crystals using the
two-dimensional FDTD-2D method. This is a new type of selective filter which is
achieved by the combination of two or three W1KA guides having different radii
standardized. Filter performance studied in terms of transmission will be discussed and
the representation of the magnetic field will be made for different iterations.

3 Two Dimensional FDTD 2D

FDTD aims to numerical solution of Maxwell’s equations using finite differences in
spatial and temporal domains. The finite difference equations have been applied to both
polarizations TE and TM modes [21, 22]:

– TE Mode

Hzjnþ 1=2
i;j ¼ Hzjn 1=2i;j þ Dt

l

Exjni;jþ 1=2 Exjni;j 1=2
Dy

Ey

��n
iþ 1=2;j Ey

��n
i 1=2;j

Dx

0
BBB@

1
CCCA

Exjnþ 1
i;j ¼ Exjni;j þ Dt

ei;j

Hzjnþ 1=2
i;jþ 1=2

Hzjnþ 1=2
i;j 1=2

Dy

� �

Ey

��nþ 1
i;j ¼ Ey

��n
i;j þ Dt

ei;j

Hzjnþ 1=2
iþ 1=2;j

Hzjnþ 1=2
i 1=2;j

Dx

� �

8>>>>>>>>>>>><
>>>>>>>>>>>>:

ð1Þ

– TM Mode
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The numerical algorithm defined by the Eqs. (1) and (2) imposes an upper bound
on the temporal discretization step defined by:

Dt � 1

c

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
Dx

� 	2 þ 1
Dy

� �2
r ð3Þ
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And with a spatial resolution Dx ¼ Dy� k
10:

ffiffiffi
er

p

The algorithm FDTD-2D, presented in the form shown in Fig. 1, allows a temporal
evolution of electric and magnetic fields. The field of solving Maxwell’s equations in a
bounded domain restreind to limit the amount of memory used and therefore the
computation time. This is a mesh structure, knowing that the spatial discretization step
depends mainly on the accuracy required and the wavelength used. Furthermore, to
ensure numerical stability, the temporal discretization step depends on spatial step.

We used in this work a two-dimensional FDTD code that captures the simulation
parameters (spatial discretization step, simulation mode (TE/TM), number of itera-
tions), the boundary conditions. This paper presents only the conditions of absorption
of wall type that simulates an infinite domain containing the whole structure study
seeking the lowest numerical reflection at interfaces.

Fig. 1. FDTD flowchart algorithm field.

Fig. 2. Selective filter structure composed of a three triangular W1
KA guides.
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Fig. 3. Normalized transmission spectra obtained by: (a) triangular guide W1
KA with triangular

normalized radius r1 = 0.2112 µm, (b) guide W1
KA with triangular normalized radius

r2 = 0.1512 lm, (c) guide W1
KA with triangular normalized radius r3 = 0.156 lm.
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The principal visible at the end of the simulation results are maps fields of the
various components and the calculation of the coefficients of reflection and
transmission.

4 Selective Filter Design

In this part of work, we present the different topologies that we have designed to
improve the performance of different selective filters made by coupling two or three
guides W1KA in square and triangular structures.

4.1 First Filter Topology Based on Three Cascaded Waveguide
in Triangular Lattices

In what follows, we will study the frequency selectivity of three guides W1KA in
triangular lattices in cascade based the 2D - CPs with different radii. The parameters of
this filter are shown in Fig. 2. Simulation results of each guide W1KA depicted in
Fig. 2 are presented in Fig. 3.

The filter transmission performance obtained by the 2D-FDTD method is shown in
Fig. 4. From Fig. 4, a low transmission which does not exceed 20% of the range of
wavelengths [1.2–1.41] lm and almost zero over the range of wavelengths [1.58–2]
lm is observed. The amount of stored transmission at the wavelength 1.55 lm is of the
order of 95%. This demonstrates the performance of the studied structure. Note that the
high level of transmission is due to the change of the channel width of the various
guides constituting the filter, usually called a taper. Studies have shown the effec-
tiveness of the tapers for improving transmission through the structure.

Fig. 4. Filter spectral transmission response.
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The distribution of the magnetic field Hz iterations, 2000, 3500 and 5000 is shown
in Fig. 5.

4.2 Second Filter Topology Based on Three Cascaded Wave Guides
in Square and Triangular Lattices

To improve the filtering and propose new structures, we made a new type of selective
filter obtained by the combination of three W1

KA guides in triangular structure with
standardized different radii. The input parameters of the topology are shown in Fig. 6
which illustrates the structure to be simulated. In this topology, the filter is formed by
combining two triangular waveguides W1

KA with different radii, respectively r1 =
r3 = 0.1416 lm and 0.2121 lm, and this by means of a third guide W1

KA with nor-
malized radius r2 = 0.1968 lm in square lattice. The structure to be simulated is shown
in Fig. 6. Simulation results of each guide W1

KA are shown in Fig. 7.
In Fig. 8 we see a clear selectivity of the filter wave length 1.55 µm, with a

maximum transmission which is of about 52% and almost zero in the range [1.25 to
1.53] µm, [1.57–2] µm. This filter provides a good rejection of not more than 10%.

(a) (b)

(c)

Fig. 5. Distribution of the magnetic field Hz excited in TE mode filter. (a) 2000 iterations,
(c) 3500 iterations, (d) 5000 iterations.
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Fig. 7. Standardized transmission spectra obtained from: (a) guide W1
KA in triangular lattice

with radius r1 = 0.1416 µm, (b) guide W1
KA in square lattice with radius r2 = 0.1968 µm,

(c) guide W1
KA in triangular lattice with radius r3 = 0.2121 µm.

Fig. 6. Structure of a filter consisting of two waveguides W1
KA in triangular a square lattices.
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Figure 9 represents the distribution of magnetic field in Hz folder for different
iterations.

From Fig. 9, a part of the magnetic field reach the filter output, and another portion
will be reflected.

(a)

(b)

(c)

Fig. 9. Distribution of the magnetic field Hz filter excited with TE mode. (a) 2000 iterations,
(b) 5000 iterations (c) 10000 iterations.
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5 Conclusions

The main objective of this paper was to explore a new type of selective filter based on
the coupling between waveguides W1

KA CP-2D. The properties of these filters have
been investigated by simulations using the two-dimensional finite difference time
domain method.

We proposed two selective filter configurations, the first based on the coupling
between three W1

KA guides having different radii in triangular lattice and the second
one use the same principle with respect to the first but with the use of a guide in square
lattices. The numerical results show the existence of a narrow band around the trans-
mitted wavelength 1.55 lm and good selectivity.
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Abstract. The gender identification in handwritten documents becomes to gain
importance for various writer authentication purposes. It provides information
for anonymous documents for which we need to know if they were written by a
Man or a Woman. In this work, we propose a system for writer’s gender
classification that is based on local textural and gradient features. Especially our
proposed features are Histogram of Oriented Gradients (HOG) and Local Binary
Patterns (LBP), which are successful in various pattern recognition applications.
The classification step is achieved by SVM classifier. The results obtained on
samples extracted from IAM dataset showed that the proposed features provide
quite promising results.

Keywords: Gender classification � HOG � LBP � SVM

1 Introduction

The writer’s gender identification becomes to be employed in various forensic and
authentication areas. It is helpful in investigations on anonymous handwritten docu-
ments, for which, we want to predict some information such as the handedness, the
nationality, the age or the gender of writers. In the last years, the gender information
has attracted researchers in several domains. Specifically, the gender influence was
investigated on Parkinson disease [1], motor learning [2], dichotic listening [3] as well
as on the differences in crimes and violence [4]. Besides, the gender classification
(Male or Female) constituted a subject in some pattern recognition applications. For
instance, in [5] the gender classification is based on face image processing. Further-
more, since the handwriting is used to identify writers, a straightforward question is
that: can the handwriting be used to predict some information about people such as the
gender, the handedness or even the age? In [6], authors investigated the relationship
between sex hormones and the handwriting style. The findings showed that prenatal
sex hormones can affect women handwriting performance. Note that over the past years
no great attentions were paid to this subject but requirements in various legal identi-
fication tasks imply the prediction of some specific information about the writer. An
early work on handwriting-based gender classification was introduced by Cha and
Srihari [7]. The aim was to classify US population into various sub-categories such as
“white/male/ age group 15–24” and “white/female/ age group 45–64, etc.”. Then after,
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the same research team proposed the use of boosting method for gender detection [8].
In both works, a private dataset of uppercase letters was used. In fact, it seems that the
principle reason for which, there are no many research works gender classification is
the unavailability of public datasets. Recently, a research group on computer vision and
artificial intelligence at Bern University developed the IAM handwriting dataset, which
is devoted to writer identification as well as gender and handedness prediction [9].
Using this dataset, Liwicki et al., [10], addressed the gender and handedness prediction
using on-line and off-line features. Specifically, SVM and GMM classifiers were used
to achieve the classification task. For the off-line characterization, a sliding window
was applied in the writing direction to calculate features such as the mean gray value,
the center of gravity and the number of black- white transitions. Nevertheless, since
more robust features are offered by the pattern recognition theory; in this work, we
propose the use of locally computed textural and gradient features. Textural features are
based on Local Binary Patterns (LBP), which are used to characterize variations of gray
level values of a pixel with respect to its neighborhood. In addition to the classical LBP
descriptor, we use the rotation invariant LBP that allows rotation invariance and size
reduction. Furthermore, gradient features are based on Histogram of Oriented Gradients
(HOG), which are successful for human detection and face recognition applications.
Note that these features were already used through classifier combination to solve
handwritten signature verification [11]. Motivated by their satisfactory performance,
we investigate their applicability for writer’s gender classification that is a more
complicated task. The rest of this paper is arranged as follows: In Sect. 2, the gender
classification system is described. Experimental results are reported in Sect. 3. Sec-
tion 4 gives the conclusions of this work.

2 Gender Classification System

The proposed gender classification system is designed to automatically classify writers
into two classes that are “man” or “woman”. As shown in Fig. 1, off-line images of the
handwritten text are used to compute local features. The SVM classifier receives data
features and decides whether the handwritten text has been written by a man or a
woman. Recall that, in [10] the gender classification was based on some conventional
offline features. Since no exhaustive investigations were carried out to describe off-line
data for gender classification, the main contribution of this work consists of employing
more powerful off-line features. Specifically, our attention is focused on local features,
which are commonly more suitable for handwriting characterization. These features are
presented in what follows.

2.1 Local Binary Patterns

Local Binary Patterns (LBP) are used to perform statistical and structural analysis of
textural patterns [12]. They describe the gray level distribution in the neighborhood of
each pixel. Specifically, the LBP code is obtained by comparing the gray level value of
the central pixel with neighboring gray levels. The LBP takes 1 if the central pixel has a
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lower gray level than the neighboring pixel. Otherwise it takes 0. Figure 2 shows an
example of a LBP operator. The LBP code for P neighbors situated on a circle of radius
R is computed as follows:

LBPP;Rðx; yÞ ¼
Xp

p¼0
Sðgp � gcÞ2p ð1Þ

With

SðlÞ ¼ 1 l� 0
0 l \0

�

gc: gray value of the central pixel.
gp: gray value of the pth pixel.

Commonly, the neighbors are taken by considering circular neighborhood, con-
sequently, the pth neighbor does not belong into a pixel. Therefore, the adequate gray
level value is computed as [13]:

gp ¼ I xþRsin
2pp
P

; y� Rcos
2pp
P

� �
ð2Þ

Fig. 1. Proposed gender classification system

Fig. 2. Working out the LBP code of pixel ðx; yÞ. In this case Iðx; yÞ ¼ 3, and its LBP code is
LBPðx; yÞ ¼ 143.
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Then, image features are obtained by considering the LBP histogram.
Furthermore, as reported in [12], to allow invariance with respect to rotation, the

LBPriu is used. This operator is defined as follows:

LBPriu2
P;Rðx; yÞ ¼

Pp�1
p¼0 Sðgp � gcÞ Uðx; yÞ� 2

Pþ 1 otherwise

�
ð3Þ

With: Uðx; yÞ ¼ Pp
p¼1 sðgp � gcÞ � sðgp�1 � gcÞ

�� ��, and gp ¼ g0. Moreover the

LBPriu2
P;R reduces the size of the LBP histogram to ðPþ 2Þ [12].
Afterwards, the image is divided into regions where local LBP histograms are

concatenated to form an enhanced feature vector as shown in Fig. 3.

2.2 Histogram of Oriented Gradients

The Histogram of Oriented Gradients (HOG) features were introduced by Dalal and
Triggs for human detection [14]. They are calculated according to the following steps:

• For each pixel Iðx; yÞ, the horizontal and vertical gradient information are
computed by:

gxðx; yÞ ¼ Iðxþ 1; yÞ � Iðx� 1; yÞ
gyðx; yÞ ¼ Iðx; yþ 1Þ � Iðx; y� 1Þ ð4Þ

• Then, the gradient magnitude and phase are obtained as follows:

Mðx; yÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
gxðx; yÞ2 þ gyðx; yÞ2

q
uðx; yÞ ¼ arctan

gxðx; yÞ
gyðx; yÞ

� � ð5Þ

• Finally, the histogram of gradient orientations is assessed to obtain the HOG
features.

Text image  LBP 

LBP  

Feature histogram 
LBP histogram from 

each region  

The text image is    
divided into regions 

Fig. 3. Computation of LBP histograms over image regions
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Presently, handwritten text images are divided into several regions for each of
which, a local histogram of the gradient orientations is calculated. The image HOG
descriptor is obtained by concatenating all local histograms [14]. Figure 4 describes the
HOG calculation.

2.3 Support Vector Machines

SVMs construct binary classifiers from a set of training examples such that: ðzj; yiÞ 2
RN � f�1g; j ¼ 1; . . .; n; [15]. The data are mapped into a dot product space via a
kernel function such that: Kðz; zjÞ = \/ðzÞ; /ðzjÞ[ . Then, the solution is expressed
in terms of kernel expansion as:

f ðzÞ ¼ sign
XSv

j¼1
ajKðz; zjÞþ b

� �
ð6Þ

Sv is the number of support vectors which are training data for which 0� aj �C,
while the bias b is a scalar. Note that C is the cost parameter. Furthermore, a large
number of mathematical functions are eligible to be a SVM-kernel. Here, we use the
Radial Basis Function kernel given in Eq. 7 (r and C are user-defined parameters).

Kðz; zjÞ ¼ exp � 1
2r2

jjz� zjjj2
� �

ð7Þ

3 Experimental Results

Experiments are performed using samples extracted from the IAM-OnDB dataset.
Samples are obtained from more than 200 writers that contribute each, with eight texts
which, are averagely composed of seven lines. The classification task aims to identify
the writer gender (male or female) for each handwritten text. Thereby, two training sets
were selected to perform the experiments. To evaluate our results comparatively with

Gradient direc-
tions magnitude 

Histogram of each 
region

Concatenated 
histograms  

Fig. 4. HOG computation flowchart.
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those obtained in [10], the first training set is composed of 75 samples for men and 75
samples for women. These samples are then divided into three subsets that contain 40
training samples, 10 validation samples and 25 test samples. Furthermore, the second
training set contains 175 samples for each class.

3.1 Results Obtained for the First Training Set

In a first test, the results obtained using several LBP and LBPriu configurations are
given in Table 1.

The best result was obtained using the classical LBP (P = 16, R = 2) where the
classification accuracy is about 70%. Unfortunately, the LBPriu that reduces the his-
togram size does not bring the same performance.

In a second step, LBP features were computed on image regions. Specifically, LBP
(8 � 1) and LBPriu(8 � 1) were evaluated over several image partitions. The results in
terms of classification accuracy showed that only the LBPriu provided an accuracy
improvement. This outcome is related to the size of LBP(8 � 1), which grows sig-
nificantly according to the number of regions. In fact, for each region, the LBP(8 � 1)
histogram contains 256 components. Thereby, the classification accuracy of the
region-based LBPriu(8 � 1) is illustrated in Fig. 5. As can be seen, the highest
recognition accuracy which is 68% is obtained when dividing images into 3 � 1
regions. Comparatively to the LBP(16 � 2) for which, the histogram size is about
65536, the region-based LBPriu(8 � 1), allows the best tradeoff between accuracy and
size reduction.

Table 1. Classification accuracy using Local Binary Patterns.

P � R Classification accuracy (%)
LBP LBPriu

4 � 1 56.00 62.00
8 � 1 66.00 64.00
16 � 2 70.00 60.00

Fig. 5. Precision rates with different partitions of LBPriu(8 � 1)

322 N. Bouadjenek et al.



Furthermore, HOG features were performed by varying the number of regions. In
addition, the histogram of oriented gradients was evaluated by considering 4, 8 and 9
directions. As reported in Fig. 6, the best performance is obtained when partitioning
images into 3 � 3 regions. Also, we note that histograms based on 9 directions give the
best accuracy that reaches 74%.

Finally, Table 2 summarizes the best accuracy rates that are obtained by the pro-
posed features. Also, it gives the best classification rate that was obtained in [10]. It is
easy to see that the proposed features provide a gain that reaches 7% using HOG
features, over the state of the art accuracy that is about 67.57%. This, latter is achieved
by using classifier combination with both on-line and off-line structural features.

3.2 Results Obtained for the Second Training Set

In order to confirm again the usefulness of our proposed features, a second set of
experiments was performed by considering a larger dataset. Specifically, for each class
we use 100 training samples, 25 validation samples and 50 test samples. The best
results are reported in Table 3. Roughly speaking, compared to the first dataset the
classification accuracy is decreased. Nevertheless, it varies between 59% and 70%,
which confirm the robustness of the proposed system. Besides, we note that HOG
features allow the best performance that is about 70%.

Fig. 6. Gender classification using Histogram of Oriented Gradients.

Table 2. Gender classification rates fort the first training set

Features Classification accuracy (%)

LBP(16 � 2) 70.00
LBPriu(8 � 1) 68.00
HOG 74.00
Off-line + On-line + classifier combination [10] 67.57
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4 Conclusion and Future Work

In this paper, we proposed a system for gender classification based on off-line hand-
written text. Two local descriptors that are, LBP and HOG features were used to
improve the gender classification. Experiments were conducted on samples extracted
from the IAM database. Two training sets that contain 75 and 175 samples per class
were selected. The comparison with the results obtained using the same experimental
protocol, indicate that our features provide a significant improvement that reaches 7%.
Moreover, HOG features outperform all the others with a classification rate that is
about 74% and 70% for the two training sets, respectively. Finally, we infer that local
data features constitute a promising approach to solve the gender classification task.
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Abstract. The automatic speech recognition is an area of active study since the
early 1950s, and the latest technologies in the field of stochastic processes and the
discovery of Hidden Markov Models have given a new direction for this area.
This paper describes an approach of speech recognition by using the

Mel-Scale Frequency Cepstral Coefficients (MFCC) from speech recognition
experiments done on OLLO French corpus by different features. Our work
consists in finding the most appropriate choice for this task using the Mel-Scale
Frequency Cepstral Coefficients (MFCC) extracted from speech signal.
To evaluate this analysis, we built an ASR reference system based on the

modeling of phonemes by the HMM (Hidden Markov Models) associated with
the GMM models (Gaussian Mixture Model) using the HTK tool. The imple-
mentation of this system was made using several experiments in order to choose
the best parameters used in two main steps to build an ASR system, acoustic
analysis and decoding. The experiments show that the choice of 25 Gaussian
components provides a good compromise between recognition accuracy and
computation time, and we found also that the best parameters leading to good
recognition accuracy are MFCC_E_D_A coefficients with 92.5%.
In this paper the quality and testing of speaker recognition and gender

recognition system is completed and analysed.

Keywords: ASR system � HMM � MFCC � GMM � OLLO � HTK

1 Introduction

Speech is the most natural means of communication between humans. With the
development of information technology and the massive use of computer.
Man-Machine Dialogue (MMD) using the word as a means of communication has been
an increased interest from both the scientific and the industrial community. Automatic
speech recognition (ASR), the main component of the MMD system, is a central topic
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in the broader one of Natural Language Processing (NLP) domain. The general
structure of HMM-based speech recognition system [1] consists of two phases: a
learning phase whose goal is the construction of acoustic models (HMM models) and
recognition phases which the most likely word being imposed. Generally, ASR systems
use cepstral parameters called standard parameters as acoustic representation of the
speech signal. Cepstral parameters currently the most successful are the MFCCs
coefficients (Mel Frequency Cepstral Coefficients). The procedure of calculation of the
coefficients is performed on several stages.

The rest of this paper is organized as follows. Section 2 gives a description of
Mel-Frequency Cepestral Coefficients (MFCCs). Section 3 introduces a description
about OLLO French corpus. The experiments and the results obtained are given in
Sect. 4. Concluding remarks are given in Sect. 5.

2 The Mel-Frequency Cepstrum Coefficient (MFCC)

The Mel-frequency Cepstrum Coefficient (MFCC) technique is often used to create the
fingerprint of the sound files. The MFCC are based on the known variation of the
human ear’s critical bandwidth frequencies with filters spaced linearly at low fre-
quencies and logarithmically at high frequencies used to capture the important char-
acteristics of speech. Studies have shown that human perception of the frequency
contents of sounds for speech signals does not follow a linear scale [2]. Thus for each
tone with an actual frequency, f, measured in Hz, a subjective pitch is measured on a
scale called the Mel scale. The following formula is used to compute the Mels for a
particular frequency:

melðf Þ ¼ 2595� log10ð1þ
f

700
Þ ð1Þ

A block diagram of the MFCC processes is shown in Fig. 1. The windowing block
minimizes the discontinuities of the signal by narrowing the beginning and end of each
frame to zero. The following step consists of applying DFT in order to convert each
frame from the time domain to the frequency domain. Then, the signal is passed
through the Mel filter bank spectrum to mimic human hearing. In the final step, the
Cepstrum, the Mel-spectrum scale is converted back to standard frequency scale. This
spectrum provides a good representation of the spectral properties of the signal which is
key for representing and recognizing characteristics of the speaker.

3 Coprus

The OLLO French part of the database is a corpus spoken by 10 native French indi-
viduals who lived in Belgium. There are six men and four women in different ages [3].
Each person speaks 150 utterances, every utterance is spoken in 6 different style. Each
utterance is spoken three times per person.
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So each person contains 2700 (150*6*3) files. As we are performing dependant
speaker recognition tasks, the set of the learning (L1) contains the first of three each
logatome’s repetitions in the corpus. The remaining two repetitions are contained
within the set of test (L2).

The allocation of the corpus is used to build our ASR system. In our experiments,
the sampling rate is down to 8 kHz.

To validate our reference system for the phonetic transcription of the speech signal,
we took the ACC recognition accuracy as an evaluation criterion, calculated by the
formula:

Acc ¼ N � D� S� I
N

� �
� 100% ð2Þ

Where:
H: Number of recognized words;
D: Number of deleted words;
S: Number of substituted words;
I: Number of inserted words;
N: Total number of words.
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Fig. 1. Block diagram of MFCC
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4 Experimental Results and Analyse

Experiments included comparative evaluations of the recognition results using the mel–
cepstral using OLLO databases (Fig. 2).

We used 25 ms speech window with mel–cepstral features [4], due to specific
decomposition structure. We also used the same overlapping rate of speech window
with the value of 10 ms. Speech feature vector computation included calculation of log
energies in the mel–scaled filterbanks [5].

In order to have an effective system of reference, we conducted an experiment to
determine the best number of Gaussian mixture components per state and the best type
of acoustic parameters MFCC. In this experiment, we set the number of states to three
active states [6], then we took the following types of acoustic parameters: MFCC,
MFCC_E, MFCC_D, MFCC_D_A and MFCC_E_D_A. In each type of parameters,
we varied the number of Gaussian 1 to 25 to determine the best number of Gaussians to
have the best accuracy. The basic system uses MFCC coefficients and energy, and the
differential coefficients of the parameters.

The logarithm of the energy of the frame is added to the 12 cepstral coefficients to
form a vector of 13 coefficients. Differential coefficients of the first and second order,
calculated automatically by the tools of HTK [7], are optionally used with the static
coefficients.

We tested the contribution of differential coefficients of the first and second order
with 13 initial coefficients, working with vectors of dimensions d = 13 (12 MFCC; E),
d = 26 (12 MFCC; E; 12 ΔMFCC; ΔE) and d = 39 (12 MFCC; E; 12 ΔMFCC; ΔE; 12
ΔΔMFCC; ΔΔE). The emission probability of each state of the HMM is represented by

Fig. 2. Comparative accuracy of recognition between static/dynamic coefficients depending on
the number of Gaussians.

Speech Recognition System Based on OLLO French Corpus 329



a linear combination of Gaussian G with diagonal covariance matrix. All other
experimental conditions are those of the already described basic system.

Table 1 shows the accuracy for the five sets of experiments and the number of
Gaussian probability density.

From Table 1, based on the parameterization MFCC_E_D_A typical system gives
very good results. The good performance of the system based on MFCC parameters are
due to the nature of their products based on human perception models. The results also
show that increasing the number of Gaussian enables better modeling of the acoustic
space. In the case of a word recognition system, we achieved the best number of
Gaussians that allows stability accuracies of recognition (number of Gaussian equal to
25). It is therefore necessary to find a compromise between the recognition accuracy
and the number of parameters. We note that beyond the 13th Gaussian, the system
performance is not significantly improved (91.31 to 92.50).

Based on these results, we note the following points:

• The combination of MFCC_E_D_A type gives the best recognition accuracy with
92.50 %. However, this combination of 39 parameters requires more resources and
computing time. By combining WCC_D_A against type 21 parameters (or 18
parameters in the case of level 5) provides a more compact representation relative to
that MFCC_E_D_A or MFCC_D_A (36 parameters), requiring less time and
computing resources. Thus, the combination WCC_D_A provides a good com-
promise in terms of accuracy and computational resources.

Table 1. Comparative accuracy of recognition between static/dynamic coefficients depending
on the number of Gaussians.

Numbers of Gaussian Recognition accuracy (%)
MFCC(12) MFCC(13) MFCC(24) MFCC(26) MFCC(39)

1 71.78 75.17 76.64 78.44 79.50
2 75.59 78.23 80.55 81.36 82.00
3 77.62 79.98 83.18 83.63 84.59
5 80.39 82.55 85.48 86.11 86.68
7 82.38 84.41 86.73 87.97 88.52
9 83.61 85.43 88.06 89.10 90.06
11 84.69 86.47 89.09 89.94 90.89
13 85.22 87.06 89.67 90.44 91.31
15 85.82 87.48 90.23 90.83 91.63
17 86.09 87.66 90.52 91.15 91.92
19 86.46 87.84 90.69 91.41 91.96
21 86.58 87.97 90.88 91.58 92.15
23 86.85 88.12 91.11 91.72 92.40
25 87.05 88.34 91.25 91.85 92.50
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5 Conclusion

Our study is to apply the Mel-Scale Frequency Cepstral Coefficients (MFCC) in the
acoustic analysis of speech signal to an ASR task.

To accomplish this task and to evaluate the acoustic analysis, we built a reference
ASR system based on HMM models. Acoustic analysis of this reference system is
based on the extraction of MFCC parameters. This system is built under the platform
HTK and evaluated on the basis of OLLO database.

The construction of the reference system calls for the type of acoustic parameters
and the number of Gaussian components for each active state HMM. To this end, we
conducted various experiments to determine these two parameters. The results showed
us that the most relevant acoustic parameters are MFCC_E_D_A coefficients.

The results also showed that the choice of 25 Gaussian components provides a
good compromise between recognition accuracy and computation time. In the present
work, After a comparative study between the acoustic analysis based on the MFCC
parameters, we found that the best parameters leading to good recognition accuracy are
MFCC_E_D_A coefficients. However, the representation of the latter requires a
dimension (39 parameters) larger than that based on the parameters.
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Abstract. Image de-noising is a very important step in Electron Microscopy
(EM) image processing, before the three-dimensional reconstruction (tomogra-
phy reconstruction) of the EM images. They normally have a problem of high
noise level, which causes a loss in the contained information. This paper brings
out the efficiency of the wavelet transform in the aim of improving the quality of
real datasets. These real datasets are an EM images took at different time
exposure, meaning reducing the noise level, where it seems better to answer the
tradeoff between the use of Low electron doses to reduce the radiation damage,
and feasibility to improve SNR after acquisition. In this matter, we have con-
sidered both hard and soft thresholding. To assess our results, we have chosen
the signal-to-noise-ratio SNR criterion beside the visual quality of the obtained
images. As expected, the wavelet was the right choice to perform well in
Electron Microscopy and to be efficient in terms of SNR improvement.

Keywords: Electron microscopy � Wavelet � Tomography reconstruction

1 Introduction

The goal of image de-noising methods is to recover the original image from a noisy
data. Several methods have been proposed to solve the image de-noising problem
[1–3]. Even though, they should remove the additive noise while retaining as much as
possible the important signal features.

A wide class of these methods was based on wavelet transform [2, 4–6] due to its
effectiveness and simplicity. In brief, the main steps of these algorithms are: first
compute the wavelet transform of the noisy image, then apply an estimation process to
the wavelet coefficients, and finally take the inverse wavelet transform to recover the
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de-noised image. Most popular wavelet de-noising algorithms are based on thresh-
olding [7, 8]. The basic idea consists in selecting each wavelet coefficient by applying a
thresholding rule that will tend to remove more noise (mostly represented by low
wavelet coefficients) than important image edge information (mostly represented by
high value coefficients).

Since the work of Donoho & Johnstone [7, 8], there has been abundant interest in
improving wavelet de-noising algorithms [9, 10], however few works are specifically
designed for medical and electron microscopy (EM) images.

Therefore, in this paper, we explore the use of wavelet transform for de-noising EM
images.

We tested the wavelet de-noising algorithms based on thresholding on a set of
experimental EM test images. Four datasets of EM images taken with different
exposure time are considered (1 s 1 � 1 s, 2 � 0.5 s, 5 � 0.2 s, 10 � 0.1 s). The
final goal of this kind of studies is to enhance the quality of the electron tomography
and to generalize and adapt these algorithms to address a wide range of EM images.
Note that Electron Tomography or tomographic reconstruction technique allows the
computation of three-dimensional reconstructions of objects from a series of projec-
tions recorded at various tilt angles.

Due to the sensitivity of biological sample to the radiation damage, the low electron
doses conditions used for electron microscopy result in extremely noisy images, so
extremely low signal-to-noise ratio, especially in energy filtering transmission electron
microscopy (EFTEM) mode [11, 12], as we will show in experimental results.

A de-noising algorithm that is suitable for these applications should be able to
preserve as much as possible of the signal while reducing the noise to a sufficiently low
level. In fact, wavelet de-noising techniques can be applied in two stages in EM:
(a) before reconstructing the three-dimensional structure of the subcellular components
to enhance the quality of reconstruction as it will be considered in this paper, (b) at the
intermediate processes like bidimensional alignments, to facilitate the process.

We demonstrate the applicability of wavelet thresholding algorithm in improving
the signal-to-noise-ratio SNR and the visual quality of EFTEM images, before any
tomographic reconstruction. To evaluate the de-noised results Signal-to-Noise-Ratio
(SNR) criterion is calculated in addition to the visual quality of the resulting images.

This paper is organized as follows: Sect. 2, briefly overviews the theoretical fun-
damentals of Electron Microscopy, Transmission Electron Tomography (TET) and
Energy Filtering Transmission Electron microscopy (EFTEM). Section 3, includes the
basic principles of wavelet de-noising algorithms with a special focus on wavelet
thresholding techniques. In Sect. 4, we apply the wavelet thresholding techniques to a
set of 2D EFTEM test images. The main goal of this study is to improve the SNR and
enhance the visual quality of EFTEM images. Finally, we conclude the paper in Sect. 5.

2 Noise in EM Images

One of the biggest advantages of electron microscopy is the ability to study structural
molecular biology thanks to the electron microscope. The electron microscope is a type
of microscope that uses a beam of electrons to create an image of the specimen. It is
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capable of much higher magnifications and has a greater resolving power than a light
microscope, allowing it to see much smaller objects in finer detail. In good approxi-
mation, the obtained images are 2D projections of densities from the imaged volume.

In the other hand, Transmission Electron Tomography (TET) is becoming an
emerging powerful tool for studying the three dimensional structure of subcellular in
their native environment in the cell. This method allows computing the true
three-dimensional (3D) information (e.g. electron tomography [11, 13]) from 2D
projections of a single object recorded at different tilt angles in the electron microscope.
Although electron microscopes are able to image biological objects with a resolution
down to 0.3 nm, the structural information is considered to be of poor quality, poor
contrast and noisy due to the use of low electron doses. Thus, noise reduction is
essential to increase the SNR and to facilitate visual inspection. For the sake of clarity,
here we give a definition of electron dose. The level of exposure an EM image receives
is called its electron dose, or simply dose, and is measured in electrons per square
Angstrom. Low electron doses are used to reduce the radiation damage, which makes
the reconstructed volumes exhibit low signal-to-noise ratios (SNR). Several efforts
have recently been made to solve this limitation [14, 15].

Energy-filtering transmission electron microscopy (EFTEM) is nowadays well
established method in many areas of the biological sciences. Recently, tomographic
reconstruction techniques have been combined with energy filtering transmission
electron microscopy (EFTEM) for a new structural approach allowing analysis of the
3D distribution of individual chemical elements [16]. Using this approach, relevant
information has been obtained in the analysis of iron distribution in magneto tactic
bacteria by acquiring tomographic seri. Generally, the EFTEM images are very noisy
due to the low SNR. So it is an important job to de-noise and improve the signal to
noise ratio (SNR) of EFTEM image before any combination.

In our study, we propose to de-noise the 2D EFTEM test images before the
tomographic reconstruction, using wavelet transform. For our purposes, we assume that
the EFTEM images are affected by an additive white Gaussian noise.

3 Concrete Steps of Wavelets De-Noising Algorithm in EM

3.1 Basic Assumption

Wavelet de-noising algorithms have become an essential tool for many applications [6].
The simpler way to remove noise from a contaminated 1D or 2D data using these
algorithms is to eliminate the small coefficient associated to the noise. The wavelet
thresholding methods are usually more suitable. The thresholding can be applied by
implementing either hard or soft thresholding method, as it will be considered in this
paper. In the hard thresholding (keep or kill), the wavelet coefficient smaller than a
given threshold are setting to zero, while in soft thresholding which also called as
shrinkage (shrink or kill), the wavelet coefficients are modified (shrinked) by a quantity
to the threshold. Note that the hard thresholding is mainly used in medical image
processing.
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y ¼ xþ e ð1Þ

Where x is the desired image, e is random independent noise and y is the measured
image. We assume that the noise is white and normally distrusted with zero mean and
constant standard deviation. We denote “D” the wavelet transform operator. Applying
wavelet transform to the observed data, we have.

D yð Þ ¼ D xð Þþ e ð2Þ

D(y), D(x) and e represent the noisy observation, clean image and noise in the
wavelet domain, respectively. According to the character of wavelet transform, the
wavelet transform of Gaussian noise still is Gaussian distribution.

One important point in thresholding methods is to set an appropriate choice of the
following parameters: the kind of the wavelet, the threshold type, the decomposition
level and the rule for calculating the threshold value which is critical as the estimator
leading to destruction, reduction, or increase in the value of a wavelet coefficient.

In our study, we have computed, a global threshold and the noise power, is
common to all the scales since the noise is assumed to be white. We decide for the
modification of the coefficients to utilize both the hard and the soft thresholding type,
following to Eqs. 3 and 4 respectively:

D̂jðyÞ ¼ DjðyÞ DjðyÞ
�� ���T

0 otherwise

�
ð3Þ

D̂jðyÞ ¼ signðDjðyÞÞ � DjðyÞ
�� ��� T
� �

DjðyÞ
�� ���T

0 otherwise

�
ð4Þ

Where D̂jðyÞ is the de-noised wavelet coefficient at level j, DjðyÞ the noisy wavelet
coefficient, and T is the threshold value. We choose the decomposition level, j as five
(j = 5), the wavelet “symlet8” and the universal rule to calculate the threshold value,
given by:

T ¼ r
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 logðnÞ

p
ð5Þ

n is the length of the analyzed image. The standard deviation r of the data values may
be used as an estimator. This parameter is estimated using a robust median estimator for
the finest scale of noisy wavelet coefficients [7, 8]

r ¼ medianðDðyÞÞ
0:6745

ð6Þ

Where D(y) is the detail subband HH in first scale. This median selection made on
the detail coefficient of the analyzed signal.

The threshold estimator in Eq. (5) ensures that every sample in the wavelet
transform in which the underlying function is exactly zero will be estimated as zero.
Also, the motivation of choosing the “symlet8” wavelet is that the mother wavelets
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having high oscillation number gives better SNR results. The “symlet8 wavelet has
eight oscillations” in its mother wavelet; it produces better SNR level than the lower
ones.

3.2 Concrete Steps of De-noising EM Images

First, we prepare the test EM images for acquisition by the microscope JEOL.
We apply wavelet transform to the noisy data, EM test images with various SNR.

Second, we extract important wavelet coefficients with the threshold method
(hard/soft). Finally, we reconstruct image by inverse wavelet transform using wavelet
coefficients processed by the threshold method.

(1) Get the noisy EM images from the electron microscope. Experiments are con-
ducted on several EM images with different time exposure, so different noise level.

(2) Wavelets transform (image decomposition): we select the whole number (J) of
wavelet transform (J = 5), and the “symlet8” wavelet, due its proprieties as dis-
cussed above.

(3) Thresholding process: we select the hard and soft thresholding for the sake of
comparison. We choose the universal rule (Eq. (5)) to calculate the threshold
value.

(4) Image reconstruction: reconstructed image is calculated by the inverse wavelet
transform of the de-noised wavelet coefficients.

(5) Performance evaluation: SNR is calculated at hard and soft thresholding, to
appreciate the robustness of the algorithm in addition to the visual quality of the
de-noised EM images.

4 Results

4.1 Experimental Test Data

In this paper, experiments are conducted on four series of acquisition which were
performed each with a total exposure time of 1 s (1 � 1 s, 2 � 0.5 s, 5 � 0.2 s,
10 � 0.1 s), corresponding to various SNR (SNR (dB) = 22.59, 18.59, 11.32 and
3.13) respectively. The EM images are of size 440 � 440 each one and were taken
using a JEOL 2200FS transmission electron microscope operating at 40000X. The
specimen was a lacey formvar film which structure was enforced by a coating of carbon
with holes that vary in size from less than a quarter micron to more than 10 microns.
The original and de-noised images map at Figs. 1, 2, 3, 4 and 5 respectively.

4.2 Performance Evaluation

SNR values are calculated on each test image at hard and soft thresholding by applying
“symlet8”. Comparison is made from the Table 1 showing SNR at each test image of
each dataset.
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      (a) 

        (c) 

        (d) 

      (b) 

Fig. 1. Original EM test images at different time exposure: (a) 0.1 s, (b) 0.2 s, (c) 0.5 s and
(d) 1 s
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Unlike to simulate noisy data which are generated by adding white Gaussian noise,
and the SNR values are calculated by comparing two images: the original image and
the distorted image, with real data, we haven’t the original image; we can’t use this
definition to evaluate the SNR of our test EM images, therefore in our experiments
where our data are EM images we calculated the SNR by using the following formula:

SNR ¼ 10 log
�S� �N
r

����
����
2

 !
ð5Þ

Where �S and �N represent the mean values of the useful signal and the additive noise
respectively. r is the standard deviation of the additive noise.

In order to assess the results, we calculated two SNR on each test image. First,
SNRin as the difference between the useful signal (the area around the hole, which is the
object) and the additive noise (the hole: absence of the object) in the test image, second
SNRout the difference between the useful signal and the additive noise after the
de-noising process for hard and soft thresholding, respectively by applying “symlet8”.
Table 1 shows the SNR values for the ten images with 0.1 s as exposure time, five with
0.2 s, two with 0.5 s and finally 1 with 1 s.

        (b) 

      (a) 

Fig. 2. De-noised test image of time exposure 0.1 s: (a) Hard thresholding, (b) Soft thresholding
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4.3 Results of the De-Noising Algorithm

Table 1 illustrates SNR’s of all EM test images employing hard and soft thresholding.
As mentioned in the introduction the SNRin is extremely low (Table 1), then witnesses
a steady rise until it reaches a peak at exposure time equal to 1 s. The observed increase
in the calculated value of SNR is attributed to the exposure time where during the
acquisition of the EFTEM test images, they subject to electron beam which causes a
shaking of the specimen. Therefore as can be seen in Table 1, the lower exposures time
the smaller value of SNRin. Corresponding to the degraded visual quality of the test
images from 1 s to 0.1 s (Fig. 1). Low time exposure (low electron dose) is suitable to
reduce the radiation damage. So, we should balance the trade-off between low electron
dose and the feasibility to improve SNR after acquisition.

We can easily see, from Table 1, that the SNRout values are remarkably improved
both in hard and soft thresholding, but, SNRout of soft thresholding method, is bigger
than that in hard thresholding for all the datasets. The SNR values in the same dataset
are slightly varying because of the non-homogeneity of the EM images.

To highlight the advantages of the used algorithm, Fig. 2 till Fig. 5 show some of our
EM tested images after applying hard and soft thresholding. We chose to show one
de-noised image from each dataset (0.1 s, 0.5 s, 0.2 s and 1 s). From these figures, we can
see that noise is massively reduced in both soft and hard thresholding.The enhancement

        (a) 

        (b) 

Fig. 3. De-noised test image of time exposure 0.2 s: (a) Hard thresholding, (b) Soft thresholding
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of the visual quality of the de-noised EM images is clearly observed on the noisiest
datasets which correspond to 0.1 s and 0.2 s (Figs. 2 and 3 respectively). The visual
quality of the de-noised images which obtained by soft thresholding are better than that
obtained by hard thresholding for all the datasets.

5 Concluding Remarques

In this paper, de-noising of real Electron microscopy (EM) test images is performed
using wavelets at both hard and soft threshold levels. Different real datasets with
different time exposure are used. An appropriate choice of mother wavelet, the whole
number of decomposition and the thresholding rule, are set to achieve better visual
quality and improved SNR values of the processed images. The application of wavelet
de-noising procedure to electron microscopy may facilitate the three dimensional
reconstruction by improving the image quality as was shown in our experiments. Thus,
we demonstrate the applicability of the wavelet representation for de-noising EM data.
The need to use low electron doses in microscopy imaging system, make the appli-
cation of image pre-processing steps like the one described here very important in order
to improve SNR values.

        (a) 

         (b) 

Fig. 4. De-noised test image of time exposure 0.5 s: (a) Hard thresholding, (b) Soft thresholding
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             (a) 

          (b) 

Fig. 5. De-noised test image of time exposure 1 s: (a) Hard thresholding, (b) Soft thresholding

Table 1. SNRin and SNRout of all test images applying soft and hard thresholding

Different time exposure of dataset of EM images SNRin (dB) SNRout (dB)

Hard Soft

0.1 s_0 2.8822 6.7821 12.1781
0.1s_1 2.8495 8.6866 12.4866

0.1s_2 2.9539 7.7134 13.0061
0.1s_3 3.2676 7.5365 12.6419

0.1s_4 4.5934 5.7116 11.7905
0.1s_5 3.4948 7.1098 12.3269
0.1s_6 5.8239 9.7918 14.0187

0.1s_7 2.0041 7.9693 14.2338
0.1s_8 3.1318 9.0966 13.2074

0.1s_9 4.5217 6.3026 12.2574
0.2s_1 11.3218 13.1354 17.3772
0.2s_2 7.5025 11.1387 16.4682

0.2s_3 11.2858 12.9944 17.4572
0.2s_4 9.5248 14.5085 18.1439

0.2s_5 11.0171 14.8471 19.0419
0.5s_1 18.5929 19.4764 22.6002
0.5s_2 15.6158 17.2110 26.6293

1s 22.5953 27.4807 34.0854
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In any case, we should balance the contradiction between the use of low electron
dose to reduce radiation damage, and the feasibility to improve SNR after acquisition.

Also, we recommend that the integration of wavelet de-noising technique in the
pre-processing applied under the software designed for this aim, TomoJ, developed by
Messaoudi et al. [17, 18], will be given a greater role in enhancing the quality of
reconstructed 3D volume.
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Abstract. In this paper we present a novel feature extraction algorithm based
on multitaper and Gammatone filters for robust speaker verification systems in
mismatched noisy conditions encountered in realistic conditions. The idea is to
couple the advantage of the low variance multitaper short term spectral esti-
mators with the noise robustness of the auditory Gammatone filterbanks.
Experimental results on the TIMIT corpus, with mismatched environment and
low signal to noise ratios (SNR) levels, show that the proposed Multitaper
Gammatone Cepstral Coefficient (MGCC) features outperform largely the
conventional Mel Frequency Cepstral Coefficients (MFCC). Furthermore, and
interestingly the MGCC features outperforms at almost all the operating signal
to noise ratios the recently proposed Gammatone Frequency Cepstral Coefficient
(GFCC) under white, babble and factory noises. This gain in performance is
obtained with both the GMM-UBM baseline and the state-of -the art I-vector
speaker verification systems.

Keywords: MFCC � Multitapers � Gammatone filter � Speaker verification �
GFCC � Noisex

1 Introduction

The Mel Frequency Cepstral Coefficients (MFCC) short term spectral features which
are the standard features in speech and speaker recognition offer better performance
than other features in clean environment. However, the performance MFCC’s-based
recognition systems degrades drastically in certain operational conditions, e.g. noise,
room reverberation, or channel variations. This fact has fueled the research community
to focus on novel robust features in last years. Recently, multitapering or multiple
windows nonparametric spectral estimators proposed in [1] were applied for speaker
recognition using the standard Gaussian Mixture Model–Universal Background Model
(GMM–UBM) resulting in better robustness to noise [2]. Following this success, the
authors in [3, 4] integrate the multitaper features in the state of the art I-vector paradigm
using the Probabilistic Linear Discriminant analysis (PLDA) for channel compensation
with promising results.
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Other researchers; inspired from the human hearing system-robustness to noise and
high capacity of acoustic source separation; have directed their work to the design of
new filters which better imitate the human auditory system. The Gammatone filter bank
proposed in [5] to model human cochlear filtering attracted many researchers working
on speech and speaker recognition.

Recently, a new feature for speaker recognition based on Gammatone filtering
namely GFCC (Gammatone Frequency Cepstral Coefficients) demonstrates high
robustness in noisy conditions and performs substantially better than the conventional
Mel-frequency cepstral coefficients [6, 7]. Furthermore, this feature coupled with
Computational Auditory Scene Analysis (CASA) yields to a highly noise-robust
speaker identification system [8].

Starting from our belief that there exist a room for further improvement of speaker
verification robustness by combining the recently proposed techniques at different
system levels, we propose in this work the Multitaper method for Gammatone Cepstral
Coefficients MGCC, a new front-end based on combining multitaper windows and
Gammatone filterbanks. The contribution of this paper is twofold: first, proposing a
novel feature based on the combination of multiple windows and Gammatone filter-
banks. Second and differing from previous works using Gammatone filters, the focus is
on the robustness of speaker verification systems not speech recognition or speaker
identification tasks outlined in previous works [6–8].

The organization of the paper is as follows. In Sect. 2, we introduce the proposed
Multitaper Gammatone Cepstral Coefficients (MGCC). In Sect. 3, we give a brief
review of Gammatone filterbank. Multitaper Spectrum Estimation is depicted in
Sect. 4. In Sect. 5, we describe the experimental setup and analyze the results of the
preliminary experiments reported on the TIMIT corpora using the GMM-UBM system
[9]. Finally, the conclusion is drawn in Sect. 6.

2 The Proposed Multitaper Gammatone Cepstral Coefficient
MGCC

Figure 1 shows the diagram for the extraction of the proposed feature. First, the input
speech is divided into frames with a temporal length satisfying wide sense stationarity,
e.g. 30 ms, and are shifted a certain temporal length, e.g.10 ms.

Next, each frame is multiplied by a window function to minimize the signal
discontinuity at the beginning and end of each frame. The power spectrum of the speech
signal is estimated using multitaper spectral estimator, the classical Hamming-windowed
spectrum estimates can be obtained as a special case of the multi-taper spectrum esti-
mation method. The spectrum of the speech signal is then filtered by a bank of
Gammatone filters. This filterbankwas originally designed tomodel human cochlear; it is
derived from psychophysical and physiological observations of the auditory periphery.
After that, Equal-loudness is applied to each of the filter outputs, according to the center
frequency of the corresponding filter. Additionally, the DCT is applied on the log
Gammatone filter bank accumulated energies for de-correlation and dimensionality
reduction. Only the lower orders are used for speaker verification.
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3 Gammatone Filter

The Gammatone filter is described by an impulse response that is the product of a
gamma distribution and sinusoidal tone [6]:

gðtÞ ¼ atn�1 exp �2pb ERBðfcÞtð Þ cos 2pfctþuð Þ ð1Þ

The parameter n is the order of the filter; which is generally taken to be 4; fc is the
center frequency of the filter, a and b are constants, u is the starting phase, and ERBðfcÞ
is the equivalent rectangular bandwidth of an auditory filter. In [10], human data on the
ERB of the auditory filter has been summarized and can be approximated as:

ERBðfcÞ ¼ 24:7þ 0:108fc ð2Þ

The Gammatone filter is very similar to the rounded exponential function used in
representing the magnitude response of the human auditory filters [5].

Compared to the Mel filterbank, the Gammatone filter has a more smooth form as
shown in Fig. 2. The amount of overlap of the Mel filterbank is fixed, so if the number
of filters increases, the bandwidth of each triangular filter will decrease. For the
Gammatone filter, the bandwidth is determined by its center frequency, so if the

Fig. 1. Block diagram of MGCC feature extraction.
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number of filters increases, the overlap also increases. The structure of the Gammatone
filterbank is more subtle and similar to the human auditory model.

4 Multitaper Spectrum Estimation

In speech processing applications, windowed periodogram is the most popular used
power spectrum estimation method. Although windowing reduces the bias (the dif-
ference between the estimated spectrum and the actual spectrum), it does not reduce the
variance of the spectral estimate [11], and therefore, the variance of MFCC features
computed from this estimated spectrum is also large. A multitaper spectrum, as a
replacement of the windowed periodogram estimate, can be used to reduce the variance
of the MFCC features [2, 3, 12]. The multitaper spectrum estimator, which uses M
orthogonal window function rather than a single window, can be expressed as [3]:

ŜMTðm; kÞ ¼ 1
M

XM�1

p¼0
kðpÞ

XN�1

j¼0
wpðjÞsðm; jÞe

�2pjk
N

��� ���2 ð3Þ

Where s(m, j) is the time domain speech signal, N is the frame length, wp is the p
th

data taper used for the spectral estimate ŜMTð�Þ, which is also called the pth eigen-
spectrum,M denotes the number of tapers, and kðpÞ the weight corresponding to the pth
taper. The tapers wp are chosen to be orthonormal, i.e.,

X
j
wpðjÞwqðjÞ ¼ dpq ¼ 1 p ¼ q

0 otherwise

�
ð4Þ

The windowed periodogram (called also single taper) can be obtained as a special
case of Eq. (3), when p ¼ M ¼ 1 and kðpÞ ¼ 1:

Ŝdðm; kÞ ¼
XN�1

j¼0
wðjÞsðm; jÞe�i2pjk

N

��� ���2 ð5Þ

In a multitaper spectrum estimation method, the speech signal is, first, multiplied by
not only one window but a family of tapers which are resistant to spectral leakage such
as Thomson, Multipeak and Sine Weighted Cepstrum Estimator (SWCE) [2].
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Fig. 2. The frequency characteristics of 20-channel Gammatone filter banks.
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This yields several tapered speech signals from one record. Taking the discrete Fourier
transforms (DFTs) of each of these tapered signal, several eigen-spectra are produced
which are combined (using a weighted averaging technique) to form the final multi-
taper spectral estimate.

5 Experiment

In this section, we evaluate the noise robustness of the proposed MGCC features for
Speaker verification task. We compare the performance of our system using MGCC
features with the baseline system using the conventional MFCC features. In addition, we
compare it with the recently proposed Gammatone Frequency Cepstral Coefficients
(GFCC) [6].

5.1 Experimental Setup

We use the TIMIT corpus [13] for our experiments. It contains a total of 630 (192 female
and 438 male) Speakers, from which 530 speakers have been selected for background
model training and the remaining 100 (30 female and 70 male) speakers are used for tests.
There are 10 short sentences per speaker in TIMIT. For background model training all
sentences from all 530 speakers (i.e., 5300 speech recordings in total) are used. For
speaker-specific model training 9 out of 10 sentences per speaker are selected and the
remaining 1 sentence is kept for tests. Verification trials consist of all possible model-test
combinations, resulting in a total of 10,000 trials (100 targets versus 9900 impostor trials).

We utilize a standard Gaussian Mixture Model with Universal Background Model
(GMM-UBM) as our baseline. We have utilized the same hyper parameters as in [14],
with 256-component Gaussian mixture models. In comparison of the different esti-
mation methods, Results are expressed in terms of Equal Error Rate, Minimum
Detection Cost Function as proposed by NIST for 2008 SRE (DCF08) and as proposed
for 2010 SRE (DCF10) [15].

EER is the error rate for which the miss rate (Pmiss) and the false alarm rate (Pfa) are
equal. DCF08 and DCF10 correspond to the evaluation metric for the NIST SRE in 2008
and 2010, respectively. In addition, we plot detection error tradeoff (DET) curves which
show the full tradeoff curve between false alarms and misses in a normal deviate scale.

For systematic study of the robustness of the feature sets, we consider their per-
formance under additive Babble, factory (drawn from the NOISEX-92 corpus) and
White noises degradation. The UBM and target model training data are kept untouched,
but the noises are added to the test files with a given average segmental signal-to-noise
ratio (SNR). We consider six SNR levels: 20, 15, 10, 5, 0 and −5 dB. This scenario
simulates real applications where the training is done in controlled environment and the
test is uncontrolled.

For comparison we have also implemented two baseline systems, the first is based
on MFCC where the features are computed via the standard pipeline: Hamming win-
dowing, DFT magnitude spectrum, 29 mel-frequency spaced filters, logarithm and
discrete cosine transform. We keep the lowest 13 MFCCs, excluding c0. Additionally,
for the system based on GFCC we have used the following steps outlined in [6]:
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• Pass input signal through a 64-channel Gammatone filterbank.
• At each channel, fully rectify the filter response (i.e. take absolute value) and dec-

imate it to 100 Hz as a way of time windowing. Then take absolute value afterwards.
• Take cubic root on the T-F representation.
• Apply DCT to derive cepstral features.

The toolkit provided by Prof. Wang is used to generate the frequency-domain
GFCC1. The feature extraction process of MGCC is presented through the block dia-
gram in Fig. 1. MGCC are derived using a frame length of 30 ms with a frame shift of
10 ms. As in [6], Furthermore the spectrum of the speech signal is then filtered by a bank
of Gammatone filters (using 64-channel). Finally, we applied DCT and kept only the 30
lower coefficients (excluding c0). Based on studies of T. Kinnunen et al. [2], we fixed
the number of tapers as k = 8 for all tapers namely Thomson, SWCE and Multipeak.

5.2 Experimental Results Using GMM-UBM

From Fig. 3, showing the DET curves of different features under clean testing con-
ditions, we can notice the superiority of the MFCC at the EER operating point.
Meanwhile the proposed MGCC outperforms MFCC at low false alarm region using
both the Thomson and the SWCE tapers (MinDCF). Moreover, both MFCC and
MGCC outperform the GFCC. Figures 4 present the experimental results in terms of

Fig. 3. Performance of MGCC, MFCC and GFCC in clean conditions.

1 http://www.cse.ohio-state.edu/pnl/shareware/gfcc/.
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Fig. 4. Evaluation of various features in term of Equal Error Rates under white, babble and
factory noises on the Noise Speech test set for SNR values of {−5, 0,5,10,15 and 20 dB}.
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EER under White, Babble and Factory noises respectively. Clearly, it is seen a relative
permanent improvements (especially when using Thomson tapers) obtained by the use
of MGCC features compared to the MFCC and GFCC especially in white and bubble
noises and even under the factory noise the performance is better than GFCC at SNR’s
between 10 and 20 dB generally encountered in forensic speaker recognition.

It is worthy to mention that using hamming window with the Gammatone filterbank
results in very interesting results, reinforcing the previous works highlighting the
superiority of the Gammatone filterbank over the conventional Mel filterbank [16–18].

Tables 1 and 2 summarize the performance of different Features under white and
babble noises respectively at 10 dB. It is apparent from this table the superiority of the
proposed features.

A second set of experiments are done for a fair comparison with the MFCC by
reducing the number of Gammatone filterbank channels to 20 and taking only 13
MGCC coefficients (Set 1).

The performance results depicted in Table 3 demonstrate clearly that the proposed
feature still outperforms significantly the MFCC feature despite the decrease in its
performance compared to the system using 64 channels and 13 MGCC (Set 2).
Interestingly, apart from factory noise, the MGCC outperforms clearly the GFCC for
both white and babble noise.

Table 1. The performance of various features in term of EER, DCF08 and DCF10 under white
noise at SNR = 10 dB.

MFCC GFCC MGCC-Thomson MGCC-SWCE MGCC-Multip

EER 37.00 34.00 33.31 32.00 30.96
DCF08 9.90 9.55 9.45 9.58 9.42
DCF10 0.099 0.099 0.099 0.099 0.099

Table 3. EER performance of MGCC features under white, babble and factory noises at
SNR = 10 dB.

White Babble Factory
Set 1 Set 2 Set 1 Set 2 Set 1 Set 2

MGCC-Thomson 33.3 23.0 9.0 4.4 11.0 6.0
MGCC-Swce 32.0 25.0 8.8 8.0 14.2 6.0
MGCC-Multipl 30.9 23.0 7.9 8.2 18.0 6.7

Table 2. The performance of various features in term of EER, DCF08 and DCF10 under Babble
noise at SNR = 10 dB.

MFCC GFCC MGCC-Thomson MGCC-SWCE MGCC-Multip

EER 22.00 15.59 9.00 8.80 7.90
DCF08 5.70 4.98 5.06 4.41 4.55
DCF10 0.090 0.098 0.090 0.089 0.089
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5.3 Experimental Results Using I-Vector

For the sake of investigating the robustness of the proposed features on the state of the
art speaker verification based on total variability paradigm known as I-vector [19]. An
i-vector extractor of dimension 400 is trained on a larger set (5300 speech of TIMIT
database).

The dimensionality of i-vectors is further reduced to 200 by Linear Discriminant
Analysis LDA, followed by Gaussian Probabilistic Linear Discriminant Analy-
sis GLDA [20]. From Tables 4, 5 and 6 we can deduce that, despite the general
tendency of I-vector-based speaker verification systems to yield less performance
compared to the GMM-UBM systems in this testing conditions characterized by very
short testing utterances; which are one of the challenges in the speaker recognition
research community [21, 22]; The performance of the proposed features outperform
largely the performance of the systems based on the traditional MFCC.

Table 4. EER performance of baseline system compared to i-vector using various features
under white noise.

Feature Classifier 5 dB 10 dB 15 dB 20 dB

MFCC GMM-UBM 45.00 % 37.00 % 26.00 % 16.93 %
MFCC I-vector 42.38 % 38.00 % 32.00 % 27.00
MGCC_Hamming I-vector 32.00 % 21.77 % 15.45 % 10.00 %
MGCC_Thomson I-vector 34.00 % 25.00 % 15.43 % 9.00 %
MGCC_SWCE I-vector 34.97 % 26.23 % 15.51 % 8.00 %

Table 5. EER performance of baseline system compared to i-vector using various features
under babble noise.

Feature Classifier 5 dB 10 dB 15 dB 20 dB

MFCC GMM-UBM 32.28 % 22.00 % 12.86 % 4.53 %
MFCC I-vector 35.81 % 30.62 % 27.66 % 20.00 %
MGCC_Hamming I-vector 38.00 % 27.10 % 21.00 % 12.71 %
MGCC_Thomson I-vector 27.19 % 16.44 % 10.24 % 6.79 %
MGCC_SWCE I-vector 35.00 % 25.00 % 13.38 % 9.96 %

Table 6. EER performance of baseline system compared to i-vector using various features
under factory noise.

Feature Classifier 5 dB 10 dB 15 dB 20 dB

MFCC GMM-UBM 38.00 % 29.00 % 19.00 % 8.00 %
MFCC I-vector 38.00 % 34.00 % 26.00 % 17.00 %
MGCC_Hamming I-vector 35.00 % 27.00 % 18.34 % 12.29 %
MGCC_Thomson I-vector 33.12 % 22.00 % 10.57 % 6.00 %
MGCC_SWCE I-vector 36.40 % 28.00 % 15.59 % 9.35 %
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6 Conclusion

In this paper, we have proposed a new feature for speaker verification based on cou-
pling the advantage of the low-variance multi-taper short term spectral estimators and
the noise robustness of Gammatone filterbanks.

Experimental speaker verification results on the TIMIT corpus depict that an
improvement be obtained by using MGCC, as a front-end. These preliminary results
obtained in speaker verification under noisy conditions are very encouraging and shows
clearly that Gammatone filters can be a better alternative to the triangular Mel filter-
banks and also the possibility to improve more the speaker verification systems via
Multitapering.
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Abstract. This paper presents a time-frequency analysis for some pathological
Electroencephalogram (EEG) signals. The proposed method is to characterize
some pathological EEG signals using some time-frequency distributions (TFD).
TFDs are useful tools for analyzing the non-stationary signals such as EEG
signals. We have used spectrogram (SP), Choi-Williams Distribution
(CWD) and Smoothed Pseudo Wigner Ville Distribution (SPWVD) in con-
junction with Rényi entropy (RE) to calculate the best value of their parameters.
The study is conducted on some case of epileptic seizure of EEG signals col-
lected on a known database. The best values of the analysis parameters are
extracted by the evaluation of the minimization of the RE values. The results
have permit to visualize in time domain some pathological EEG signals. Also,
the Rényi marginal entropy (RME) has been used in order to identify the peak
seizure. The characterization is achieved by evaluating the frequency bands
using the marginal frequency (MF).

Keywords: EEG � Time-frequency analysis � Rényi entropy

1 Introduction

The brain is considered as the controlling center for all organs of human body including
heart and respiration, and it’s also the primary center for other functions like: trans-
mitting information to the muscles and body organs, regulation and control of body
activities and receiving and interpreting sensory impulses [1].

The Electroencephalogram (EEG) signal is the registration of time-varying
potential differences produced by electrical activity which is born from action of
brain and produced by the firing of a vast number of neurons recorded from the scalp
with electrodes placed on the head [2, 3]. The internationally standardized 10–20
system is the most often system used for these records [4, 5]. The EEG within the brain
is a complex random signal, so it is a non-stationary signal [6–8].

The EEG signal analysis is very important [9] for studying and recognizing several
neurological disorders. It allows the extraction of information about the brain, with
which we can know the current state of the brain and it’s used as a diagnostic tool [10].
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A signal taken from a patient suffering from epilepsy, which is the neurological dis-
order of the brain, contains many typical signal patterns and rhythms. But visually, it’s
difficult to diagnose neurological disorders using EEG signals [11]. Two useful aspects
such as spectral and temporal analysis have been used during the interpretation of an
EEG signal. The importance of these two analyses to characterize EEG signal comes
from that:

The spectral analysis of an EEG signal determines its wavebands. These wavebands
are the rhythms characterizing EEG signal from their frequency: Delta (0–4 Hz), Theta
(4–8 Hz), Alpha (8–13 Hz), and Beta (13–45 Hz) [12, 13]. However, the temporal
analysis provides information such as: when the rhythms (Delta, Theta, Alpha and
Beta) appear and disappear they maintain in the signal a form of normal and abnormal
wave. A neurologist can make a diagnosis of the patient by analyzing these different
wave forms [14, 15].

There are many mathematical tools to extract information from EEG observations.
Time-frequency distributions (TFD) [16, 17] characterize non-stationary signals over
time-frequency plane. They may also serve as a basis for signal synthesis, coding, and
processing [18]. While EEG signals have non-stationary properties [19, 20], the
time-frequency analysis is a powerful tool for EEG signals.

In our work we apply some TFDs to some pathological EEG signals using our own
method to study EEG signals. We use our method to detect the abnormality in a
specific signal using the Rényi entropy (RE).

The paper is organized as follows. In Sect. 2, we give an overview of all used
methods. In Sect. 3, we present the material and data used. In Sect. 4, we present the
experimental results. Section 5 we concludes the paper.

2 Methods

2.1 Time-Frequency Analysis

The TFDs constitutes a powerful tool in the analysis of non-stationary signals, i.e.
signals whose frequency content varies with time. Two different kinds of TFD are used
in our study: the linear class based on the use of SP and the quadratic class included
CWD and SPWVD. The quadratic class can be expressed as [21]:

Cx t; fð Þ ¼
ZZZ

ej2p mt�mu�f sð Þgx m; sð Þx uþ s
2

� �
x� u� s

2

� �
du ds dv ð1Þ

Where t is the time, f is the frequency, s is the time-Lag, m is the Doppler frequency
and gx m; sð Þ is the Doppler-Lag kernel of the distribution, x(t) is the analytical form of
the signal under consideration, x*(t) its complex conjugate.

A choice of a particular kernel function yields a particular quadratic TFD with its
own specificities. To extract information about frequency band, we used the Marginal
Frequency (MF) of the distribution given by [21]:
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mt fð Þ ¼
Z þ1

�1
Cx t; fð Þdt ð2Þ

Spectrogram. The SP is defined as the squared magnitude of the Short Time Fourier
Transform (STFT) which is a windowed Fourier transform [21]:

S t; fð Þj j2¼
Z þ1

�1
x sð Þh s� tð Þe�j2pf sds

����
����
2

ð3Þ

Where x is the signal under consideration, h is the analysis window function and s
represents the parameter of window localization.

Smoothed Pseudo Wigner-Ville Distribution. This distribution is derived from the
Wigner-Ville distribution (WVD). It has opened the way for optimizing resolution with
cross-terms reduction in the time-frequency plan. The SPWVD is defined as [22]:

SPWVDx t; fð Þ ¼
ZZ

hx mð Þgx sð Þx tþ s
2

� �
x� t � s

2

� �
e�j2pf sdsdm ð4Þ

Where hx mð Þ and gx sð Þ are window functions centered at time s and frequency m
respectively, they control the resolution in joint time-frequency plane.

Choi-Williams Distribution. The CWD was a significant step in the field of
time-frequency analysis where it opened the way for optimizing resolution with
cross-terms reduction. The kernel of the Choi–Williams distribution (CWD) in the
Doppler-lag domain is [22]:

gx m; sð Þ ¼ e� ptsð Þ2=2r2 ð5Þ

Where r is a real parameter that can control the resolution and the cross-terms
reduction. This two-dimensional exponential kernel has shown excellent performance
in reducing cross terms while keeping high resolution, with a compromise between
these two requirements decided by the parameter r.

2.2 Rényi Entropy

The RE is considered as a measure of time-frequency signal concentration. It is used in
order to find the best values of analysis parameters such length of the window analysis
and giving good concentration everywhere in time-frequency plane and provides high
concentration of different components at different locations. The RE of order α is
defined as [23, 24]:
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Ra ¼ 1
1� a

log2

ZZ
Ca
x t; fð Þdtdf ð6Þ

Where α is the rank of the Rényi measure with a� 2.
This measure has been used to evaluate the complexity of a signal in the

time-frequency plane in Ref. [25]. However the authors in Ref. [26] demonstrate that
the minimization of the RE for a given TFD provides the maximizing of its concen-
tration and resolution. So, the best length of analysis window is obtained corresponding
to the minimal value of the RE. Moreover the discrete-time formulation of the third RE
for TFD with normalization volume is given by [27]:

RV3 ¼ � 1
2
log2

XK

k¼�K

XN

n¼�N

Cx n; kð ÞPK
m¼�K

PN
l¼�N Cx m; lð Þj j

" #3

ð7Þ

Where n and k are variables for discrete-time and discrete frequency respectively,
(2N+1) and (2K+1) are number of samples in time and frequency respectively.

The RE is integrated with respect to frequency, in order to marginalize the signal’s
energy distribution over time. In our study, we have used the normalized Rényi mar-
ginal entropy (RME) of third order defined as:

R3 nð Þ ¼ � 1
2
log2

XK

k¼�K

Cx n; kð ÞPK
m¼�K

PN
l¼�N Cx m; lð Þj j

" #3

ð8Þ

This criterion has been used successfully [28] on identification and segmentation
for pathological phonocardiogram signals.

3 Materials and EEG Data

The EEG data used in our study have been analyzed in Refs. [29–31]. The data
comprises five sets: A, B, C, D and E [32], each set contains 100 single registrations of
EEG segments. Each segment contains 4096 samples with duration equal to 23.6 s.
Sets A and B are extra-cranially recorded for healthy persons, respectively with eyes
open and closed. Sets C and D are intra-cranially recorded; C from non-epileptogenic
of the opposite hemisphere of the brain and D from within the epileptogenic zone of an
epileptic patient during seizure free intervals. Set E was intra-cranially recorded from
the epileptic zone during seizure. The data acquisition to a computer system is done
with sampling rate of 173.61 Hz [30]. In our studies we use set A and set E in purpose
to compare normal and epileptic signals. We have chosen the set E as abnormal signals,
and selected visually the signal number sixty five (Fig. 1(a)), and then divided the
obtained signal into some segments. Among the 4 obtained fractions, we have chosen
one portion noted frame 1 (Fig. 1(b)) on which there is a peak of epilepsy clearly
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visualized. Each one of these parts comprises 1024 samples corresponding to 5.9 s of
recording. The pathological signal is located from 5.9 to 11.8 s such as represented in
Fig. 1.

4 Experimental Results

We calculated the RE on EEG signal frame 1 using the discussed methods: SP and
SPWVD for various lengths of window and CWD for various values of r in order to
obtain the best parameters giving a better time-frequency resolution. It gives which
frequencies having the most frequency resolution and characterizing the abnormal
information on EEG signal.

4.1 Time-Frequency Analysis Using Rényi Entropy

The Spectrogram Analysis. The SP analysis using different lengths of window is
achieved. The best parameters of the SP are obtained using the RE. Table 1(a) shows
the RE values obtained for various lengths of a Hamming window wl. The best results
are obtained with wl = 93 corresponding to the minimum value of the RE = 2.8568
and summarized in Fig. 2(a). Figure 3(a) displays the SP of the EEG signal using this
best obtained value where the horizontal axis corresponds to time and the vertical axis
to frequency. It can be seen that the analysis permits the visualization of an interesting
event in time-frequency domain at 2.6151 s (8.5133 s in the original signal) with a
frequency located around 1.5 Hz. A detailed study illustrated by Fig. 4(a) taking a
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Fig. 1. Time representation of (a) a complete EEG signal and (b) the chosen part signal.

Comparative Study of Time Frequency Analysis Application 359



profile at frequency f = 1.35 Hz and the MF allows us to observe that the dominant
peak is located between frequency 1 Hz and 2 Hz. This frequency band characterizes
the epileptic seizure of the signal in consideration.

The SPWVD Analysis. The SPWVD results illustrated in Table 1(b) represents the
RE values obtained for various time analyzed window lengths (wlg) and the frequency
analyzed window fixed with wlh = 93. Figure 2(b) illustrates the plot of these results
where the best time window length is wlh = 49 corresponding to the minimum value of
RE equal to 2.7296. The results in Fig. 3(b) show that the most important event is
located at 2.6218 s (at 8.5191 s on the original signal). The progressive detailed study
in Fig. 4(b) illustrate the profile at frequency f = 2.03 Hz and the MF of SPWVD
respectively. This study shows that the dominant event present a peak with frequency
between 1 Hz and 4 Hz characterizing the epileptic peak.

The CWD Analysis. The third approach using the CWD gives the results of the RE
shown in Table 1(c). It allows us to find the best value obtained for various values of
parameter with wlh = 93 and wlg = 49. Figure 2(c) illustrates the plot of these results
given r = 10 and the minimum value RE = 2.8499 as the best values. These results are
illustrated in Fig. 3(c) showing that the most important event is located at 2.5978 s
(8.4961 s in the original signal). The continuous study of the time frequency evolution
permits to characterize the important events. Figure 4(c) show a profile at frequency
f = 2.03 Hz and the MF of the CWD. This observation allows us to specify that an
important event is located at 8.49 s with a frequency around 2.03 Hz.

The comparison of the results obtained by the approaches allows us to show that the
SPWVD provides the best results in terms of the spectral resolution. So, the peak
seizure of the abnormal EEG signal seems to have a frequency band from 2 to 4 Hz.

4.2 Peak Seizure Characterisation

In order to complete the validation of the method, the original signal is divided into
consecutive segments or frames with length N = 1024. Figure 5(a, b and c) shows the

Table 1. Results of various values of RE using (a) SP, (b) SPWVD and (c) CWD.

SP SPWVD CWD
wl RE wlg RE r RE

11 4.3672 11 3.0283 2 2.9365
17 3.8683 17 2.9004 4 2.8830
27 3.4117 27 2.7883 6 2.8618
41 3.0942 41 2.7339 8 2.8529
49 2.9960 49 2.7296 10 2.8499
93 2.8568 93 2.9060 12 2.8501
151 2.9239 151 2.9060 26 2.8787
205 3.0364 205 3.6117 36 2.9023
255 3.1393 255 3.8331 56 2.9420
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temporal representation of the used frames noted frame 1, frame 2 and frame 3. In
frame 1, the peak is located around second 8 and 9, the seizure continues in frame 2 and
may be seen in the time located at 15 s and finally another peak can be seen in frame 3
from 21 s and 22 s.

Temporal Identification Using the Rényi Marginal. Our proposed method for EEG
analysis used the RME estimated from the results of SPWVD for identifying the peak
seizure in time domain. This approach has been applied in Ref. [33] for best speech
segmentation. In this work, we propose the mean value of the RME and investigate its
use as a suitable threshold to determine the localization of the peaks seizure of an EEG
signal in consideration. The application of these approaches on studied frames using
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Fig. 2. Variation of RE using (a) SP, (b) SPWVD and (c) CWD.
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the SPWVD gives the results illustrated in Fig. 6(A, B and C). These Figures represent
a good qualitative identification of the peaks seizure present in the signal where part
(a) shows the original signal of frame, part (b) the RME values with the blue plot line
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representing its mean value and in part (c) the peak seizure identification. The obser-
vation of all these figures allows identifying an important event located at 8.51 s in
frame 1, at 15.04 s in frame 2 and at 21.61 s in frame 3.

Table 2. Minimal value of RE.

Frame 1 Frame 2 Frame 3

SP 2.8568 3.3299 2.8870
CWD 2.8499 3.2090 2.9421
SPWV 2.7296 3.1534 2.8303

Table 3. Frequency bands.

Frame 1 Frame 2 Frame 3

SP 0–2 0–3 0–2
CWD 0–4 0–4 0–4
SPWV 0–4 0–4 0–4
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Frequency Band of the Peak Seizure. The time-frequency results obtained by all the
used methods to characterize the epileptic seizure are given in Tables 2 and 3. For each
method, we have used the optimal parameters obtained by the RE considered as a
measure for best time-frequency resolution. The results summarized in Table 2 show
the minimal values of the RE. After this step, we continue the evaluation with different
MF to obtain the frequency bands for all studied frames shown in Table 3. The MF of
the three frames of EEG signal using SP, CWD and SPWVD are represented in Fig. 7
(a, b and c).

5 Conclusion

The contribution deals with the characterization in time-frequency domain of some
pathological Electroencephalogram (EEG) signals. The paper presents a comparative
study methodology to characterize some real life EEG signals using spectrogram (SP),
smoothed pseudo Wigner Ville distribution (SPWVD) and Choi-Williams distribution
(CWD) such as time-frequency tools. The best energy concentration of these distri-
butions is obtained using the Rényi entropy (RE) as criterion in order to find the best
parameters analysis. Also, the comparative study shows that the SPWVD is very useful
for studying in time-frequency plane some pathological EEG signals. Indeed, the Rényi
marginal entropy (RME) has permit to identify successfully the localization of the peak
of seizure in time. The frequency bands as features characterizing the EEG for epileptic
patients have also been found. Work is underway to identify and classify several
pathological signals as diagnosis tool.
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Abstract. Currently, the phase of segmentation is an important step in the
treatment and the interpretation of the medical images; it represents one of the
most difficult step for the extraction of the relevant parameters of the image and
fact part of a very active field and rich of research. In this paper, we present an
overview about segmentation methods based on level set technique, namely
Caselle method, Chan Vese method, Chumming Li method, Lankton method,
Bernard method and Shi method. The performance of each method can be
evaluated either visually, or from similarity measurements between a reference
and the results of the segmentation. We have applied each method for different
medical images. We present a comparative evaluation of the considered seg-
mentation methods, with respect to four criteria, given specific medical datasets.
Through simulated results, we have demonstrated that the best results are
achieved by Shi method and Chan & Vese method.

Keywords: Image segmentation � Level set � Active contours �Medical images

1 Introduction

Image segmentation is a technique of partitioning a digital image into multiple seg-
ments. It has been used in the fields including computer vision, medical images, image
analyze and so on. The main aim of segmentation is to simplify and/or change the
representation of an image into something that is more meaningful and easier to
analyze [1, 2]. Image segmentation is typically used to locate objects and boundaries
(lines, curves, etc.) in images. Numerous segmentation methods have been developed
in the past two decades for extraction of organ contours on medical images.

In recent years, level set model has also become an important method for medical
image segmentation task. The level set method is a robust method for image seg-
mentation, was initially proposed to track moving interfaces by Osher and Sethian in
1987 and has spread across various imaging domains in the late nineties. It can be used
to efficiently address the problem of curve/surface etc. In this paper, we present an
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overview of various segmentation methods based on level set technique with respect to
four performance metrics.

2 Level Set Method in Image Segmentation

The level set method is a numerical technique for capturing moving fronts, and was
introduced by Osher and Sethian [3] in 1987. The formulation of moving fronts
(contours C) in level set method, the fronts are represented by the zero level set:

C ¼ x; yð Þ : / x; yð Þ ¼ 0f g; 8ðx; yÞ 2 X ð1Þ

Where:
/ x; yð Þ : X ! IR level set function LSF.
X: plan of the image.
The level set evolution equation can be written in the following general form

(partial differential equation PDE):

@/
dt

¼ F r/j j ð2Þ

F: Speed function (depend on the LSF and image data).
r: is the gradient operator.
The advantage of the level set method is that numerical computations involv-

ing curves and surfaces on a fixed Cartesian grid without having to parameterize the
points on a contour as in parametric active contour models. Another advantage of level
set methods is that they can represent contours of complex topology and are able to
handle topological changes, such as splitting and merging, in a natural and efficient
way, which is not allowed in parametric active contour models [4–6] unless extra
indirect procedures are introduced in the implementations [7].

2.1 Level Sets

Caselles Method. This geodesic approach for object segmentation allows to connect
classical “snakes” based on energy minimization and geometric active contours based
on the theory of curve evolution [8] so it is a contour-based method. The gradient of the
image is used to compute the force function. The curve will thus be driven to regions
with high gradient. This method does not require any regularization term, as it is
intrinsic to the method. The Caselles evolution equation is given by:

@/
dt

ðxÞ ¼ gðIðxÞÞ r/ðxÞk kðcþ kÞþrgðIðxÞÞr/ðxÞ ð3Þ
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where:

k ¼ div r/ðxÞ
r/ðxÞk k

� �
: curvature of the evolving contour.

c: constant that acts as a balloon force.
Energy criterion of this method is:

EðCÞ ¼
Z1

0

gðIðCðqÞÞÞ C
0 ðqÞ�� ��dq ð4Þ

where:

gðIÞ ¼ 1

1þ rðG � IÞk k2 ð5Þ

I(.): corresponds to the image intensity.
C: corresponds to the parametric curve.
G: corresponds to Gaussian filter variance which is equal to 1.

Chan and Vese Method. It is a new model for image segmentation based on
Mumford-Shah functional and level sets, and is widely used in medical imaging field
[9]. This model does not depend on the gradient of the image as stopping term.
Therefore, it can be used in images with ambiguous boundaries. It should be noted that
this algorithm is a region-based method. It tends to separate the image into two
homogeneous region. The LSF / x; yð Þ is implemented as a signed distance function
and is reinitialized at each iteration.

The evolution equation is as follows:

@/
dt

ðxÞ ¼ dð/ðxÞÞððIðxÞ � vÞ2 � ðIðxÞ � uÞ2Þþ kdð/ðxÞÞk ð6Þ

The Energy criterion:

Eð/Þ ¼
Z
X

FðIðxÞ;/ðxÞÞdxþ k
Z
X

dð/ðxÞÞ r/ðxÞk kdx ð7Þ

FðIðxÞ;/ðxÞÞ ¼ Hð/ðxÞÞ IðxÞ � vð Þ2 þð1� Hð/ðxÞÞÞ IðxÞ � uð Þ2 ð8Þ

where:
d: the dirac function.
H: the Heaviside function.
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u ¼

R
X
ð1� Hð/ðxÞÞÞ:IðxÞdxR
X
1� Hð/ðxÞÞdx ð9Þ

v ¼

R
X
Hð/ðxÞÞ:IðxÞdxR
X
Hð/ðxÞÞdx ð10Þ

u and v are two parameters updated at each iteration.

Chumming Li Method. In this method, the evolution equation is as follows:

@/
dt

ðxÞ ¼ dð/ðxÞÞðk1
Z
X

Krðx� yÞ IðyÞ � f1ðxÞj j2dy

þ k2

Z
X

Krðx� yÞ IðyÞ � f2ðxÞj j2dyÞþ mdð/ðxÞÞkþ lðr2/ðxÞ � kÞ
ð11Þ

The Energy criterion is:

Eð/Þ ¼ k1

Z
X

Z
X

Krðx� yÞ IðyÞ � f1ðxÞj j2Hð/ðxÞÞdxdy

þ k2

Z
X

Z
X

Krðx� yÞ IðyÞ � f2ðxÞj j2ð1� Hð/ðxÞÞÞdxdyÞ

þ m
Z
X

dð/ðxÞÞ r/ðxÞk kdxþ l
Z
X

1
2
ð r/ðxÞk k � 1Þ2dx

ð12Þ

Where:

I(x): the image intensity at pixel x.
H: the Heaviside function.
Kr: is a Gaussian kernel defined as:

KrðuÞ ¼ 1

ð2pÞn=2rn
e� uk k2=2r2 ð13Þ

with a scale parameter r � 0. 1, and f1 ; f2 are two functions centered at pixel x and
computed at each iteration by:

f1ðxÞ ¼ Kr � ðHð/ðxÞÞIðxÞ
Kr � ðHð/ðxÞÞ ð14Þ
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f2ðxÞ ¼ Kr � ð1� Hð/ðxÞÞIðxÞ
Kr � ð1� Hð/ðxÞÞ ð15Þ

The two first integrals of Eq. 12 correspond to data attached term, which are
localized around each point x. The third integral corresponds to the usual regularization
term that smoothes the curve during its evolution. The last integral is a regularization
term that forces the level-set to keep signed distance properties over the evolution
process. Note that this method segments the whole image.

Lankton Method. The evolution equation is as follows [11]:

@/
dt

ðxÞ ¼ dð/ðxÞÞ
Z
X

Bðx; yÞr/FðIðyÞ;/ðyÞdyÞþ kdð/ðxÞÞk ð16Þ

where:

d: the dirac function.
B: is a ball of radius r centered at point x and defined as follow:

Bðx; yÞ ¼ 1 x� yk k� r
0 otherwise

�
ð17Þ

The Energy criterion is:

Eð/Þ ¼
Z
X

dð/ðxÞÞ
Z
X

Bðx; yÞFðIðyÞ;/ðyÞÞdydxÞ

þ k
Z
X

dð/ðxÞÞ r/ðxÞk kdx
ð18Þ

FðIðyÞ;/ðyÞÞ ¼ Hð/ðyÞÞ IðyÞ � vðxÞð Þ2 þð1� Hð/ðyÞÞÞ IðyÞ � uðxÞð Þ2; Chanvese
mðxÞ � uðxÞð Þ2; Yezzi

�
ð19Þ

u ¼

R
X
Bðx; yÞ:ð1� Hð/ðyÞÞÞ:IðyÞdyR
X
Bðx; yÞ:ð1� Hð/ðyÞÞÞdy ð20Þ

v ¼

R
X
Bðx; yÞ:Hð/ðyÞÞ:IðyÞdyR
X
Bðx; yÞ:Hð/ðyÞÞdy ð21Þ
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This algorithm is a region-based method. Its feature term is locally computed. This
property allows the algorithm to segment non-homogeneous objects. However, this
make the method sensitive to initialization.

Bernard Method. This algorithm computes the level-set evolution overall image. So
new contours could emerge far from the initialization. It is a region-based method and
tries to separate the image into two homogeneous region [12]. It is formulated as
follows:

Let X be a bounded open subset of IRd and let f: X ! IR be a given d-dimensional
image. In the B-spline level-set formalism, the evolving interface C �! IRd is rep-
resented as the zero level-set of an implicit function / ð:Þ expressed as a linear com-
bination of B-spline basis functions:

/ðxÞ ¼
X
K2Zd

c K½ �bnðx
h
� KÞ ð22Þ

bn: is the uniform symmetric d-dimensional B-spline of degree n. The Energy
criterion is defined as:

Eð/Þ ¼
Z
X

FðIðxÞ;/ðxÞÞ dx ð23Þ

FðIðxÞ;/ðxÞÞ ¼ Hð/ðxÞÞ IðxÞ � vð Þ2

þ ð1� Hð/ðxÞÞÞ IðxÞ � uð Þ2
ð24Þ

Shi Method. This method is a fast algorithm based on the approximation of the
level-set based curve evolution [13]. The implicit function is approximated by a
piece-wise constant function taking only four values (−3, −1, 1, 3) corresponding
respectively to the interior points, the interior points adjacent to the evolving curve, the
exterior points adjacent to the evolving curve and the exterior points. The two
narrow-bands that enclosed the evolving contours are gathered into two lists that are
updated at each iteration from simple rules, making the algorithm particularly fast.

The evolution equation used here is given by:

FðIðxÞ;/ðxÞÞ ¼ Hð/ðxÞÞ IðxÞ � vð Þ2

þ ð1� Hð/ðxÞÞÞ IðxÞ � uð Þ2
ð25Þ

H: the Heaviside function.

2.2 Performance Evaluation

To evaluate the performance of the considered segmentation algorithms, we have
computed five similarity criteria, in addition to the visual criterion which compares
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between the final contours of each selected algorithm and the reference image. The
calculated criteria are: Dice criterion, Peak Signal-to-Noise Ratio PSNR, Hausdorff
Distance (HD), Mean Sum of Square Distance (MSSD) and the computation running
time, the time that each algorithm needed to reach convergence. The considered criteria
Dice coefficient, PSNR, HD and MSSD measure the closeness between the reference
segmentation and the segmentation provided by each selected algorithm.

Dice Criterion. Dice criterion is defined by:

Dice ¼ 2 A\Bð Þ
AþB

ð26Þ

A and B are the reference mask region and the result mask region of an algorithm.

PSNR.

PSNR ¼ 10 log10
d

MSE A;Bð Þ
� �

ð27Þ

d: the maximum possible value of the image.
MSE A;Bð Þ: Mean Square Error.

MSEðA;BÞ ¼ 1
MN

XM
m¼1

XN
n¼1

Aðm; nÞ � Bðm; nÞk k2 ð28Þ

Hausdorff Distance.

Hausdorff ¼ max D1 A;Bð Þ;D1 B;Að Þð Þ ð29Þ

where:

– A: the reference contour.
– B: the result contour of an algorithm.
– D1ðA;BÞ ¼ max

x2A
ðmin
y2B

ð x� yk kÞÞ

Mean Sum of Square Distance (MSSD).

MSSD ¼ 1
N

XN

n¼1
D2

2ðA;BðxnÞÞ ð30Þ

where:

– A: the reference contour.
– B: the result contour of an algorithm.
– N: is the size of the result contour.
– D2ðA;BðxnÞÞ ¼ min

y2A
ð y� xk kÞ:
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3 Experimental Results

In this section we discuss the performances of the considered segmentation methods.

Data Sets. We have use three data sets of medical images with different modalities.
These images present Brain MRI image obtained from [14], Two Cells Microscopy
image obtained from [12], and Vessel CTA image obtained from [10]. Figures 1, 2 and 3
illustrate these test images. The comparison is carried out in term of the running time,
Dice coefficient, PSNR, HD and MSSD criteria. We have used, to compute the different
criteria, creaseg interface proposed in [15], except the computation of the running time.
Note that the discussed algorithms are implemented in Matlab 7.0 on 2.79-GHz Intel
Pentium IV PC. For the sake of comparison, we have used the same initialization (a
circle) for all algorithms. In Fig. 1, we want to segment the whole Brain image. In
Fig. 2, we want to segment the Two Cells Microscopy image. In Fig. 3, we want to
segment the whole Vessel_CTA1 image.

Example 1:

Table 1. The coefficients: times, Dice, PSNR, Hausdorff and MSSD of the six methods
obtained for the segmentation of Brain MRI image.

Methods Time (S) Dice PSNR Hausdorff MSSD

Caselles 3.09 0.71 10.76 20.59 57.58
Chan & Vese 1.42 0.69 8.84 33.11 168.1
Li 11.2 0.49 6.58 14.04 37.77
Lankton 1.99 0.5 9.17 22.47 96.16
Bernard 1.7 0.6 7.17 17.46 61.84
Shi 0.96 0.7 9 20.62 49.83

Reference  imageInitialization  image Caselles Chan&Vese

Li Lankton Bernard Shi

Fig. 1. Segmentation of Brain_MRI image
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Example 2:

Example 3:

Table 2. The coefficients: times, Dice, PSNR, Hausdorff and MSSD of the six methods
obtained for the segmentation of TwoCells_Microscopy image

Methods Time (S) Dice PSNR Hausdorff MSSD

Caselles 2.01 0.31 1.12 40.61 724.39
Chan & Vese 1.31 0.9 14.29 5 4.07
Li 7.1 0.49 9.03 9.9 7.87
Lankton 4.06 0.54 5.24 25.81 135.5
Bernard 1.89 0.7 9.63 19.21 25.05
Shi 1.16 0.85 12.65 12.21 11.15

Initialization  image Reference  image Caselles Chan&Vese

Li Lankton
Bernard Shi

Fig. 2. Segmentation of TwoCells_Microscopy image

Table 3. The coefficients: times, Dice, PSNR, Hausdorff and MSSD of the six methods
obtained for the segmentation of Vessel CTA image

Methods Time (S) Dice PSNR Hausdorff MSSD

Caselles 2.53 0.22 3.25 41.44 406.17
Chan & Vese 2.16 0.68 9.87 15.62 24.68
Li 10.57 0.32 5.32 27.89 84.19
Lankton 6.34 0.29 5.9 47.43 282.29
Bernard 4.77 0.65 8.66 42.95 187.46
Shi 3.06 0.84 13.68 17.46 18.45
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There are methods evolve on the whole image (Li and Bernard method: the evo-
lution of these methods is whole band) and others recover only the part of the image
(narrow band).

From Tables 1, 2 and 3, it can be see that two methods succeed for segmentation
the image Shi and Chan & Vese, in the sense of the computed criteria.

• The Dice coefficient:

1. For Brain MRI image; this coefficient equal to 0.69 for Chan & Vese and 0.7 for
Shi method. The maximum value of this coefficient is obtained for Caselles
method and equal to 0.71. However, this approach required the highest com-
putation time to reach convergence (3.09 s).

2. For Two Cells Microscopy image, the maximum value of this coefficient (0.90)
is obtained for Chan & Vese.

3. For Vessel CTA1 image; Dice coefficient equal to 0.68 for Chan & Vese and
0.84 for Shi method.

• The PSNR coefficient:

1. For Brain MRI image, the maximum value of PSNR (10.76) is obtained by
applying Caselles method. However, this approach required the highest com-
putation time to reach convergence (3.09 s).

2. For Two Cells Microscopy image, the maximum value of this coefficient (14.29)
is obtained from Chan & Vese method.

3. For Vessel_CTA1 image, the maximum value of PSNR (13.68) is found for Shi
method.

Initialization  image Reference  image Caselles Chan&Vese

Li Lankton ShiBernard

Fig. 3. Segmentation of Vessel_CTA image
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• The Hausdorff coefficient (HD):

1. For Brain MRI image, this coefficient is equal to 33.11 for Chan & Vese, 20.62
for Shi method and 22.47 for Lankton method. But this approach has the Dice
coefficient equal to 0.5 (the value minimum).

2. For Two Cells Microscopy image; this coefficient is equal to 5.00 for Chan &
Vese and 12.21 for Shi method.

3. For Vessel CTA1 image, Hausdorff coefficient is equal to 15.62 for Chan &
Vese and 17.46 for Shi method.

• The MSSD coefficient:

1. For Brain image; this coefficient equal to168.10 for Chan & Vese and 49.83 for
Shi method, also we see this coefficient for caselles method equal to 0.71 (the
value maximum) but this approach required the highest computation time to
reach convergence (3.09 s).

2. For Two-Cells_Microscopy image; this coefficient equal to 4.07 (the value
maximum) for Chan & Vese and 11.15 for Shi method.

3. For Vessel_CTA1 image; MSSD coefficient equal to 24.68 for Chan & Vese and
18.45 for Shi method.

We easily conclude, from the obtained results that for all coefficients, the best
results are achieved by Shi method.

4 Concluding Remarques

In this work, we have established a complete quantitative comparison of segmentation
algorithms based on level set method for medical images. We have used three test
medical images with three different modalities. The considered level set algorithms are
compared in the sense of five metrics. From the experimental results, we easily con-
clude that Shi method gives the best segmentation results.
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Abstract. The aim of this paper, a new configuration of antipodal linear
tapered slot antenna (ALTSA) using micro strip to Substrate Integrated
Waveguide (SIW) transition with ultra wideband UWB imaging system per-
formance is proposed and demonstrated. The antenna consists of a SIW and a
linear tapered slot structure which is connected to the substrate integrated
waveguide. It is designed in the form of a substrate integrated waveguide
(SIW) array with respect to side lobe level constraints. The proposed antenna
features a small size, low-profile and low cost, and can achieve a 10-dB return
loss from frequency range [55–70] GHz, stable radiation patterns and linear
phase response, thus capable for applications in UWB radar imaging systems.
For side lobe reduction, a simple quasi triangular distribution is proposed and is
accomplished uniquely by means of 3 dB power dividers. A 2-way series feed
network with T-junction is designed and demonstrate.

1 Introduction

In these days, millimeter wave electronics for commercial applications, such as short
range broadband wireless communications, automotive collision avoidance radars and
local cellular radio network (LCRN) require low fabrication cost, excellent performance,
high level of integration, and small transverse spacing between array elements.
Therefore, it has been widely applied in the development of millimeter wave integrated
circuits and systems. A novel substrate integrated waveguide (SIW) feeding architecture
based on the scheme of antipodal linearly tapered slot antenna (ALTSA) has recently
been proposed and experimentally demonstrated with excellent performances [5].

Several low-cost and highly efficient antenna structures based on SIW technology
have recently been presented [1–6], which have the advantages of being planar
structure, and also they can easily be connected to active components and micro strip
line. Nevertheless, most of them exhibit relatively narrow bandwidth, e.g., slot arrays
[1, 2] and H plane horn antennas [3, 4]. SIW-fed antipodal linearly tapered slot antenna
(ALTSA) [5, 6] and Vivaldi antennas [7] were presented for wideband applications.
Using SIW feed can effectively remove the bandwidth limited balun in conventional
ALTSA. The antipodal tapered slot antenna (ATSA) has already demonstrated a
multi-octave bandwidth, low profile and high gain. This type of antenna is easily fed by
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SIW lines, which can effectively avoid the use of baluns in the design. The level of
cross-polarization is low in this type of antenna, thus making it an excellent candidate
to be used in the realization of a dual polarization. In this paper, a compact millimeter
wave linearly antenna array with SIW feeding network was presented, which can
achieve a UWB performance and offer several advantages over other counterparts such
as relatively low insertion loss, good design tolerance and circuit size compactness at
the millimeter wave (MMW) range [8]. This antenna configuration can be easily
adapted to millimeter wave applications with a conventional low-cost PCB fabrication
process [9]. The simulation results indicate that the antenna has good performance in
V-band. The work of this article is organized as follows. The Single linearly antenna
element in Sect. 2. SIW bends design in Sect. 3. Design of SIW power 2-way divider
with ALTSA in Sect. 4. Resultants simulation in Sect. 5. Also in Sect. 6: present
electromagnetic fields in SIW bends. Finally a conclusion is drawn.

2 Single Antenna Element

A single-element linearly antenna used in arrays is shown in Fig. 1. The antenna is fed
by SIW implemented by via holes of the diameter d and the space between the via holes
s. The width of linear antenna Wa is given by spacing of the elements and the width of
SIW feed Wsiw is given by the cutoff frequency fc of the equivalent waveguide. The
optimized variables of the single antenna element were the antenna length La and the
parameters dw of the linear taper profile designed by gradually flaring the metallic
covers on opposite sides of the substrate. The output micro-strip has a resistance of 50X
and a width of W50, wtaper and Ltaper are for the width and length of SIW micro strip
taper transition, respectively.

Fig. 1. Millimeter-wave antipodal linearly tapered slot antenna (ALTSA) feed by SIW structure
and micro-strip to SIW transition of width wsiw ¼ 5:5, diameter d = 0.37 and space between vias
s = 0.7 and micro-strip to SIW transition of the width w50 ¼ 1:25;wtaper ¼ 2:57 and Ltaper ¼ 5
(all parameters in millimeters).
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A single linear-TSA has been designed to cover the band of interest [55–70] GHz
for imaging array applications. The SIW line is used to feed the linear-TSA. The
antenna has been simulated and optimized with CST MWS to achieve a narrower beam
with wa = 5.5 mm, La = 21.93 mm, dw ¼ 0:28 mm and w s ¼ 2:4 mm. Substrate
Arlon Cu 217LX (lossy) with thickness of 0:508 mm and dielectric constant of er ¼
2:2 is used. The optimized values of geometric parameters are presented in Fig. 1. The
simulated results for this antenna are provided in Fig. 2.

The Fig. 2 shows the antenna has a wide operating bandwidth. The lowest oper-
ating frequency for this antenna is determined by the cut-off frequency fc of the SIW
which has a high-pass characteristic.

It was stated in Fig. 1, that the designed single-element antenna is aimed to operate
at the frequency band of [55–70] GHz. The return loss characteristics previously
mentioned proves that the bandwidth aim is met in terms of return loss. Next, the
simulation results for the radiation patterns of ALTSA configurations were observed for
55–60–65–70 GHz in order to see the radiation patterns at the frequency band
boundaries and the mediums (Fig. 3).

Fig. 2. Return loss of element LTSA millimeter.
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3 SIW Bends Design

The T-junction power divider with its geometric parameters is shown in Fig. 4. The
designed T-junction two-way power divider has the same width for both input SIW and
output SIWs, which are designed to only support TE10 mode in the whole operating
frequency range with a width of Wsiw. The input power is equally divided into the two
output SIWs by the metallic-vias in the middle. To reduce its reflection, P1 and P2 are
placed. By optimizing the positions h, hp and diameter d1, of these posts, good per-
formances for the T-junction two-way power divider can be obtained. In Fig. 5 the
result of the simulation is plotted, where the simulated S11 is below −10 dB from 57.3
to 65.28 GHz, which corresponds to 53,2%.

4 Design of SIW Power 2-Way Divider with ALTSA

The prototype ALTSA fed by a SIW power 2-way divider is shown in Fig. 4. At the
input port, the inductive matching post diameter d1 and position h and hp can greatly
affect the average and peak frequency of the return loss. The initial goal with this
structure was to obtain a lower return loss at fc = 62 GHz. The optimal post diameter
d1 = 0.2 mm and position h = 1.2 mm, hp = 2 mm.

Fig. 3. Simulation patterns radiation in different frequency point of linearly antenna element.
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After simulation and optimization, a linearly antenna was proposed at the frequency
V-band constructed by a single ALTSA element, which is fed by a SIW power divider.
The whole system was integrated on a Arlon Cu 217LX dielectric substrate having a
thickness of 0.508 mm and a relative permittivity of 2.2, respectively. The values of
parameters are provided in Fig. 1.

The simulated S-parameter characteristics of the novel three-dimensional structure
are shown in Fig. 5. The results return loss is better than 10 dB over 66.67% of the
considered bandwidth [55–70 GHz] simulation using CST MicroWave Studio.

Fig. 4. T-junction SIW power divider.

Fig. 5. Insertion loss and return loss of the T-junction SIW power divider.
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5 Resultants and Simulation

The simulation input VSWR is shown in Fig. 6. The input VSWR of the array is, for the
most part, better than 2 over a 40 GHz bandwidth, which is acceptable. A gain of 10 dB
is the lowest over the 40 GHz bandwidth for the two-element array (Figs. 8 and 9).

The array gain radiation patterns simulated at different frequency is given in Fig. 7.
It was also tested at 55–60–65–70 GHz, respectively. This type of antipodal antenna
has good performances over a broad bandwidth. The whole component was simulated
the return loss a shown in Fig. 5.

Fig. 6. The LTSA divided into two sub-antennas in consideration Manufactured SIW wide band
power divider.

Fig. 7. Return loss of LTSA array.
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6 Present Electromagnetic Fields in SIW Bends

Figure 10 shows the field distribution when power divider working in 65 GHz. From
the figure, electromagnetic field enter form SIW port and transmit to SIW feeding port
matching part then go to SIW bends.

Fig. 8. The corresponding VSWR.

Fig. 9. LTSA Radiation Pattern in the range of 55 to 70 GHz.
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7 Conclusion

A novel low-cost, high-gain and highly efficient antenna based on substrate integrated
technology (SIW) was presented for UWB imaging. The proposed antenna and the
SIW feed are all integrated in a planar single layer substrate, resulting in a low-cost and
easy to fabricate using standard PCB process.

The developed linearly antenna array employs compact size two way power divider
replacing the conventional binary feeding network and is complemented by a wideband
SIW to micro strip transition to minimize the insertion loss.
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Abstract. DC–DC converters are an important element in photovoltaic systems
to attain desired level of energy and to shape it according to the demand. This
paper proposes new optimized sliding mode controller (SMC) with fixed
switching frequency for a boost converter to step up a fluctuating solar panel
voltage to a higher constant DC voltage. Based on the converter functioning
principle, a sliding mode controller (SMC) is proposed. Then, a method for
SMC parameters selection using simplex and PSO techniques is given. The
simplex method allows obtaining the admissible ranges for SMC parameters
while taking into account practical considerations about the converter. Then,
theses ranges will be used by the particle swarm optimization technique
(PSO) to find optimal values for controller parameters.

Keywords: Photovoltaic � Boost converter � Sliding mode control �
Optimization � Simplex � PSO

1 Introduction

Recent environmental issues have increased the demand of PV systems due to the fact
that they are pollution free and relatively cheap compared to other renewable energy
systems [1, 2]. In many cases high efficiency boost DC-DC converters are required as
an interface between low voltage sources (PV panels) and the standalone load or
DC-AC inverters in the case of grid-connected applications.

The control of DC-DC converters is a key step to guarantee a fixed output voltage
despite of load and input voltage variations. In this context, the SMC presents an
adequate choice due to its robustness and efficiency [3]. Indeed, many works focused
on obtaining a fixed switching frequency SMC schemes using PWM bloc and con-
sidering the SMC equivalent control as a modulated wave in both modes continuous
and discontinuous conduction [4–8]. However, the motion toward the sliding surface
and remaining on this surface is related to the choice of controller gains. Generally, an
admissible range for each gain can be obtained based on the system model linearization
around an equilibrium point taking into account some practical limitations to achieve a
desired dynamics and local asymptotic stability of the converter [9–11]. Nevertheless,
the obtained performances are valid only around the chosen equilibrium point. In
addition, the obtained response of the system is depending on the chosen gains values
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in the admissible range. Hence, optimal values of the controller parameters can enhance
the system robustness against input voltage variation (PV module voltage fluctuation)
or load variation.

In this paper, a sliding mode control for PV system with optimal choice of sliding
mode controller gains is proposed. To attain this goal, first, the sliding surface
attractiveness is proven taking into account practical considerations. Then, the opti-
mization of the controller is done in two steps. First, the simplex method is used to
define the allowable values for SMC gains under some practical constraints. Second,
the obtained gains ranges are used as search space by the particle swarm optimization
technique (PSO) to select the finest values for controller gains.

2 System Configuration and Sliding Mode Control Strategy

The system configuration is given in Fig. 1. It contains a PV array, DC-DC Boost
converter and a sliding mode control mechanism with a resistive load. E and iL are,
respectively, the supply voltage and the inductance current, R and u0 designate the load
and the output voltage respectively. The clock period T is imposed by an external
PWM block. According to the control mode, the reference to be attained may be
voltage ðVref Þ or current ðiref Þ.

The circuit objective is to keep the output voltage at a desired value regardless of
input voltage and load variations.

Considering the ideal case (neglected ESRs), the converter model is given by:

diLðtÞ
dt ¼ Vg

L � u vCðtÞ
L

dvCðtÞ
dt ¼ � vCðtÞ

RC þ u iLðtÞ
C

(
ð1Þ

Fig. 1. System configuration.
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If xðtÞ ¼ vC iL½ �T : is the state vector of the system, (1) can be expressed as:

_x1ðtÞ ¼ Vg

L � u x2ðtÞ
L

_x2ðtÞ ¼ � x2ðtÞ
RC þ u x1ðtÞ

C

(
ð2Þ

with u 2 0; 1f g is the position of the switch sw.
System (2) has the generalized form:

_xðtÞ ¼ f ðx; tÞþ gðx; tÞ u ð3Þ

and over one clock cycle it becomes:

_xðtÞ ¼ f ðx; tÞþ gðx; tÞueq ð4Þ

where the equivalent control ueq is the average value of u over a cycle.
As a result, ueq can be replaced by the duty cycle d to obtain:

_xðtÞ ¼ f ðx; tÞþ gðx; tÞ d ð5Þ

With

d ¼ NumðxÞ
DenðxÞ ¼ ueq ð6Þ

If NumðxÞ ¼ /ðxÞ and DenðxÞ ¼ gp with / a smooth scalar function and gp [ 0,
then r can be given as:

r ¼ ka

Z t

0

/ðxðsÞÞ � gpuðsÞ
� �

dsþ kb ð7Þ

ka and kb are constants.
This SMC can be easily implemented using a PWM block as described in the

following diagram (Fig. 2):

Fig. 2. Fixed switching frequency sliding mode control of DC-DC converter.
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If ka ¼ 1; kb ¼ 0, and

/ ¼ G
Zs

0

Vg � uðsÞx2ðsÞ
� �

dsþGkp x2ðtÞ � Vref
� � þ Gki

Zs

0

x2ðsÞ � Vref
� �

ds

Then, the sliding surface to be optimized is:

r ¼
Z t

0

G
Zs

0

Vg � uðsÞx2ðsÞ
� �

dsþGkp x2ðtÞ � Vref
� �þGki

Zs

0

x2ðsÞ � Vref
� �

ds� gpuðsÞ
0
@

1
Ads

ð8Þ

With

u ¼ 0 if rðx; tÞ\0
1 if rðx; tÞ[ 0

�
ð9Þ

The constants G; gp; kp and ki are the design parameters to be adjusted to ensure
the existence of the sliding mode [10].

2.1 Validity of the Control Methodology

Let Vref ; Vg; R; C; L; kp; ki; gp be positive constants and Vref [Vg.
Authors in [10] consider the convergence time as:

tr1 ¼ kpVref

Vg � kiVref
ð10Þ

If 0\ki
Vref

Vg
\1, then

0\ki\1� D ð11Þ

and any trajectory of the system with control u goes into a sliding motion on the surface
rðx; tÞ ¼ 0 with t[ tr1.

Proof. The time derivative of r is:

_rðtÞ ¼ /ðxðtÞ; tÞ � gpuðtÞ ð12Þ

The surface r ¼ 0 is locally attractive, if there is a subset Sr � R2 where r _r\0. In
this case, any trajectory will hit the surface r ¼ 0 within the set Sr.
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Taking into consideration in [10, 11], two cases can be identified:

1. r < 0.

According to the switching policy (9) the switching position u ¼ 0, and

_rðtÞ ¼ /ðxðtÞ; tÞju¼0

¼ G
Z t

0

VgdsþGkpðx2ðtÞ � Vref Þ þGki

Z t

0

ðx2ðsÞ � Vref Þds

Hence, _rju¼0 [ 0 in the following set:

Sr1 ¼ x 2 R2; t[ 0 : kpðx2ðtÞ � Vref Þþ ki

Z t

0

ðx2ðsÞ � Vref Þds[ �
Z t

0

Vgds

8<
:

9=
;
ð13Þ

2. r > 0.

In this case, u ¼ 1, and

_rðtÞ ¼ /ðxðtÞ; tÞju¼1�gp

¼ G
Z t

0

ðVg � x2ðsÞÞdsþGkpðx2ðtÞ � Vref ÞþGki

Z t

0

ðx2ðsÞ � Vref Þds� gp

Therefore, _rju¼0\0 in the following set:

Sr2 ¼ x 2 R2; t[ 0 : kpðx2ðtÞ � Vref Þþ ki

Z t

0

ðx2ðsÞ � Vref Þds\ðgp=GÞþ
Z t

0

ðx2ðsÞ � VgÞds
8<
:

9=
;

ð14Þ

Thus, r _r\0 in the set Sr ¼ Sr1 \ Sr2:

Sr ¼ x 2 R2; t[ 0 : �
Z t

0

Vg\kpðx2ðtÞ � Vref Þþ ki

Z t

0

ðx2ðsÞ � Vref Þds
8<
: \ðgp=GÞ þ

Z t

0

ðx2ðsÞ � VgÞds
9=
;

ð15Þ

Any trajectory eventually hits the surface r ¼ 0 at x within the set Sr and for
t[ tr1.

The adequate choice of the two parameters G; gp and the controller gains kp end ki
is crucial in the design of the SMC. To simplify the study, authors in [10] take G ¼ 1
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and the choice of gp can be made according to the external PWM characteristics.
Therefore, the DC-DC boost converter stability can be ensured only by kp and ki.

In order to complete the proof, if one considers that the Boost converter elements
are well dimensioned, the capacitor voltage mean value VCmoyðiÞ at each switching
period i is given by:

VCmoyðiÞ ¼ Vref ¼ VCMax þVCmin

2

¼ VCmin þ DVC

2
¼ VCMax � DVC

2

ð16Þ

With

VCMaxðiÞ ¼ VCMaxðiþ 1Þ ¼ VCMax

VCminðiÞ ¼ VCminðiþ 1Þ ¼ VCmin

DVC ¼ VCMax � VCmin

8<
: ð17Þ

Figure 3 gives the steady state typical response of the system:

Based on Fig. 3, the output voltage ripple is:

DVC ¼ �ðVCmin � VCMaxÞ

¼ � 1
C

Zðði�1Þþ diÞT

ði�1ÞT

iCðtÞdt
ð18Þ

Fig. 3. Typical steady states waveforms.
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Taking into account that the capacitor current in the 1st configuration is given by:
iCðtÞ ¼ �iRðtÞ, So:

DVC ¼ VCMax þVCmin

2
DT
RC

¼ Vref

RC
DT

ð19Þ

And, the output voltage extremes values will be:

VCMax ¼ Vref 1þ DT
2RC

� �
VCmin ¼ Vref 1� DT

2RC

� ��
ð20Þ

Using (20) and according to the sign of r, two cases can be identified:

• 1st case: r\0, u ¼ 0

_rðtÞ ¼ /ðxðtÞ; tÞju¼0

¼ G
Z t

0

VgdsþGkpðx2ðtÞ � Vref Þþ Gki

Z t

0

ðx2ðsÞ � Vref Þds

According to [9]: x2 ! VCmin in this case, and

_r ! G tVin þðkp þ tkiÞðVCmin � Vref Þ
� �

t ! DT and Vg ¼ Vref ð1� DÞ,
Therefore,

_r ! GVref
DT
2RC

� �
2RCð1� DÞ � ðkp þDTkiÞ
� � ð21Þ

and r increases until becomes zero, then hitting the surface r ¼ 0.
Stability of the system conducts to _r[ 0 in the following set:

SK1 ¼ 9ðkp
�

; kiÞ 2 R
2 : kp þDTki\2RCð1� DÞ� ð22Þ

• 2ndcase: r[ 0, u ¼ 1

_rðtÞ ¼ /ðxðtÞ; tÞju¼1�gp

¼ G
Z t

0

ðVg � x2ðsÞÞdsþGkpðx2ðtÞ � Vref Þ þGki

Z t

0

ðx2ðsÞ � Vref Þds� gp
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Based on comments in [9]: x2 ! VCMax.

_r ! G tðVg � VCMaxÞþ ðkp þ tkiÞðVCMax � Vref Þ
� �� gp

t ! ð1� DÞT and Vg ¼ Vref ð1� DÞ.
Hence,

_r ! GVref
DT
2RC

� �
ðkp þ ð1� DÞTkiÞ � ðð1� DÞð2RCþ TÞÞþ� �� gp ð23Þ

r decreases until attaining zero, and hitting the surface r ¼ 0.
And the system stability leads to _r\0 in the following set:

SK2 ¼ 9ðkp; kiÞ 2 R
2 : kp þð1� DÞTki\ð1� DÞð2RCþ TÞþ 2RC gp

GDT Vref

� 	
ð24Þ

Finally, the controller gains kp end ki that satisfy r _r\0 are in the set
SK ¼ SK1 \ SK2:

SK ¼ 9ðkp; kiÞ 2 R
2 : ðkp þð1� DÞTki\ð1� DÞð2RCþ TÞ þ 2RC gp

GDT Vref
Þ

& ð kp þDTki\2RCð1� DÞÞ

( )
ð25Þ

To obtain optimal values for gains ðkp; kiÞ, the simplex method is used in what
fellow to define allowable intervals for gains and particle swarm optimization technique
to obtain optimal values for controller parameters in the obtained allowable intervals.

3 Optimization of the Sliding Mode Control Strategy

3.1 Simplex Method to Delimitate Sliding Mode Controller Gains

Let’s consider the vectors C ¼ c1 ; . . .; cn½ �T , B ¼ b1 ; . . .; bm½ �T and

A ¼
a11 a12 . . . a1n
a21 a22 . . . a2n
: : : :

am1 am2 . . . amn

2
664

3
775

In Simplexmethod, the standardmaximumproblem is formulated as follows [12, 13]:

• Maximize the objective function: CTY
• Subject to constraint: AY\B ; with Y ¼ y1; . . .; yn½ �T � 0

where m is the number of constraints and n the number of decision variables.
In this case, the set SK with the condition of the convergence time (10) can be

combined and reformulated as follows:
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• Objective function to be maximized is:ZðYÞ ¼ y1 ; kp ¼ y1 and ki ¼ y2, with
y2Max ¼ ð1� DÞ known from (10).

• Constraints: AY\B, with:

1 DT
1 ð1� DÞT
0 1

2
4

3
5; B ¼

2RCð1� DÞ
ð2RCþ TÞð1� DÞþ 2RC gp

GDT Vref

1� D

2
4

3
5; Y ¼ y1 y2½ �T

ð26Þ

One start by adding the so-called slack variables (temporary variables)si, the

problem becomes: ZðYÞ ¼ y1 þ P2
i¼1

si, then,

y1 þDTy2 þ s1 ¼ 2RCð1� DÞ
y1 þð1� DÞTy2 þ s2 ¼ ð1� DÞð2RCþ TÞþ 2RC gp

GDT Vref

y1 [ 0 ; y2 [ 0

8<
: ð27Þ

The initial simplex table is:

Ci 1 0 0 0 bi
Coeff. Variable y1 y2 S1 S2
0 S1 1 DT 1 0 2RCð1� DÞ
0 S2 1 ð1� DÞT 0 1 ð1� DÞð2RCþ TÞþ 2RC gp

GDT Vref

Z 0 0 0 0 0
Ci-Z 1 0 0 0

the next step,

Ci 1 0 0 0 bi
Coeff. Variable y1 y2 S1 S2
1 y1 1 DT 1 0 2RCð1� DÞ
0 S2 1 ð1� 2DÞT −1 1 ð1� DÞð2RCþ TÞþ 2RC gp

GDT Vref

Z 1 DT 1 0 2RCð1� DÞ
Ci-Z 0 �DT −1 0

Finally:

ZmaxðyÞ ¼ 2RCð1� DÞ ð28Þ
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and the controller gains can be defined as follows:

0\kp\2RCð1� DÞ
0\ki\1� D

�
ð29Þ

These inequalities define the possible values for SMC gains and will be used as a
search space for the PSO algorithm.

3.2 PSO-Based Optimization of Sliding Mode Controller Gains

The Particle Swarm Optimization (PSO) [14], is a population-based algorithm that
mimics swarm behavior in birds flocking. The population is called the swarm and its
individuals are called the particles. To give a brief presentation of this technique, let
U � Rn be the search space and f : U ! C�R be the objective function.

The swarm is defined as a set:

S ¼ v1; v2; . . .; vNf g ð30Þ

of N particles, defined as:

xi ¼ ðvi1; vi2; . . .; vinÞT 2 U; i ¼ 1; 2; . . .;N ð31Þ

Each particle has to move within the search space U and can reach any region in U.
This can be done using a proper shifting (velocity vi) of its position:

vi ¼ vi1; vi2; . . .; vinð ÞT ; i ¼ 1; 2; . . .;N ð32Þ

Hence, at each iteration te, each particle ðiÞ is defined by the couple ðviðteÞ; viðteÞÞ;
its current position and velocity respectively. It can change its velocity by using the
information on the previous positions and it can store the best position pi it has ever
visited during its search. This position is defined as:

piðtÞ ¼ argmin fiðteÞ ð33Þ

Then, the best positions of swarm are set in memory as:

P ¼ p1; p2; . . .pNf g ð34Þ

In order to simulate the collective behavior of the particle, PSO estimated the
general best position ever visited by all particles.

pbðteÞ ¼ argmin fiðpiðteÞÞ ð35Þ

with b the index of the best position with the lowest function value in P at a given
iteration te.

402 A. Khoudiri et al.



The PSO dynamics is defined by the following Eq. (15):

vijðte þ 1Þ ¼ x vijðteÞþRpwpðpijðteÞ � vijðteÞÞþRbwbðpbjðteÞ � vijðteÞÞ
vijðte þ 1Þ ¼ vijðteÞþ vijðte þ 1Þ
i ¼ 1; 2; . . .;N; j ¼ 1; 2; . . .; n

8<
: ð36Þ

where Rp and Rb are random variables uniformly distributed within the interval [0, 1].
x; wp; wb are weighting factors called inertia, cognitive and social respectively. After
an iteration (te þ 1), the update and the evaluation of particles, the best positions are
also updated and the PSO gives a new index b for the updated best positions.
Therefore, the new best position of vi at iteration (te þ 1) is defined as follows [12]:

piðte þ 1Þ ¼ viðte þ 1Þ if f ðviðte þ 1Þ Þ� piðteÞ
piðteÞ otherwise

�
ð37Þ

In this case and in order to calculate the optimal values for kpand ki controller
parameters given in (8) and (9), the PSO is used off-line to minimize the error between
the reference voltage Vref and the output voltage vCðtÞ. The PSO algorithm compare the
chosen reference voltage Vref with the obtained voltage with different values of kp and
ki, then it chose the values that can give the minimum error.

The quadratic errors eRQ are defined as:

eRQ tið Þ ¼ ðVref � vC tið ÞÞ2
eRQ tiþ 1ð Þ ¼ ðVref � vC tiþ 1ð ÞÞ2 ¼ ðVref � vC ti þ Tð ÞÞ2

�
ð38Þ

The objective function f to be minimized is chosen as the norm of the quadratic
error:

f ¼ normðERQÞ ð39Þ

with ERQ the vector that contains all errors eRQ tið Þ.
The PSO algorithm test the search space U given in (29) using N particles

according to (36) and (37). Each particle (i) moves in U and stores its best position pi
(kp and ki), then, it compares all positions to finally take out the chosen kp�optimum and
ki�optimum that give the minimum value of the objective function f.

4 Simulation Results

To validate the proposed optimized controller a voltage controlled Boost converter with
the following parameters is considered:

Vg ¼ 10 V ; L ¼ 2 mH; C ¼ 47 lF; R ¼ 25X with switching period T ¼ 0:1 ms.
The chosen reference voltage is Vref ¼ 20V :
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Fig. 4. Boost converter response (with zoom). (a) Capacitor voltage, (b) inductor current.
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In this case, the simplex algorithm gives:

0\kp\8:25 � 10�4

0\ki\0:5

�
ð40Þ

For PWM gains choice, one take G ¼ 1 and gp ¼ 0:05 as given in [10].
for the PSO algorithm, the following standard parameters are consid-

ered:N ¼ 20; x ¼ 0:5; wp ¼ wb ¼ 2, to obtain The following optimized values:

kp�optimum ¼ 7:8385 � 10�4

ki�optimum ¼ 0:1156

�
ð41Þ

With these parameters, the system response simulation results are given by Fig. 4.
In this last, the system response is obtained using the optimized controller gains and
compared to a non-optimized response of the same system when the controller gains
are taken arbitrarily in the middle of the ranges obtained by the simplex approach given
by (40): kp ¼ 4:125 � 10�4 ; ki ¼ 0:25.

In addition, In order to validate the system robustness, a load variation from R ¼
25X to R ¼ 32X is also considered for t[ 0:05 s. Result is given in the same figure.

From the simulation results, it can be seen that the DC-DC power converter present
a fast response with practically zero steady state error while keeping the switching
frequency fixed. The proposed optimized controller allows the system to move in the
sliding surface with faster dynamics and reduced convergence time compared to the
non-optimized case. Also, a difference can be noticed between the two responses, and
the enhancement introduced by the proposed approach in the transient and steady
states. The load variation test confirm that the inductor current iLðtÞ changes with load
changing which have a small effect on output voltage (less than 10 % variation) with
fast establishment time (about 1 ms) which prove the robustness of the optimized
control technique.

5 Conclusion

An optimized PWM-based sliding mode controller of DC-DC converters for photo-
voltaic systems has been proposed. First, the converter control law is proved taking into
account practical limitations, then, an optimization process is proposed. The simplex
algorithm is used to obtain the search space for SMC gains and PSO technique is used
to select the optimal values for controller gains. The simulation results validated the
proposed approach and showed its efficiency and robustness.

Optimized Sliding Mode Control of DC-DC Boost Converter 405



References

1. Baggini, A.: Handbook on Power Quality. Wiley, Hoboken (2008)
2. Christoph, K., Thomas, S., Jessica, T., Sebastian, N., Johannes, M.: Levelized Cost of

Electricity Renewable Energies, Edition: May 30, Fraunhofer Institute for Solar Energy
Systems ISE Germany (2012)

3. Utkin, V., Guldner, J., Shi, J.X.: Sliding Mode Control in Electromechanical Systems.
Taylor & Francis, London (1999)

4. Erickson, R.W., Maksi-movic, D.: Fundamentals of Power Electronics. Kluwer Academic
Publishers, London (1999)

5. De Battista, H., Mantz, R.J.: Variable structure control of a photovoltaic energy converter.
IEE Proce-Control Theory Appl. 149(4), 303–310 (2002)

6. Adragna, C., Simone, S.D., Gattavari, G.: New Fixed Off-Time PWM Modulator Provides
Constant Frequency Operation in Boost PFC Pre-regulators. SPEEDAM (2008)

7. Xiaoru, X., Xiaobo, W., Xiaolang, Y.: A Quasi Fixed Frequency Constant On Time
Controlled Boost Converter. IEEE (2008)

8. Tan, S.C., Lai, Y.M., Tse, C.K.: A Fast-Response Sliding-Mode Controller for Boost-Type
Converters with a Wide Range of Operating Conditions. IEEE. Trans. End. Elec. (2007)

9. Tan, S.C., Lai, Y.M., Tse, C.K.: Implementation of pulse-width-modulation based sliding
mode controller for boost converters. IEEE Power Electr. Lett. 3(4), 130–135 (2006)

10. Navarro-Lopez, E.M., Cortes, D., Castro, C.: Design of particle sliding-mode controllers
with constant switching frequency for power converters. Electr. Power Syst. Res. 79, 796–
802 (2009)

11. Guesmi, K.: Comments on: Design of particle sliding-mode controllers with constant
switching frequency for power converters. Electr. Power Syst. Res. 79, 796–802 (2009)

12. Singiresu, S.R.: Engineering Optimization: Theory and Practice. Wiley, Hoboken (2009)
13. Yang, X.-S.: Engineering Optimization. Wiley, Hoboken (2009)
14. Eberhart, R.C., Shi, Y.: Particle Swarm Optimization and Intelligence: Developments,

Applications and Resources. IEEE (2001)

406 A. Khoudiri et al.



Modeling of MOSFET Transistor by MLP
Neural Networks

K. Lamamra1,3(&) and S. Berrah2,3

1 Department of Electrical Engineering, University of Oum El Bouaghi,
Oum El Bouaghi, Algeria
l_kheir@yahoo.fr

2 Department of Electrical Engineering, University of Bejaia, Bejaia, Algeria
sm_berrah@yahoo.fr

3 Laboratory of Mastering of Renewable Energies,
University of Bejaia, Bejaia, Algeria

Abstract. In this paper neural networks are used to model a MOSFET tran-
sistor, the structure of the neural model and its training are performed by the
genetic algorithm which evolves to minimize the difference between the desired
values resulting from practical measurements and the neural model values. The
neuronal model consists of three layers, an input layer with two neurons, one for
the drain voltage and the other to the error that we want to minimize; an output
layer for the drain current of the neural model and a hidden layer with varying
number of neurons. After applying this approach, several models are found and
that offer a very low modeling error, and the obtained results are very
satisfactory.

Keywords: MOSFET � Neural network � Genetics algorithm � Modeling

1 Introduction

The appearance of the transistor has shaken the technological evolution with a big step
forward. Current needs of science (technical, computing, medicine and others) fact that
the miniaturization of components has become essential for better adaptation [1, 2].
However, at the microscopic level, several phenomena are related to the physical
dimensions of the component and their negligible influence on the macroscopic scale
participate largely to the formation of microscopic characteristics of the component.
This consideration leads us to consider the design or development of new models to
describe and predict perfectly the functioning of the microscopic component [3, 4].

In this work we propose the development of a model based on artificial neural
networks to predict the static characteristic of the drain-source current of Metal Oxide
Semiconductor Field Effect Transistor (MOSFET) based on experimental measure-
ments, and without having a knowledge about the fact of physical phenomena that lead
to these results. The neural model of the transistor is based on a neural network type
Multi-Layer Perceptron (MLP) in which the structure is optimized by genetic algo-
rithms. Thus, the main role of genetic algorithms is to find the best structure of a neural
network which provides the best model of the transistor, for this the fitness function to

© Springer International Publishing AG 2017
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be optimized by genetic algorithms is the error that is the difference between the real
drain current (of experimental measurements) and the drain current of the neural model.

This paper is organized as follows: in the Sect. 2 we present briefly the MOS
transistor, its structure and types, in the Sect. 3 we present the basic principles of neural
networks, in the Sect. 4 we present the genetic algorithms, its operating principle and
its application in our method, and in the Sect. 5 the learning of MLP neural networks
by genetic algorithms is presented, and finally we present the simulation results of the
developed method in the Sect. 6.

2 The Metal Oxide Semiconductor (MOS) Transistor

The MOS transistor comprises a semiconductor substrate on which is deposited a thin
layer of insulating oxide (SiO2) with thickness tox. A conducting layer (metal or highly
doped poly-silicon), called gate electrode that is also deposited on the oxide. Finally,
two heavily doped regions of depth Xj, called source and drain, are disposed in the
substrate on both sides of the gate.

The region between the junctions of the source and drain is referred to as the
channel region and it’s defined by a length L and width W. Figure 1, illustrates the
basic structure of a MOS transistor [5, 6].

There are two types of MOS transistors, depletion MOSFET (D-MOSFET) and
enhancement mode MOSFET (MOSFET-E), in the first type, transistor is conductive
even in the absence of polarization (the channel already exists). The drain-source
current may be reduced by acting on the gate-substrate voltage (Vgb). In the second
type transistor is blocked in the absence of polarization (no channel), so that the
drain-source current exists, it is necessary that the gate-substrate voltage is higher than
the threshold voltage of the MOS capacitance of the transistor (Vgs > VT). In each of
these two basic types there are two other categories, the n-channel MOSFET (nMOS),
when the substrate is doped with acceptor atoms type and the minority carriers are
electrons. The source region and drain region are heavily doped with donor atoms type.
On the p-channel MOSFETs, the transistor has a doped with donor atoms type sub-
strate and the minority carriers are holes. The source regions and drain regions are
heavily doped with acceptor atoms category [7–9].

Fig. 1. Basic structure of a MOS transistor
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In this work we model the MOSFET transistor with neural networks optimized by
genetic algorithms. The model is generally a theoretical representation of reality. Its
usefulness to describe, interpret and predict events in the context of this reality.
A mathematical model is a translation of reality to be able to apply the tools, techniques
and mathematical theories, and generally in the opposite direction, the translation of
mathematical results in predictions or transactions in reality. Usually there is no single
model since it is always linked to what is intended. As well, a model is never perfect
and totally representative of reality, and we orient parameters to study some charac-
teristics and results in particular.

3 Artificial Neuron Networks ANN

Artificial neural networks, is a branch of artificial intelligence research that aims to
simulate intelligent behavior by mimicking the way that biological neural networks
work. Most of artificial intelligence methods seek to reproduce human intelligence by
imitating “what we do”, artificial neural networks seek to reproduce it by imitating “the
way that we do it”.

An artificial neural network is generally composed of a succession of layers, each
of which takes its inputs from outputs of the previous one. Each layer is composed of
neurons, and the neurons of each layer are connected together by synaptic weights.
A neural network has the ability to adapt to the conditions imposed by any environ-
ment, and easy change when there are changes of the parameters of this environment,
which allows it to solve problems previously qualified as difficult [10–12].

Generally, artificial neural networks are classified into two categories: Multi-Layer
Perceptron (MLP) and Radial basis function (RBF), in this work we used the
MLP ANN type.

3.1 Structure of ANN

ANN are sets of formal neurons interconnected by very specific connections. Like their
biological counterparts, ANN can perform parallel processing of information through
the simultaneous operation of neurons and are able to adapt to new data. The links
connect neurons together, and they are associated (for a connection between two
neurons) to a weight that reflects the influence of one neuron to another.

The neural network have independent neurons layers; each layer has its own
organization. There are three kinds of layers: input layer, hidden layers and output
layer, each layer is composed of a number of neuron unit. According to the neurons
connection there are two types of networks: static networks (or non-recurring) and
dynamic networks (or recurrent) [11, 13, 14]. In the static neural network, at each layer,
each neuron receives signals from neurons of the previous layer and it sends the result
of its treatment to the neurons of the next layer, so there is no communication between
neurons of the same layer, the information flows in one direction. In the dynamics
neural network each neuron can be connected with himself as it can send its treatment
to neurons of layers that precede it and those who follow, the information flows in both
directions [11, 13, 14].
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In Fig. 2, is shown an example of MLP neural network with two neurons at the
input layer (x1, x2), four neurons at the hidden layer, and one neuron at the output layer
(y). w and z are respectively the weights connecting the input layer to the hidden layer
and this last at the output layer.

3.2 Training of an ANN

Learning consists to determine the weights value in order that the output of the neural
network will be as near as possible to the desired target.

The major problem to build a neural network is how to determine the number of
units (neurons) in the hidden layer required to achieve a good approximation because a
wrong choice can lead to mediocre network performance [15]. The first attempts to
resolve the problem of determining the structure have been to test several networks
with different architectures until it achieve the desired performance [16].

Many studies have been devoted to developing methods to optimize the architec-
ture of neural network. The main proposed algorithms can be classified into three
families: Pruning algorithms: detect and remove the weights or units that contribute
little to the network performance [17]. Constructive algorithms or ascending: start from
an approximate solution to the problem with a simple network, and then add if nec-
essary units or hidden layers to improve performance of network [18]. Direct algo-
rithms: define a suitable architecture after performing learning, or achieve both
operations simultaneously, such as genetic algorithms [12, 19].

In this work, the training of neural networks (neural model of the MOSFET tran-
sistor) is made by genetic algorithms.

4 Genetic Algorithms GA

Genetic algorithms are optimization techniques based on the Darwinian principle of
natural evolution of species in genetics [20]. They act on a population of individuals
that evolve over a series of iterations called generations until a stopping criterion which
ensure in advance that the quality of solutions obtained is verified. Only individuals
well adapted to their environment can survive and reproduce. The individual is

Fig. 2. Example of a MLP neural network structure
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composed of one or more chromosomes, which are constituted of genes that contain the
hereditary characteristics of the individual [21].

The purpose of GA is to determine the extremes of a function f: E ! R, where E is
a set called search space and f is called fitness function or evaluation function or
adaptation function. For GA the fitness function acts as a black box. Therefore, very
complex problems can be approached by genetic programming without special
understanding of the problem. For a given optimization problem, an individual rep-
resents a point in the state space. The value of the criterion to be optimized is associated
with this individual. Then, the algorithm generates iteratively populations of individ-
uals on which is applied some operators [22, 23]. In our work, the GA should minimize
the error function, which is the difference between a desired value and the real value of
a neural model of the MOSFET transistor.

The genetic operators are applied to an initial population so as to produce, over
time, successive populations of high quality. The basic genetic operators are: repro-
duction, selection, crossover and mutation.

Reproduction is the process by which individuals of population are selected
according to the value of their objective function f (function to be optimized). In
maximization problem, more the value of the objective function of an individual is the
higher this individual is likely to be selected for reproduction. If an individual does not
have a high value of objective function, it has little chance of being selected for
reproduction. Thus, it will disappear because their genes will not be found in the next
generations, and inversely for the minimization problem.

The crossover operator aims to enrich the diversity of the population by handling
the components of chromosomes. Typically, crossovers are planned with two parents
and generate two children. From two parent individuals, we obtain two new individuals
(children) that inherit the characteristics of their parents. The crossover selects genes
from both parents and from these genes are generated children. The probability of
crossover represents the frequency at which the hybridization is applied [20, 21, 24].

The mutation operator brings to GA the necessary gene value for efficient explo-
ration of space to create a new individual that did not exist before. This operator
ensures that the GA will be able to reaching all parts of the state space, without browse
through in the resolution process. The purpose is to avoid the GA to converge to local
extreme of the function and allow the creation of original elements. If it generates a
weaker individual it will be eliminated. The probability of mutation represents the
frequency of changing at which a gene on chromosome is mutated. The final selection
will identify the best individuals among individuals of the two populations (parents and
children) and eliminate the bad individuals [20, 21, 24].

5 Applying of Genetic Algorithms for Neural Network
Training

The GA is used herein for optimizing the parameters of the neural model of the
MOSFET transistor while ensuring its training [12, 25]. For this, the GA tends to
provide the best connection weights of the three layers of the MLP neural network. The
input layer is composed of two input neurons, the first is the drain voltage (Vd) of the
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transistor, and the second is the instantaneous error (ei) which is the difference between
the desired output Idr (the real drain current of practical measurements) and the output
of the neural model of the transistor Idm (Eq. (1)).

The output layer is composed of a single neuron corresponding to the output of the
neural model that is the drain current of model (Idm).

ei ¼ Idr � Idm ð1Þ

Regarding the hidden layer, it is composed of a variable number of neurons, thus in
each test, we chose a model structure (i.e. a number of neuron for each structure with its
weights) and after execution, the best obtained individual, who present the minimal
error is registered and in the end we take only the model which objective function is
minimal for all structures and all generations.

The objective function optimized by GA is the cumulative squared error (ec) which
is the quadratic some of all instantaneous errors during the training phase (Eq. (2)).

ecðwÞ ¼
Xm

k¼1

eiðkÞ2 ð2Þ

Where:
ei: is the instantaneous error
w: is the matrix of the weights
m: is the number of training data

The chromosome of an individual is composed of the connection weights of the
different layers of the neural model. Because of the number of neurons in the hidden
layer is variable, the length of the chromosome is variable according to the network
structure. Thus, the chromosome length (Lc) is given by the formula (3):

Lc ¼ 3Nn ð3Þ

Where: Nn is the number of neurons of the hidden layer.
For example; if the number of neurons of the hidden layer equal to 3, the length of

the chromosome is equal to 9, which corresponds to six weights between the input
layer and the hidden layer (three weights for the first input (the drain voltage Vd), and
three for the second input (the instantaneous error ei)), and three weights between the
hidden layer and the output layer (drain current model).

6 Simulation Results

The physical characteristics of the used MOSFET transistor are:

– Length of channel region L = 0.23 µm
– Width of channel region W = 0.30 µm
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– The gate-source voltage Vgs is fixed to a given value, the results below correspond
to Vgs = 12 v.

– The drain voltage (Vd) varying step is equal to 0.01 v

As it is mentioned previously, the number of neurons in the hidden layer is not fixed,
it is variable and each time we try a number and at the end we have chosen one where the
neural model structure is composed of five neurons in layer hidden because it gave the
best result with a cumulative error equal to: erqc = 8.6031e−9 for a single feature.

The Fig. 3, shows the drain current of the neural model (Idm) and the real drain
current of the practical measurements that is the desired output (Idr).

Figure 4, represents the instantaneous error, which is the difference between the
desired output (Idr) and the output of the neural model of the transistor (Idm).

Fig. 3. Drain current of the neural model and the real drain current of practical measurements

Fig. 4. Instantaneous error
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Analyzing these figures, we can observe that the output of MLP neural network
model has perfectly followed the desired output, so we can notice that the genetic
algorithm has found a good neural network model to the MOSFET chosen for our case,
and genetic algorithms provides a good tool for building neural network particularly in
the field of modeling.

7 Conclusion

In this work we designed a MOSFET transistor by MLP neural network; which must be
well structured and well trained. To ensure this, we have used genetic algorithms that
have the task of finding the best structure of the neural model and ensure its training by
minimizing the error between the desired values and the output of the neural model of
the transistor. The model structure has two neurons in the input layer, one neuron in the
output layer, but the hidden layer neurons number is not fixed, each time we change the
number and at the end we chose the one which gives good results. After applying this
approach, we have found that the results are very satisfactory.

In future work we suggest the use of multi-objective genetic algorithms to make the
number of neurons in the hidden layer also a parameter to be optimized, thus and
testing several values of neurons number in the hidden layer will not be of temptation.
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