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...La filosofia e scritta in questo grandissimo
libro che continuamente ci sta aperto innanzi
a gli occhi, io dico ’Universo, ma non si puo
intendere se prima non s impara a intender la
lingua e conoscer i caratteri, ne’ quali e
scritto. Egli e scritto in lingua matematica, e i
caratteri son triangoli, cerchi, ed altre figure
geometriche, senza i quali mezzi e impossibile
a intenderne umanamente parola; senza
questi e un aggirarsi vanamente per un
oscuro laberinto...

Galileo Galilei Il Saggiatore, VI, 1623



Preface

The reader aware of structural mechanics will find in this book a source of fruitful
knowledge and effective tools useful, joined with imagination, for creating and
promoting novel and challenging developments.

A wide range of topics is faced, such as mechanics and geotechnics, vibration
and damping, damage and friction, experimental methods and advanced structural
materials. Analytical, experimental and numerical findings are presented, focusing
on theoretical and practical issues and opening towards novel progresses in struc-
tural engineering.

Proposed contributions collect some recent results obtained in the framework
of the Lagrange Laboratory, an European scientific research group, mainly con-
sisting of Italian and French engineers, mechanicians and mathematicians.

This book is the most recent example of the long-term scientific cooperation
between the well-established French and Italian schools in mechanics, mathematics
and engineering.

The contribution of Stella Brach to prepare this volume is gratefully
acknowledged.

Rome, Italy Michel Frémond

July 2016 Franco Maceri
Giuseppe Vairo
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5-Dimensional Thermodynamics
of Dissipative Continua

Géry de Saxcé

Abstract Present work aims to develop a geometrization of thermodynamics of con-
tinua within the classical approximation where the velocity of the light is considered
infinite, but nevertheless in the spirit of relativity. The connection on the manifold
represents the gravitation. The temperature has the status of a vector and its gradient,
called friction, merges the temperature gradient and strain velocity. We claim that
the energy-momentum-mass tensor is covariant divergence free. It is a geometrized
version of the first principle. The modeling of the dissipative continua is based on
an additive decomposition of the momentum tensor into reversible and irreversible
parts. The second principle is based on a tensorial expression of the local production
of entropy which provides its Galilean invariance. On this ground, we propose a
relativistic version of the second principle compatible with Poincare’s group.

1 Introduction

The concepts of thermodynamics were initially introduced independently of the
mechanics of continua, but this two topics can be married. The key idea is to develop
the concepts of thermodynamics for any volume element of the continuum. Local
versions of the two principles are obtained, in the spirit of Truesdell’s ideas [20]
and its school. Another breakthrough idea is to construct a consistent theoretical
framework for relativity and thermodynamics. As general relativity is widely based
on differential geometry, we regard this construction as a geometrization of thermo-
dynamics. Souriau proposed in [14, 15] such a formalism in general relativity. In
his footstep, one can quote the works by Iglesias [8] and Vallée [22]. In his Ph.D.
thesis [21], Vallée studied the invariance of constitutive laws in the context of special
relativity where the gravitation effects are neglected. For other geometrizations of
thermodynamics, the reader is referred to [10] for example.

G. de Saxcé (X)
Université de Lille 1, Cité scientifique, batiment M6, F59655 Villeneuve d’Ascq, France
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2 G. de Saxcé

In the present work, our goal is to develop a geometrization of thermodynam-
ics within the classical approximation where the velocity of the light is considered
infinite, but nevertheless in the spirit of relativity. In other words, we want to pro-
pose a thermodynamics of classical continua, consistent with the Galileo’s principle
of relativity. We draw our inspiration from the previously quoted geometrization in
the frame of general and special relativity but with some important infringements
that will be pointed out in the sequel. Now, let us roughtly present the key ideas of
our geometrization procedure without discussing all the details that will be given
further. To be short, we exclude some important aspects such as chock waves, mix-
tures, chemical reactions, electromagnetism, complex dissipative phenomena (such
as plasticity, viscoplasticity, damage) requiring additional internal variables. We only
consider continuous fields, homogeneous continua and no additional internal vari-
ables.

This work is an expanded version of [6] taking into account the Galilean grav-
itation and is structured as follows. In Sect.2, we add to the space-time an extra
dimension roughly speaking linked to the energy. In Sect.3, the temperature has
the status of a vector and its gradient, called friction, merges the temperature and
strain velocity. In Sect. 4, we define the energy-momentum-mass tensor (in short the
momentum tensor) and claim that it is covariant divergence free. It is a geometrized
version of the first principle. In Sect.5, introducing Planck’s potential reveals the
structure of the momentum tensor for reversible processes and allows to deduce
classical potentials, internal energy, free energy and the specific entropy. In Sect. 6,
the modeling of the dissipative continua is based on an additive decomposition of
the momentum tensor into reversible and irreversible parts. The second principle is
based on a tensorial expression of the local production of entropy which provides
its Galilean invariance. In Sect.7, the constitutive laws are briefly discussed in the
context of thermodynamics. Section8 is devoted to the extension of the previous
framework in presence of gravitation. In Sect. 9, we propose a relativistic version of
the second principle compatible with Poincaré’s group.

1.1 Differential Manifold

A manifold is an object which, locally, just looks as an open subset of Euclidean
space, but whose global topology can be quite different. Although many manifolds
are realized as subset of Euclidean spaces, the general definition worth reviewing.
More precisely, a manifold .7 of dimension n and class C? is a topological space
equipped with a collection of regular maps ¢ called coordinate charts of which
the definition sets are connected open subsets of R”, the value sets are open subsets
of ./ covering it and the composite overlap maps & = ¢! o ¢/, called coordinate
changes, are of class C”. They allows to define on .# local coordinate systems:
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Xl
X2
X=¢"'X=| . [er"

X"

In practice, it is convenient to omit explicit reference to the coordinate map and to
identify the points X with their local coordinate expressions X. Nevertheless, objects
living on manifolds must be defined intrinsically, independent of any choice of local
coordinates. Consequently, manifolds are suitable tools to develop a coordinate-free
approach to the study of their intrinsic geometry. To distinguish them from their local
expressions, intrinsic objects such as tensors are denoted with bold face. Main tools

of differential geometry can be found in many classical textbooks. For a less standard
presentation, the reader is referred to [12].

1.2 Space-Time

In the sequel, we adopt the following convention:
Convention 1 Coordinate labels:

e Latinindicesi, j, k and so on run over the spacial coordinate labels, usually, 1,2, 3
orx,y,z.

e Greek indices o, B, y and so on run over the four space-time coordinate labels
0,1,2,30rt,x,y,z

The space-time will be consider as a differential manifold % of dimension 4. A
point X € 7% represents an event. The 4-column vector of its coordinates (X*)p<y<3
in a chosen frame will be denoted X. The frames and the associated coordinate
systems in which the distances and times are measured will be called Galilean. In
such frames, X° = 7 is the time and X’ = x’ for | < i < 3 are the spatial coordinates,

SO we can write
t
X

1.3 Galileo’s Group

The affine transformations dX’ = PdX + C, where P € GL(4) and C € R*, preserv-
ing the distances, the time durations, the uniform straight motions and the oriented
volumes are called Galilean transformations. Their linear part is of the form:

10
7= (o) 1)
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where u € R? is the velocity of transport, or Galilean boost, and R € SO(3) is a
spatial rotation. The set of all these transformations is a subgroup G of GL (4)
called Galileo’s group. It equips the space-time with a structure equivalent to the
one proposed by Toupin [18], taken up later on by Noll [11] and Kiinzle [9]. The
Toupinian structure of the space-time is based on two canonical tensors, a semi-
metric and a linear form called time arrow in the sequel. This neoclassic modelling
offers a theoretical frame for the universal or absolute time.

Of course, the Euclidean transformations are particular Galilean transformations
only compounded of a space translation and a rotation. As there are Euclidean tensors,
we can consider Galilean tensors by restricting the general action of the linear group
GL (4) to the subgroup of linear Galilean transformations.

1.4 Galilean Coordinate Systems

Any coordinate change representing a rigid body motion and a clock change:
=R x=x @), '=1+7
where ¢ - R (t) € SO(3) and t > xo(f) € R are smooth mappings, and 7y € R is

a constant, is called a Galilean coordinate change. Indeed, a coordinate change
is Galilean if and only if the corresponding Jacobean matrix is a linear Galilean

transformation [9]:
pl = 3_X/ = 1 0
X —R"u RT

u=w (1) x (x —xo (1)) + X0 (1) 2

where:

is the well-known velocity of transport, with Poisson’s vector z such that: R =
j(@)R, j () being the 3 x 3 skew-symmetric matrix such that j () v = @ x v.
There exists a family of coordinate systems which are deduced one from each other
by such coordinate changes. We call them Galilean coordinate systems. Now we
can state Galileo’s principle of relativity:

Principle 1 The statement of the physical laws of the classical mechanics is the
same in all the Galilean coordinate systems.

To respect this principle in practice, the laws are expressed in a covariant form,
using the connection, a tool of differential geometry.
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1.5 Linear Connections

Let 7g : E — ./ be a vector bundle. A linear connection on E is a bilinear map I'

-
from the bundle product T.# x_,4 E into TE such that, for any tangent vector dX at
Xe,ng I dX,W)=X agc)i Trnp I (dX, W) =dX. The covariant derivative
of a smooth vector field X — W (X) € Ex is:

— - — — — - —
VW =TWdX + T dX,W)=VWdX

-
(W4) being the components of W in a local chart of E and (dX*) the ones of dX, its
local expression is:

Vax WA = dW* + I (dx) W = Vgwhax?
where, using Christoffel symbols:

w4
VWA = 7+ Tjy WP, 3)

For sake of easy calculations, we shall prefer as soon as possible the matrix form:
VaxW =dW + I'(dX) W 4

keeping the tensorial notation when it is strictly necessary. If the covariant derivative

of W is null, we say it is parallel-transported. If E is the tangent bundle 7. and
the connection I' is symmetric, one has:

o o
Fﬂy_FVﬂ‘

o .
Hence VW is represented by the matrix:

VW—aW—i-FW 5
=T 5)

such that VyxW = VW dX.

1.6 Galilean Connections

At each group of transformation is associated a family of connections and the corre-
sponding geometry. We call Galilean connections the symmetric connections on the
tangent bundle 7% associated to Galileo’s group [9, 18, 20], i.e. such that the two
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canonical tensors of the Toupinian structure are parallel-transported. In a Galilean
coordinate system, they are given by the 4 x 4 connection matrix:

0 0
r= (j(.s?)dx—gdt j(.Q)dt) ©)

where g is a column-vector collecting the g/ = —TI7, and identified to the grav-
ity [2, 17], while £2 is a 3-column vector associated by the mapping j~' to the
skew-symmetric matrix the elements of which are .Qj’ = Fjb The vector §2 can be
interpreted as representing Coriolis’ effects [17].

1.7 Equations of Motion

In a given Galilean coordinate system X', let us consider a particle of velocity v' € R?.

The tangent vector U toits trajectory ¢ — X’(¢) in the space-time is called 4-velocity
and is represented in this coordinate system by:

oo (1
I

Considering another Galilean coordinate system X, the 4-velocity components
change as the ones of a vector:

(-0

Thus the velocity in the new coordinate system is:

v=u-+RYV. 3

This is the velocity addition formula. The linear momentum of a particle of mass m
being p = mv, the linear 4-momentum is defined as:

m
T=mU (p) )

Following Cartan [2], we claim that the motion of a particle of mass m embedded in
a gravitation field is governed by the covariant equation:

VaxT =dT + I'(dX)T =0
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or, dividing by dt: )
VT =T+ T'(U)T =0. (10)

Taking into account (6), (7) and (9), Eq. (10) becomes:

(’;) " (9 g j(?n) (’Z) - (8)

which can be itemized as:
m =0, p=m(g—282 xv). (11)

The first equation reveals the mass conservation. The second one expresses the
time rate of the linear momentum in terms of the gravitation. Introducing the expres-
sion of p into this equation and because the mass does not depends on time, we obtain
Souriau’s covariant equation of motion [13]:

mv=m(g—28 xv), (12)

allowing to determine the trajectory of the particle. It can be recovered in a variational
way by introducing the Lagrangian:

1
L(t,x,v) = 5m Il vI?—me¢+mA-v, (13)
provided:
= d¢ o4 @=L euria (14)
§ =8 o’ o

where (7, x) —> ¢(t,x) € R and (¢, x) —> A(t, x) € R? are the scalar and vector
potentials of the Galilean gravitation. ¢ and g are well-known but A and 2 are the
good tools to revisit Foucault’s pendulum topic without neglecting the centripetal
force [7].

1.8 Modeling the Matter and Its Evolution

Following Souriau [12], a continuum can be easily described identifying a material
particle by a reference position Xy = mo(X). In local charts, it is represented by
s' € R3 (its position at a given date) and its motion is determined thanks to a mapping
(t, x) — s’ = k(t, x) whichidentifies the material point located at position x at time ¢.
The space-time coordinates (¢, x) are Eulerian while (¢, s) are Lagrangian. Obviously
s" being an invariant of the motion, the material derivative vanishes
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ds' 95 95 dx

D Ty 15
dt ot + ax dt (13)
or, owing to Eq. (7): o
s
2 U= 16
X (16)

1.9 Key Hypothesis of the Theory

Now, we present in axiomatic form the corner stones of the theory involving an
underlying geometric structure of the Nature. This theoretical frame can now appear
rather arbitrary but that will be justified further by the agreement of the with the
physical phenomena. Therefore, we propose the following statements for a Galilean
thermodynamics including gravitational effects:

(H1) There exists a line bundle 7 : % — % which characterizes the matter and
its evolution where % is a manifold of dimension 4 called space-time.

(H2) The universeisalinebundle 7w : % +—> {l where the manifold %/ is of dimen-
sion 5. 7% is seen as a submanifold of 7% . .

(H3) % is equipped with a Galilean connexion and % with the corresponding
Bargmannian connection representing the gravitation.

(H4) There exists on % a smooth field X +— V)V(X ) € T;ﬂ/A called the temperature

— =
5-vector. The covariant derivative of its projection W = T'w W onto Tx %
f=vW
is called the friction tensor. A
(H5) There exists a smooth section X +— T(X) € Hom (Tx% ,Tx%') called the
momentum tensor. It is covariant divergence free:

DivT =0 (17)

The first hypothesis have been already discussed. Let us develop now the other
ones.

2 An Extra Dimension

The cornerstone idea is to add to the space-time an extra dimension roughly speaking
linked to the energy:

1 2
== 18
e=smlvi (18)
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by a three step method that we shall be going to present in an heuristic way:

e As we are concerned with the uniform straight motion, we do not consider pro-
visionally the gravitation. We start with a fictitious 5-dimensional affine space w
containing the space-time 7%/ . We claim that any point X of % canbe represented
in some suitable coordinate systems by a column:

X = (X) e R,
z

in such way that the space-time is identified to the subspace X*=z=00f % and
X gathers Galilean coordinates.

e We wish to build a group of affine transformations dX' +— dX = PdX' + C of R’
which are Galilean when acting on the space-time only. Clearly, the 5 x 5 matrix

P is structured as:
A PO
P=(40)

where the 4-row @ and the scalar o have to take an appropriate physical meaning.

e It is worth to notice that under a Galilean coordinate change X’ — X charac-
terized by a boost u and a rotation R, using the velocity addition formula (8), its
transformation law is:

_1 ,2_1 2 7 1 /2
€—§m||M+RV ||_§m||u|| +mu~(Rv)+§m||v [

that is: 1
e=§m||u||2+mu~(Rv’)+e/. (19)

Next we claim that the extra coordinate is linked to the energy as follows:
e , ¢
dz=—dt, di =—dt (20)
m m

e dt is the element of action for the free particle. The division by m is guided by
the fact that we wish the extra coordinate being universal, independent of the mass
of particle moving in the space-time. According to df = dt’ and dx’ = V'dr', we
obtain:

1
dz= > |lu 1> df' +u"Rdx' + d7.

On this ground, we state:

Definition 1 The Bargmannian transformations are affine transformations X'
dX = PdX' + C of R’ such that.
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A 1 0 0
p= u R 0]. (21)
Llul? u"R 1

It is straightforward to verify that the set of the Bargmannian transformations
is a subgroup of Aff(5) called Bargmann’s group and denoted B in the sequel.
Bargmann’s group was introduced to solve problems of group quantization [1]. In
fact, Galileo’s group is not quantizable [13, 16] and the reason of this failure is
cohomologic. For more explanation about the construction of Bargmann’s group, the
reader is referred to [4]. Although Bargmann’s group was introduced for applications
to quantum mechanics, it turns out to be also very useful in thermodynamics.

The subgroup of Bargmannian linear transformations is denoted B. In particular,
the inverse of (21) is:

1 0 0
P'= —R™w R" 0]. (22)
3 llul® —u” 1

It is worth to remark that the calculus may be organized by working in RS. The

Bargmannian transformation looks like a linear transformation dX = PdX' if the
column dX and a = (C, P) are represented respectively by:

- 1 6 = 10

with:
1 0 0 0
. T 1 0 0
P=1% w Rr ol
n % ul®> u"R O
(23)
1 0 0 0
|7 1 0 0
“ | —-R'w RT 0
n 3 lul® —u” 0

Definition 2 In absence of gravitation, the coordinate systems of % , which are
deduced one from the other by Bargmanian transformations are called Bargmannian
coordinate systems.

This Definition is meaningful only in absence of gravitation and will be modified
in Sect. 4.

Galilean transformations preserve some objects—uniform straight motions, dura-
tions, distances and angles, oriented volumes—but what Bargmannian transforma-
tions preserve? Combining Egs. (18) and (20) leads to:
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I dx ||* =2 dzdt =0,
in every Bargmannian coordinate system. The left hand member is a quadratic form

in dX that suggest to introduce a symmetric 2-covariant tensor G represented in
Bargmannian coordinate systems by:

A 0 0 -1
G=(0 1 0. 24)
-1.0 0

As it is regular, G is a covariant metric tensor. It is preserved by Bargmannian
linear transformations:

A

vPeB, P'GP=03G. (25)

It is easy to verify that: )
G? = lps,

that proves the contravariant metric tensor G lis represented by the same matrix as
the covariant one:
G '=0G.

3 Temperature Vector and Friction Tensor

As there are Euclidean and Galilean tensors, we can consider Bargmannian tensors
by restricting the general action of the linear group GL (5) to the subgroup of linear
Bargmannian transformations. To begin with, let us study the Bargmannian vectors

W represented by a 5-column:
B
W= (‘2’) =(w). (26)
¢
where W € R*, w e R? and B, ¢ € R. According to (22), their transformation law
W' = P~'W gives:
B'=B, w=R(w-pu, §/=§—w~u+§|lu||2. 27

Bargmannian transformations leave 8 invariant and there is no trouble to put

. . . . . =

instead of B’ in the sequel. To obtain the other invariants of W in the case that 8
does not vanish, we start in any Bargmannian coordinate system X and we choose
the Galilean boost:
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u= —,

B

which annihilates w’ and reduces the last component to the generally non vanishing
expression:

r_ _L 2
=t gp v

This suggests to consider the quantity:

=== Il
Cime = ¢ 28 wi .

Taking into account Eq. (27), we verify that it is invariant by Bargmannian trans-
formation. Conversely, let us consider a Bargmannian coordinate system X’ in which

=
the vector W has a reduced form:

W=|{ 0
gint
Now, we claim the considered elementary volume is at rest. Let X be another

Galilean coordinate system obtained from X’ through a Galilean boost v. Applying
the inverse transformation law of (22) with a Galilean boost v, we obtain:

B
W= Bv
Cim‘l’g ” v ”2

As w = B v, the last components becomes:
w2 (28)
& = Cimt 2/3 w

Under Bargmannian transformations, § is invariant. It is independent from the
coordinate system and, for reasons that will appear latter, we claim that:

Definition 3 When 8 =1/6 =1/kgT is reciprocal temperature, kz being

AN
Boltzmann constant and 7 the absolute temperature, W is named temperature
vector.

Let us observe also that:
— —
W=8U

The temperature 4-vector ?V is a column, decomposed by block as:
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B

W= . 29

(W (29)

Definition 4 Friction tensor is the 1-covariant and 1-contravariant mixed tensor:

f=VvW

As the gravitation is provisionally neglected, we assume for the moment the
connection vanishes and, taking into account Eq. (5), it is represented in a Galilean
coordinate system by the 4 x 4 matrix:

p P
oW dat  0x
f=VW=— = ) (30)
aX Iw dw
ot 0x

4 Momentum Tensors and the First Principle

Definition 5 A momentum tensor is a 1-covariant tensor T on the 5-dimensional
space % with vector values in the space-time %/, represented in a Bargmannian
coordinate system by a 4 x 5 matrix structured as follows:

s _ (A —p" o

where # € R, p,k e R®and o, € M%mm.
In indicial notation, the components of T are:
W=0w, T’ =-sp", T0=0p,
=K T/=o,. Ti=p.
The transformation law of 7"
T"=P'TP, (32)

itemizes in:



14 G. de Saxcé

o =p, (33)

p=R"(p—pu, (34)

o/ =R"(o.+up” +pu" —puu")R, (35)

H = —up+ S ul, (36)
1

kK =RT (k—jf’u+a*u+§ Il p). (37)

It is worth noting that the hypothesis of symmetry of o, is consistent with the rule
(35). The components p, p and o, can be physically identified with the mass density,
the linear momentum and the dynamical stresses. To interpret the other components,
we intend to annihilate components of T. We discuss only the case of non zero mass
density. Starting in any Bargmannian coordinate system X, we choose the Galilean
boost:

u=- (38)
0
which annihilates p/, reduces Eq. (35) to
l T 1 T
o, =R (o.+ ;pp R. 39)

This suggests to cast a glance to the matrix:

1
o=o*+;ppT. (40)

Taking into account Egs. (33)—(35), we obtain its transformation law:
o' =R'oR. 41)

Besides, Eq. (38) allows to transform Eqs. (36) and (37) as follows:

1
W=%—7wﬁ
1

K =RT (k—%’—’jua*’—’).
o o

The components 57 and k' obviously cannot be annihilated by a convenient
choice of a rotation R. At the very most, we could diagonalize the symmetric matrix
o, but it not useful now.

Conversely, let us consider a Bargmannian coordinate system in which the tensor
field T at a given point of coordinates X’ has a reduced form:
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o peintop
T —( % a/o)’

for an elementary volume around the point x" at rest at time #'. Let X be another
Bargmannian coordinate system obtained from X’ through a Galilean boost v com-
bined with a rotation R. Applying the inverse transformation law of Eq. (32):

T=P7TP", (42)
we obtain:
p=pv, o, =0 — pw!,
1 2
H = p 3 lvI” +en ), (43)
k=h+ v —ov, (44)

according to the transformation law in Eq. (41) of the spatial stresses o and provided:
h=RH. (45)

The previous method turns out the physical meaning of the components:

e the mass density p and the dynamic stresses o,,

e the Hamiltonian density .77, apart from the potential ¢ (the gravitation being
considered only latter),

e and the energy flux k composed of # —further identified to the heat flux—, the
Hamiltonian flux 77y and the stress flux ov.

We could name 7" the stress-mass-energy-momentum tensor but for briefness we call
it momentum tensor. Finally, it has the form:

5 H -p" p
T_(h+%v—av o—wpl pv]- (46)

In the last column of relationship (46), we spot the 4-flux of mass:
N=pU. (47)

Therefore, we can write: .
T=(TN), (48)

T= o -
“\h+Hv—0ov o —vp' )"

with:
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In fact, it is more convenient to express the momentum tensor as in Eq. (46),
accounting for the following proposition.

Theorem 1 The expression (46) of the momentum tensor is standard provided o
and h are changing according respectively to the rules (41) and (45).

Proof Matrix in Eq. (46) can be recast as:

A -p" p

I = 1

T h—i—Jfl—j—ol—7 o——ppl p “49)
o o P

Owing to (33), (41) and (34), one has:
/ ’ 1 1 T T T 1 T T T
o,=0 ——=pp =RoR ——R (p—pwp —pu)R,
o o
and developing:
/ T 1 T T T T
o,=R (a—;pp +up” +pu —puu )R,

which, owing to (40), is nothing else the transformation law (35).
In a similar way, taking into account (33), (45), (41) and (34), it holds:

/ / %/ l
K=W+#T o' =Rt Z_R'(p— pu) — — R'o (p — pu).
o o P P
Taking into account (36) gives:

k’:RTh+(%—u~p+§ I ||2) R2 4 #Ru-R6 2 4R ou,
p p

and with some arrangements:
1 1
k' = RT [h+%£—o£—%’u+(a——ppT) u+ = |l u ||2p] ,
p P p 2

which, owing to (44) and (40), is nothing else the transformation law (37). ([l

The advantage of the standard form (46) is that transformation laws (41) and (45)
for o and & are easier to manipulate that the corresponding transformation laws (35)
and (37) for o, and k.

Also, introducing:

H:(%ﬂ —pT), (50)

it is worth noting that the momentum (46) can be recast as:



5-Dimensional Thermodynamics of Dissipative Continua 17

0 0
T:UH+(h_Ov0). 51)

Owing to (30), (51) and the symmetry of o leads to:

Tr (Tf)y=0I 2—‘;(‘/ U+Tr (a (gradxw— % (v% +grad,3vT)))

+h-grad B. (52)

The first principle of thermodynamics claims that the total energy of a system
is conserved. We are now able to proposed an enhanced local version including the
balance of mass and the equation of the motion (balance of linear momentum). It is
based on the following result.

Theorem 2 If T is divergence free:
divy T =0,
then, we have:
ap .
<& balance of mass: m +div(pv) =0,
av

0
QO balance of linear momentum: p [a—‘; + P vi| = (divo)T,
X

0.
® balance of energy: ETS +div (h+ v —0ov) =0.

Proof To calculate the divergence of the 4 x 5 matrix T, we use
div(Ty, ..., Ts) = (divTy, ..., divTs)

that achieves the proof. (]

On this ground and envolving the gravitation, we state the first principle of the
thermodynamics:

Principle 2 The momentum tensor of a continuum is covariant divergence free:
DivT = 0. (53)
The covariant form of equation makes it consistent with Galileo’s principle of

relativity. It is general in the sense that it is valid for both reversible and dissipative
continua. We are going now to describe successively these two kinds of media.
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5 Reversible Processes and Thermodynamical Potentials

To modelize the reversible processes, we have to add a new hypothesis to our
axiomatic theory. The pioneering works [14, 15, 21] give rise to assume that

(H6) there exists a smooth numerical function X — ¢ (o(X), Txmo, W(X)) € R
giving the value of the fifth bargmannian coordinate z = X* and called
Planck’s thermodynamic potential (or Massieu’s potential). It satisfies the
principle of material indifference which claims that the behaviour of a material
must be independent of the observer.

Considering a coordinate system, it is represented by a smooth mapping X —
£(s', a5’ /0X, W) € R. To satisfy the principle of material indifference, ¢ is assumed
to depend on ds'/3X through its invariants by any Galilean transformations dX’' =
P dX. A straightforward calculation shows that Planck’s potential { depends on
ds'/dX through right Cauchy strains C = FTF where F = 3x/ds [7].

On this ground, we prove the following proposition.

Theorem 3 If ¢ is a smooth function of s', C and W, then:

0 0

Tg = U g + (—on GR) : (54)
with: oz

g = —p —, 55
R P 3w (55)

20 0
=——F—=F", 56
OR B 5C (56)

is such that:

o Tr (f‘RVW) —0,

QO T U = 0¢ Uy u
R = —p W ,

® f“R = (TR N ) represents a momentum tensor f'R,
PN d
s i (o Sw)
Proof Taking into account (26), (30) and (48), condition <> reads:
(VON = —=Tr (Txf) , (57

or, in absence of gravitation:

8gN—TT 58
o N = ~Tr (Tf) (58)
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On the other hand, owing to (47), one has:

3;“___ dC
B_XN (+x) dt

As ¢ depends on X through s’, C and W, one has:

0 oc ds ¢ aw o (9c dC 59
— N= rl—=—1).
ax TP oy @ Tow ar 9C di

Owing to (16), the first term of the right hand side vanishes. Taking into account
(55), the second term is:

9 dW aw
9 =—ITx — U. (60)
8W dr 0X

Next, we have to transform the last term of (59). Because:

dcC
——~ =2FT'DF 61
” (61)

av v\’
D=y —+|— = grad,v (62)
ox 0x

is the strain velocity and owing to (56), one has:

where:

Tr (ag dc) Tr (2 Fa—;FTD>——T( BD) = —Tr (ogP gradsv)
5C dt P 5C = —Tr (o = —Tr (ogrp gradsv) ,

that leads to:

3¢ dC 1/ 9
()0 o))

Introducing the expressions (60) and (63) into (59) gives (58) and proves <>, owing
to (52). Moreover, owing to (54) and (55), it holds:

0 0 1 iy
TRU:UHRU+(—GRVUR) (v) ={UIRU) U=—p (WU) U,

that proves ©. Statement # results of the fact that (54) has the standard form (51).
Consequently, taking into account (26) and (48), one has:
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ac 3¢
S=TpR W+N=p ({—ﬂWU) U:(g—mw) N,

and & is satisfied. (]

Planck’s potential ¢ is a prototype of scalar functions called thermodynamical
potentials and derived as follows:

e Comparing (51), (54) and (55) allows writing [Tz = (jﬁg —pT) with:

d
Sy =—p 5, p=pgrad,c. (64)
op
Taking into account (28), it holds:
0Lint 1Y 2
Hp=—p — + — ,
k=—p S g vl
which allows recovering (43) because w = Bv and provided:
ol in
ey = — . (65)
op

This potential, called internal energy (by unit volume), is function of s’, C and
W as derivative of g;,;.

N

- . D
e The 4-vector § = T W is a 4-flux that reads for convenience:
—
=pslU =sN

represented by a 4-column:
S=Tr W. (66)

Then, setting S = s N and taking into account & of Theorem 3, one has:

I S SN ST S .1 L ST NS S
s=1¢ 3ﬂﬂ aww—é“mz-FzﬂHWll (8/3 2'lelwll)ﬂ ﬂWW,
that leads to:

s_c _ﬂagim
- mnt aﬁ

This quantity is called specific entropy and ? is its 4-flux. Hence, —s appears
as Legendre’s transform of ¢;,, with respect to 8. The latter equation and (65) are
called state equations of the continuum.

e Moreover, we introduce a new potential called Helmholtz free energy (by unit
volume):
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1
I/I =——fipw = —0 Cint- (67)
B
By simple calculations, we obtain:
oYy
— €int = 0 — —, 68
Cint Py v (68)
_ oy
90

Hence, —e;,; appears as Legendre’s transform of the free energy v (s, C, ) with
respect to 6. It is a function of s’, C and —s such that:

_ aeint

0= .
as

Finally, we can find a nice integral of the motion:

Theorem 4 For reversible processes, the 4-flux S is divergence free and the specific
entropy s is an integral of the motion.

Proof Taking into account (66), it holds:

. A S AW
divS = (divTgr) W + Tr (TRa—X).

The momentum tensor f"R satisfies condition <> of Theorem 3 and, according to the
first principle (relationship (53)), it is divergence free. Then the divergence of the
4-flux of specific entropy S vanishes and one has:

9
divS = div (sN) = a—;N—i—sdivN =0

But, as seen in Theorem 2, the freeness of the divergence implies the balance of
mass. This condition means the flux of mass N is divergence free and the last term
of the previous equation vanishes. Hence one has:

d,S_asN_ asU_ 8s+8s . ds_o
MEXT TPV TP\ ) T Pa T

that achieves the proof. (I
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6 Dissipative Continuum and Heat Transfer Equation

In Sect. 4, we showed that the thermodynamical behaviour of a continuum is modeled
by the momentum tensor T. By Theorem 1 we prove that Ty is a momentum tensor.
We define T, T- TR, that amounts to introduce an additive decomposition of the
momentum tensor:

T=Te+1T, (69)

into a reversible part Ty defined by Theorem 3 and an irreversible part T, of which
we will examine now the detailed representations. Owing to (64), the momentum
tensor Tr given by (54) is represented by:

. S —pT
TR=( R pr)-

Ry — Ogy op —Vvp' pv

Subtracting the previous matrix to (46) leads to:

. S 00
TI_(h+éﬁv—01v oy O)’ (70)

where:

e the Hamiltonian density .77 = J¢ — ¢ is the opposite of the irreversible heat
source (by unit volume),

e The column 4 is the heat flux,

e The symmetric 3 x 3 matrix o; = 0 — oy represents dissipative stresses (for
instance due to viscous effects).

The transformation laws (36) and (41) give:
H =, (71)
o =R oR. (72)
Introducing also for convenience the specific irreversible heat source g; such
that:

Hi = —pqr, (73)

we have 7 = p n, where:
1 2

Taking into account:
dn 9
— = —— +div(H
P ot + v ()
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the balance energy (# of Theorem 2) reads:

av

d
an +divh — (divo)v — Tr (—) =0.
dx

P
Taking into account 62, the symmetry of o and the balance of linear momentum
(© of Theorem 2), the balance of energy becomes:

deint T ( D) div h + dq] (74)
=1r (o —div —_—
dt P dt

A cornerstone consequence is the heat transfer equation. By differentiation of

(68), we have:
den dy  do oy d (oY
P =p|l———-0—-—(—=1)).
dt dt dr 96 dr \ 06

Taking into account ¥ = ¢ (s', C, 0) and ds’/dt = 0, one has:

=—pO0 ——+pTr \B—

dens 32y do dc
, 75
P ar 002 dr ( dt) (75)

with:

B:ﬂ_ei(%). 76)
aC a6 \oC

On the other hand, owing to (28) and (67), one has:

g LY

ac= Pac
Hence, (56) becomes:
oy

OR =2,0F%FT,

and consequently:

80R
—9 — =2pFBFT.
OR 99 P

Owing to (61), the last term in (75) becomes:

dC 3o
p Tr (B Z) =2pTr (FBF'D) =Tr ((aR .y a_eR) D).
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Introducing it into (75) gives:

de‘,'m do i P 80'R D
— =pc,—+Tr {{or—0 — ,
Poar TP R=Y 59

0 92
s Qw

“=0% =% 397

where:

is the heat capacity at constant volume. Combining with the form (74) of the
balance of energy leads to the equation of heat transfer:

O o1 (2% D) +1v (0, D) — div i+ p 2. 77
o, — =0Tr | — r (o —div —_ .
P dt 00 ! p dt

The physical interpretation of this equation is that the variation of reversible
thermal energy, at the left hand member, is equal, at the right hand member, to the
contributions of each term to the dissipation due to:

the reversible stress variation resulting from the temperature one,
the dissipative stresses,

the heat flux,

the irreversible heat sources.

We are now able to state the second principle of thermodynamics:

Principle 3 The local production of entropy of a continuous medium characterized

— = A
by fields of velocity vector U , temperature vector W and momentum tensor T is non
negative:

® = Div (T V)V) - (e%f(?f))) (eO(T,(ff’))) >0, (78)

and vanishes if and only if the process is reversible.

%
In this expression, U is the 4-velocity and e° is the linear form dt, called time
arrow and represented in any Galilean coordinate system by the 4-row:

&=(1000). (79)

It can be verified that this expression is a Galilean invariant, according to the
transformation law of the linear forms ¢°” = ¢°P and Eq. (1). In terms of tensor fields,
expression (78) is covariant, then consistent with Galileo’s principle of relativity
(namely, Principle 1). As scalar field, the value of @ is invariant. Without gravitation
and in any Galilean coordinate system, the expression of the local production of
entropy is:

® =div (TW) = (1 V) (T0) 2 0, (80)
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If the process is reversible, 7; = 0 and, because of Theorem 4:

Y P . ds
@ =div (TR W) =divS=p— =0,
dt

thus the entropy is constant, that explains the name of @. Conversely, if the local
production of entropy is positive, it cannot be proved that the process is dissipative,
reason for which it is a principle—i.e., an axiom—and not a theorem.

Next, let us calculate explicitly the expression of the local production of entropy.
Owing to (79), (30) and (7), the former factor of the second term of (80):

9% 9
o ox (1) op B dp

“ru=(10) v) 8 ax dt’

ow aw
Jt  0x

is invariant under any Galilean transformation. Besides, (70) gives:

0 _ M 0 1\ _
eT,U_(IO) (h+%’jv—o;va, % =i,

which is a Galilean invariant too. Thus the local production of entropy reads also:

oA dp
@ = div (TW)—%Ezo. 81)

Now, we establish a new expression of the production of entropy.

Theorem 5 [f the momentum tensor T is divergence free, the local production of
entropy (80) is given by:

@ =h-grad B+ B Tr (o1 D) > 0. (82)

Proof Expanding (81) gives:

. L OW
q>=(DivT)W+Tr(T3—)—jﬁ—>o

owing to the first principle 53, it holds:

dp
_ 1T > )
) jﬁdt r( f)+8XN+ql

9xX dr’
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Because of Theorem 3 <> or equivalently (58), one has:

dp d
@ =Tr (Tf)=Tr Txf)+aq —-=Tr T1)+a -

Using expression (30) of the friction and (70) of the irreversible momentum tensor:

0 0 0 9 9
Ir (T1 ) = —ai (a—f+£v)+£h+Tr (0, (E)_Z)_Vg)

Owing to w = B v, it holds:

d av
Tr (T,f):—ql—'B—i—h-grad,B—i—ﬂTr (01 —)
dt x
and because o7 is symmetric:

d
Ir (T1f)+611d—f=h'gmdﬁ+ﬂTr (o1 D),

that achieves the proof. (I

Through the relation:
D =h-a+ Tr (c/A),

the interest of Theorem 5 is turning out a correspondance between:

e thermodynamic forces (or affinities)
a=grad B
A = B gradyv = B D, (83)

e and the corresponding thermodynamic fluxes #, o;.

'i‘, being represented by 7; = (h, o7) and f by @ = (a, A), this dual pairing reads:

D = (17, a).

7 Constitutive Laws in Thermodynamics

To define completely the dissipative processes of the material, we need an additional
relation called the constitutive law. In the most simple situations, it is given by a map
g : o +— 77, or more explicitly in terms of fluxes and affinities:
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(a,A) = (h,07) = g (a,A).

Before discussing some aspects of the constitutive laws, we want to characterize the
non dissipative processes thanks to the following proposition:

Theorem 6 For a continuum occupying a connected domain, let g : @ — 17 be a
continuous map defining a constitutive law and verifying the second principle

Ya, D = (g (), a) > 0. (84)

Then, if the friction tensor field is identically null,

<& the temperature field is uniform and the motion of the continuum is rigid,
Q the heat conduction flux and the viscous stresses vanish.

Proof As the friction is null, a = grad B = 0 then 8 and 6 = 1/ are uniform on
a connected domain. Besides, A = D =0and 8 > 0, then D = grad,y =0.In a
connected domain, there exist maps ¢ — vy(t) € R3 and 7 — w () € R? such that:

v(t,r) =v() +o () xr,

that defines a rigid motion of the continuum and proves <.
If X is a real number, the condition (84) gives:

(¢ (la), ) =4 (g (Aa), ) =0,

which means that A and (g (A«), «) have the same sign. As A approaches 0, by
continuity:
(g (0), @) =0.

As this occurs for any «, it is possible only if 7; = g (0) = 0. Then & and o; vanish,
that proves Q. (]

Our aim is now to find the explicit form of the constitutive law in relatively
simple situations, for instance when the behaviour of the continuum is isotropic and
the law is linear. First of all, we have to discuss how the components of f and Ty
change under Galilean and Bargmannian transformations. Let us consider a Galilean
transformation with boost u# and rotation R:

10
P = .
The transformation law of 1-covariant and 1-contravariant tensors gives for f:

f=pPP,
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then:
ap 0 0
o _ 0B o,
or’ ot ox
B’ op
ax  ax

ow' B 8w+8w
p— — —u —
at’ at 0x
ow' 0 0
i =RT(—W—u—ﬂ) R.

ax’
By transposing relation (86), one has:

d =R"a.
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(85)
(86)
(87)

(88)

(89)

Also, taking into account (86), (88) and the velocity addition formula (8), one gets:

- ax

ow' y p’ _ &7 ow
ax’ ax’

Hence, the transformation law of (83) is:

A" =RTAR.

Y
0x

- %) R,

(90)

Now, we can determine the invariants of «. It is easy to verifiy that there are the 3

eigenvalues of A, | a ||, || A a || and a” A a.

The transformation laws (45) and (72) of 4 and o; are formally the same as the

ones (89) and (90) of a and A. By analogy with «, the 6 independent invariants of
1; are the 3 eigenvalues of o7, || 2 ||, || o7k || and h” o7 h. Once again, we can verify
that the production of entropy is invariant:

W -d +Tr(o/A") =h-a+ Tr (0/A).

On this ground, we can construct constitutive laws. For instance, an isotropic
linear law has the form:
h =ka, 91)

o] = k2 Tr (A) IRS + k3 A, (92)
where ki, k2, k3 € R. Introducing (91) and (92) into the production of entropy (82)
gives:

@ =k ||lal®+ky (Tr A)* + ks Tr (A?),
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which is satisfied if the following restrictions are imposed to the material parameters:
k3
ky =0, k=0, k2+?20-

Law 1 [In terms of temperature, the constitutive laws are:

e Fourier’s law or law of heat conduction:
h=—kgrad 9, 93)

where k = k; / 6% > 0 is the thermal conductivity,
e Newton’s viscous flow law:

oy =n(divv) Igs +2u grad, v, (94)

where n =k, / 0 and u = k3 / 260 > 0O is the dynamic viscosity.

For simple fluids, the law can be simplified by assuming that the viscous stresses
oy are traceless (Stokes hypothesis), that leads to Navier-Stokes equations.

8 Thermodynamics and Galilean Gravitation

Until now, we are concerned only with the uniform straight motion which can be
described by the calculus of variation with a Lagrangian equal to the kinetic energy.
This expression of the Lagrangian is not general and, for a particle subjected to a
Galilean gravitation, it must be replaced by 13:

1
Lt x,v)=Zm v 1> —mp +mA-v,

containing the gravitation potential ¢ and A. Let us introduce a coordinate system
X’ for which one:
Z

d7 = — dt.
m

This extra coordinate z' has the physical dimension and the meaning of an action
by unit mass. Taking into account (20), we obtain:

d7 =dz — ¢dt + A - dx,
which can be completed by:
df =dt, dx' = dx,

to define a linear transformation:
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dX' =0 'dX
where:
) 1 00 ) 1 0 0
O'=10 1w 0], O0=[0 1 0]. (95)
—¢p AT 1 ¢ —AT 1

What is the physical interpretation of these transformations? Before applying it,
the particle is, in absence of gravitation, in Uniform Straight Motion (USM). The
effect of applying such a transformation is to embed the particle into the gravitation
field. It is straightforward to verify that the set of such transformation matrix is an
Abelian subgroup of the affine group Aff(5). It is also worth to notice that, according
to the transformation law of 2-covariant tensors, Gram’s matrix of the covariant metric
tensor G in the new coordinate system X' is given by:

=060,

that gives for the metric embedded in the gravitation field:

A 26 AT —1
G= 4 1 0. (96)
-1 0 0

Our starting point is now to work in these coordinate systems X’ that we call
Bargmannian coordinate systems. To know more about them, the reader is referred
to [7]. When equipped with the previous covariant metric, the 5-dimensional space
% is now a Riemannian manifold and % a 4-dimensional submanifold thereof.

On a Riemannian manifold, there exists one and only one symmetric connection
such that the covariant differential of the metric vanishes. It is called Levi-Civita
connection and given by:

rk = Gl (36“" 4 0C aGp“)

2\ axe ax« axXP

For the Bargmannian metrics, the only non vanishing Christoffel’s symbols are:

rjy=-¢, rl=rl,=2, 97)
d¢ 1 [(3A; 0A; :
F4:——A. , F4:— _l _J — d;Al-, 98
0= S, 4 i =3 (axf + 8x’) (grad;A) (98)
ap 1 [0A;  0A\ . .
Rh=ri=-" - (m =) A =(gradp — 2 x A . (99
0i i0 I 2 ( o ox ) (gra ¢ X ) ( )
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It is worth to observe that we recover Christoffel’s symbols F({O and F({k of the
Galilean connection. In matrix form, the gravitation of the space % reads:

o 000
radx)y=|¢s0]|,
53640

where

g1 =Jj(82)dx — gdt
G =j(82) dt
d¢
G = (E —A-g) dt + (grad ¢ — 2 x A) - dx
¢4 = [(grad ¢ — 2 x A) dt — grad,A dx]"

It is the expansion of the space-time gravitation (6) to the fifth dimension.

In a similar way, the thermodynamical tensors can be embedded into the gravita-
tion field. Applying the matrix Q! given by (95) preserves 8, w and embeds the ¢
component in the gravitation, that reads omitting the bar:

P T .
C=Gut g IwIP —po+A-w

Taking into account (5), the friction tensor is represented in a Galilean coordinate
system by the 4 x 4 matrix:

B B
f=VW=| 4., ot 3W8x ) (100)
8——,3g+(2xw—+ﬂj(.9)
t 0x

Let us calculate the expression of the momentum tensor enbedded in the gravita-
tion field. The transformation law (32) reads:

=070,
where T is given by (46), Q is given by (95) and the corresponding Q is 1+, that

leads to: ” ,
™ ! —TT 1%
= (h—i—iﬂv—ov o—vr’ pv)’ (10D
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where occurs :

e the Hamiltonian density: ¢’ = p (% v I?+¢ + eim — q,),
e the generalized linear momentum: 7 = p (v 4+ A).

G. de Saxcé

In the sequel, we are implicitly supposed to work in Bargmannian coordinate
systems but the prime shall be omitted for sake of easiness. Let us examine now the
expression of the first principle of the thermodynamics (53) in presence of gravitation.

Theorem 7 If T is covariant divergence free:
DiVX 'f = 0,
then, we have:

0
O balance of mass: a—/t) +div(pv) =0,

Q balance of linear momentum:

d 0
v—}——vv =divo) +p(g—282 xv),
at  0x

3 A

0.7
® balance of energy: a7 +div (h+ v —ov)=p (— - —

at at

Proof As the space-time 7%/ is a submanifold of the 5-dimensional space % ,an event
X € % belongs also to % . We consider a momentum field X — T (X) where T'(X)
is a 1-covariant tensor on the tangent space Ty % with vector values in Tx% (which

can be identified to a linear map from TX%A to Tx%):

j‘ZTXgé—) TXgZ/ZT/) = T(T/))

(102)

We wish to calculate its covariant divergence. In addition to Convention 1, we
adopt the extra one: Greek indices &, 8, 7 and so on run over the five coordinate
labels 0, 1,2, 3, 4. The basis (€ ) of Tx% is completed by € 4 to build a basis

(_e)&) of TX%A in which the momentum tensor is decomposed as:
T= f“yey, 77 = fge&.

Its covariant differential is:

VT =V (7€, = V% )€, + 17 (V@ €, = (Vo Y +1)TP)7%¢,,

Voo 17 = Vax (T e%) = dT) % + T) Vix e = (dT) — %grf)e&.
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Hence, we obtain:

Voo T = [vdxfg e&] o

with: .
7Y Y 0 7Y B
deT& = dT& + FpVT& — T;} 1"&

Hence, there exists a field V T of 2-covariant and 1-contravariant tensors such

that:
VH =(V T) dX

Using Christoffel’s symbols, one has:

vT = [ng"g e&] _e)y ®e’,

with: R
., 0T ) B
14 y TP ' ald
Vo T, = axe —+ )T, — T/é r, .
By contraction, we define the covariant divergence of the momentum tensor:

DivT = V},YA“OZ; e,

with: R
¥

v, Y — T? —

&y P
=k - 1 (103)

In indicial notation, the components of T are:

=0, T)=-87*, T)=p. (104)
T =0l —Veyr*, T, =p. (105)

=W+ — Uk ,
The first principle of the thermodynamics (53) reads:
v, 17 =0,

where Christoffel’s symbols are given by (97), (98) and (99). Putting @ = 4 in the

previous equation and taking into account the vanishing terms, one has:

v aT]
vla = oy T
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that allows to recover the balance of mass ¢. Similarly, putting & = i and taking into
account the non vanishing terms, it holds:

5 o1 70 04 A pd
VVTiyzaﬁ_Tjn{)_thﬂo_Tinj:O’

or, owing to the momentum components (104) and (105):
_9 (Sar®y + 9 (o) —Vsum®) + 8472 — p Tl —prt=0
or " o 1Ok WI2EE P Lo =Py =
It reads in matrix form:

9
—E(p v+ +dive —div(pv) v+ AT — pv! grad (v + A)

+p (v +A)Tj(2)—p (gradp — 2 x AT + pvigrad, A = 0.

But, owing to (14), it holds:
0A .
grad; A = — — j(£2)
ox

After simple calculations, we obtain the balance of linear momentum ©.

Finally, putting & = 0 and taking into account the non vanishing terms, it holds:
(4

oty

v, T} = aX7

20 i A0 A A4
=Tl — Tilho — Tyloo — Tyl = 0,
which reads in matrix form, after some simplifications:

0 0
T—l—div (h+ v —0ov)—p (V~(g+grad¢)~|—a—(f)=0.

But, owing to (14), it holds:

d¢ ¢ ¢ Y\
. —=v- d — = ——Vv:— 106
vegt o=@ tgradg) o= o - v o (106)
which leads to the balance of energy # and achieves the proof. ]

Theorem 3 concerning the reversible processes remains true. Only the demon-
stration of ¢ is different. Before calculating, it is worth noting that the covariant
derivative of ¢ is meaningfull because ¢ is not a scalar but a component of the
temperature vector. We can verify that:
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d¢
(VC)N=P(E—ﬁg'V)

the remaing part of the calculation is straightforward taking into account the expres-
sion (100) of the friction embedded into the gravitation field.

For the dissipative continua, the equation of heat transfer (77) is slightly modified.
Wet let the reader to show that (74) is replaced by:

d . dq; g  9A
Z (e =Tr (6D) —divh+ p -2 — ),
p— (€w+ ) =Tr (0D) —divh+p dt+p(8t i

or, taking into account (106):

dejy Tr (0 D) + div h + dq;
— =1Tr (o -v —div —.
p dt § P dt

Next, the equation of heat transfer with gravitation is:

o 9 d
pe =0T (%D)-}-Tr (o,D)+g~v—divh+p%. (107)

Taking into account the expression (100) of the friction, the reader can also easily
verify that the expression (81) of the production of entropy is replaced by:

Cfa ap
® = Diy (TW)—%’?EEO, (108)

where occurs now the covariant divergence in the first term. To be consistent with
Galileo’s principle of relativity 1, Theorem 5 is replaced by:

Theorem 8 If the momentum tensor T is covariant divergence free, the local pro-
duction of entropy (80) is given by (82):

D@ =h-grad B+ B Tr (o1 D) > 0.

Proof We start with the rule:

Div(T-W) = DivD)-W+T:VW,
or in local coordinates:

Div(T W) = DivT)W + Tr (T VW),

hence, starting from (108) and owing to the first principle expressed by Eq. (53)
(namely, Principle 2), it holds:
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. d d
®=Tr (TVW)—%d—szr (T )+ (VON + ¢ d—’f.

Because of Theorem 3 { or equivalently (57), one has:
& =1 () +ar 2L
= r —_,
! a dt
and the proof follows the one of Theorem 5, that achieves the proof. |

The reader can verify that, starting from (81) and using the balance of mass, the
local production of entropy reads:

ds p dq e
o=pZ L& 4y (2) >0 109
P 9dt+w(9)_ (109)

This relation is known in the literature as Clausius-Duhem inequality but it
seems first appearing in Truesdell’s works [19, 20].

9 Relativistic Version of the Second Principle

By opposition to Galilean relativity, Lorentz-Poincaré-Einstein one is based on the
experimental fact that the speed of the light—even if it is huge—has a finite value
c for every observer. Which are the underlying transformation group and geometry?
In absence of gravitation, the light rays are straight lines and the particles of light—
the photons—move at the constant velocity ¢ in any coordinate system X where the
observer takes measures to identify the events. Hence we are interested in determining
the coordinate changes X’ — X preserving the straight lines in the space-time of
equation dx = vdt with || v ||= c. Equivalently, they preserve the relation:

| dx ||> —=c*d> = 0.

thus Minkowski’s metrics G defined by Gram’s matrix:

0
G:(O _1R3). (110)

The affine transformations dX = P dX’ + C preserving this metrics:
P'GP=G

are called Poincarean transformations. Their linear part P are called Lorentzian
transformations. They can be unically decomposed as the product:
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P =P,Pg

of two Lorentzian transformations, P, associated to a boost u# and Py associated to
an orthogonal transformation R € O(3):

1

T
y —vu
P, = < o= (2 ), am
yu lps + — Y uu’ 0 &R
2y+1

wherey =| 1— | u ||> /2 |7V, e, ¢ € {—1, 1}.

Let us achieve this quick review of relativity by a smidgen of thermodynamics
of continua. The motivation in Galilean relativity to introduce the momentum tensor
T of Definition 5 was to obtain, according to Theorem 2, the balance of both the
mass and energy as expression of the first principle of the thermodynamics 2. In
Lorentz-Poincaré-Einstein relativity, we just saw that mass and energy are identical,
the factor ¢? aside. It is not necessary to use the artefact of the fifth dimension and

—
we work in the space-time only with the temperature 4-vector W represented by a

column:
(B
v=(5)

in a coordinate system X’ where the elementary volume is at rest. In another coordi-
nate system X obtained from X’ by a boost v, the temperature vector reads:

1

IR §
wepw=|" nyvz (ﬂ):(yﬁ).
yv 1]R3+_2 Y vyl 0 vBv
c

y +1

Then the absolute temperature is transformed as:
0
9’=;=9 1= v/ 2.

According to Planck’s theory, when the velocity of the elementary volume increases
with respect to the observer, the temperature measured by her or him decreases. This
is the temperature contraction.

To every vector U is associated one and only one linear form V +— G(U, V) =
- > . .
U - V denoted U*. The covariant components of U* depends on the contravariant
% . 0 0
components of U through the operation of lowering the index:

U= G,;U
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which reads in matrix form:
Ur=U'G (112)

Let A be a linear map from an Euclidean space .7 into itself. Its adjoint is the
linear map A* from .7 into itself such that:

- — — — - =
YU,V €7, U-AV)=A"U)-V

The linear map is self-adjoint if A = A*.
In general relativity, we use Levi-Civita connection associated to the Riemannian
structure. The Poincarean friction tensor is the self-adjoint 1-covariant and 1-

Contravariant tensor:
1 — —>\ *
f=3 (VW+<VW) )

The Poincarean momentum tensor is a self-adjoint 1-covariant and 1-contravar-
iant tensor T on the space-time. The relativistic version of the first principle of the
thermodynamics claims that it is covariant divergence free:

DivT = 0.

Inspiring from the second principle of the thermodynamics 3, the relativistic ver-
sion claims that the local production of entropy:
. e - 1 4 1 N —
o =Div (TW+¢N) - (U¢@)) (U@ @y) =0,
c c

of a continuous medium characterized by fields of Planck’s potential ¢, velocity

— — —
vector U, mass flux vector N, temperature vector W and momentum tensor T is
non negative and vanishes if and only if the process is reversible.

The reason is that when the speed of the light approaches the infinite, the linear
form U*, is represented by the 4-row (112):

2
T T ¢ 0 _ 2 _i T
UG—()/,)/V)(O —IRS)_C (ya czyv)a

which approaches c?e” where € is the time arrow and we recover the expression
(78) of the Galilean local production of the entropy. The reader interested by the
relativistic thermodynamics of continua is referred to [21, 22].
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10 Conclusions

The key tool of this work are the energy-momentum tensor T and a 5-vector of tem-
perature W. This allows to develop a premetric geometrization of the first principle
of thermodynamics, able to treat at one go the classic and relativistic cases, in the
form

DivT =0

The geometrization of the second principle reads
. A 0,02 0 —
®=piv (TW)- (e (f(U))) (e (T,(U))) >0

but it is only valid for the classical approximation. We proved its invariance in
Galilean relativity and its equivalence with the usual formulation of Clausius-Duhem
inequality. We did not follow in this work all the ideas developed in [21, 22]. They
would suggest rather to conjecture that

A
Div (TW)ZO

Finally, we generalized the formalism to include the gravitation in a consistent
way and we propose a relativistic version of the second principle.

The way opened in this work seems to be promising and we hope to consider in
the future some important aspects that were not treated:

(1) Our formalism can represent the heat transfer by conduction, convection but not
radiation, that would need to examine the coupling with the electromagnetism.

(i1) In a previous work [3, 5, 7], we proposed revisiting the theory of continuous
media with the tool of the affine tensors, by opposition to the classical linear
tensors. We introduce a contravariant 2-rank affine tensor called torsor. Claiming
that it is affine divergence free allows recovering the balance equations of the
mass and momentum. In the same spirit, we hope generalizing in the future the
momentum tensor T as a mixed 2-rank affine tensor.

(iii) Bargmann group was introduced to solve problems of group quantization. In
fact, Galileo’s group is not quantizable and the reason of this failure is cohomo-
logic. Same kind of pitfall occurs in symplectic mechanics where, considering
the action of Galileo’s group on the momentum mappings, the class of sym-
plectic cohomology is not null [4, 13, 16]. Why Bargmann group appears in
thermodynamics modelization? We think that the reason is quite similar and
this suggests to do more pervasive investigations on this topics in the frame of
the multisymplectic mechanics.
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Quinze Ans Apres...

Christian Licht and Thibaut Weller

Abstract We aim to present mathematical models of smart devices and smart struc-
tures. Smart devices are made of materials which present significant multiphysical
couplings. They are integrated in smart structures which take technological advan-
tages of some multiphysical effects. We first propose simplified but accurate models
of thin plates or slender rods made of piezoelectric or electromagneto-elastic mate-
rials in both static and dynamic cases. Then we focus on smart structures such as
piezoelectric patches bonded on a linearly elastic body and piezoelectric junctions
between two linearly piezoelectric or elastic bodies.

1 Introduction

On November 2000, Franco Maceri came to the LMGC to present the next Col-
loquium Lagrangianum in Taormina and a recent study [2] on piezoelectric plates.
Here we present all the studies about mathematical modeling in piezoelectricity (a
topic totally new for us) we did after this stimulating talk.

In the first part we intend to propose simplified but accurate models of devices
made of piezoelectric or elecromagneto-elastic materials, these devices (thin plates,
slender rods) presenting one or two small dimensions. We also studied the not so well-
known case of piezoelectricity with electric field gradient. The models are obtained
by a rigorous study of the asymptotic behavior of a three dimensional body when
some of its dimensions, considered as parameters, tend to zero. We used various
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tools of variational and functional analysis, the point being to consider boundary
value problems depending on small parameters. This study has been carried out in
the steady-state and transient cases. We outline that different kinds of models appear
at the limit, depending on the electrical loading. These models correspond to the
physical situation when the device behaves as a sensor or as an actuator. Moreover,
we are able to show that depending on the crystalline symmetry class of the material,
a striking structural switch-off may appear at the limit, the device being no more
piezoelectric.

The essential technological interest of piezoelectric devices being the monitoring
of a deformable body they are bonded to or integrated in, the second part is devoted
to smart structures. The obtained results are discussed in detail in Sect. 3.

Of course, this field of research has led in the past 20 years to a considerable
amount of literature. In this paper, we limit ourselves to our own work. The reader
will find in the references of our studies a great number of articles published in
this area.

2 Mathematical Modelings of Smart Devices

As usual we make no difference between the physical space and R? whose basis is
denoted (ey, ez, e3). For all £ = (&1, &, &3) in R3, we denote (&1, &) by E Greek
indices for coordinates take their values in {1, 2} whereas Latin indices run from 1
to 3.

LetH = S* x R?, where S* denotes the set of all 3 x 3 real and symmetric matri-
ces. The set of all linear mappings from a space V into a space W is denoted .Z(V, W)
and by Z(V)if V =W.

In the sequel, for every domain G in RY, the subspace of the Sobolev space H'!(G)
whose elements vanish on I, included in the boundary 9 G of G, will be denoted by
H(G).

2.1 Piezoelectric Thin Plates

Finding the equilibrium of a thin linearly piezoelectric plate can be formulated as
follows. The reference configuration of a linearly piezoelectric thin plate is the clo-
sure in R? of the set 2¢ := w x (—¢, €), where ® is a bounded domain of R? with
Lipschitz boundary dw and & a small positive number. Let I}, := dw X (—¢, ¢),
I'{ := w x {£e} and two suitable partitions of d$2°: (I';,, I'5y) and (I, I'y)
with I}, and I, of strictly positive surface measures. The plate is clamped along
It and at an electrical potential ¢j on I'/,. It is subjected to body forces f* in
£2° and to surface forces g° in I', . Furthermore, we will consider an electrical
loading d° on I'},,. We note n® the outward unit normal to 0§2° and assume that
Iy, = v x (—¢,¢), with ¥y C dw. The equations determining the piezoelectric
state s° := (u®, ¢°) at equilibrium are:
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dive® + f*=0in 2% o°n* =g on I, , u* =0on I,
P(2°) 1div D* =0in £2¢, D* - n® =d° on Iy, ¢° = ¢§ on I,
(0°, D*) = M*(x)(e(u®), Vo) in £2°,

where u®, ¢°, 0°, e(u®) and D?® respectively stand for the displacement, the elec-
trical potential, the stress tensor, the tensor of small strains (i.e. the symmetrized
gradient) and the electric induction. The operator M? is an element of . (#°) such
that:

o® =afe®) — b*Vy° 1
Df = b e(uf) + ¢ Vg? M
with b¢" the transpose of the piezoelectric tensor b°, the elastic tensor a® and the
dielectric one ¢® being symmetric and positive. Note that because of the piezoelectric
coupling, M? is not symmetric.

Itis easy to give a weak (or variational) formulation of the previous linear boundary
problem and to conclude to the existence and the uniqueness of a solution in suitable
Sobolev spaces through the Stampacchia theorem.

Nevertheless, due to the very low thickness of the plate, this classical model
may be difficult to tackle numerically. The essence of our proposal of simplified but
accurate modeling is to consider ¢ as a small parameter and to study the asymptotic
behavior of s when ¢ goes to 0. In fact, two different limit behaviors indexed by
p € {1, 2} will occur, according to the type of boundary condition in &7 (§2°).

From the mathematical point of view it is convenient to proceed to a change of
coordinates I7° and of unknowns s,(¢) = §,(&)s® in order to consider functional
spaces defined on a fixed domain 2 = w x (—1, 1):

x = (x1,x2,x3) € 2 > IT°x = (x1, X2, €x3) € o° @)
sp(e) 1= (&) (x), @, (e)(x)) = ((¢7'a*(IT°x), u3(IT°x)), e P* (I1°x)).
The formulae defining S, (¢) stem from the assumptions on the magnitude of the

electromechanical loading and are justified by the convergence results they lead to.

If we consider forces and displacements, these hypotheses are the ones of [3] and

supply a mathematical justification of the Kirchhoff-Love theory of thin linearly

elastic plates. In addition, we assume that ¢{ has an extension into £2° still denoted
by ¢ and that ¢, € H'(£2) is such that oo (IT°x) = &P @y(x) with:

if p =1 : ¢y does not depend on x3.
if p =2 the closure of the projection of I';,on w coincides with @, 3)
or 'y NI =0.

moreover, either d* = 0on I'5, N I} lat

lat
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Thus s(¢) is the solution of the variational problem:

Find s,(e) € (0,90) +V = {r = (v, ¥) € H}. (£2)’ x H}. (£2)} such that
Jo M(x)ky(e,8) - ky(e,r)dx = L(r), Vr € V

where the linear form L does not depend on ¢ and

ky(e, 1) =kp(e, v, ¥)) = (e(e,v), Vp(e, ¥)),
e(e,V)ap = eWMap, €(8,V)a3 = £ le(M)as, e(e, V)33 = £ 2e(V)33, 4)
Vole. ¥) = e" IV, V, (e, )3 = 72037

The signs of the various powers of ¢ in the components of k, (e, r) induce an
orthogonal decomposition of H in subspaces H;, withx € {—, 0, 4+}, whichs crucial
to fully describe plates models in all admissible crystal classes. We denote by 77,
the projection on H, of any element i of H so that M can then be decomposed in

nine elements M}° € . (HS, H3), with *, o € {—, 0, +}. Because M)’ and M,~
are positive operators on ]HI(I), and H, the Schur complement

My =M — My (M, ")"'M,° )

is an element of .Z (H(I’,). The key point of the asymptotic study is to show that if
kp is the limit (in a suitable topology) of k, (e, s,,(¢)), then (M k,,); = (k,,);,r =0.
This will enable us to exhibit M, as the operator governing the limit constitutive
equations due to the fundamental relation:

(Mhy, =ht =0= M,h% =Mh))and M, 1 -hS =Mh-h.  (6)

The limit space of displacements will be the space of Kirchhoff-Love dis-
placements defined by Vg, :={ve H II“D (£2)3; ei3(v) = 0} while the limit elec-
trical spaces will be @, | := {y € H,LeD (£2); 03¢y =0} and @, = {Y € Hag(.Q);
Yr,,nr+ = 0}, where Hal3 (2) :={y¥ € L*(2); 3% € L*(2)} and where I.p
stands for the image of I, by IT e, Finally, we have the following convergence
result:

Let K; := HY(2) and K, := Hg}(.Q). When & — 0, the family (s,(€))e~0 of
the unique solutions of P (¢, §2), strongly converges in X, 1= H}mD (£2)* x K, 1o
the unique solution's , of

Find s € (0, ¢9) + S, such that

P (2 -
(£2)p [fg M, k(s)g .k(r)?7 dx =L(r),YreS, :=Vg x &, .
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To get physically meaningful results, we define an electromechanical state 7,
over the real plate £2° by the descaling E; = S,(¢)7'5,: it is the unique solution

of a problem Z(£2¢) » posed over £2° which is the transportation by I7° of the
(limit scaled) problem 2 (£2) p- This transported problem is our proposal to model
the thin linearly piezoelectric plate of thickness 2¢. Our model in fact involves two
dimensional problems set on w, which is very attractive and favourable from the
numerical point of view. It is also accurate in the sense that the convergence result
on the scaled states implies that s° is asymptotically equivalent to E;.

The first model (p = 1) with ¢y = 0 deals with the physical situation when
the plate is used as a sensor, the second model corresponds to an actuator. The
model involves “reduced” state variables, the sole component kg of the couple
strain/gradient of the electrical potential, and the constitutive equation are supplied
by the Schur complement (or the “condensation” of the initial operator M?®) with
respect to the maintained components. This identification is the keypoint for obtain-
ing some decoupling and symmetry properties very important in practice (see [4,
19, 20]) by due account of the influence of the crystalline symmetries on the coef-
ficients of M »- More precisely, it is possible to list some properties of the operator
M » (p = 1,2), which supplies the constitutive equations of the piezoelectric plate.

The fundamental coupling property of M remains true for M p

M, =—M,, )", (7

where m and e respectively denote the mechanical and electrical components of the
generalized kinematics and stresses.

Considering the influence of crystalline symmetries on the three-dimensional
constitutive law (see [13] for example), we can deduce, in the case of a polarization
normal to the plate, that:

M, involves mechanical terms only,

M, = M, for the crystalline classes m, 32, 422, 6, 622 and 6m?2,

M,,,, involves electrical terms except for these previous classes,

when p = 1, there is an electromechanical decoupling (M, , = 0) for the classes
2,222, 2mm, 4, 4, 422, 4mm, 42m, 6, 622, 6mm and 23, when p = 2, this
decoupling occurs with the classes m, 32, 422, 6, 622 and 6m?2, nevertheless the
operators M . and M .. involve a mixture of elastic, piezoelectric and dielectric
coefficients. In these cases, the plate can be considered as no more piezoelectric.
We are then in a situation of a structural switch-off of the piezoelectric effect.

mm

Let us consider for example a thin piezoelectric plate constituted by a material
whose crystalline symmetry class is 222. Then Eq. (1) takes the following form:
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o11 apnapaz 0 0 0 0 0 0 e (u)

022 apapnas 0 0 0 0 0 0 exn(u)

033 azanay 0 0 0 0O 0 O e33(u)
V203 0 0 0ay 0 0 |—by O O V2 ex3(u)
2oy l=]10 0 0 0as5s 0| 0 —bs, 0 V2 e31(u)
\/5012 0 0 0 O O ae 0 0 —bg ﬁelz(u)

D, 0 0 0by O O C11 0 0 .1

D, 0 0 0 0bs 0 0 ¢ O ®o

Ds 0 0 0 O O bg 0 0 C33 ©3

)
Therefore, Eq. (5) leads to
2
a11a33—dyj3  aj;paz—a3an 0
ass ass
a1pa33—ai3ans a22a33—u§3 0
ass ass ) b2
M= 0 0 =m0 0 ©)
Cl1a44+b3
0 0 0 L 214 4l 0
0 0 0 0 szass+b§2
as
in the sensor case and to
“11”33*”123 Qa3 —a13a3 () 0
ass ass 2
~ appazz—a|za; axazz—a
M2 _ 12 33033 13423 = 23 O O (10)
0 0 ase | —be3
0 0 bes | ¢33

in the actuator case.

As outlined previsouly, the relation (9) shows that o and D respectively depend
only on e(u) and Vg when the plate acts as a sensor, so that it can be considered as
no more piezoelectric. But, when the same plate acts as an actuator, the piezoelectric
coupling does not vanishes as it can be seen in Eq. (10).

2.2 Electromagneto-Elastic Thin Plates

Besides the piezoelectric coupling, some materials are sensitive to magnetic effects,
thus in [22] we extended the previous modeling to linearly electromagneto-elastic
thin plates. Now the state is described by s® = (u®, ¢°, ¢®) where the additional
variable ¢® denotes the magnetic potential and the constitutive equations read as:

o =afe®) —b*V¢® —d°Ve®,
Df = b e(uf) + ¢ Vet + e Voo,

B® =d* e(uf) + ¢ Vo + f°Vgr.

(1)
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In these constitutive equations, d°, e¢® and f*° respectively stand for the piezomag-
netic, electromagnetic coupling and magnetic permeability tensors, while B¢ denotes
the magnetic induction.

A similar mathematical analysis of the asymptotic behavior of s° can be done to
derive a simplified but accurate model of thin electromagneto-elastic plate. Itinvolves
reduced state variable and constitutive equations supplied by the condensation M*®
of M? with respect to the maintained components of (e(u®), V?®, V¢®).

But the novelty here is that four limit behaviors may appear according to the type of
boundary conditions and the magnitude of the data on the electric and magnetic fields.
These cases can be described as previously but by a couple of indices (p, q) € {1, 2}?
in place of the sole index p. The physical situation when the thin plate is used
as an electrical (resp. magnetic) sensor corresponds to p =1 (resp. ¢ = 1) while
the actuator case corresponds to p, g = 2. It therefore appears two original mixed
behaviors when p # ¢. Inthese situations, the plate is at the same time a sensor and an
actuator excepted for the classes for which the plate is no more electromagneto-elastic
(i.e. the electromechanical and magnetomechanical coefficients in M? vanishes). The
two cases p # g allow the modeling of electrically commanded magnetic devices
and of magnetically commanded electric ones, which is of considerable interest in
the development of non-volatile magnetic random access memories. We emphasize
on the point that this behavior is here fully described for any admissible crystal class.

2.3 Piezoelectric Plates with Electric Field Gradient

In the 1960s the study of unexplained aspects of piezoelectricity led Mindlin [10]
to extend the classical Voigt theory [17] in Toupin’s formulation [15] by assuming
that the stored energy function not only depends on the strain tensor and polarization
vector but also on the polarization gradient tensor. What motivated Mindlin to study
the effects of the polarization gradient was the capacitance of a very thin dielec-
tric film. Experiments showed that the capacitance of a very thin film is systemati-
cally smaller than the classical prediction. Moreover, performing experimental tests,
Mead [9] showed that piezoelectric effects can also appear in centrosymmetric crys-
tals, which is in contradiction with classical Voigt theory. And, indeed, the Mindlin’s
theory of elastic dielectrics with polarization gradient accommodates the observed
and experimentally measured phenomena, such as electromechanical interactions in
centrosymmetric materials, capacitance of thin dielectric films, surface energy of
polarization, deformation and optical activity in quartz.

As in the classical piezoelectric case the physical state is described by s° =
(u®, ¢*). However, the constitutive equations read as:

of = daf e(ué‘) —_ bt V(ps —af V2¢a7

D' = b e(u®) + ¢* Vgt + B V3¢, (12)
D2 — ot e(u®) + IBaT Vot + y¢ V2¢s_
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Depending on the type of electric loading, three different models indexed by p
appear at the limit. This result extends our previous study in [23] and shows that
gradient theory broadens the understanding of sensors and actuators. When p = 2
and p = 3 we are able to express the constitutive laws as a Schur complement of
the second order piezoelectric tensor in a framework valid for any symmetry class,
which means that we do not make any simplifying assumptions dealing with the
crystal symmetry of the material constituting the plate. When p = 1, we are not able
to explicitly derive the constitutive law of the limit model. Therefore, as in the case
of first order piezoelectric rods treated treated in the next section, it seems very likely
to us that non-local terms appear in this delicate situation. The study of the influence
of the crystal symmetries on our models for p = 2, 3 shows that even for second
order piezoelectricity, an electromechanical switch-off may appear in the structure
if the plate is designed with specific materials.

2.4 Piezoelectric Slender Rods

From a technological point of view, piezoelectric materials can also be used in wires
or slender rods. Now, the reference configuration of the piezoelectric structure is
£2° = ¢ x (0, L) with L a fixed positive real number. The equations describing the
equilibrium of the structure are the same as in the Sect. 2.1 but of course the geometry
of the various boundaries is different: we assume that I', , = ew x {0, L}.

To get our simplified models, we proceed as in the case of plates. Due to classical
assumptions on the mechanical loading (which permits the justification of Bernoulli-
Navier theory of elastic slender rods (see [11, 16]) and on electrical loading:

{p =1 : extension of (pg into £2¢ does not depend on X and F;D Cew x {0, L}, (13)

p =2 there exists y, C dw such that I'¥; C & x (0, L).
the scaling is defined by:

x=@F, 1) €eR=wx(0,L)— MTx = (¢%, x3) € 2"
sp(e) = S§,(e)s® (14)
(i1(e)(x), uz(e)(x), p(e)(x)) = (@ (IT°x), e 'u§(IT°x), e P (IT°x))

so that s, (¢) is the unique solution of the variational problem:
Find s, (¢) € (0, ¢g) + V such that / M(x)kp (e, s(e)) -kp(e,r) = L(r),Vr eV,
Je

with now:

ky(e, (v, 1)) = ((e%eap(v), €43 (v), €33(v)), (6P 2V, e 10390)).
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As in the case of purely elastic slender rods (see [11]), finding the limit is a little
bit more difficult and the limit problems are as follows:

Find (&, v, w, ¢, ¥) € V; such that
A1 Jo M) ki@, v, W, ¢, 9) ki@, v', w', ¢, ¥) dx = L),
V'V w', ¢y eV,

with

Vi = Ven(2) X Ry(£2) x RD} x & x ¥,
Ven(2) = {v € H. (2)% eqp(v) = ea3(v) = 0},
Ry(22) = {v:3c € Hy (0, L); V(x) = c(x3)(—x2,x1),v3 € L*(0, L; H,) ()},
H)(0) ={ve H (w); [, ¥(X)dx = 0},
RD3(2) = {w: W € L*(0, L; H (®)?), w3 = 0 and
[ (—x2wi (X, x3) + x1wa (X, x3))dX =0, a.e. x3 € (0, L)},
@ ={¢ € Hj (0, L); p(x) = p(x3)},
W = L0, L; H, (),
ki, v, w, ¢, ) = @(w), ez (v), ex3(w), Vi, &

(15)
and
Find (u, v, w, ¢) € V, such that
Z($2), Jo M) k., W, ¢) - ko', V', w', ¢)dx = L),
Y, v,w,¢) eV,
with
Va = Viy(£2) X Ry(£2) x RDy x L*(0, L; Hy, (), (16)
ko (i, v, w, §) = @(w), ea3(v), e33(u), Vop).

The space Vpy(£2) is the Bernoulli-Navier displacements space.

Of course, our proposal of model is obtained by taking the inverse scaling, that
is to say a transported problem Z(£2°) » posed over £2°. On the contrary to the
case of plates, the state variables of the model do not reduce to the couple displace-
ment/electrical potential but involve additional variables: two fields of displacements
(easy to interpret mechanically) and a scalar field of electrical nature. Neverthe-
less,the kinematics of the state variables is simpler than the one of the genuine
three-dimensional model which is very favourable from a numerical point of view.
As in the purely elastic case it is worthwhile to note that for particular classes of
monoclinic materials the additional variables v, w and ¥ disappear [18]. Anyway, in
the case p = 1, the additional variables can be eliminated but it leads to non standard
equations involving non local terms.
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2.5 Dynamical Response of Piezoelectric Plates

The interest of an efficient modeling of the dynamic response of piezoelectric plates
lies in the fact that a major technological application of piezoelectric effects is the
control of vibrations of structures through very thin plates or patches. We present
two models depending on the various extents to which the magnetic effects are taken
into account. Actually, because of the large discrepancy between the celerities of
the mechanical and electromechanical waves, magnetic effects can be disregarded.
That is why first we propose a modeling in the appropriate framework of the quasi-
electrostatic approximation which claims that the electrical field still derives from
an electrical potential.

2.5.1 Quasi-electrostatic Case

Now a new parameter appears: the density p of the plate. In the framework of the real-
istic quasi-electrostatic approximation, the electrical equilibrium equation remains
true but the mechanical equilibrium equation is replaced by

divo® + f° = pii° in £2°

where the upper dot denotes the differentiation with respect to time. Under mild
assumptions on the initial state and the essential assumption

+1
/ x3Mi(x1, X2, x3) dx3, M, independent from x3 (17)
~1

it is possible to proceed to the study of the convergence of s;, when & goes to zero
[19, 21], the result depends strongly on the relative behaviour of ¢ and p. A unified
accurate and simplified modeling is then obtained by simply adding |, o ,oﬁi, dx to

the left hand side of the equation defining the descaled limit problem 22 (£2¢) p- Thus
the relationship between the reduced stress, electric displacement, strain and gradient
of electrical potential remains the same as in the static case: M , really describes the
constitutive equations of the plate. The displacement fields involved in our simplified
modeling being of Kirchoff-Love type, clearly four cases, indexed by ¢, of relative
behaviours of the parameters determine the essential nature of the limit response of
the plate to the electromechanical loading:

g=1:p—>pe€(0,400) ,g=2:p—0andp/e®> - 0 (18)
q=3:p/e* >De(0,+00),qg="4:p=o(?).

In the cases ¢ = 2 and g = 4, the limit response of the plate to the electromechan-
ical loading is essentially quasi-static, while the cases ¢ = 1 and ¢ = 3 involve the
acceleration of the displacement. Moreover, because of the assumption (17), appears
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a decoupling between the membrane motion and the flexural one. If ¢ = 1, 2, the
flexure is negligible and the membrane response is dynamic if ¢ = 1, quasi-static if
q = 2. When g = 3, 4, the membrane response is quasi-static whereas the flexural
response is dynamic if ¢ = 3 and quasi-static if ¢ = 4. In these last two cases, the
equation giving the flexion does not involve the limit electric potential if p = 1.
The uncoupled elliptic and hyperbolic involved problems are two-dimensional and
set on w.

The steps of the derivation of our model are the following. First we proceed to
the same scaling as in Sect.2.1 and to a decomposition s(g) = s(¢), + s(¢),, where
s(&). solves a problem like & (¢, £2), and consequently whose asymptotic behav-
ior is provided by Sect.2.1. Hence s(¢), = (u(e),, ¢(¢),) satisfies an homogeneous
variational evolution equation. Because the time derivatives do not act on ¢(¢),, it
is possible to exhibit a linear evolution equation for u(¢), governed by a maximal
monotone operator in a suitable Hilbert space whose norm depends on (¢, p). Since
the Trotter results of convergence of semi-groups of linear operators acting on vari-
ables spaces claim that the study of convergence of the transient problems reduces to
the static case, the asymptotic behavior of u(¢),, and consequently of s(¢), is easily
determined by straightforward variants of the convergence results of the Sect.2.1.

2.5.2 The Fully Dynamic Case

In the previous case, the electrical field E° was assumed to be curl-free and, con-
sequently, equal to the gradient of the so-called electrical potential ¢°. If we want
to take into account the magnetic effects, the state of the plate is now described by
a triplet z° = (u®, E®, H®) where H? is the magnetic field and the equations of the
problem read as:

div o® + f* = pii® in £2°

Df = ccurl HE in £2¢

wH*® = —ccurl Ef in ¢

(o, D®) = M*(e(u®), EF) in 2¢

with two kind of boundary conditions intimately linked to those of the previous cases
(and, then, still indexed by p):

p=1: H An®=jond2°, p=2:E° An°=E;An®ondf2°

Here c, 1, j¢, Ej stand for the light celerity, the magnetic permeability, the surface

current density and the exterior electrical field respectively. We will assume that there

exist sufficiently smooth fields Ey, j such that:

E{(IT°) = e*Ep(x), Vx € 882, jS(IT°) = &% j(x), Vx € Ty (19)
JeUT x) = gja(x),  j5UTT) = &2 j3(x), ¥x € [
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Let

-

E, ={E € L*(2°)% E; =0, 3 E, = 0},
Ei ={E; E5 € L*(2°); 33(3,E3 — 33E4) =0, E, = 0on I'{},
H1 {H € L>(£2°); H, =0, 33H3 = 0},
H = {H € L2(Q€)3 H; =0, 3H, = 0},

=V x E X H
h@JD—@wW%%%bWJD=@WWL&L1<mﬂ<&

(20)

Under (17) and (19) and mild assumptions on the smoothness of the initial state,
. . . . —_ — —_—E& €
it can be shown that the state z, is asymptotically equivalent to z; = (u‘;, E, H)
which satisfies:

'fm pil, - vdx + [ Mk, (@, E,) - ky(v,0)dx = L (v,0), Vv € Vip (2°)
<D DN @ = —ch(H):E) + j{F. o)+ j{(F —e), VT e w
(D D2 ® = o1 (H):(® + 5 e) + jF, —e), VT € o
(Dz>z(x> =c@(Hyr — 5 (HYN@), V7 € w
(H )3(®) = —c A (E)2 — H(EDDR), VX €
u(Hz)l(x> —c (3:(Ey); — H(E3)n)(X), VX e w

W(H () = e (3(E5)1 — 0(Ey) @), VE € 0
@, D)) = Miky . E,)

2y
with the boundary conditions:

1 +& _ _
H, AR = % j¢C.x3)dxson I}, E5 An® = EyAn®on Y. (22)

—&

The structure of the equations of our model is the same that those of the genuine
model, but the problems are two-dimensional and with a lesser number of degrees
of freedom for the state fields.

Again, the key-point is to formulate a suitable scaling of the problems in terms of
an evolution equation governed by a maximal monotone operator in an Hilbert space
of possible states with finite scaled energy. By using Trotter theory we only have to
consider the limit behavior of a perturbation of the variational equation which defines
P (s, £2)p. This perturbation taking into account a scaling of the curl operator, the
limit behavior is obtained by using weak continuity and integration by parts in the
terms involving the curl operator.
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3 Mathematical Modeling of Smart Structures

The essential technological interest of piezoelectric devices being the monitoring
of a deformable body they are bonded to or integrated in, this section is devoted
to smart structures. Here we intend to propose various asymptotic models for the
behavior of the body through the study of the system constituted by a very thin
linearly piezoelectric flat patch perfectly bonded to or integrated in a linearly elastic
or piezoelectric three dimensional body.

3.1 Piezoelectric Patches

A reference configuration for the body is an open set §2 layingin { x3 < 0} whose part
of its Lipschitz-continuous boundary 92 is a non-empty domain S in { x3 = 0} and
such that § x (—L, 0) is included in §2 for some positive real number L, while the
patch occupies B® := S x (0, €), ¢ being a small real number; let & := 2 U S U B®.
The body is clamped on a part I of 952 \ S with a positive two-dimensional measure
(1), and subjected to body forces and surface forces on I} := 92 \ (S U Ip) of
densities f and F. Moreover, for all § in R, let S® denotes S + Ses, { e1, 2, e3 } being
a basis of the Euclidean physical space assimilated to R?, surface forces of density
G acts on S° whilst the patch is free of mechanical loading and electric charges
in B® and on its lateral boundary 9§ x (0, ¢). If u®, e(u®), 0 denote the fields of
displacement, strain and stress in ¢° and ¢°, D® stand for the electric potential
and the electric displacement, part of the equations describing the electromechanical
equilibrium read as:

dive? = fin 0%, u* =0on Iy,

ofn=FonTl, ocn=G*onS% o°n=00ndS x (0, ¢),
divD® =0in B4, D* -n=00ndS x (0, ¢),

of =ae(®)in 2, (0f, D) = éM(e(us), V(pg) in B¢,

(23)

f is the extension of f to B® by 0, n is the unit outward normal and a denotes the
elasticity tensor which satisfies

aeL™(2;2(), e clel* <alx)e-e, YeeS, ae.x e, (24)

while M is an element of L (S L (]I-]I)) satisfying

M=[§T_ﬂ . 3 >0: kb <Mh-h, VheH aexeS. (25
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The models will be distinguished according to the additional necessary bound-
ary conditions on S¢ and S, characterized by an index p in {1,2}> Case p; = 1
corresponds to a condition for the electric displacement on S°:

D -n=¢q° onS*, (26a)

q° being a density of electrical charges, while p; = 2 corresponds to a condition of
given electrical potential:

¢ =¢; onS; (26b)

roughly speaking, p; = 1 deals with patches used as sensors whereas p; = 2 con-
cerns actuators (see [19, 20]). Index p, accounts for the status of the interface between
the patch and the body: p, = 1 corresponds to an insulating interface, p, = 2 cor-
responds to a grounded interface:

D® - n=0 onS, (27a)
¢*=0 onS. (27b)

Introducing the transverse average of the strain and of the electrical field, it is
easy to go to the limit as & goes to 0 and to show that the limit model corresponds to
purely mechanical reinforcement problem along S.

Moreover, when p = (1, 2) or p = (2, 1), the electric data g or ¢, does not have
any influence on the limit model which corresponds to a purely elastic surface rein-
forcement of the body. However, the characteristics of this reinforcement may depend
on the dielectric or piezoelectric coefficients (see [6]). On the contrary, electrical data
q or ¢y plays a role in models (1, 1) or (2,2). More precisely, f, F and G being
fixed, there is a one-to-one mapping between the applied electrical potential and the
limit displacement. It is thus “theoretically” possible to determine what could be the
electrical potential to apply on S° in order to get a desired displacement. An approxi-
mate procedure may be done easily by finite elements. Another application is that the
patch may shift the spectrum of the body in an interesting way, that is why we may
regard the patch as an actuator. When p = (1, 1) there is also a one-to-one mapping
between the limit displacement and the electrical charges. Thus the measurement of
the latter may supply the knowledge of the state of displacements: the patch acts as
a sensofr.

3.2 Piezoelectric Junctions

In this section, we first present our results dealing with smart structures composed
of materials whose coefficients are of the same order of magnitude. However, as
it is often observed that the electric permeability is very small compared to other
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coefficient, next we carry out a general study of piezoelectric junctions whose mate-
rial coefficients are of different order of magnitude.

3.3 Piezoelectric Junctions with Material Coefficients
of Same Magnitude

In this section, we present various asymptotic models, indexed by p = (py, p2) €
{1,2,3,4)? for a thin piezoelectric junction between two linearly piezoelectric
(p2 = 1) or elastic (p, > 1) bodies. Index p; is relative to the magnitude of the
piezoelectric coefficients of the adhesive, characterized by a single parameter u,
with respect to that of the constant thickness 2¢ of a layer containing the adhesive.
More precisely, we assume that i := (e, n) takes values in a countable set with a
sole cluster point h e {0} x [0, +00] so that:

pr=1: p:=1lim,_;(epn) € (0, +00)

pr=2: p:=1lim,_;(en) =0, [ :=lim,_;(u/2e) =+00
p1 =31 pp:=1lim,_ ;(n/2¢) € (0, +00)

pr=4: pp:=1lim,_ ;(n/2e) =0.

(28)

As previously said, index p, characterizes the status of the adherents but also that of
the interfaces between adherents and adhesive:

p2 = 1: the two interfaces are electromechanically perfectly permeable,
p2 = 2 : the two interfaces are electrically impermeable, (29)

p2 = 3 : one interface is electrically impermeable while the other is electroded,
p> =4 : the two interfaces are electroded.

Let £2 be a domain, with Lipschitz-continuous boundary, whose intersection §
with {x3 =0} is a domain of R? of positive two-dimensional Hausdorff measure
JG(S). Let 24 := 2 N {£x3 > 0} and ¢ be a small positive number, then adhesive
and adherents occupy B® := S x (—¢, €), 2] 1= §24 & ge3, respectively; let £2° =
RTURE, S :=Stee;, 0°:=2°UB°Us SL. Let (Ip, I'un), (Iep, T'en) be
two partitions of 982 with 74 (I'p), 75 (Iep) > 0and 0 < § := dist(Ip, S). Forall
I'in{I'wp, I'mN, Iep. Ien ) I, If, T denotes I' N {£x3 > 0}, [y ees, UL,
respectively; if (yp, yn) is a partition of y := 9.5, we denote { yp, YN, ¥ } X (—¢, €)
by { I%5;, I3 IiE, }- The structure made of the adhesive and the two adherents, per-
fectly stuck together along S7, is clamped on I 5, subjected to body forces of density
f¢ and to surface forces of density F* on I', , and vanishing on /7. Moreover, a
given electric potential <pﬁo is applied on I35 and, when p, = 1, on I'},, while electric
charges of density d® appear on I'j; and, when p, = 1, on I'}.
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Ifol, ul, e(uh), Dl @k stand for the fields of stress, displacement, strain, electric
displacement and electric potential, respectively, the constitutive equations of the

structure, for all p; in {1, 2, 3,4}, read as:

(ol'j, Dﬁ) = ,uMl(e(uf,’,), V(p;’,) inB*Vp,e{l,2,3,4},

(o), Dh) = ME(e(uh), Vol) in Q¢ if py =1, (30)
O';: = age(u};)) in 2¢ if p > 1

where
(M§, ap)(x) = (Mg, ag)(x F ee3) Vx € 25 (31

(My, Mp) € L®(S x £2; £(H)) such that
ap —bp
Mp = T i| ;
bp cp
Je >0, klk|> <Mp(x)k-k, VkeH:=S?>xR3, ac.xe 2, VPe{LE}.
(32)

Lastly we have to add the following conditions on S%:

p2=2 Dj-es=0 onSg,
p2=3 Di-es=0 onS, <p;§=<pﬁo on S¢, (33)

pr=4 ¢l =9l  onSi,

the electric potential wﬁo being given on S or S%.

The same averaging method through the junction easily leads to our limit models.
We are then able to show that in the case of piezoelectric adhesive and adherents
(p2 = 1), our results extend those obtained in elasticity (see [1, 5]). The asymptotic
behavior of the adhesive strongly depends on the magnitude of the stiffness compared
to that of the thickness. When the magnitude of the stiffness is of the order of the
inverse of the thickness, the adhesive is replaced by a material piezoelectric surface
perfectly bonded to the adherents. When it is lesser, the adhesive is replaced by
an electromechanical constraint between the two adherents which can be perfect
adhesion, electromechanical pull-back or free separation, according to the order of
magnitude of the stiffness which is, respectively, larger, equal or lower than that of
the thickness.

Similarly, in the case of a thin piezoelectric layer embedded between two elastic
adherents, depending on the magnitude of the stiffness, the adhesive is replaced by
a material elastic surface perfectly bonded to the adherents or by a mechanical con-
straint between the adherents. In the case of electrically impermeable interfaces, the
material surface has a non local elastic behavior (see [7]), the constitutive equations
being derived from the asymptotic behavior of a thin piezoelectric plate acting as a
sensor (case p = 1 in [23]). When one interface is electrically impermeable while
the other is electroded, the material surface is an elastic membrane. When the two
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interfaces are electroded, the material surface is an elastic membrane with residual
stress. In these last two cases, the constitutive equations are derived from the asymp-
totic behavior of a thin piezoelectric plate acting as an actuator (case p = 2 in [23]).
The mechanical constraint is perfect adhesion, elastic pull-back or free separation
according to the order of magnitude of the stiffness. In the case of electrically imper-
meable interfaces, the elastic pull-back is of non local nature (since the state variable
of electric nature ¢, additional to the relative displacement, can be eliminated). In
the two other cases, the elastic pull-back is local. When the two interfaces are elec-
troded, it is similar to the purely elastic case, while, if only one interface is electroded,
piezoelectric and dielectric coefficients enter the limit constitutive equations.

3.3.1 Piezoelectric Hybrid Junctions

Due to the wide range of values taken by the elastic, piezoelectric and dielectric
coefficients of various devices, it is worthwhile to extend our previous study [7]
devoted to thin linearly piezoelectric junctions to the case when the elastic, piezo-
electric and dielectric coefficients of the junction are not of the same order of mag-
nitude. Our various asymptotic models for a thin piezoelectric junction between
two linearly piezoelectric or elastic bodies will be indexed by p = (p1, p2, p3) in
{1,2,3,4 }3. Indices p; and p, are respectively relative to the magnitude of the
elastic and dielectric coefficients of the adhesive with respect to that of the constant
thickness 2¢ of the layer containing the adhesive. More precisely, we assume that
h = (&, ) = (& Umm» Mee> Mme) takes values in a countable set with a sole cluster
point he {0} x [0, +00]?, so that

pr=1: [, =Ilim, ;2eun,) € (0, +00)
pr=2: Ko "= limh—ﬂ;(zgﬂmm) =0,

[L,an = 1imy,_, ; (mm /2€) = 400 (34)
p1=3" i, = 1imy,_;(twm/2¢) € (0, +00)
=2

pr=4: [, =lim,_ ;(Wn./26) =0

pr=1: ), :=1lim,_;2ep..) € (0, +o0)
p2=2: [, =lim,_;(2eu.) =0,
ﬂge = 1lim,_, j; (hee/26) = 00 (35
p2 =3 g, 1= limy_j(1tee/2¢) € (0, +00)
pa=4: i, :=lim,_; (i /2¢) = 0.

The parameters Ly, [hee, me T€SPectively characterize the order of magnitude of
the elastic, dielectric and piezoelectric coefficients of the adhesive. The case p; = p»,
being already treated in [7], in the following we assume p; # p,. As in [7], index
p3 characterizes the status of the adherents but also that of the interfaces between
adherents and adhesive:
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p3 = 1 : the two interfaces are electromechanically perfectly permeable,

p3 = 2 : the two interfaces are electrically permeable,

p3 = 3 : one interface is electrically permeable while the other one bears an electrode,
p3 =4 the two interfaces bear an electrode.

(36)

Therefore, the constitutive equations of the structure, for all p := (py, p2), read

as:
(0;,’, Dﬁ) = M{L(e(uﬁ), V(pﬁ',) inB*Vp;e{l1,2,3,4},

(aé’, Dﬁ) = M{ (e(u’;,), V(pﬁ) in £2¢ if p3 =1, 37
6[’} = aée(u’[’,) in 2° if p3 > 1
where
(Mg, ag)(x) = (Mg, ag)(x F ee3) Vx € Q2% (33)

(My, Mg) € L™ (S x £2; £()) such that

wo._ | Pmmay —Hmeby | 9E —bg
M = b7 , Mg = b7
Hmebyp — MeeCl E C€E

—b
Mp:=|P TP >0 kK2 < Mp(x)k -k VkeHae xe 2, VPe{LE}.
bg cp
(39)

Lastly we have to add the following conditions on S%:

p3=2 D)-ey=0 onSg,
p3 =3 D’;oe3=0 on S¢, <p2=<pzo on S¢, (40)

p3=4 ¢l =9l  onSi,

the electric potential ‘/’ZO being given on S or S%.

Our results show that for piezoelectric adhesive and adherents, when the elastic
and dielectric coefficients of the adhesive are not of the same order, the piezoelec-
tric coupling remains in the asymptotic model only when p = (1, 3) or (3, 1). More
generally, when (necessarily only) one index p; or p; is equal to 1, the status of
the limit model for the adhesive is hybrid. When p; = 1, the adhesive is replaced
by both a material surface perfectly bonded to the adherents, from the mechani-
cal point of view, and a constraint, from the electrical point view. On the contrary
when p, = 1, a mechanical constraint appears with an electrical material surface
perfectly permeable. The mechanical material surface is an elastic membrane with
a possible non-null (only when p = (1, 3)) residual stress stemming from the possi-
ble discontinuity of the electrical potential induced by the limit electrical constraint
which is perfect permeability, electric pull-back or impermeability, according to the
magnitude of the dielectric coefficients. The electrical material surface is of lin-
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ear conductor type with a possible non-null (only when p = (3, 1)) residual term
stemming from the possible non-null relative displacement induced by the mechanical
constraint which is perfect adhesion, elastic pull-back or free separation according
to the magnitude of the stiffness of the adhesive. When both p; and p, are greater
than 1, the adhesive is replaced by an electromechanical constraint. As the orders
of magnitude of the elastic and dielectric coefficients differ, this electromechanical
constraint reduces to two independent mechanical and electrical constraints of the
types previously recalled according to the values of p; and p,, respectively.

For a thin piezoelectric layer embedded between two purely elastic adherents
through two electrically impermeable interfaces, the piezoelectric coupling remains
in the asymptotic model only when p = (1, 3) or (3, 1). When p = (1, 3) the adhe-
sive layer is replaced by a piezoelectric material surface; when p = (3, 1), it is
replaced by a material conductive surface and a mechanical constraint. This constraint
is of elastic pull-back type with a residual term stemming from the electrical poten-
tial in the conductive surface. Actually, when p; = 1, the adhesive layer is replaced
by a material elastic surface perfectly bonded to the adherents. When p, = 3, the
material surface has a non-local elastic behavior since the electrical potential can be
eliminated, in the other cases the material surface is a standard elastic membrane.
When p; ranges from 2 to 4, the adhesive layer is replaced by a mechanical con-
straint which is perfect adhesion, elastic pull-back or free separation. The elastic
pull-back is nonlocal when p, = 1. When p, = 2, the electric potential vanishes, in
the remaining cases the limit surface is a linear elastic conductor.

The limit models for a thin piezoelectric layer embedded between two elastic
adherents, through either two electroded interfaces or one electroded and the other
being impermeable, only differ when p = (1, 3). In all cases, there is a perfect
decoupling between Electricity and Mechanics. When the magnitude of the stiffness
is of the order of the inverse of the thickness, the adhesive is replaced by an elastic
material membrane perfectly bonded to the adherents; when it is lesser, the adhesive
is replaced by a mechanical constraint which is perfect adhesion, elastic pull-back,
free separation according to the magnitude of the stiffness. The limit surface is at a
given applied potential when p € {3, 4} x {1}, atavanishing one in the other cases.
Actually when p = (1, 3, 3), the memory of electricity remains because piezoelectric
and dielectric coefficients enter in the constitutive equations of the elastic membrane
the adhesive layer reduces to.

Eventually the previous method may work when the elastic and dielectric coeffi-
cients of the junction are of the same order of magnitude with piezoelectric coeffi-
cients of lesser order. Obviously the conclusions of [7] remain but with b; replaced
by 0, so that the piezoelectric coupling disappears in the asymptotic models.
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Multiplane Cohesive Zone Models
Combining Damage, Friction and
Interlocking

Elio Sacco, Roberto Serpieri and Giulio Alfano

Abstract The present work describes a number of cohesive zone models (CZMs)
developed over the last decade; the models are derived from a simplified approach to
the micro-mechanics of the fracture process. The models are able to separately con-
sider damage and frictional dissipation; moreover, the most recent proposed models
account also for intelocking and dilatancy. Initially, the model developed by Alfano
and Sacco [6], coupling together damage and friction, is reviewed. A damage vari-
able is introduced, evolving from zero for no damage to one when cohesion is lost.
The main idea is to assume that friction only acts on the damaged part of the inter-
face. The evolution of damage is governed by a mixed-mode criterion widely used
in composite materials. Then, some thermodynamical consideration is presented,
which leads in a simplified context to the result that the value of the fracture energy
in mode I and II has to be the same [44]. A microstructured interface model is pre-
sented, obtained as combination of more inclined planes; this model is named as
Representative Multiplane Element (RME) and it shows different fracture energies
in mode I and II as result of the interplay between residual adhesion and the frictional
slips on the inclined elementary planes, which determines significant frictional dis-
sipation also in pure more II. The RME model is also able to account for interlocking
and dilatancy [43]. Numerical applications illustrating the capacity of the proposed
models are presented.
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1 Introduction

Cohesive-zone models (CZMs) are widely used to simulate the behavior of internal
surfaces, which we will generally call ‘interfaces’, where formation and propagation
of cracks are expected, by introducing a nonlinear relationship between a traction
and a relative displacement at each point of the interface.

In a general 3D case, the traction and the relative displacement at each point are
vectors with three components. Mode I refers to their components in the direction
normal to the interface and modes II and III to those in the direction tangential to the
interface, orthogonal and parallel, respectively, to the crack front. In 2D problems
only modes I and II are defined.

For a monotonically increasing relative displacement in opening mode I or in
modes II or III, the corresponding traction component initially has a very rapid
(typically linear) increase, for which significant values of the traction are found for
extremely small values of the relative displacement. This part simulates the initial
undamaged behavior of the interface. At some point, damage starts and results in the
slope of the ‘traction-relative displacement’ curve to reduce from positive to negative,
either gradually or suddenly depending on the model. The softening part of the curve
simulates the progressive loss of cohesion, i.e. damage, and possibly other inelastic
mechanisms occurring during the damage process. At some critical point the traction
reduces to zero when cohesion is completely lost. At this point, unilateral contact
must be considered in mode I. In a ‘mixed-mode’ case, more than one component
are simultaneously non-zero and their interaction must be considered.

The area under the interface response curve is the energy required to create a new
unit crack surface, that is the fracture energy G, introduced in linear elastic fracture
mechanics (LEFM), first by Griffith in his seminal work published almost a century
ago [20]. This is the fundamental (and only) conceptual link between CZMs and
LEFM. In fact, CZMs were first introduced by Barenblatt [11] and Dugdale [18] as a
way of eliminating the physically unjustified stress singularity appearing in LEFM at
the crack tip in presence of a sharp crack. Following these pioneering contributions
and the first finite-element implementation of a CZM by Hilleborg et al. [22], CZMs
have attracted enormous attention, resulting in an immense literature, see [13, 15,
33] for a non-exhaustive account.

CZMs naturally fit a nonlinear finite-element analysis and can also be used when
it is not known a priori where the crack can propagate, for example in combina-
tion with the X-FEM or meshless methods, see [8, 10, 35, 50] among many others.
They can also be easily incorporated within isogeometric analysis [32, 49]. Further-
more, CZMs do not require an initial crack to be present, unlike fracture-mechanics
methods.

When the cohesive zone is very small, e.g. on very brittle interfaces, it can be
shown that the only parameter which matters is the fracture energy. However, when
the size of the cohesive zone is very large and comparable with the dimensions of the
structure, results can be strongly affected by the other parameters of the CZM law,
such as the peak stress, i.e. the cohesive strength, or the actual shape of the curve
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[3, 14, 15]. In these cases, CZMs can be significantly more effective than methods
based on LEFM in predicting experimental results.

On the other hand, CZMs are normally computationally expensive, because crack
propagation can often result in a highly nonlinear response, particularly if the mesh
within and around the cohesive-zone is not refined enough [4]. While a number of
remedies to deal with these problems have been proposed [5, 16, 39, 40, 48], the
high computational cost of CZMs often makes them less convenient than methods
directly based on fracture mechanics.

One advantage of CZMs, with respect to methods based on fracture mechan-
ics, is that they provide a framework where the micro-mechanics of fracture can
be accounted for more effectively. One way is to use refined multi-scale methods,
such as computational homogenisation [9, 24, 31]. This approach offers potentially
unlimited predictivity of the model, as well as deep insight into the physics of frac-
ture. However, it is computationally very expensive. Furthermore, some material
parameters are still needed at the smallest scale and are often not easy to determine,
unless a number of scales are considered, until the atomistic and sub-atomistic level
are reached where ab initio simulations are conducted. However, this last option
is still too computationally demanding and theoretically challenging for real-life
applications.

Instead, this chapter describes a number of CZMs developed by the authors over
the last decade [2, 6, 7, 38, 41-44], with a methodology that takes into account
the micro-mechanics of the fracture process but without the need for very detailed
numerical simulations at the small scale. The models separately consider damage and
frictional dissipation and the most recent ones make use of a simplified multi-scale
formulation to capture the interplay between these two dissipation mechanisms and
the geometry fracture surface at the micro-scale [2, 41, 43, 44].

The first of these models was developed by Alfano and Sacco [6] to combine
together damage and friction. In some conceptual aspects the model has some simi-
larity with the work by Raous et al. [36], who also considered adhesion and friction
as two separate dissipative processes modelled within a thermodynamic formula-
tion, but it is also rather different in most details. At each point of the interface a
damage variable, D, is introduced, evolving from zero for no damage to one when
cohesion is lost. Based on a widely accepted damage-mechanics interpretation, each
infinitesimal area of interface is then decomposed into a damaged and an undamaged
part. The main idea is to assume that friction only acts on the damaged part of the
interface, which results in a gradual transition from the undamaged condition, with
no frictional dissipation, to the fully damaged condition, at which point all dissi-
pation is due to friction. Adopting a Coulomb frictional law, the kinematic internal
variable associated with frictional dissipation is the inelastic slip on the damaged
part. The evolution of damage is governed by a mixed-mode criterion widely used
in composite materials and previously reformulated in a damage-mechanics frame-
work by Alfano and Crisfield [4]. The effectiveness of the model is demonstrated by
the successful calibration and good correlation between numerical and experimental
results for the cases of a fibre push-out test [12, 28] and a masonry wall subject to
in-plane compression and shear [29].
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The model by Alfano and Sacco was then enhanced to account for dilatancy in [7],
using a phenomenological approach. To this end, friction and dilatancy angles are
both assumed to decrease as a function of the inelastic slip, with a possible recover of
the latter in the case of cycling loading. An initial validation of this part of the model
was conducted against the experimental test reported by Lee et al. [27]. In order to
apply the model to the simulation of cracks propagating at the interface between rock
and concrete in a gravity dam [1], the effect of water uplift pressure is introduced as
a function of the crack opening.

Sacco and Toti [38] extended the formulation by Alfano and Sacco to model
the mechanical behaviour of masonry elements regarded as heterogeneous systems.
At the typical point of the interface, a representative elementary volume, character-
ized by a given thickness, is introduced. The interface thickness is obtained as the
sum of the thicknesses of the mortar and brick regions involved in the degradation
phenomenon at the interface considering different fracture energies in mode I and II.

With the aim of moving from a rather phenomenological to a more physically-
based description of dilatancy, Serpieri and Alfano [41] developed a 2D multi-
scale interface model, hereby denominated Multiplane Cohesive-Zone Model
(M-CZM) with a smooth interface at the macro-scale, and a simplified represen-
tation of the micro-scale through a Representative Multiplane Element (RME) made
of 3 elementary-planes, one parallel to the macro-interface and the other two with
equal and opposite inclination. On each of the elementary planes, the (non-dilatant)
model by Alfano and Sacco is used and the two opposite parts of the RME are
assumed to move rigidly with respect to each other. This results in a closed form
computation of the stresses and material tangents on each elementary plane, for a
given relative displacement at the macro-scale, and therefore of the total macro-stress
and related material tangent via equilibrium. Despite the small number of elemen-
tary planes considered and the non-dilatant nature of the model on each of them,
a dilatant and hysteretic bond-slip response is naturally determined in shear, which
was numerically validated against experimental results for pull-out tests of ribbed
steel bars from confined concrete [25].

A key feature of the model by Alfano and Sacco [6] is that in modes I and II
different fracture energies are assumed, in accordance with the experimental finding
that the fracture energy in mode II is significantly greater than in mode I, practically
for all materials and interfaces. To fulfill this requirement and avoid the introduction
of different damage variables for each mode [30], a non-associate damage evolution
law was used, as in [4]. Alternative thermodynamic formulations, which result in
different fracture energies in different modes with an associate damage evolution
law, have been proposed: for example, Valoroso and Champaney made the threshold
energy used in their damage evolution criterion a function of the mode-mixity ratio
[47]; very recently, Parrinello et al. introduced an additional internal variable whose
evolution governs the additional dissipation required in mode II [34].

On the other hand, if one assumes the adhesion energy only represents the energy
of the bonds that have to be broken to create the two faces of the crack, then it
would make sense to assume this energy is the same regardless of whether the crack
forms and propagates in mode I, IT or III. In fact, once the different contributions
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to dissipation provided by decohesion and friction are separately modelled, one can
expect that the latter may naturally lead to an increase in the dissipated energy with
increasing mode II/mode I ratio. This possibility was explored in a recent paper
by Serpieri et al. [44], in which the 2D multi-scale model in [41] was recast in
a thermodynamic formulation, with an associate type of damage evolution law in
which the threshold energy is a function of the damage only, i.e. independent from the
mode mixity, and without the introduction of any other internal variable. This resulted
automatically in the constraint of having the same decohesion energy dissipated in
modes I and II. The capability of the model of naturally predict an increasing total
fracture energy with increasing mode II/mode I ratio is demonstrated by the good
correlation with available experimental results for a double cantilever beam loaded
by uneven bending moments, which vary in way to produce a wide range of mode-
mixity ratios, from pure mode I to almost pure mode II [45]. It can be shown that this
is the result of the interplay between residual adhesion and the frictional slips on the
inclined elementary planes, which determines significant frictional dissipation also
in pure more II. It is also worth underlining that the multi-scale model is based on the
assumption that the geometry of the RME is independent from the mode mixity. This
may be a strong one in some cases, and therefore it will be interesting reconsidering
it in future work. However, this assumption may be reasonable in cases where the
fracture surface is strongly dictated by the micro-structure, such as in concrete.

In [43] further enhancements of the multi-scale model were made by accounting
for the finite-depth of the asperities of the RME, which introduces a further length
scale in the model, and by including a degradation law which makes the inclination
of the elementary planes a decreasing function of the frictional dissipation.

Allthe modelsin [6, 7, 38, 41, 43, 44] were developed for 2D cases. The extension
of the multi-scale model to a 3D case was studied in [2], where the sensitivity of the
results to the choice of different 3D RMEs was investigated.

2 A Damage-Friction Interface Model

Let £2; and £2, be two bodies in adhesion along an interface J. The displacement
fields in the bodies £2; and £2, are denoted by u! and u?, respectively, so that the
relative displacement along Jis s = u> —u!.

A cohesive interface model coupling damage and possible friction, based on the
micro-mechanical approach proposed in [6, 7, 38], is presented in this section. The
interface model is derived based on a simple micromechanical analysis. With refer-
ence to a typical interface zone between two bodies in adhesion, as schematically

represented in Fig. 1, three different points are considered on the interface J:

e at the interface point A, the connection between the joined bodies is undamaged,

e at the interface point B, partial decohesion between the contacting surfaces of the
different bodies has occurred;

e at the interface point C, the decohesion phenomenon is complete.
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Macroscale Microscale
interface
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Fig.1 Multiscale scheme: macroscale interface and microscale representative interface area (RIA)

Considering the Representative Interface Area (RIA) associated with the point A
of the interface, the surfaces in adhesion do not present any defect. The RIA associated
with point B contains partial dechoesion due to the presence of microcracks. In the
RIA corresponding to point C, coalescence of microcracks has occurred and a total
dechoesion is present. The RIA can be modelled in a simple manner considering
two rigid plates in adhesion; the total area A of the RIA can be split in two parts: an
undamaged part A* and a damaged one A, so that A + A? = A. To set ideas, in Fig. |
at point A of the interface one has A“ = A and A4 = 0, while at point C A* = 0 and
A¢ = A, i.e. the representative interface area results completely damaged. Following
standard arguments of continuous damage mechanics, the damage parameter D is
introduced as ratio between the damaged part and the whole interface area:

D="- sothat A"=(1-D)A, A"=DA (1)

As the RIA is assumed to be composed by two rigid plates in adhesion, the
relative displacement on the areas A and A4 assumes the same value s. Considering
a linear elastic behavior of the undamaged part of the RIA and a constitutive law
characterized by unilateral contact and friction for the damaged part of the RIA,
the tractions ¢ = [0

u 4" and6? = [0, o] on A* = A and A%, respectively,
result:

t n’ t

o =Ks 2)
o/ =KH (s —s) , 3)
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where K = diag [K,,, K;] is a diagonal matrix which collects the stiffness values in
the normal and tangential directions to the interface, H = diag [1 — h(s,), 1], with
h(e) being the Heaviside function:

1if 5,>0
h(sn) = io if 5, <0. @

The total, i.e. overall homogenized, value of traction on the RIA is obtained by
weighting the two stresses determined on A* and A¢ by Egs. (2) and (3) as:

6 =(1-D)e"+Do?
—K[s+H (s—s"]. 5)

The evolution of the inelastic slip relative displacement s%, occurring on the
damaged part of the RIA, is assumed to be governed by the Coulomb friction with
yield function:

p0?) = plod)- + |07, (6)

where u is the friction coefficient and the brackets (e)_ define the negative part of
the argument variable.
A purely tangential slip evolution law is considered for the inelastic relative dis-

placement vector s, as determined by the non-associated flow rule:
0
=i o 1, ()
d
|o7']

and is completed by the classical loading-unloading (Kuhn-Tucker) conditions:
hz0 ¢eH =0 igw@)=0. ®)

Concerning the evolution of the damage parameter D, a model which accounts
for the coupling of mode I of mode II of fracture is considered. Denoting by s, and
scn the normal relative displacement corresponding to onset and complete damage
for pure mode I, respectively, and, in a similar way, with so, and s., the tangential
relative displacement corresponding to the onset of damage and complete damage
for pure mode II, the following ratios are introduced:

S0 S0

Scn SCl

Note that the ratios yx, and y, are related to the mode I and mode II fracture energies
by:
_ $0n00n _ 50:00¢

n — 9 - 9 10
Yo T 26 (10)
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being oy, and oy, the normal and shear peak stresses corresponding to the first
cracking relative displacement, and G.; and Gy the specific fracture energies in
mode I and mode II, respectively.

An equivalent relative displacement ratio is introduced as:

Y=,Y2+Y? with y, = S+ oy S (11)

Son S0t

being Y, and Y; the mode I and mode II relative displacement ratios, respectively,
and the brackets (), defining the positive part of the number.

The damage parameter is function of the whole history of the equivalent relative
displacement ratio Y and of a parameter x coupling the two modes of fracture:

- ~ Y—1
D = max {0, min {1,0}} with D= _—_-_ (12)
history Y(l — X)
whereas y is defined as:
1
x=— L3 +57 0] (13)

where o =/ (s,)3 Xn + 57 Xn-

The damage evolution equation takes the form originally considered in [6] as
function of 5 by setting x, = xy =1—nand 8 =Y — 1:

B

S — 14
(I+8)n (9

D = max [o,min{l,b}} with D=

history

The proposed damage law induces a linear stress-strain softening both in mode I
and in mode II, as schematically illustrated in Fig.2. It can easily proved [38] that
the softening remains linear even for mixed mode of the damage evolution.

(a) (b)

o, o, 4

Oon [ ~_Area= G, O [ ~_Area= G,
1 ]
5 8y St 5
Son 5, Sor Sa

Fig. 2 Stress-strain response in a pure mode I and b pure mode II
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3 Thermodynamic Considerations

It can be observed that, while the use of the nonassociative elastoplastic formulation,
provided by Egs. (5)—(8), represents in some sense an ordinary choice for friction
modelling, which finds a foundation in the thermo-mechanics of continua with inter-
nal variables [19], the evolution law for damage given in (12) is less standard and
has a more phenomenological character. On the other hand, the availability of an
evolution law for damage, such as the one in (12), is appealing from a computational
point view since it allows to update in decoupled form damage and friction internal
variables on a simple kinematic basis.

The possibility of recasting the strategy for combining damage and friction of
the previous section, and in particular equation (12), into a more general framework
of thermo-mechanics of continua with internal variables has been investigated in
[44]. To provide a thermodynamic background to Eq. (12) an Helmholtz free energy
function ¥ = ¥ (s, s, D) is introduced with the ¥ -conjugated generalized stress
variable associated with D, X, defined as

X o 15

=~ 15)

For damage evolution a rate-independent complementary law is considered and it

is assumed that X is independent from frictional displacements s%, viz. X = X(s, D).

Accordingly, a force potential ¢ is considered which is the indicator function of the

interval Pp = [0, X,], [37], with X° being the threshold value for damage stress at

which damage evolution is triggered. X° is assumed to be dependent only on D to

account for the property that displacements do not affect the stress damage threshold.
These choices determine that, upon introducing the function f

f=X6.D)-X" (D), (16)
damage increase is governed by the Kuhn-Tucker loading-unloading conditions:
D>0 f<0 Df=0, (17)

and that damage is activated only when X = X°. In particular, in a time interval in
which damage monotonically evolves, one has X = XY and D > 0, and conditions
(17) imply that f = 0 during the whole time interval. In this case, by the chain rule

one infers: 0
. 0X . 0X ax” .
=—D+—S——D=0 18
F=oP %% (18)

. X  dx°\ 'oax.
D=—(Z<£_22) 2% (19)
aD  dD 3s

and hence:
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This equation can be compared with the rate equation stemming from the phe-
nomenological evolution law (12) of Sect.2 which, instead, for 0 < D < 1 turns out
to be:

. .+ aDay.
D=D, D=D=-—"—"—"3 (20)
aY os

The conditions to be fulfilled by the functions X (s, D) and X° (D) in order to
retrieve from continuum thermodynamics a damage evolution law of the form pos-
tulated in (12) are thus obtained by equating the rate expressions (19) and (20):

oDy (39X ax"\ ' ax o
3y s \dD dD ds

Conditions (21) constitute a system of two differential equations. These equations
can be viewed either as a constraint to be satisfied when selecting functions D (Y)
and Y (s) in order to guarantee thermodynamic consistency, or also as a requirement
for identifying functions X (s, D) and X° (D) when proceeding from an observed
interface response well fitted by the formulation described in the previous section.
Equations (21) are complemented by boundary conditions which have to be satis-
fiedby D (Y) and Y (s), X (s, D) and X° (D) at the onset of damage and at complete
decohesion, providing additional constraints. In [44] the whole set of constraints
constituted by (21) and by the associated boundary conditions is examined, first, in
general terms; subsequently, it is specialized to address the possibility of retriev-
ing the interface response detailed in the previous section featuring a linear elastic
behavior, linear softening branches in pure modes I and II, and with independent
stiffnesses and fracture energies in mode I and mode II. It is proved therein that sat-
isfaction of the whole set of simple and physically reasonable restrictions demanded
by thermodynamic consistency is only guaranteed if the following conditions are
fulfilled
K, = Ko, Son = Sor» Sen = Sct (22)

Equations (22) introduce restrictions to the allowable interface parameters and
will be referred to as thermodynamic constraints. These constraints are quite severe
since they state that the cohesive part of the interface response has to be the same
in pure mode I and pure mode II, with the immediate consequence that the fracture
energies G.; and G have to be the same, that x, and y; in (9) also share a single
value x, and that similarly oy, = oo, = 0y.

The existence of limitations to the describable decohesion responses due to the use
of a single damage variable when thermodynamic consistency is maintained has been
pointed out also in [17] where it is observed that one single diagonal experiment is
sufficient to determine the constitutive behavior of adhesive interfaces when a single
damage variable is employed. These limitations conflict with the evidence that the
measured response in mode II decohesion in most structural interfaces is typically
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stiffer than the one measured in pure mode I, and with a higher energy spent to
produce decohesion.

This incapability of discriminating different mode I and mode II responses, when
thermodynamic consistency is invoked, is recognized to be the consequence of a
fundamental feature of the formulation so far examined: the absence of dilation; in
other words, the interface model so far considered is capable of describing only the
response of an ideally flat interface.

4 Multiplane Interface Formulation

4.1 Indefinitely Dilating Model

In [44] a strategy is devised to build off an enhanced interface model from the formu-
lation of Sect. 2, capable of expanding the class of predicted interface responses so as
to simultaneously describe dilation and address a stiffer and tougher response in mode
II. This strategy, as shown in [44], is capable of recovering jointly an increased mode
II fracture energy and a dilating behavior of the interface element, while preserving
a formulation in the framework of the thermomechanics of generalized continua and
avoiding the further addition of ad-hoc phenomenological ansatzs.

Such a strategy consists of the use the formulation of Sect.2 as a component-
model in the meso-scale approach proposed in the M-CZM formulation [41], based
on the introduction of a microstructured geometry of the interface, in the form of
a Representative Multiplane Element (RME). The main features of the M-CZM
formulation in 2D are synthesized below in bullet list format:

e The micro-scale geometry is described by a RME (such as the one shown in
Fig.4c), representing a repeating unit made of a finite number N, of ideally flat
elementary planes.

e The geometrical irregularities (in short, asperities) are assumed infinitely stiff;
accordingly, all the deformation of the interface within the RME is defined by a
unique relative-displacement vector s coincident with the displacement vector on
each inclined plane s®, i.e. s® =,

e The interaction within each elementary planes remains governed by the ideally flat
elementary interface formulation above considered, combining damage-friction,
and subjected to restrictions (22). The associated free energy function is denoted
by w®,

e Oneach elementary plane k the macro-scale relative displacement s is decomposed
into local mode-I and mode-II components depending on the inclination angle 6; of
the microplane, and the corresponding local mode-I and mode-II stress components
are computed as determined by ¥ ®.

e The macroscale free energy density ¥ is defined, owing to its extensive character,
as the weighted sum of the free energies associated with each microplane ¥ =

N, . . . .
Zki | YWk, where y; = z‘—i is the weight coefficient, related to the area fraction
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of the k-th microplane, being Ap the overall (projected) area of the RME and A,
the effective area of the k-th microplane.

e Internal variables associated with each k-th plane are the damage variable D and
the relevant inelastic slip relative displacement s#®) both evolving independently
from the inelastic parameters pertaining to the other elementary planes.

e The macro-scale cohesive law, linking the relative displacement vector s to the
interface stress o, is determined by resolving the microscale problem for the RME.
This law is the one operatively used in finite-element (FE) cohesive zone models
at each integration point of interface elements to link the two scales.

An example of 2D RME of trapezoidal shape, with N, = 3, is shown in Figs.3
and 4d. This RME is also used in all the applications herein presented.

N k=1 k= \

7’ k=2 ~
n®

t®

S ___,

Gl

Fig. 3 Trapezoidal representative interface element

(c) Microscale with

(a) Macroscale (b) Microscale periodic geometry

S

(d) Representative
Interface Area

;\1.9/,C S

Fig. 4 Multiscale scheme: a flat macro-scale geometry; b geometry of the asperities accounted
for at the micro-scale; ¢ micro-scale geometry with simplified periodic pattern; d representative
interface area (repeating unit)
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The macroscopic stress turns out to be expressed as the weighted sum of the
contribution of each microplane

=

v

0¥
as

= Vi Ok where o) = .
1 as

o= (23)

».
Il

Distinction is made between global and local reference frames with respective
normal and tangential unit vectors (N, T) and (n®, t®), see Fig. 3. Stress and
displacement components in the global frames are denoted by N and T uppercase
subscripts while local components are denoted by lowercase n, ¢ subscripts. Accord-
ingly, sy, and sz, denote the relative-displacement components in (local) modes I and
IL, i.e. the components with respect to the local microplane reference system, while
the global components of displacement are indicated by sy and s7. Global and local
displacement coordinates are related by the rotation matrix Ry:

= — R (24)

cos Oy sin b SN SN
[ Skn }
— sin 6, cos 6 ST ST

Skt

Similarly, for stresses one has the following relation between stress components

OkN Okn
= R,’( 25)
Okr Okt

4.2 Finitely Dilating Model

The above recalled equations constitute a basic version of the M-CZM formulation,
which recovers an indefinitely dilating behavior. A response with finite dilation can
be also accounted for, by following the strategy proposed in [43]. Therein, interface
equilibrium is described considering the current displaced configuration of the inter-
acting elementary planes, by updating the microplane area fraction according to the
following relation:

SN
Yk = Yok g (H_N) , (26)

where yy is the initial microplane area fraction, Hy is the height of asperities and
4y is a function controlling the geometrical contact decay. The analytical expression
employed for o7, inferred on the basis of micromechanical considerations, is:

(x) = (1 —(x)). 27)
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The following regularization of (27) is also alternatively considered

1

®)y=] - —
A0 (x) =1 =y

(28)

with a being a real positive number.

4.3 Modelling of Progressive Interlocking Degradation

Account of degradation of asperities has been included within the M-CZM formu-
lation, and investigated in [43], to capture the decrease of the interlocking effect
induced by damage. This effect is addressed by considering the following exponen-
tial law for the decrease of the current value 6 of the inclination angle of microplane
k: o

O = (9k0 - Qkf) e G0 + Qkf' 29)

In (29) ¢ is the frictional work spent in sliding along the local tangential direction
of the k-th plane:

[ = / o1 dsiy. (30)
history

and &y is a characteristic energy value that controls the degradation rate of asperities,
while 6 is the microplane inclination angle at the beginning of the analysis and 6
is the angle asymptotically reached in the k-th microplane when §; — oo.

5 Numerical Applications of the M-CZM Model

Microstructural computations at the local-point level [2, 41, 43, 44] show that the
M-CZM formulation determines, even in purely tangential mode II tests (i.e., with
oy = 0), an increase of the energy necessary to produce decohesion compared to
pure mode I. This energy is defined in terms of mechanical work spent to produce
decohesion as the integral:

+00
GT=/ o - ds. (31)
0

Figure 5 shows a family of o7 — s7 curves, obtained selecting as RME the 3-planes
isosceles trapezoid of Fig. 3 with equal area fractions y ® = 1/3 and employing the
basic model (with no finite dilation and no asperity degradation) with the material
parameters reported in Table 1.
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Fig. 5 Tangential stress-slip curves with 6,, spanned in [0°, 45°]

Table 1 Interface material parameters employed in the analyses of Fig.5
op (MPa) G (kJ/m?) n ) )
3.0 0.3 0.9 0.5

The family of curves is generated by spanning the angle of the oblique edge, 6,,,
in the interval [0°, 45°] with oy = 0. The figure shows the increase of G with the
interlocking angle which corresponds to the area underneath the curves. Increase of
Gr is detected to be the combined effect of a nonzero friction angle and a nonzero
interlocking angle; actually, this increment vanishes when any of friction or inter-
locking angles are set to zero.

From Fig.5 it can be also observed that the linear elastic part of the graph is
independent of 6,,, and that the tangential stress drops to zero when complete damage
is reached, which is a consequence of the enforcement of a zero confining stress,
oN = 0.

5.1 Simulations of Pull-Out Test of a Concrete-Anchored
Steel Bar

The basic M-CZM formulation has been implemented as a user-defined constitutive
law for interface elements in Abaqus [21], version 6.7-1, to perform FE simulations
of the pull-out tests on steel anchored bars from a concrete specimen in a triaxial
test set-up, reported in [26]. The geometry, loadings and constraints are reported in
Fig.6.
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Fig. 6 Geometry, loadings and constraints of the pull-out test
Table 2 Material parameters Young Modulus E 30GPa
of the modified - -
Drucker-Prager concrete Poisson Ratio v 0.25
model Internal Angle of Friction of Concrete ¢y 28°
Dilation Angle of Concrete ¢ . 28°
Flow Stress Ratio K 0.8
Uniaxial compressive strength f.. 25 MPa

Steel is modelled as an isotropic linear elastic material with £ = 210,000 MPa
and v = 0.2. For concrete the modified Drucker-Prager plasticity model available
in Abaqus is employed adopting the parameters in Table2. Hardening is defined
S0 as to obtain in uniaxial compression the analytical expression provided in Ref.
[23] for ordinary concrete. The parameters of adhesion and friction of the interface
model, reported in Table 3, have been calibrated on the basis of the response typically
exhibited by a plain bar [46]. The interlocking angle has been set to 6,, = 10°, and
calibrated on the basis of the test data reported.

The reader is referred again to [26] for furhter details on the experiments and to
[41] to find all data and further details on the constitutive modelling choices and on
the employed finite-element model.

Table 3 Material parameters of the interface model used in the bond slip structural simulation
Oon (MPa) | 0 (MPa) | Gen (KI/m?) | Gy (KIm?) | 1
3.33 3.33 1.0 1.0 0.99 0.25
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Fig. 7 Pull-out tests: comparison between numerically predicted load-displacement curves at dif-
ferent confining stresses and the experimental results reported in Ref. [26]

A reasonable numerical-experimental agreement is shown by Fig.7 where the
computed load-displacement diagrams are compared with the experimental diagrams
reported in [26] for confining pressures of 5 and 10 MPa.

The load-displacement response of the previous set up under cyclic loading paths
of variable amplitude is also investigated in [41].

5.2 Simulation of DCB-UBM Tests

The basic M-CZM formulation has been also employed by Serpieri et al. to per-
form nonlinear dynamic Finite-Element (FE) simulations of the experimental tests
reported in [45], consisting of quasi-static delamination of composite beams made of
E-glass laminates in a polyester matrix by a Double Cantilever Beam with Uneven
Bending Moments (DCB-UBM) [44]. The DCB-UBM test provides mode mixity-
dependent experimental measurements of the crack tip fracture growth resistance all
through the mode-mixity spectrum. In this set-up, tip bending moments are applied
at the free ends of the cantilever by increasing their magnitude while keeping fixed
their ratio via a wire and roller arrangement.

The experimental data reported by Sgrensen provide a suitable term of comparison
to assess the capability of the present interface model in predicting, also at the
structural level, the increase in fracture energy under increasing mode II loading.

These experimental measurements, reported in [45] in the form J integral plots
against the norm § of the relative displacement between upper and lower beams at the
initial crack tip, are reported by point markers in Fig. 8. A family of plots is obtained
associated with several tip-moment ratios r = M, /M, enforced by the wire/roller
arrangement, with r = —1 corresponding to pure mode I delamination, and r = 1
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Fig.8 Numerical-experimental comparison of J-integral fracture resistance plotted versus the norm
of relative displacement, obtained under different mode mixity ratios

corresponding to pure mode II delamination. The numerical J-§ responses are plotted
in Fig. 8 by solid lines.

The adopted RME is again the one of Fig. 3. Calibration of the interface parameters
in the bonded region was performed as follows. For the fracture energy G, = G =
Gy the plateau value of the J-§ curve in pure mode I is adopted; o, and 7 are also
calibrated based on the pure mode I experimental curves. The remaining parameters
w and 6, are obtained by curve-fitting the remaining mixed-mode responses. This
calibration procedure yields the interface parameters reported in Table 5.

Figure 8 shows that the plateau values for the J-§ curves, corresponding to steady
state crack propagation are all well captured, confirming that the model naturally
predicts the increase in the steady state values of fracture resistance with increasing
mode IT component (Table 4).

Table 4 Interface material parameters employed in the DCB-UBM simulations
oon (MPa) | 05y MPa) | Go N/mm) | Gy (N/mm) | 7 (=) u) O (deg.)
1.0 1.0 0.97 0.97 0.95 1.0 40°
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Fig. 9 Response obtained for monotonically increasing slip, constant oy = —0.2 MPa and 6,, =

45°, under different Hy values: a shear stress versus slip (o7 — s7); b dilation versus slip (sy — s7).
For o7, expression (27) is used

5.3 Effects of the Finite Dilatancy

Figures9 and 10 illustrate the effect determined when finite dilation is addressed
by the treatment of the finite height of interface asperities, described in Sect.4.2,
showing the tangential stress-slip curves and the dilation-slip curves with constant
confining stress o)y when Hy is swept from 1 mm to 0.01 mm. Interface parameters
and oy are reported in Table5. The reported value of G. in Table5 is the overall

macroscale fracture energy. This quantity is related to G. by ApG. = 2’;1 ArG,
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Fig. 10 Response obtained for monotonically increasing slip, constant oy = —0.2 MPa and 6,, =

45°, under different Hy values: a shear stress versus slip (o7 — s7); b dilation versus slip (sy — s7).
For 7, the regularized expression (28) is used

Table 5 Material parameters employed in sensitivity analyses to Hy

oo (MPa) G, (KJ/m?)

n )

S O (deg.) | on

3.0 0.3

0.9

0.5 45°

—0.2 MPa
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Fig. 11 Experimental (dotted lines) and numerical (solid lines) shear stress-slip curves (a) and
dilation-slip curves (b) for the rough granite joints tested by Lee et al. [27] during the first loading
cycle

where Ay is the area of the k-th elementary plane and Ap is the overall area of the
projection of all elementary onto the average surface of the interface.

In particular, the curves of Fig.9 are obtained adopting for .7, the expression in
(27) while those of Fig. 10 are obtained adopting the regularized expression in (28)
for &7, setting a = 20.

Figures 11 and 12 show a numerical-experimental comparison of the tangential
stress-slip and dilation-slip curves for the response obtained in the first two cycles
of the tests over rough granite joints, reported in [27]. This response is obtained
employing the M-CZM formulation combined with the treatment of finite depth of
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Fig. 12 Experimental (dotted lines) and numerical (solid lines) shear stress-slip curves (a) and

dilation-slip curves (b) for the rough granite joints tested by Lee et al. [27] during the second
loading cycle

asperities and asperity degradation described in Sects.4.2 and 4.3. The reader is
referred to [43] to find all details concerning the calibration procedure adopted to set
the material parameters of the M-CZM formulation employed in these analyses.
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6 Conclusions

The multiplane cohesive-zone approach for modelling structural interfaces combin-
ing damage, unilateral contact, friction, interlocking and dilatancy, developed by the
authors over the last decade, has been surveyed.

The basic ideas underlying the M-CZM approach were recalled. The model pro-
ceeds by a multiscale analysis considering a microstructured multiplane representa-
tive interface area (RME); the RME is characterized by a geometry obtained by
assembling a set of elementary planes and each plane is endowed itself with a
microstructure. In particular, on each elementary plane the total area is split into
a undamaged and a damaged part, the latter accounting for the presence of microc-
racks. The proposed approach presents several important advantages for structural
interface modelling essentially deriving from the adoption of a framework within the
thermomechanics of generalized continua and from the use of variables all having
well defined physical meaning and microstructural interpretation.

The response of the interface is deduced by following a homogenization proce-
dure, which allows coupling of all linear and nonlinear effects (damage, unilateral
contact, friction, interlocking) in a rational and systematic manner. The possibility to
treat separately each nonlinear effect in the response of the interface permits a quite
viable and reliable way to deduce the values of the material parameters proceeding
from standard laboratory tests.

Further desirable features of M-CZM are the following:

e the RME geometry represents the true irregularity of the detachment surfaces
arising for fractured cohesive materials;

e the RME is characterized by a number of damage variables depending on the
number of elementary planes, each having the physical meaning of the fraction of
microcracks present on the relevant space orientation;

e dilatancy and interlocking are solely governed by the inclination the planes, (and
from the finite height of asperities when finite dilation is taken into account);

e damage and friction laws for each microplane are uncoupled and can be treated sep-
arately, i.e. the evolution laws of damage and friction can be changed
independently;

e in each plane the constitutive laws of the undamaged and the damaged parts are
also conveniently introduced in separate form;

e other effects like viscoelasticity or viscoplasticty can be introduced in a flexible
way into the model by suitably changing the constitutive response of the elementary
planes.

Computations developed for the determination of the constitutive response at
the single interface point elucidate that interlocking plays a fundamental role in
the determination of the total dissipated energy for loading histories involving shear
failure. In fact, even for a loading history characterized by zero compressive stress on
the interface, the mixed-mode fracture energy depends not only on the pure rupture
energy G, but also from the inclination of the elementary planes.
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Numerical applications have been developed to assess the ability of the interface
model to correctly reproduce at a structural level several basic interface failure mech-
anism (pull-out, mixed-mode delamination). In particular, structural simulations of
the mixed mode delamination in laminated composite DCB-UBM experiments have
shown that the interface model is able to correctly predict the increase of fracture
energy when the mode II/mode I ratio increases. The capability of the M-CZM for-
mulation to describe the interaction between steel bars and concrete has been also
shown.

The application of the M-CZM approach combined with the possibility of cap-
turing finite dilation and asperity degradation has been also shown, taken from more
recent literature, showing a satisfactory predictive capability in the simulation of the
mechanical response of rough rock joints.
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On Alternative Approaches for Graded
Damage Modelling

Michel Frémond and Claude Stolz

Abstract To prevent problem of spurious localization in damage mechanics, the
introduction of a quadratic terms in gradient of damage has been used to govern the
amplitude of the spatial gradient of damage. In more recent papers based on definition
of Thick-Level-Set, the regularization is obtained considering that damage is function
of a level-set, then the gradient of damage is bounded in zone where the level-set
becomes a signed distance function. Here we consider classical damage modelling
with introduction of an internal constraint on the spatial gradient of damage. This
point of view produces a new regularization without the introduction of a level-set
and signed distance.

1 Introduction

The classical scenario of degradation of solids under mechanical loading is described
generally by the progressive loss of stiffness as a function of a damage parameter.

Regularization can be obtained by means of non-local approaches [18] and more
effectively by gradient approach [6, 7, 9, 16, 17]. In the same spirit of gradient
damage models are the phase-field models. They are motivated by paper [1] approx-
imating the Mumford-Shah segmentation model [14] by an elliptic functional. Based
on this idea, paper [2] proposes a numerical strategy, where the fracture energy is
distributed on the whole volume of the body.
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Recently a new approach has been proposed: it is based on the motion of a moving
layer associated with propagation of level-sets. This “Thick-Level-Set” (TLS) model
is developed in many papers [11, 12, 15, 19] which present analytical solutions and
numerical implementations. The model lies between damage and fracture mechanics.
Crack opening is allowed across fully damaged zone.

The main idea of the TLS for quasi-brittle fracture is to bound the spatial gradient
of the damage variable d, which evolves from O to 1, then the crack is located where
d = 1. The transition layer has a finite thickness /.. The level-set ¢ = 0 separates
the domain 2 into an undamaged and a damaged zone, this surface is denoted I7,.
The damage parameter is an increasing function of the level-set ¢, considering as a
signed distance from the surface I.

The whole body is decomposed in three parts: the undamaged body £2,, the zone
of transition £2., the fully damaged body £2,. Then the boundary 92, is decomposed
intol,and I'} : 082 =T, U I.

o For M! € I,,,d(M!) =0, p(M", 1) = 0.
o For M! € I, d(M!) = 1, p(M!, 1) = ..

In the transition layer §2., the damage d is an explicit function of ¢:

d(¢)=07 ¢(Mﬂ t)ioa MEQ{H
d(@) =0, 0<¢M,1)<l., MEeS, (D
d(¢)=17 ¢(M1t)zlc’ MGQI’

where d’(¢) is the derivative of d with respect to ¢. The function d is assumed to be
continuous. With this definition, the inverse function ¢ (d) exists.

In the original model (TLS) [11], the description of damage is essentially described
by the motion of a level-set, which describes the position of the boundary I,. The
evolution of the damage is then associated with a moving layer. In a more general
model [12], local and non local damage interact, the non-local model is used when
an internal constraint is reached:

IVd|l = f(d). @

The choice of the function f must be discussed. The last condition is related to the
level-set ¢, indeed this condition is equivalent to

IVell <1, d=d(@), 3)

then f(d) = d'(¢(d)). When the constraint is satisfied, the level-set ¢ becomes a
signed distance and the evolution satisfies

Vol =1, Vé-V¢=0. (4)
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We propose to analyse the property of the function f and to formulate the problem
of evolution of the body without taking into account the definition of a level set
¢. This new formulation of graded damage modelling combines classical damage
model and the internal constraint in Eq.(2). This point of view is discussed in the
general framework of non smooth thermodynamics [4]. Finally, approximation and
regularization are proposed to solve numerically the problem of damage evolution.

2 Preliminaries and State Equations

Under external loading the body evolves, the local state is described by the strain ¢,
the quantity of damage d and the spatial gradient Vd. The strain is associated to the
displacement u

2¢(u) = Vu' + Vu. 5)

It can be noticed that the gradient Vd of d is necessary a state quantity because it
obeys the internal constraint:
IVd| < f(d). (6)

2.1 The Free Energy

The local constitutive behaviour is introduced by the local free energy ¥, function
of the strain ¢ and of the damage parameter d; at this stage any classical model of
damage can be used.

The classical state equations associated to the local free energy ¥ are defined as

ow
_ 7
o= @)
oy
Y =——-. 8
54 (8

The local stress o is associated with the equilibrium when no viscosity occurs and
the driving force Y is the local energy release rate associated with d.

A Typical Example
In [12], the free energy has the form

1
Ve, d) = 58 :Cd):e, with C=(1-d)C|+dC,. 9
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The undamaged material with elastic moduli C; is transformed to partially damaged

material with lower stiffness C,. For fixed strain, the value of the strain energy
decreases with d.

2.2 The Pseudo-potential of Dissipation

The evolution of the damage parameter is governed by a normality rule, we assume
the existence Qf a pseudo-potential of dissipation, i.e., convex function Z(d*) [13],
satisfying Z(d*) > 0 and 2(0) = 0. It gives the driven force Y

Y € 02(d), (10)
where 8 2(d) is the sub-differential set of & at state d, defined by the inequality

Vd*, 2(d)+Y - (d —d*) < 2(d"). (11)

0D -
If 2 is differentiable then Y = ﬁ(d ).

Due to convexity of & the dual formulation is

d e 37" (Y), (12)
with
2*(Y) = sup{Yd* — 2(d")}. (13)
d*
Some Examples
For example, consider a power law
"l vd, ifdso
2y ={""n “ = (14)
+00, otherwise,

with Y € 92(d) where 32 satisfies

. X N/n i d
a@(d):[nm(d) . if d >0, as)

Y.+ 9, otherwise,

where 91~ is the set of the non positive numbers.
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The relationships (8) or (11) give a kinetic relationship which determines the
evolution of the damage, the behaviour is time dependent. They are equivalent to the
dual relationship

7

. 1
d="2 with ') = |y — x| (16)
Y n+1n +
where ‘x‘ = (x + |x])/2.
+
For a non-smooth function as
. Y.d, if d>O0,
@(d>=[ o« B A= (17)
00, otherwise,
we obtain the property
Y<Y., d>0, (Y—-Y.)d=0. (18)

In this case, the behaviour is time independent. Introducing the convex set ¢y = {Y :
Y — Y, < 0}, relationship (18) is rewritten as

d e dlg (Y), 19)

where I, is the indicator function of convex set ¢y

L, (V) = {0, if Y € %y, (20)

+00, otherwise.

2.3 The Internal Constraints

The damage variable is submitted to two constraints:

e due to its definition damage d datifies 0 < d < 1, or
gid)=dd—1) =0, (1)
e the limitation on the gradient:
&, Vd) = —f(d) +|Vd| < 0. (22)

To take into account these constraints we may use Lagrange’s multipliers or convex
analysis introducing indicator functions.
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The Lagrange Point of View
Consider a convex function g(d, Vd) and the rule

A>0, g(d, Vd) <0, Arg(d,Vd) =0. (23)

This rule defines an unilateral constraint.
When g < 0, then A = 0. On the boundary of the convex set €, = {(d, Vd)|
g(d, Vd) < 0} we have g(d, Vd) = 0, and reaction R is defined as:

g

R od
R= =A . 24
(H) ag @9

avd

The reaction is normal to the convex set, then R € dlg,, where I, is the indicator
function of the convex set 6,. We apply this definition to the two constraints.

e Consider function g;(d). Introducing A; > 0 the multiplier for the constraint 0 <
d < 1. Then reaction Ry = —A; <0ford =0and Ry = A; >0 ford =1. So
R, € 014, where

¢ = {d|gi(d) < 0}. (25)

e For the second constraint, we must first determine the property of the function
f(d) for which

¢ ={(d, Vd)|g:(d, Vd) = ||Vd| — f(d) < 0} (26)

is a convex set in the space spanned by (d, Vd).

Theorem 1 [f function f is concave and if there exists dy such that f(dy) > 0, then
set 6, is non empty and convex.

Proof Element (dy, 0) € 3, thus 6 is not empty. Let two elements (d, Vd) € ¢,
and (d, Vd) € %, and scalar 6 € ]0, 1[. We have

[V©d+ 1 —0)d)| = |6Vd+ (1 —06)Vad)|
<0|Vd|l+ (1 -0)|vd

9

and
OIVd| + (1 —0) |Vd| <0fd)+ (1 —0)f(d),
because (d, Vd) and (d, Vd) are elements of €. Because f is concave we have

0f(d)+(1—06)f(d) < fOd+ (1 —6)d).
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It results _ _
[V©Od+ (1 —0)d)| < fOd + (1 —6)d),

and therefore B
@d + (1 —0)d) € 6.

Thus set %> is convex.

Then R € d1«,, where 6> = {(d, Vd)| |Vd| — f(d) < 0} and

s

R = R = A _dd 2
—(H)— A e 27)

IVd]|

where A, satisfies

hoz 0,0t |Vdll - f(d) =0, 08)
A =0, if ||Vd| - f(d) <O0.
It can be noticed that functions f introduced in [12] are concave. This property is
important for the theory and the applications.

The Indicator Function Point of View

The constraints (21) and (22) are taken into account by indicator functions, I, (d)
and I, (d, Vd) of convex sets 4] and %>. The reactions are determined by sub-
differential sets d(I¢, + I4,). We have

Theorem 2 If function f is concave and if f(d,) is continuous at point d, with
f(d,) > 0, then

0l + 14)(d, Vd) = 014, (d, Vd) + (0(I«,(d)), 0)

af
dl¢ (d) "
b
=( i )+81(||Vd||—f(d)) v |
Iz

where d1_ is the sub-differential set of W™, the set of the non-positive numbers

0, if x <0,
Al_(x) = 10", if x =0, (29)
0, if x>0.
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Proof Sub-differential set d(I¢, + I4,)(d, |[Vd]) of the sum I4 + I, is the sum
of sub-differential sets dI«, (d, Vd) and (31, (d), 0), because set 6> contains a ball
with center (dy, Vdp) with ||Vdy|| — f(dy) < 0, see [13].

Note that all functions f introduced in [12] satisfy the assumptions of the theorems.
It results the reactions, elements of the sub-differential sets are easily computed.

Remark 1 For the internal constraint, the condition A; g; = 0 implies that reaction R;
does not work. In other words, we can introduce a potential energy ¥, = Ziz:l Aigi
for the constraint A; > 0.

3 Equilibrium Problem

The external boundary 952 is decomposed into two complementary parts, 92, where
the displacement is imposed (u(M, t) = ul (), M € 3£2,) and 8§27 where the trac-
tion T¢ is prescribed. The unknowns of the problem are displacement u, damage d
and reaction R.

To obtain the equations of motion, it is useful to introduce the potential energy:

é"(u,d,kl,kz)=/ (e, d) d.Q—/ 79 uds
2 927
+/ rigi d2.
3

Displacement u is admissible with the boundary conditions (u = u?, over 9£2,) and
Lagrange multipliers A; are positive scalars.

Variations with Respect to Displacement
For a given distribution of d at an equilibrium state, the potential energy is minimum
on the set of admissible displacement

K=1{u|u=u’, overds,}

Ys
Sou=0. Voue (vivi) =0.x € 082,). (30)

The variations imply

0 =divo, over £2, n.oc = Td, over 082r. 31D
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Variations with Respect to Multipliers
The variations with respect to the multipliers give the conditions

08

— - 5\ =/ d(d —1)ér, dS2 = 0. (32)
dA1 o

08

— -8k = —/ (f(d) = IVd|)sr, d2 = 0. (33)
iy 2

For a given distribution of d which is compatible with (g; < 0; i = 1, 2) every-
where, the volume 2 is decomposed into three domains 2 = 2, U £2, U £2;.

e On £, and £2y, A; takes any value, the variations (Egs.32 and 33) imply g; =0
and go = 0.

e On 2., A = 0, then the relationship (32) is also satisfied. This part is decomposed
in £2 where g» < 0 and £27 where g, = 0.

- On 27, g <0then A, =0.
— On £27, 6A, takes any value then g, = 0.

Variations with respect to damage
Consider now the variations with respect to d:

0 8d = o 8d d$2 +/ MQ2d — 1)éd d§2 (34)
ad ), ad o
/ M(f'8d — Vd VM)dsz (35)
2’ IVd|

vd
=—/G-8dd!2+/[k2 ] .n8d dS. (36)
2 sL 7Ivd| s
These variations contains two terms: a volume term and a surface contribution. The
volume term is associated to driving force G.

G ZNA/+/\ fr+div(a vd
= - 1v
ad ' ? 2Ivd|

) —rQ2d —1). (37)

This relationship is a partial differential equation only in domain 20, where 1, # 0,
elsewhere it is an algebraic equation.

The surface term shows potential discontinuities of Vd along surface S where d
is continuous, then we obtain:

[,\2 ”zj”]s n=0. (38)

Similarly, on the external boundary, without external forces:

MVd-n =0, over 952. 39)
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On the external boundary, the normal derivative of the damage is not necessary null.
It is the case, when 92 N 0§27 #, for which A, =0 and ||Vd| = f(d) # 0.
Due to the pseudo-potential of dissipation, we have
G € 99(d), (40)

then a state of equilibrium satisfies, d = 0and

G € 09(0). (41

4 The Evolution of Damage d

The evolution of damage satisfies:

e a kinetic equation if & is smooth:

07

—G+ =) =0. (42)

e the classical normality rule if & is not smooth:
—G+92() > 0. (43)
For the pseudo-potential defined in Eq. (17) the equation is
G-Y.<0, d>0, (G-Y)d=0. (44)
Non-smooth mechanics .
Introducing the formalism used in [4] and the constraint free energy ¥ (e, d, Vd)
defined as .
Ve, d,Vd) =¥ (e, d) + I (d) + I4,(d, Vd). 45)

We recover the relationship of the constrained constitutive behaviour:
14 .
(0,B,H) € . + 0l (d) + 314, (d, Vd) + 02(d). (46)

which corresponds to

1

o= —~(&,d), (47)
ae

B e —Y(e,d) + dlg (d) + R+ 02(d), (48)

R = (ﬁ) € dlg(d, Vd). (49)
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It can be noticed the equivalence between the relationships
~B+divH =0 <= G € 02(d).

These relations are valid if we have no damaging external actions. As pointed out in
[4] we can take into account such actions which are external damaging works with
volume density A and surface density a. They provide damaging power P on the
solids £2 without macroscopic motion:

P(d):/Add.Q—i—/ adds. (50)
2 082

For instance, when damage results from radiative actions, chemical or electrical
processes, such damaging forces are active. In this case the equation of evolution of
d are modified as

—B+divH+ A =0, nH=a.

Remark 2 Tt can be noticed that the global value of dissipation is conserved:

sz/ GddQ:/ Ydds. (51)
2 2

5 An Uniaxial Example

We study now a bar in tension. The domain is defined by £2 = ]0, L[, The displace-
ment u(x, t) = u(x, t)e, is prescribed (u(0,¢) = 0, u(L, t) = u’(t)), where u?(t)
is an increasing function of time. Initially the state of the bar is stress free, the dis-
placement is uniform (u(x, 0) = 0) the damage d(x, 0) = 0. We assume that there
is no external damaging actions The behaviour of the bar is determined by the free
energy.

E, 1.,
Ve,d) =((1—-d) -e-+-Hd".
2 2
In this case, the strain is ¢ = o The gradient of damage is limited by
X

d—l
f) =

c

During the extension, the equation of quasi-static motion implies the uniformity of
the stress o (X, t) = X' (¢). The system evolves with successive behaviour.
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Phase I: Elastic Response
During this stage d = 0, then g; = g» = 0. The driving force G (x, t) satisfies

1
G = EE 24+ r < VY. (52)

d 1 1
Ase = u—, the response is purely elastic as long as EE g2 < EE €2 = Y,. The state

of stress at the end of this phase is: X, = Ee,.

Phase II: Uniform Damage
During this phase, the damage may evolve, 0 < d(X,t) < 1 and g, < 0 then A; =

22
— Hd =Y,. Then

A2 = 0. The damage evolves,d > 0if G = 2(1—d)?

Y =o(x,t)=(—dEe,
Y>=(1-dEé—dEs,
0=Ee¢é—Hd.

This solution is unique, if > =M &, M > 0, that is

M=(1—d—§sz)E>o.

E
This is true if ﬁsf < 1 thatis H > 2Y,. We denote H = «Y,, « > 0.

e For o > 2. A solution with uniform damage is obtained as long as ¢ < g,,.
During this phase, the state is uniform e (x, ) = ¢(¢),d(x,t) = d(t),0(x,t) = X.
At the final state of this phase:

E , o—2

dy=1——¢ = , (53)
H 3
3 2 1 2
SEen = JEel +H=Yo(l +a), (54)
22
—" =Y.+ Hd, =Y.(l dy). 55
S = et (1 +ady) (55)

e For o < 2, the solution is d,, = 0, &,, = &, the phase II is impossible.

Whatever « is, if the loading u? is still increasing, the stress X' decreases from the
point (d,,, &), if we consider a homogeneous solution. This solution is unstable,
some unloading zones appear with strong discontinuities. The damage is continuous

and then the discontinuity of the gradient satisfies [d ] +V [Vd ] e, = 0 where V
s s
is the celerity of the discontinuity.
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Phase II1: Graded Damage

From the state (d,,, €,,) a solution is obtained considering that a zone where g, = 0
appears. We assume that damage evolves at point x = 0. From g, = 0 the zone is
the segment 10, /[, [ <. and

[l —x . i
+d, <1, d=—. (56)

d =
I, I,

The problem of evolution is governed by

2 1 .da
G=—" 72 Hi=v.. (57)
E(l—d)? [ dx

On a point of discontinuity of Vd we have

d
[’\2 ||Zd||]s =0

then at point x = [, A, = 0. The same is true at x = 0 due to the natural boundary
condition.

The integration of G between 0 and /, determines the value X; of X'. and A, is
then determined on the set ]0, /[ by integration of Eq. (57).

InEq. (57) we replace the derivative with respect to x by the derivative with respect
tod

2 1 da
L 4+ " Hi=yv,. (58)

1
G=-—"L _ -
2E(1—d)? ' I2dd

[
By integration from d,,, to d, = d,, + T and taking account of the boundary condi-
tions, we obtain the value of the normai tension X
x?
2E

(1—1d(,_ 1_1dm)ZYC(do_dm‘f‘%(dg—di)) (59)

The value of the normal force satisfies
E 1 m c I m) = Y.

(&

Then in the domain ]/, L[, Y < Y. + Hd,, and the damage is uniform with value d,,.
%) being determined, it is easy to obtain A,

Lhd _ d-d (zl =) > 0. ©1)

2d—d, 20-d)\"I. I

then A, is positive on ]0, [[. The values of G at state d,, and d,, are
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Lyt ady 62)
e g > o dm) = Ic Adpy ),
2E(1 — dm)2 lg dd
5?2 1 dis
+ 1 Y +ady). ©63)

2E(1 —d,)? ' 12dd

imply that A,(d) decreases at point d, and increases at point d,,. This is equivalent
to Ao (x) increases at x = 0 and decreases at x = [.
Consider the local energy release rate Y, we have by definition

1 diy

G=Y+—-—(d)—-Hd=7,. 64
+zgdd() (64)

The averaging of G between d,, and d, is equivalent to the definition of the average
Y of the local energy release rate Y as proposed in [12].

6 Approximation

Contrary to the original TLS approach based on level-set algorithm and equation
of evolution of a moving layer, it is proposed here to regularize the position with
a gradient theory. Then we give a schematic model giving some properties to the
completely damaged zone where d = 1. This crude model has the advantage to have
a mathematical existence theorem supporting this predictive theory. A more realistic
model of the damaged zone is given in [5] where the damaged zone is viscous in
compression and does not sustain traction.

6.1 A Smoother Predictive Theory

Let us introduced a smoother free energy which take into account of a quadratic
energy in Vd

“ k
(e, d, Vd) = 3 IVA|]* + I, (d) + I, (d, Vd) + W (¢, d),
giving

vd
vl

H=kVd + i,

This new formalism can be used if the framework using level-set is not imple-
mented into the solver. This new formulation can be used for a comparison with
other gradient damage theory like [2, 8, 10], to determine the influence of the inter-
nal constraint.
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6.1.1 The Damage Equation

It depends on the internal constraint (2).

e In domain where |Vd| — f(d) <O.
Reaction R = 0 and the equation is

v .
€ —d(s, d)+ 9l4 (d) —kAd + 02(d).

e In domain where f(d) — ||Vd]| = 0.
The reaction is not null. The damage is given by the eikonal equation

IVd| = f(d),

and the boundary conditions in this domain. Reaction R depending on A is given
as usual by an equation of motion

—Azﬂ(d) + —(8 d) + 9l (d)

. vd
+09(d) — kAd — div(r
Ivd|

)>0,

Ay >0,
with the boundary conditions

vd

O0=H n=kVd -n+ A, -n
Ivd||

allowing Vd - n not to be null.

This set of equations determines A, and then reaction R in this domain.
We may approximate the indicator functions of convex sets 4] and %, with the
Moreau-Yoshida approximation:

’

1 > 1
I”(d,Vd):Z‘f(d)—Hlel‘_vLZ‘d‘ +—‘d—1

with
‘x‘ = sup {0, —x}, )x‘ =sup {0, x},
- +

and n > 0, a sufficiently small parameter. The approximated constitutive laws are
smooth, defining



102 M. Frémond and C. Stolz

e Je-1]

1" 1 df +
— =——|f@d-|IVd||| =5 -—+4+—F,
od n‘f() I II‘fdd T
1" 1 vd
—=——|fd)—Vd|| (——=+).

Vd n‘f() I IIL( ZIk

we obtain

W ey + L4 va
ad O ad

a1 .
—kAd — div(m(d, Vd)) +909(d) > 0.

This equation may be used for numerics. Note that the Lagrange multiplier’s and
some sub-differential are no longer involved. The equations to solve are smooth but
non-linear.

6.2 An Even Smoother Predictive Theory

We assume a non-linear elastic material to overcome the lack of cohesion when the
solid is completely damaged. For instance,

lI/(a,d):(1—d)§8:8+%(8:5)2, (65)

with k4 > 0. This assumption is a different way to prevent a completely lost of
rigidity, some authors replace 1 —d by (1 —d + «) with 1 > o« > 0.

With this assumption, it remains some mechanical stiffness when the solid is
completely damaged. Note that we have the same property if we choose the free
energy given by formula (9).

The solid is fixed on part 32, where it is not damaged. Traction T¢ is prescribed
on part 9§27.

We get the equilibrium positions:

Theorem 3 The problem
inf & ,6,V$8
oot (e(v) )
A=1{5 ¢ H}z,ve W_(12’4,8:O, onT,, v=0, onT,)}
with

&(e(v), 5, V) =/ W (e(v), 8, V8) dS2 —/ T¢.vds
2 302y

where = W + I, + Is,, has solutions.
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Proof Let (d,, u,) a minimizing sequence. This sequence is bounded in H, (12 X WSI2’4
and there exists a subsequence, still denoted (d,, u,), which converges weakly in
H), x W5* to (d, u). We have

n—00

: E 2 E
lim (1—-dy)—e,) " d2 = [ (1 —-d)—e()” ds2,
2 2 Q 2
because d, converges strongly and &(u)? converges weakly in L?(£2). We have also

ka . 2 L ky ] 2
/Q—(s(u).s(u)) 42 < lim mf/gz(e(u,,).s(u,,)) aQ,

4 n—00

because this norm is weakly semi-continuous. The convex sets 4] and 6, are strongly
closed. Thus they are weakly closed. It results d € %7, (d, Vd) € &, and

£(ew),d, Vd) = inf {é"(s(v), s, va)}

Then (d, u) is an equilibrium solution.

Remark 3 There are other ways to have solutions. For instance, it may be assumed
a second gradient theory for damage d. The mathematical problem is the limit of
the product (1 — dn)ge(u,,)z. We need to control £(u,)?> when the solid becomes
completely damaged.

Remark 4 1In case, the solid keeps no elasticity in the completely damage domain, it
is possible to find solutions, assuming the completely damaged material is a no trac-
tion material with viscous and locking properties in compression [5]. The evolution
problem with k4 > 0 may also be investigated.

7 Conclusion

The paper proposes new approaches of graded damage modelling. To avoid spurious
mode of localization the limitation of the amplitude of the damage gradient is effective
in two ways: either the Thick Level Set theory or the convex analysis. The first
technique results in surface tracking and solving an eikonal equation. The second
use non linear partial differential equation. The two techniques involves only the
significant domain.

Approximation and regularization methods are also proposed, which must be
solved on the whole domain.

Acknowledgements The support of ERC Advanced Grant XLS no 291102 is greatfully
acknowledged.
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Edge Debonding Prediction in Beams
Strengthened by FRP Composite Plates

Domenico Bruno, Fabrizio Greco, Stefania Lo Feudo
and Paolo Nevone Blasi

Abstract Edge debonding initiation and propagation in beams strengthened with
fiber-reinforced composite plates is here studied. The structural system is composed
by three physical components, namely the beam, the adhesive layer and the bonded
plate, which are modeled by one or several first-order shear deformable layers accord-
ing to a multi-layer formulation, wherein both strong and weak interface constitutive
relations are introduced to model interfaces. Debonding onset is predicted with the
aid of a mixed mode coupled stress and energetic criterion, and propagation in dif-
ferent locations across the adhesive thickness is studied by using a mixed mode
fracture criterion. The proposed models are implemented according to the 1D finite
element technique, allowing accurate evaluation of interlaminar stresses and fracture
energies.

1 Introduction

In the repair and strengthening of existing structures, an important role is covered
by the Fiber-Reinforced Plastic (FRP) composites, which may be adopted in form
of strips, plates, and sheets and bonded externally to the structure to reinforce. An
adhesive layer ensures physical adhesion between layers and the load transfer. In this
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way, a large improvement in terms of strength and durability of the structural system
can be obtained, with small changes in the original weight and dimension. However,
the resulting strengthened system may fail due to initiation and propagation of cracks
at the interface between the lower face of the beam and the adhesive. In particular, the
interfacial debonding is caused by high concentrations of normal and shear stresses
at the end of the bonded FRP plate and near cracks within the beam. The ability to
predict interfacial stresses becomes a subject of high relevance, increasingly faced in
the current scientific literature. Several approximate closed-form analytical solutions
based on simplified assumptions for the adhesive layer have been proposed. Generally
speaking, a linear elastic behavior is assumed for all materials and the classical beam
theory is adopted in order to model each component. For example, in [18] shear and
normal stresses are considered to be constants across the adhesive thickness, whereas
in [17] the normal stress variation is considered. On the other hand, important numer-
ical analyses were conducted in [19, 20], where existence of stress singularity at the
plate end and its mesh dependence is confirmed. Then, in order to analyze debond-
ing of bonded plates, several approaches based on both strength theory and fracture
mechanics have been proposed. When fracture mechanics is adopted in order to pre-
dict debonding propagation, modal partition of the Energy Release Rate (ERR) may
be required. To this end, mixed mode delamination problems were analyzed in [2],
where shear deformability is accounted and a multi-layer formulation is used [3-5,
10]. As far as the debonding initiation evaluation is concerned, the stress singularity
at the FRP free edges leads to a null applied load for the fulfillment of a stress con-
dition. Moreover, stresses near the plate end are very mesh dependents, and a simple
stress criterion may be thus not able to represent properly the damage initiation. To
overcome this issue, one way is to consider an average strength evaluated along a
small length, which choice is arbitrary and it may depend on both material properties
and structural sizes. On the other hand, also the classic Fracture Mechanics fails in
predict debonding initiation since ERR vanishes when crack length approaches zero,
and consequently an infinite load would be required for the crack initiation. For this
reason, the fulfillment of a pure energetic requirement may be considered only in the
analysis of crack propagation, i.e. when an initial defect is present and the ERR has
a finite value. In this framework, a very innovative criterion for crack initiation was
proposed by Leguillon [15], who remarked that both energy and stress criteria are
necessary conditions for fracture, although neither one nor the other are sufficient.
For this reason, a coupled stress/energy criterion was introduced, consisting in the
simultaneous fulfillment of the two failure conditions. A number of applications of
such a coupled criterion, which has been adapted to specific loading conditions and
damaged systems, may be found [8, 16].

In this paper, onset and propagation of edge debonding in strengthened beams is
analyzed numerically by means of a multi-layer formulation and the coupled criterion
adapted to the present mixed mode problem. The paper is organized as follows. In
the first section the mathematical formulation for the problem is presented. Then,
interfacial stresses and fracture energies are evaluated by means of the multi-layer
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formulation and a 2D FE continuum model for a three point bending sample. Finally,
crack initiation and propagation are predicted according to the proposed mixed mode
coupled failure criterion.

2 Governing Equations

A multi-layer formulation able to model beams strengthened by externally bonded
fiber-reinforced composite plates is here presented. Interfacial stresses and fracture
energies are numerically evaluated, allowing prediction of edge debonding by means
of amixed mode coupled stress and energy criterion. The beam, the adhesive layer and
the bonded plate, are modeled by means of one or several first-order shear deformable
layers and, for Adhesive/Concrete (AC) and Adhesive/Plate (AP) interfaces both
strong and weak interface formulations are adopted, whereas for the mathematical
interfaces between layers a strong formulation is used. Among the mathematical
interfaces is of particular interest the one placed at the mid-adhesive location, which
will be denoted hereafter as (MA). This multi-layer approach provides a refined
methodology able to accurately predict the local quantities governing the debonding
problem for reinforced beams, and thus overcomes the inaccuracies of the beam
based models already proposed in the literature.

2.1 Multi-layer Formulation

A damaged composite laminate composed by several unidirectional fiber reinforced
plies is here considered. Each physical layer is modeled by means of one or sev-
eral mathematical first-order shear deformable layers, assuming both strong and
weak interface formulations for the AC and AP interfaces in order to guarantee dis-
placement continuity at the undelaminated interfaces, and a strong formulation for
the mathematical interfaces between layers. In case of strong interface formulation,
interfacial stresses are represented by Lagrange multipliers, whereas in case of wake
formulation a penalty method is adopted. An appropriate calibration of the stiffness
parameters, which depend on the geometrical and mechanical properties of the sys-
tem, allows to take into account for transverse and shear deformability. Moreover,
for the sake of simplicity debonding is assumed to take place at the AC interface.
A variational formulation is adopted, and the following energy functional I7 (for
unit width) is introduced:
nD=U+A+1-W (1)

where U is the strain energy of the structural system, A is the Lagrange functional
imposing displacement continuity for the strong interfaces, / the strain energy of the
weak interface representing the penalty functional, and W is the work done by the
applied loads. The stationarity of IT with respect to a variation of the generalized
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Fig.1 Mathematical notation and conventions for loads and stress resultants

displacements of the layers and of the Lagrange multipliers, allows to obtain the
governing equations for the problem:

SU+S8A+8I—8W =0 2)

where § is the variational operator. An elastic beam of length L and of thickness H,
is reinforced over the length L, < x < L, 4 L, by an elastic FRP plate of thickness
H,. All components width is equal to B. Therefore, two unstregthened regions may
be identified at 0 <x <L, and L, + L, < x < L, whereas debonding takes place
at the region L, + Ly — a < x < L, + L, as shown in Fig. 1. Either distributed or
concentrated loads act only on the beam, and on the upper and lower side of the
delamination n; and n, + n, mathematical layers are considered, where ny, n, and
n,, are the number of layers for the base beam, the adhesive layer and the FRP plate,
respectively. The first layer is the lowest one and the i-th layer thickness is #;, whereas
the horizontal axis x is oriented from left to right and the vertical axis z is oriented
downwards. For a generic layer, membrane strain at the reference surface, curvature
and transverse shear strain may be expressed as:

g=u, ki=v, vi=vyi+w 3)
where u;(x) and w;(x) are the mid-surface in-plane and transverse displacements,

respectively, ¥;(x) are the rotations of transverse normals, and prime denotes deriv-
ative with respect to x. The first variation of the strain energy is:

Lu+L np+ng L ptnatny
sU =/ > lo;- 8e] dx +/ > loi-8ei]dx 4)
L, i=1 0 i=n,+ng,+1

where o; = {N;, M;, T;} and &; = {¢;, k;, y;} are the vectors containing stress resul-
tants and strains for the i-th layer, respectively, and dot denotes the scalar product.
In particular, &; is the membrane force resultant, M; the moment resultant and 7; the
transverse shear force resultant. In case of strong interface formulation, the varia-
tion of the Lagrange functional related to interface displacement continuity between
adjacent layers is:
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Ly+L, "pt1a—1 L ptngtny—1
SA:/ > 84w dx+/ > Iy 8Au] dx 5)
Ly =1 O jmnytnt1

where Au; = {Au;, Aw;} is the vector of the relative displacements at the j-th inter-
face between the j-th and the j 4+ 1-th mathematical layer,

tj Lt
Awj = — S — U1 — Vi ©)
AWj =Wj — Wjq

andA; = {A.;, A} is the Lagrange multipliers vector, which represents the interfacial
stresses at the j-th interface. A weak formulation is now assumed where debonding
occurs, that is at the (n, 4+ n,)-th interface, i.e. AC in the present formulation. In this
case, the variation of the strain energy is:

L,+Lg 1
8 = / O dv, 2=t nin, Ay, (7)
L

where Auy yn, = {Au,,p+,,a, Aw,,p+nu} contains the relative displacements at the
(np + ng)-th interface and t; ,, ,, = {02, n,4n,> Oz, n,+n,} cONtains the interlaminar
shear (0, n,+n,) and normal (o, ,,+x,) Stresses that, in the weak interface formula-
tion, assume the following expressions:

Oz, np+n, = ];ZAWHPJrnav Ozx, nptn, = ]_szAuanLa 3
ke = (1 —dk, ke = (1= dkey ©))

where d is a damage variable, which is equal to 1 in the damaged zone, and to 0
in the bonded region, and k, and k,, are the interface stiffness parameters (having
dimensions FL~3). It is worth noting that the penalty formulation is equivalent to the
Lagrange method when the stiffness parameters approach infinity. The variation of
external load work is:

ny+ng+np

L
8W=/ Z [pidu; + qidwi] dx + SW* + §W (10)
0

i=np+ng—1

where p; and ¢; are the distributed axial and transverse external loads applied to
the i-th layer, §W¢ is the variation of the work of concentrated external loads and
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bending moments, and W is the variation of the work of external concentrated
loads and bending moments at the two ends of each layer. Each i-th mathematical
homogeneous layer is modeled as orthotropic by means of the classical extensional,
bending—extensional coupling, bending and shear stiffness, see [5] for further details.

The constraint equations used to ensure displacement continuity at the strong
interfaces are obtained by the variation of IT with respect to Lagrange multipliers
and are given by:

AM]' = 0 . .
, J=1 . +n,+n, =1, j#n,+n, (11D
Aw; =0
Thus, the independent displacement variables may be reduced ton, + n, + n, + 4
and are:

{Wn,,Jrn[,v Wn,,Jrn[,Jrlv un,,+nu, u11p+n,,+1 s Wi}, i= 1» cees np + ng + np (12)

The fundamental lemma of variational calculus, together with the appropriate
continuity conditions for the generalized displacement variables, leads to a boundary
value problem. Two equations for the translational equilibrium in the x-direction and
in the z-direction of the layer assemblies at the two sides of the interface crack,
and one equation for rotational equilibrium of each mathematical layer are obtained.
Moreover, the boundary conditions are specified at x = 0 and x = L for the layers
above the debonded interface, and at x = L, and x = L, + L, for the layers below,
whereas the matching conditions are specified at x = Lu and x = L, + L above the
debonded interface, and atx = L, + L; — a for the two sets of layers at the two sides
of the debonding interface. The following result is also obtained for the Lagrange
multipliers, i.e. the interfacial stresses:

azx,iZZN-/, i=1,..,n4+n,—1

i—1

" (13)
Uz,iZZTf, i=1,.,n+n,—1

=

The matching conditions are compatible with concentrated interfacial forces,
which dimension are force/length, arising from the constraint equations at the
strong interfaces, i.e. forj=1,...,n,+n, —1,n,+n,+1,...,n, +n, +n, — 1.
For instance, at the crack tip, x = L, + L; — a, and for the layer assembly below the
debonded interface, the matching force conditions are:
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[+ Np+1a
2N =0 |27 =0,

L J=1 L,+Li—a =l Ly+Ls—a
] "
M, + N, — =0,
L 2 L,+Li—a

Com Y, (14)

1 .
M; — ZIN,%—ZIN, > =0, i=2,..,n,+n,—1,
J= J= Li+Li—a
npt+ng—1 ;
7 _
My en, + Zl N3 =0
7= L,+Ls—a

where the double square brackets stand for the jump of the enclosed quantities ahead
and behind the crack tip. The concentrated forces at the i-th strong interface are given
by:

Toei = 2 NS 2N Ta= 2 T - D17
- - - - (15)
j= Jj= j= j=
i=1,.,n+n,—Ln,+n,+1,..,n,+n,+n,—1

Moreover, the boundary conditions at the plate end, x = L,,, and at the end of the
delaminated interface, x = L, + Ly, for the lower layer assembly,ie.i =1, ...,n, +
n,, are imposed according to the free edge conditions, for additional details please
see [5].

In conclusion, when a weak formulation with finite stiffness parameters is
assumed, stress singularities are excluded since interfacial concentrated forces are
not compatibles with the formulation. On the other hand, for stiffness parameters
approaching infinity, stress singularities appear, and the limit process leads to the
concentrated interfacial forces. These interfacial concentrated forces are helpful to
evaluate the individual components of the ERR since the in-plane and out-of-plane
interfacial forces are directly related to the Mode II and Mode I of fracture, respec-
tively. In this way, the non-convergent behavior of mode partition of the continuum
FE models, which is due to the oscillatory singularities at the bi-material interfaces,
is avoided.

2.2 Fracture Energies

One major advantages with the use of the coupled multi-layer and interface elements
models are related as stated above to the ERRs evaluation. In fact, in case of strong
interface it was proved by Greco et al. [10] that the total ERR does not decrease
rapidly to zero for vanishing cracks, but has a smooth continuous behavior. On the
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other hand, when a weak interface is adopted, since interface stiffness and relative
displacements have a finite value, stresses singularities are excluded and the ERRs
may be computed also for a zero crack from these stresses, see [9]. In addition, also
the individual model components of the ERR may be well defined, in both cases of
strong or weak interface. In the former case from the vertical and horizontal interface
concentrated forces, and in the latter by carrying out the penalty procedure. In fact,
as proved by Bruno et al. [3], a good convergence of the individual ERRs can be also
obtained by refining the layer subdivision, which however may reflect the physical
layer thicknesses. Although the numerical evaluation of ERRs could be in theory
easily obtained in terms of displacement variables calculated at the interface crack
tip in the context of a weak interface, since the ERRs must be computed in the
limit as the interface stiffness parameters approach infinity, a very fine finite element
mesh is required in proximity of the crack tip. Alternatively, it is possible to take
advantage of the strong interface formulation and to compute the energy release rate
components as half the work of interfacial concentrated forces at the crack tip through
corresponding displacement jumps occurring after the delamination is extended by
an small (in theory infinitesimal) length da, according to the Virtual Crack Closure
Technique (VCCT). For a sufficiently small da, the displacement jumps can be also
evaluated at a distance da ahead the delamination tip, thus obtaining ERR and mode
components by means of one stress analysis. Therefor, the Mode I and Mode 11
components of the ERR at the delamination tip may be expressed as:

: 2 1 +
G] = L llzm szW = gEZAW
20, Kz —> 00 a (16)

1
= i AW = — 3 Aut
G = M kedu” = 50 Yol

where the left side is valid for the weak interface formulation, and Aw and Au are
the displacement jumps at the delamination tip, whereas the right side refers to the
strong interface formulation, and Aw™' and Au™ are the displacement jumps at a
distance da from the delamination tip.

2.3 Debonding Initiation and Propagation in Mixed Mode
Problems

The coupled energetic/stress criterion introduced by Leguillon [15] for the prediction
of crack onset consists in the simultaneous fulfillment of two failure conditions.
Therefore, the criterion is here adapted to the case of mixed mode problems and
employed to predict the edge debonding initiation. Basically, both a stress and an
energy failure criterion must be satisfied simultaneously, leading to a system of two
equations for two unknowns, which are the critical load level required for the crack
onset B, (seen as a multiplier of unit load) and the corresponding crack length a..
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The stress criterion may be adopted in an integral or a point-wise form according to
[1, 8], and the following non-linear equations system must be solved iteratively. In
particular, the coupled mixed mode failure criteria can be expressed as:

B> [, Gr(1,hdl

foa G, dl 1
ﬂ(f(;lo—y(lvl) dl) 2_|_ ’3<f0a w1, D) dl) 2 =1 "
o, a Tca B

B2 [y Gr(, D dl
195G, dl 2 a8)

(ﬁ<oy<1,l>>)2+ (ﬂ(fx(l,l») _,
Oc Te

where o, and 7, denote the tensile and shear strengths, respectively, Gr(1, /) is the
total ERR for a unit load at the distance / from the plate end, o,(1, /) and (1, I) are
the normal and tangential interlaminar stresses for a unit load at a distance / behind
the plate end, <> are the Macaulay brackets and G, is the fracture toughness. In par-
ticular, the proposed equations take into account that in linear elasticity stresses are
directly proportional to load ((oy, 7,) ~ ), whereas ERR has a quadratic proportion-
ality (Gr ~ B2)[13]. For a given a it is possible to calculate the load levels that guar-
antee the satisfaction of the stress and energy criterion. When the obtained load levels
coincide, although within a small tolerance, the set of critical load and critical length is
obtained (see [11, 12] for additional details). For the mixed mode fracture toughness,
a function reported in [14] may be adopted, thatis I' (p) = Gjc{1 + tan*[(1 — &) p]},
where Gjc is the Mode [ interface toughness, « is a sensitivity parameter which takes
into account mode mixity, and p = tan~'(Gy;/G;) is the mode mixity angle.

Once that the debonding onset length a, is determined, the subsequent propagation
starting from a, may be computed by using only the energetic criterion introduced
in Egs. (17) and (18), with the debonding length assumed to be a-priori known.

Gr

2 _ 19
p G.(p,a) (19)

3 Numerical Analyses

In this Section, numerical evaluation of interfacial stresses and fracture energy for a
simply supported beam reinforced with a bonded plate and subjected to a point load
are presented. The 2D FE and the proposed multi-layer model are implemented by
using the commercial finite element software Comsol Multiphysics 4.4 [7], and three
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section locations across the adhesive thickness are studied, namely the AC and the
AP interfaces and the MA section (en extended version of the study may be found
in [5]).

3.1 Interfacial Stresses Prediction

A concrete beam strengthened by a CFRP plate is here considered, the structural
system properties are reported in Table 1 and a Three Point Bending (TPB) scheme
is analyzed. A 2D FE model with a mapped distributed mesh defined as in [19] and
several multi-layer models have been developed. They differ for the number of layers
adopted to model the adhesive and the concrete beam, their thickness distribution,
and for the type of interface formulation assumed to simulate the adhesion between
components. In the developed FE models, a maximum size of the finite element
equal to 0.5mm is adopted, with a mesh refinement near the plate end. Two-noded
straight elements with an Hermitian formulation are used for each layers, considering
the Timoshenko beam formulation in order to take into account the shear deforma-
tion. In particular 3, 4 or 6 mathematical layers are used in the formulation leading
respectively to the 1/1/1, the 1/2/1 and the 3/2/1 multi-layer models, for which the
first number indicates the layers accounted for the concrete beam (n;), the second
one those for the adhesive physical layer (n,) and the last one those for the bonded
plate (1,). The layers thickness (¢; for the i-th layer) varies depending on the chosen
assembly and according to Table 2.

Displacements continuity at the bonded region is ensured by either a strong or a
weak interface. In particular, three formulations are adopted for the physical inter-
faces AC and AP, as shown in Fig. 2:

e in the (a) multi-layer models, a strong interface formulation is assumed in both
vertical and horizontal directions;

Table 1 Geometrical and material properties of the TPB sample

Component | Width Thickness | Length Young Shear Poisson’s
(mm) (mm) (mm) modulus modulus ratio
(MPa) (MPa)
Concrete 1,000 300 3,000 30,000 12,820.5 0.17
beam
Adhesive 1,000 2 2,400 2,000 740.74 0.35
layer
CFRP 1,000 4 2,400 Ei=E = |G;p= Vg = Vi3 =
laminate E; = Gy = 033 =04
160,000 Gi;3 =
5,333.3
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Table 2 Layers assembly and thickness distribution

Model Concrete beam Adhesive layer CFRP laminate
1/1/1 H, H, H,

1/2/1 H, H,/2H,/2 H,

3/2/1 Hy/3 Hp/3 Hp/3 H,/2H,/2 H,

(a) (b) (c)

concrete beam

concrete beam

concrete beam

vertical

; springs

vertical

horizontal springs
stifnesses —co

Fig. 2 a Strong, b coupled strong/weak and ¢ weak interface formulation

e in the (b) multi-layer models, a strong interface formulation is assumed for the
horizontal direction, whereas in the vertical direction a weak interface formulation
is implemented through elastic springs whose stiffness represents the interface
stiffness parameter;

e in the (c) multi-layer models, a weak interface formulation is assumed in both
vertical and horizontal directions;

The above interface formulations are considered as constraint conditions in the
FE models. In particular, in case of a strong interface a prescribed displacement is
assigned on the lower of the two adjacent layers at the interface, and the displacement
variables of the upper one are extruded on the lower one. Therefore, the displacements
continuity is obtained by imposing vanishing interface relative displacements, see
Eq. (11).

On the other hand, in case of weak interface, a continuous distribution of linear
normal and tangent springs is considered, see Cornetti et al. [9]. Therefore, an edge
load, which is linearly related to the interface relative displacements through the
interface stiffness parameters, is assigned in the required direction on the adjacent
layers but with opposite sign. In addition, in order to obtain a load system equivalent
to an edge load acting on the interface between layers, an edge distributed moment
is also considered since the edge load assigned in the x direction is applied on the
central axis of the layer.

As far as the weak formulation is concerned, the interface stiffness coefficients
in the vertical direction are obtained from the adhesive thickness and elastic moduli,
E,, thus allowing to recover the vertical compliance of the adhesive neglected by
the structural model. Conversely, when the weak interface is considered also in the
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horizontal direction, the stiffness parameters are obtained from the shear modulus of
the adhesive layer, G,, and from a fraction of its thickness, which may be determined
by a parametric study through a parameter 7. This issue is due to the fact that, although
the adopted the multi-layer first order shear deformation theory takes into account the
shear deformability of each component, for an accurate evaluation of the interface
shear stress distribution, an enrichment of the kinematic formulation is required.

E.B, G,B,
v — ’ e ——
o Ha/2 ’ ﬂnHai/z

(20)

where H,; denotes the thickness of the sub-layer representing the adhesive and adja-
cent to the interface.

Comparisons in terms of normal and shear interfacial stresses, between a 2D
FE continuum model and the proposed multi-layer formulation, are illustrated in
Figs.3, 4 and 5. In particular, when a weak interface formulation is accounted, Eq.
(20) is assumed, and the horizontal stiffness adopted for the (¢) models are K; ; =
G.B,/(0.25H,/2), K, = G4B,/(0.05H,/2) and K; = G,B,/(0.05H,/2) for the
1/1/1 (c),the 1/2/1 (c) and the 3/2/1 (c) assembly, respectively.

From the presented figures, it is possible to conclude that the interface formulation
plays a stronger role in the interfacial stresses behavior with respect to the number
of layers considered in the multi-layer model. In particular, when a strong interface
formulation is considered at AC and AP, i.e. (a) models, the interfacial normal stresses
are compressive in all the analyzed locations, which is in contrast with the 2D result,
and they do not contribute to the debonding initiation. However, the inaccuracy of
the (a) multi-layer models is within a small zone near the plate end, and it will be
shown to have a scarce influence on debonding onset.

On the other hand, when in the vertical direction the elastic springs are introduced,
i.e. (b) models, the normal stress distribution becomes in good agreement with the
2D FE continuum solution, with a large improvement in the prediction of the nor-
mal stresses. In particular, results show how near the edge of the bonded plate the
AC interface is subjected to tensile stresses, whereas the AP interface is subjected
to compressive stresses. Moreover, in the (b) multi-layer models, the shear stress
vanishes at the plate end at the physical interfaces, which is in good agreement with
Rabinovitch and Frostig [17]. On the contrary, when the weak interface formulation
is accounted in both vertical and horizontal directions, the obtained shear stress is
not equal to zero and approaches result obtained by means of the used 2D FE model.

3.2 Fracture Energies Computation

In this Section, the computation of the energy release rate at the different analyzed
locations is presented. The ERRs evaluation is obtained by means of the modified
VCCT, which needs evaluation of the nodal forces at the crack tip and of the relative
displacements at a small distance da from the tip. A strong interface formulation in
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Fig. 3 Interfacial stresses near the plate end at the AC interface: comparison between the 2D FE
continuum model and the proposed multi-layer formulation (TPB sample)

both vertical and horizontal directions is assumed, so that the individual ERRs can
be evaluated from concentrated forces at the crack tip, which arise from the stress
discontinuities and can be expressed in term of Lagrangian multipliers as in Eq. (16).

Regarding the 2D FE model, two types of mesh are implemented. When the ERRs
are evaluated at the AC and the AP interfaces, a mapped mesh refined near the crack
tip, with the minimum element size equal to 1 mm, is used. Conversely, when ERRs
are investigated in the MA position, a free triangular mesh is adopted everywhere
except around the crack tip, where a mapped mesh of four quadrilateral elements with
a size of 0.1 mm is used. For the multi-layer models, two-noded straight elements
with an Hermitian formulation are used for each layer, the mesh size is equal to
0.1 mm and the Timoshenko beam formulation is adopted.
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Fig. 4 Interfacial stresses near the plate end at the MA section: comparison between the 2D FE
continuum model and the proposed multi-layer formulation (TPB sample)

In Table 3, individual and total ERRs normalized by using the factor E,H,,/(F /B)?
at the considered locations and for a fixed delamination length are reported. Results
show a very good agreement between the 2D and the multi-layer models in terms
of the total ERR. On the other hand, mode partition between the 2D FE and the
multi-layer models does not agree everywhere, which is due to the fact that 2D FE
solution involves an intrinsic oscillatory behavior in the evaluation of individual ERR
components for an interface crack between two dissimilar layers. Conversely, when
the oscillatory singularities do not occur as in the case of the MA section, a reasonable
agreement with the 2D FE results is obtained also in terms of individual ERR mode
components in spite of the small number of layers adopted in the multi-layer models.
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Fig. 5 Interfacial stresses near the plate end at the AP i interface: comparison between the 2D FE
continuum model and the proposed multi-layer formulation (TPB sample)

Table 3 Normalized ERRs at different locations for a delamination length of 400 mm

FEmodel |Gyac |Guac |Grorac |Gima | Guma | Groema|Grap | Giap | GrotAP
1/1/1 (a) 0.49 1.10 1.59 / / / 0.13 1.44 1.58
1/2/1 (a) 0.47 1.12 1.59 0.24 1.34 1.58 0.13 1.45 1.58
3/2/1 (a) 0.48 1.14 1.62 0.24 1.37 1.61 0.13 1.48 1.60
2D 0.66 0.97 1.63 0.31 1.30 1.61 0.13 1.48 1.61
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4 Debonding Onset and Propagation

In order to predict crack initiation at interfaces of the strengthened system, the cou-
pled criterion defined in Sect. 2.3 is here adopted. In particular, such a criterion was
introduced in order to overcome difficulties in the onset evaluation due to the singu-
larity of the stress field at plate end, and to the impossibility to apply the LEFM for
vanishing cracks. Indeed, the present criterion, which is here adapted to mixed mode
cases, requires a simultaneous fulfillment of an energetic and a tensional (integral or
point-wise) condition according to Egs. (17) and (18). The critical parameters con-
sidered in the numerical simulations are taken from [4, 6] and are summarized in the
Table4, where o, and 7, are the tensile and the shear strengths, respectively.

The effectiveness of the proposed multi-layer modelling technique is verified
in terms of predictions of debonding onset load, F, for both integral and point-
wise coupled criteria at the MA section, where also the 2D FE model gives reliable
results in term of ERR components. Results are shown in Fig. 6, where subscript ML
denotes multi-layer models and the arrangements are referred to the multi-layer mod-
els adopted for the interface stresses predictions, since ERRs are always calculated
by using a strong interface formulation.

Numerical analyses conducted at all locations show that the point-wise criterion
compared to the integral one leads to higher values for the critical load and, con-
sequently, to lower critical lengths. Onset load errors between the multi-layer and
2D FE, which is the reference solution, is of low magnitude, but larger errors are

Table 4 Critical parameters adopted for the coupled stress—energy criterion

Location o. (MPa) 7. (MPa) Gie o
AC 7.2 7.2 100 0.2
MA 7.2 7.2 500 0.2
AP 7.2 7.2 500 0.2
4300 T T T
o R T ——— -
4200 - e
4100 + B
4000 F -
=3
< 3900 _ _ .
w L4 o - ——————_________.
3800 4
3700+ —8— ML (integral) 4
— # — ML (pointwise)
L —— 2D FE (integral) A
9600 - - = 2D FE (pointwise)
m 1 1 1 1
11211 (a) 11211 (b) 11211 (c) 31211 (c)

Fig. 6 Ceritical load at the MA section: comparison between 2D FE and multi-layer results
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Table 5 Ceritical onset load for the 3/2/1 layer assembly (the 3/2/1 (¢) model is adopted for

interfacial stresses)

Stress condition Feac (kN) Fema (kKN) Feap (KN)
Integral 1939.849 3839.684 3932.603
Point-wise 2002.365 4213.965 4348.327
?Ow T T T T T T T
Energetic criterion
eooOfy e Integral stress criterion | 4
----- Pointwise stress criterion
5000 1
= 4000
=
w3000
2000
1000 G i
0 1 L 1 ' L 1 ' L 1
0 5 10 15 20 25 30 35 40 45 50

a[mm]

Fig. 7 Critical load and critical length according to the mixed mode coupled criterion at the AC
interface for the 3/2/1 layer assembly (the 3/2/1 (c) model is adopted for interfacial stresses)

Table 6 Debonding onset load (F.) for various multi-layer assemblies and different debonding
locations across the adhesive layer

(Location) stress | Fe,1/2/1 (a) Fe172/1 ) Fe2/1 0 Fe3pan o
condition

(AC) Integral 1946.68 1958.10 1963.39 1939.85
(AC) Point-wise | 2020.83 2016.61 2022.85 2002.37
(MA) Integral 3864.62 3865.68 3867.54 3839.68
(MA) Point-wise | 4268.01 4261.02 4258.77 4213.97
(AP) Integral 3957.21 3958.14 3959.82 3932.60
(AP) Point-wise | 4406.93 4398.55 4394.66 4348.33

obtained in term of onset length. However, the onset length is small compared to
the FRP plate size. Numerical simulations show also that the most favorable loca-
tion for crack initiation is the AC interface (see Table5). In fact, a lowest load is
required, which is true independently of the interface formulation adopted to capture
interfacial stresses.

Therefore, in Fig. 7 load-delamination length curves satisfying the energetic and
the stress (point-wise and integral) criteria are reported, respectively, when debond-
ing occurs at the AC interface. The critical pair of crack onset load and length values
can be obtained at the intersection between the two curves associated to the energetic
and stress criteria. Finally, results given in Table 6 point out that the delamination
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Fig. 8 Crack propagation for the 3/2/1 multi-layer assembly (the 3/2/1 (¢) model is adopted for
interfacial stresses)

prediction obtained by the different multi-layer models are in a reasonable agree-
ment, whatever interface formulation is adopted for the stress distribution evaluation.
Indeed, the error in interfacial normal stresses of the strong interface models is con-
fined within a small zone near the plate end, and interfacial shear stresses, which are
overestimated by the (a) models, play a more significant role in the fulfillment of the
crack onset coupled criterion.

Once that edge debonding initiation of FRP in strengthened systems is predicted,
the damage propagation can be studied with the aid of the mixed-mode fracture
energy criterion. In Fig. 8 debonding propagation is illustrated for the three analyzed
locations across the adhesive layers, by evaluating for each value of the debonding
length a the associated load satisfying Eq. (19). In particular, the point at a = 0
corresponds to the critical load at the crack onset, which is attributed to a zero
debonding length and evaluated with the proposed coupled criterion, while the onset
length corresponds to the first point of the curves. Also during propagation, debonding
at the AC interface takes place at lower loads than those required at MA and AP.

Then, in Fig.9 the post-peak response of the strengthened system is shown, in
which the mid-span deflection is measured at the lower beam sub-layer, being the axis
origin taken at the AC interface. In particular: from point 1-2, the FRP is perfectly
bonded to the reinforced concrete beam, and the load-displacement relationship is
linear; at point 2, debonding starts at the AC interface; from point 2-3, debonding
propagates along the interface until the mid-span, corresponding to a softening behav-
ior of the load-displacement curve and finally, from point 3—4 debonding is beyond
the mid-span, the whole system loses stiffness returning to that of the unstrengthened
system.
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Fig.9 Load-displacement curve for the 3/2/1 multi-layer assembly (the 3/2/1 (c) model is adopted
for interfacial stresses) when debonding occurs at the AC interface

5 Conclusions

Edge debonding onset and propagation of beams strengthened with externally bonded
FRP composite plates is here investigated numerically. A multi-layer model with first-
order shear deformable mathematical layers is adopted for the structural system, with
both strong and weak interface constitutive relations for the two physical interfaces,
and strong interface constitutive relations for the mathematical interfaces. Numerical
models are implemented by using a 1D finite element formulation, which allows
evaluation of interfacial normal and shear stresses and of modal components of the
ERR. Then, debonding initiation of a three point bending scheme is evaluated by
means of a mixed mode coupled criterion accounting for both fracture energies and
interfacial stresses, whereas debonding propagation is studied with the aid of a mixed
mode energetic criterion.

In terms of interfacial stresses, multi-layers greatly reduce computational costs
with respect to 2D FE models. Moreover, although a strong interface formulation
does not allow to catch the actual behavior of stresses near the plate end, the error is
confined in a small zone compared to the plate length. For this reason, multi-layer
models with different interface formulation and mathematical layers lead to an accu-
rate prediction of the load at debonding onset. The AC interface is the most favorite
location for debonding initiation and propagation, and the load-displacement rep-
resentation shows a softening behavior during debonding. Therefore, the proposed
multi-layer models, together with the coupled criterion, are able to predict edge
debonding initiation, and may be adapted to other geometries and debonding mech-
anisms, such as debonding in correspondence of intermediate flexural or shear crack
within the base beam.
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A Concurrent Multiscale Model for Crack
Propagation Analysis in Composite Materials

Domenico Bruno, Fabrizio Greco, Lorenzo Leonetti and Paolo Lonetti

Abstract An innovative concurrent multiscale model is proposed for simulating
transverse crack propagation in fiber-reinforced composite materials, based on a
domain decomposition technique equipped with an adaptive zooming-in strategy.
Under general loading, the crack path is not a priori known, as both fiber/matrix
interface debonding and matrix cracking are involved. Therefore, a suitable crack
path tracking strategy is proposed, based a moving mesh approach coupled with a
shape optimization method. A number of numerical experiments have been carried
out for assessing the validity of the proposed model, with reference to the complete
failure analysis of a single notched fiber-reinforced composite beam subjected to
both mode-I and mixed-mode crack propagation conditions.

1 Introduction

Composite materials are usually affected by a variety of damage mechanisms origi-
nating from pre-existing defects. In particular, fiber-reinforced composite laminates
experience both intralaminar (such as matrix cracking and fiber/matrix interface
debonding) and interlaminar mechanisms (i.e. inter-ply delamination). Such damage
mechanisms are multiscale in nature; indeed, they initially take place at the micro-
scopic level, but strongly influence the overall (macroscopic) behavior of composite
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materials, leading to a highly nonlinear mechanical response associated with a pro-
gressive loss in strength and stiffness during the deformation history [5].

As a matter of fact, a proper analysis of damage mechanisms in composite mate-
rials would require a complete description of their microstructural details, leading to
full-scale microscopic problems, whose numerical solution is inevitably unpractical
due to the associated huge computational effort. Therefore, a large set of simplified
strategies have been proposed in the literature for the failure analysis of composites,
including micromechanical approaches; however, classical homogenization meth-
ods [6, 12, 20] are only effective when the micro- and the macro-scales are well
separated. Such hypothesis ceases to hold when strain localization phenomena occur
in locally periodic structures; moreover, the softening behavior cannot be properly
accounted for, because of the ill-posedness of the macroscopic boundary value prob-
lem, as shown in [11]. In order to overcome such limitations, more sophisticated
methods have been introduced, belonging to the wide class of multiscale methods;
following [2], three groups of multiscale methods can be identified, depending on the
nature of the micro-to-macro coupling: hierarchical, semi-concurrent and concurrent
methods.

In hierarchical (or sequential) methods, a “one-way” coupling is established be-
tween the microscopic and macroscopic sub-problems, i.e. the information is only
passed from lower to higher scales; classical micromechanical and homogenization
approaches belong to this group. In semi-concurrent methods, also named as compu-
tational homogenization approaches, a microscopic boundary value problem is as-
sociated with each integration point of the discretized macroscopic domain, in order
to obtain the local governing equation at the macroscopic level; this group of meth-
ods allows one to determine a microscopically informed constitutive response, thus
avoiding the use of a phenomenological stress-strain relationship at the macro-scale.
Finally, concurrent methods abandon the concept of scale transition in favor of the
concept of scale embedding, according to which sub-problems exhibiting different
spatial resolution are simultaneously solved, in the spirit of domain decomposition
methods (DDMs).

In this work, a novel concurrent multiscale method is presented, able to simulate
the transverse crack propagation in fiber-reinforced composite materials, taking ad-
vantage of a non-overlapping domain decomposition method, used in conjunction
with an adaptive model refinement technique able to continuously update the finely
resolved subdomain around a macroscopic crack propagating along a non-prescribed
path. The competition between fiber/matrix interface debonding and kinking phe-
nomena from and towards the matrix is taken into account, as well the continuous
matrix cracking, by employing ad-hoc formulated fracture criteria. Matrix cracking
is numerically predicted by using an innovative shape optimization method based on
the synergistic application of a moving mesh technique and an optimization strat-
egy; such an ingredient makes the present approach different form existing concurrent
multiscale methods, which usually adopt damage models or cohesive zone models
to simulate damage propagation (see, for instance, [10]). The paper can be regarded
as an extension of the previous authors’ work [13], since it incorporates enhance-
ments in the crack propagation modeling technique and proposes original simplified
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comparison models in order to assess the validity of the multiscale approach. The re-
lated numerical experiments have been carried out with reference to a single notched
composite beam subjected to different loading conditions involving both mode-I and
mixed-mode crack propagation.

2 Theoretical Framework

In this section, the main theoretical concepts forming the base for our numerical ap-
proach, are discussed. In Sect.2.1, the general framework of concurrent multiscale
modeling is illustrated, by extending the multiscale non-overlapping domain decom-
position scheme to the case of damaging composite materials, whereas in Sect.2.2,
the attention is paid to fracture modeling in composite materials, with reference to
the competition between different damage mechanisms including matrix cracking
and fiber/matrix interface debonding.

2.1 A Multiscale Domain Decomposition Scheme for
Damaging Fiber-Reinforced Composites

Let us consider a cracked composite structure occupying the open set £2 € R?, as
depicted in Fig. 1a, subjected to general external loads in a quasi-static manner; its
boundary 952 is assumed to be Lipschitz continuous, such that dy 2 U dp$2 = 92
and dy$2 Naps2 =@, dyS$2 and dps2 being the portions subjected to Neumann
and Dirichlet boundary conditions, respectively; moreover, dp$2 7# ¢ in order to
avoid rigid-body motions. Such a heterogeneous body is composed of a doubly
periodic distribution of unit cells, whose microstructure is the same as for a reference
cell, denoted as repeating unit cell (RUC). The given crack set I, at which strong

(b)
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"

Fig. 1 Crack propagation problem in a periodic composite structure: (a) full-scale microscopic
formulation; (b) multiscale formulation, coupling a fine-scale and a coarse-scale subdomain, the
latter being filled with an equivalent homogenized material (EHM)
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discontinuities (displacement jumps) occur, is represented by a number of physical
surfaces, denoted by F(,(i ) withi = 1, ..., n.If all the micro-constituents are assumed
to be made of linearly hyperelastic material, the elasticity problem at fixed crack set
under small deformation and contact-free crack assumptions can be mathematically
stated as a classical elliptic PDE system with associated boundary conditions. The
related weak form can be written as:

/ [C:e(m)]:e(v)dS2 = f-vd.Q +/ t-vdll Yv e V(Q\T,),
2\l 2\I. ) 0

where u € H 1(.Q\Fc), u = u on dpS2, u being the (actual) unknown displacement
field, i the prescribed displacement on 9,2, and H'(£2\I,.) denoting the usual
Hilbert space of order 1 on £2\I,; moreover V(£2\I,) = {v e H'(Q\I),v =
Oona D.Q} is the set of virtual displacement fields, f and £ are the external body and
surface forces, respectively, and C is the fourth-order elasticity tensor. The latter one
is assumed to be rapidly varying with respect to the macro-variable X, and thus the
elasticity problem (1) is rather complex to solve without a suitable modeling strategy.

In the presence of evolving defects, classical homogenization techniques in-
evitably fail due to the loss of macro-homogeneity and periodicity assumptions;
therefore, here a different approach is proposed, based on a multiscale domain de-
composition scheme [18]. Without loss of generality, let us partition the original
domain £2 into only two non-overlapping subdomains §2,, and £2,,. As C is as-
sumed to be periodic only in £2,, it follows that:

Ci(X), ifX ey

. 2
C.(X), ifX €,

C(X) = [

where the superscript ¢ indicates the dependence on a small period, identified by
the RUC size. After this position, the problem (1) can be rewritten in the following
equivalent multi-domain form, involving an additional boundary [, generated by
the considered partition:

fQM[C; ce(s)] i e(vy)d2 =

= [o, fu vmd2 + [y o ot -vudD ¥vy € V(2u)
Jor[Cn e : €(vy)d2 =

= Joor fn - Vmd 2+ [1 o o tn - Vmd D ¥y, € V(2,\T7)
Jo, [Chy - e@i)] : eWp)d2 + [ 1 [Con : €(un)] : €(y)dS2 =

= f.(ZM fM : deQ + me\Fp ﬁn wmdg VYw € V]‘

3)

where u$, € H'(2y), u%, = tpy on 382y N 9pS2 and u,, € H' (2,\I.), Uy, = Uy
on 082, N dp$2; moreover, V (§2y,) and V (£2,,\ ) are the sets of test functions be-
longing to H 1(2y) and H' (8£2,,\I,), respectively, and vanishing on {Fim U 8D.Q} N
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082y and {I’}m U BD.Q} N 082, respectively; finally, V- denotes the set of test func-
tions w defined on I}, which are traces of functions of V, whereas w;, and w,,
are arbitrary continuous extensions of w to £2), and £2,,\ I, respectively, such that
wy = 0on 982\ Iy and w,, = 0 on 982,,\ [y, respectively.

The sub-problem defined over £2;;, where the periodicity assumption is assumed
to hold, can be successfully tackled by replacing the original microstructure with
an equivalent homogenized material (see Fig. 1b), whose effective moduli tensor
is obtained by a first-order periodic homogenization scheme applied to the given
repeating RUC. It follows that an inherent separation of scales exists between 2,
and £2,,; as a matter of fact, the adopted subscripts M and m stand for macro- and
micro-scale, respectively.

2.2 Competition Between Damage Mechanisms in
Transversely Loaded Fiber-Reinforced Composites

In this section, the competition between different damage mechanisms in fiber-
reinforced composite materials is discussed, with exclusive attention to the case
of transverse cracking. To this end, let us consider a multiphase solid containing a
single propagating crack of finite length /; thus, an energy-based crack advancing
criterion can be formulated in a quasi-static rate-independent setting by means of
classical Karush—Kuhn-Tucker (KKT) conditions:

[>0
G)—-G. <0 “4)
(G - G.)i =0,

[ being the rate of the crack length, G the strain energy release rate associated
with [, and G, the fracture toughness, regarded as a material constant for crack tips
embedded in an isotropic homogeneous phase or as a function of the mode mixity for
interface cracks. A crack length control scheme [7] is used, allowing to reformulate
the nonsmooth and highly nonlinear crack propagation problem as a sequence of
linear problems.

Furthermore, a proper simulation of damage phenomena at the microscopic scale
should require additional criteria for tracking the crack path; here, a new crack
propagation algorithm is proposed, accounting for the competition between matrix
cracking, fiber/matrix interface debonding and crack kinking in/out of the interface.

2.2.1 Matrix Micro-Cracking

Matrix micro-cracking usually leads to the nucleation of macroscopic cracks via coa-
lescence phenomena, and therefore it is one of the most relevant damage mechanisms
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for transverse loading conditions. In this case, the crack path is not known a priori,
thus classical fracture approaches require the adoption of additional kinking criteria
able to find the current crack direction, such as the maximum strain energy release
rate (MSERR) criterion. Such a criterion is here enforced in a variational setting, by
considering the following expression for G, written as a function of both the total
crack length / and the kink angle 6:

aIT* (1 + Al, ) — I*(l
(.6) ~ — (a+ ) ()’
al Al

G(,0)=— (&)
where Al is the crack length increment, and I7* indicates the total potential energy
at equilibrium:
m() =), = igf(l)ﬂ(u, D, (6)
uel,

U, being the set of admissible displacement fields. By inserting Eq. (6) into Eq. (5),
the MSERR criterion can be reformulated as the double minimization of I7 with
respect to both the displacement field and the crack direction:

squ(l,@)=>inf17*(l+Al,9):>inf[ inf H(u,l—i—Al,@)}, (7)
14 0 0 | ueU,(+AL6)

which is numerically performed by testing a number of different trial crack directions.
Classically, this problem has been tackled by performing a remeshing operation for
each tested direction, thus leading to a highly time consuming solution. In order to
reduce the computational cost, the moving mesh strategy proposed in the previous
authors” work [13] is here used. In this context, the geometry update needed for
determining the actual crack direction is performed by means of a nodal relocation
technique, without any topological change of the mesh, within the ALE (Arbitrary
Lagrangian-Eulerian) framework; classical remeshing is only used for updating the
geometry after each crack advance.

Accordingly, the minimization problem (7) at fixed crack length is solved by
adopting a loop-in-loop algorithm requiring the definition of two nested optimization
sub-steps; in the inner loop, the BVP associated with the minimization of /7 with
respect to u at fixed 6 is solved, in order to find the equilibrium state for the given
external loads; in the outer loop, the minimization with respect to 6 is performed,
devoted to the search for the crack direction maximizing the strain energy release
rate (see [13] for further details).

2.2.2 Crack Kinking In/Out of a Fiber/Matrix Interface

Transverse cracking in fiber-reinforced composite materials often involves a strong
interaction between the main propagating crack and the preexistent (undamaged
or partially damaged) material interfaces: in the case of inclusions stiffer than the
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surrounding matrix, a crack growing inside the matrix tends to be deflected away
from the interface, possibly experiencing an arrest event, due to the well-known
vanishing behavior of the strain energy release rate at fixed external load as the crack
tip approaches an interface [17]. This crack arrest can be avoided by accounting
for the competition between matrix crack propagation and crack nucleation at the
fiber/matrix interface, here enforced by using the following stress- and energy-based
criterion, introduced in the previous authors’ work [13]:

BG () = G,
A0 ()]

where f. is the critical load factor, /. is the critical crack ligament, G is the strain
energy release rate per unit load factor for the main propagating crack, 6 and 7 are
the normal and tangential stress per unit load factor, o, and t. are the corresponding
strengths, and (-) denotes the Macaulay brackets; this hybrid criterion is found by
combining the classical Griffith’s criterion for the matrix crack and a stress-based
failure criterion for the interface, under the hypothesis of abrupt rupture of the crack
ligament.

Conversely, a crack propagating along a fiber/matrix interface tends to kink out
for sufficiently high values of the mode mixity, according a suitably established cri-
terion measuring this tendency; according to [14], kinking is favored over continuous
interface debonding if

G _ G

> —,
G" G

€))

where G is the maximum strain energy release rate of the matrix crack with
respect to the kink angle, G is the mode I fracture energy of the matrix, G is the
interfacial strain energy release rate, and G/” (y) denotes the toughness function
of the interface, depending on the mode mixity v according to a properly identified

phenomenological law; in this work, the same law as in [16] is adopted.

3 Description and Numerical Implementation of the
Concurrent Multiscale Strategy

In this section, the proposed multiscale strategy is described, together with the needed
details for its numerical implementation within a standard displacement-based finite
element setting. The principal attention is devoted to the adaptive model refinement
strategy, allowing the above-discussed theoretical aspects to be incorporated in an ef-
ficient numerical model able to continuously adjust itself during the damage growth.
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3.1 Adaptive Model Refinement Strategy for Crack
Propagation in Periodic Composite Materials

The proposed adaptive model refinement strategy adopted within the above-discussed
multiscale framework is here illustrated. Adaptivity plays a key role in the present
work, assuring for the adopted multiscale model the same accuracy as the full-scale
microscopic models and the same efficiency as the purely macroscopic models; in
fact, under general loading conditions, the crack trajectory is not known a priori,
so that the zone of interest, i.e. the region directly influenced by the presence of
micro-cracks and thus requiring a fine-scale discretization, has to be continuously
updated following the propagating crack tip.

Several model refinement (zooming-in) criteria have been proposed in the liter-
ature for determining the extension of the zone of interest, usually involving either
periodicity or macro-homogeneity indicators (see, for instance, [10]); in this work,
a simple heuristic criterion is proposed, which is valid only for periodic microstruc-
tures and only depends on the current crack geometry. The point of departure is
the construction of a regular grid by which the original domain is discretized in
macro-elements, whose size is identified by the RUC size; given an initial crack
configuration, the macro-elements affected by the model refinement (or zooming-in)
procedure are those intersected by the crack path, plus the cells adjacent to the one
containing the crack tip; the remaining macro-elements are equipped with equiv-
alent material properties computed by performing a first-order homogenization on
the RUC prototype. This adaptive model refinement strategy is sketched in Fig.2,
for different crack propagation steps; the aim of the proposed approach is to push
the micro-to-macro interface far enough to avoid spurious effects related to the in-
fluence on the gluing condition between nonmatching meshes on the composite’s
overall mechanical behavior.

If used in conjunction with the crack length control scheme, such a strategy can be
implemented within a dedicated multiscale algorithm for the automatic simulation of
transverse crack propagation in fiber-reinforced composite materials. This algorithm

= ,,' =
dhdl “.‘1
8! e 9
Initial step Intermediate step Final step
1 Composite EHM . Micro-to-macro
:‘ ymp D i : ; == Main crack — ‘
microstructure (equivalent homogenized material) interface

Fig.2 Heuristic adaptive model refinement strategy for the crack propagation analysis in composite
materials
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is composed of two separated macro-step. In the first one, a classical first-order
periodic homogenization scheme is used to determine the macroscopic elastic moduli
of the equivalent homogenized material to be assigned outside of the zone of interest;
in the latter one, an incremental-iterative methodology is adopted to perform the
above-discussed adaptive model refinement.

The entire algorithm has been implemented within the commercial finite element
environment COMSOL Multiphysics [8], chosen for its extended scripting capabil-
ities for pre-processing, model manipulation and post-processing; in this work, a
MATLAB code linked to the finite element software has been developed in order
to automatically perform the main loop, responsible for the model adaptation stage
during the numerical simulation.

4 Numerical Examples

The validity of the proposed multiscale approach for the crack propagation analysis in
transversely loaded composite structures is assessed in this section, with reference to
simple tests involving both mode I and mixed-mode loading conditions. The related
numerical results are compared with those obtained from different models, including
analytical solutions, purely homogenized solutions and fully-meshed solutions. A
complete failure analysis has been carried out for each considered case, in order to
evaluate both the peak and the post-peak response of a periodic composite structure
with evolving damage configuration.

4.1 Description of the Reference Specimen

A 2D periodic fiber-reinforced composite structure is considered, obtained from the
doubly periodic repetition of a square unit cell, playing the role of representative vol-
ume element (RVE), made of a centered circular fiber embedded in a softer matrix, as
shown in Fig. 3a; the side of such a unit cell is set as 30 wm, whereas the fiber diameter
is taken equal to 15 pum unless otherwise stated, leading to a fiber/matrix volume ratio

(a) (b)

s

Loe 2L

Fig. 3 Geometric configuration of the reference fiber-reinforced microstructure: (a) RUC proto-
type; (b) geometry of the macroscopic specimen
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Table 1 Elastic properties of the bimaterial system

D. Bruno et al.

Component Material E (GPa) v G, (N/m)
Matrix Epoxy 2.79 0.33 100
Fiber Glass 70.8 0.22 -

Table 2 Mechanical properties of the fiber/matrix interface

o, (MPa)

7. (MPa)

Gc (N/m)

150

200

25

of about 20%. The elastic properties of the considered bimaterial system are listed
in Table 1; in addition, the fiber/matrix interface, which is assumed undamaged at
the beginning of analysis, is characterized by the four strength/toughness properties
shown in Table 2. Moreover, the reference length /;.f necessary to compute the mode
mixity angle, expressed as angular distance along the circular interface with respect
to the crack tip, is set as 0.1° (see [16] for additional details).

The reference specimen is the pre-notched composite beam shown in Fig.3b
subjected to transverse loading conditions; its half-length L is set as 1.5 mm, whereas
each arm’s height / is equal to 0.15 mm; moreover, the initial crack length a is set as
0.3 mm. All the present numerical simulations have been carried out assuming plane
strain conditions and considering a thickness of 1 mm.

For the numerical simulations performed by using the proposed multiscale
method, referred to as multiscale numerical simulations (MNS), the macroscopic
and the microscopic subdomains are meshed differently; a coarse mapped mesh
composed of four-node square elements (here named as macro-elements) is used
for discretizing the macroscopic subdomain, whereas an unstructured mesh made of
three-node triangular elements is adopted for the zone of interest (see Fig. 4a). More-
over, a suitable mesh refinement is performed along the fiber/matrix interfaces and
the contours on which the J-integral (used for determining the strain energy release
rate) is computed; the entire mesh with reference to the initial crack configuration is
composed of 48,394 elements, resulting in 50,326 DOFs. Conversely, the numerical
model used for the direct numerical simulation (DNS) has been represented by using
the same fine mesh as in the zone of interest of the multiscale model (see Fig. 4b).
In detail, this mesh at the beginning of simulation is made of 617,782 elements,
resulting in 619,996 DOFs.

4.2 Numerical Results: The Double Cantilever
Beam (DCB) Test

In this section, the numerical results obtained via the proposed multiscale approach
are presented, with reference to a classical double cantilever beam (DCB) test per-
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Fig.4 Leftend portion of the adopted mesh for the reference composite structure: (a) nonconform-
ing mesh for the multiscale numerical simulation; (b) fine resolution mesh for the direct numerical
simulation

formed on the specimen of Fig. 3b, involving a pure mode I (see, for instance, [1]). It
is work noting that the considered combination of material and geometric parameters
does not lead to the onset of fiber/matrix interface debonding, and therefore, during
the entire numerical simulation, the crack runs straight within the matrix. The macro-
scopic mechanical behavior in terms of force-displacement curve is shown in Fig. 5;
please note that the external load is applied as a prescribed crack mouth opening
displacement A. Each point represents an equilibrium state for quasi-static propa-
gation conditions, corresponding to a crack configuration obtained by extending the
previous crack by a prescribed length increment, here chosen equal to 3 pm.

1 F[N/mm]
] 09 4
o 035 b R
0.8 1 T ]
08 T
] 075 1
TR 0.7 3 ; =
0.02 0.05

0.4 -

0.2 4

= A {mm]

[ e e et o T T T o B S Tt R

0 0.1 0.2 03 0.4 05 0.6 0.7 0.8

Fig. 5 Force versus imposed displacement for the DCB test by means of a multiscale numerical
simulation
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Fig. 6 Dimensionless strain energy release rate per unit prescribed displacement as a function of
the dimensionless crack length for the DCB test by means of a multiscale numerical simulation: a
global behavior; b local behavior

As expected, the overall structural response is globally stable, experiencing a
progressive loss in stiffness and strength for increasing values of the crack length;
such a behavior is coherent with the strain energy release rate curve, shown in Fig. 6a,
whose trend is globally descending. However, the local behavior of Figs.5 and 6a
appears to be oscillating with a small period directly depending on the RUC size;
this is due to the microstructural effects, and specifically, to the local strengthening
provided by the rigid inclusions, as highlighted in Fig. 6b.

The numerical results obtained via the proposed multiscale strategy have been
validated by comparing them with those referring to direct numerical simulations
(DNS) performed by using a full-scale microscopic problem, regarded as our ref-
erence model. Moreover, additional comparisons with two simplified models have
been considered; the first one is a purely homogenized model, obtained by apply-
ing everywhere a first-order homogenization scheme; the latter one is the analytical
model proposed in [3, 4], i.e. a two-layer plate model based on the first-order shear
theory.

InFig.7 all the considered solutions are superposed, in terms of force-displacement
curves. A very good accordance between the different models can be observed; ob-
viously, only the multiscale numerical simulation (MNS) is able to capture the os-
cillating behavior of the structural response, being a distinct feature of fully meshed
models (see DNS curve in Fig.7), whereas the other comparison models provide
only an averaged structural behavior, which is however globally matching with the
previously considered numerical results.

The analytical model provides a slightly overestimated stiffness with respect to the
other considered models, owing to approximated kinematic assumptions for the plate
theory; in fact, especially for short crack lengths, the plate models (also considering
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Fig.7 Comparisons between the multiscale numerical simulation (MNS), the direct numerical sim-
ulation (DNS), the homogenized numerical simulation (HNS), and the analytical solution from [3],
in terms of load-displacement curve for the DCB test

the shear deformability) are no longer valid. The numerical errors of the considered
models with respect to the reference one are listed in Table 3, in terms of critical
load, apparent stiffness and strain energy release rate for two different values of the
dimensionless crack length a/h, i.e. 2 and 10. The multiscale numerical simulation

Table3 Comparison between the direct numerical simulation (DNS), the multiscale numerical sim-
ulation (MNS), the homogenized numerical simulation (HNS) and the analytical solution from [3]
in terms of critical load, stiffness and strain energy release rate for two values of the crack length:
a/h=2anda/h =10

Critical load Stiffness Energy release rate
F Errorp | K Errorg | G(N/mm) | Errorg
(N/mm) | (%) |(N/mm?) | (%) (%)
a/h=2 DNS 0.851 - 27.65 - 4.218e—3 |-
(reference)
MNS (present | 0.862 120 |28.28 228 |4.309e—3 |2.15
model)
HNS 0.868 2.01 28.07 1.52 4.179e—3 | —0.943
Analytical 0.905 6.30 32.03 15.8 5.010e—3 | 18.8
solution [3]
a/h =10 DNS 0.212 - 0.440 - 1.727e—5 | -
(reference)
MNS (present | 0.214 1.16 |0.450 225 1.765e—5 | 2.16
model)
HNS 0.219 3.23 0.447 1.60 1.673e—5 | —3.13
Analytical 0.221 4.29 0.461 4.78 1.743e—5 1 0.939
solution [3]
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is associated with very small percentage errors with respect to the direct numerical
simulation, especially in terms of critical load, being overestimated by a little more
than 1%; the homogenized numerical simulation also leads to a little deviation from
the reference solution, providing a small underestimation of the strain energy release
rate.

4.3 Numerical Results: The Mixed Mode Bending (MMB)
Test

In this section, the mixed-mode bending (MMB) test, introduced in [19], has been
considered for the given end-notched composite beam, for investigating the trans-
verse micro-cracking along a non-prescribed path. The test apparatus is depicted in
Fig. 8, with reference to a generic eccentricity e of the force F' with respect to the
beam’s midsection; however, in the following computations, only the case e = L is
considered, characterized by a mode II dominated fracture.

Figure9 shows the overall structural behavior in terms of force-displacement
curve, obtained by assuming a crack length increment of 1 wm; the differently marked
equilibrium branches represents either the crack propagation within the matrix or the
fiber/matrix interface debonding. After a severe snap-back phenomenon associated
with the crack propagation along the nearest interface to the initial crack tip, a number
of alternating stable/unstable equilibrium branches can be identified during the matrix
crack propagation, leading to a post-peak behavior more irregular than in the DCB
test.

In addition, three notable points have been highlighted in Fig.9, i.e. the turning
points characterized by the increment of the residual strength and/or the related
displacement; this recover in strength essentially arises from the fact that the crack
is constrained to rum along the interface; in fact, while turning around the fiber, the

Fig. 8 Mixed-mode bending
(MMB) test: geometry and L | e F
boundary conditions
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Fig.9 Force versus displacement for the mixed mode bending test (MMB) by means of a multiscale
numerical simulation (MNS)

interface debonding has the tendency to be more energetically costly than the matrix
crack propagation, thus promoting the crack kinking out of the interface.

As in the previous case, in order to assess the accuracy of the proposed multiscale
method, a comparison with a direct numerical simulation (DNS) is carried out. The
numerical results show a very good estimation of the overall structural behavior,
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Fig.10 Comparisons between the multiscale numerical simulation (MNS) and the direct numerical
simulation (DNS) for the MMB test: a load-displacement curve; b final crack trajectories
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Table 4 Comparison between the direct numerical simulation (DNS) and the multiscale numerical
simulation (MNS) in terms of peak load and initial stiffness

Peak load Initial stiffness

Fo (N/mm) Errorg (%) Ko (N/mm?) Errorg (%)
DNS (reference) |1.13 - 53.3 -
MNS (present 1.15 2.31 55.6 4.30

model)

in terms of both the load-displacement curves and the related crack trajectories,
reported in Figs. 10a, b, respectively. Moreover, by analyzing the related percentage
errors reported in Table 4, it can be observed that the peak load and the initial stiffness
are only slightly overestimated, due to the non-negligible discretization error at the
beginning of simulation.

5 Concluding Remarks

In the present work, an innovative adaptive multiscale model for crack propagation
analyses in fiber-reinforced composite materials has been proposed. The main aim of
our approach is to simulate complete failure of composite materials accounting for the
influence of the microstructural details on their overall mechanical response, assuring
the same accuracy as the purely microscopic models and the same computational
efficiency as the macroscopic ones. In detail, a concurrent two-scale model has been
developed, based on a two-level domain decomposition method equipped with an
adaptive strategy, able to continuously update the zone of interest following the crack
trajectories.

The attention is restricted to the case of transverse cracking, including the compe-
tition between matrix cracking along a non-prescribed path and fiber/matrix interface
debonding; in addition, ad hoc fracture criteria have been introduced into the multi-
scale model, in order to handling the crack kinking in/out of a material interface. The
quasi-static crack propagation has been numerically simulated via a strong discon-
tinuity approach in the Linear Elastic Fracture Mechanics (LEFM) setting; to this
end, a novel crack propagation algorithm has been proposed, based on the synergistic
application of a crack length continuation scheme, allowing to follow the unstable
branches of the equilibrium path, together with a moving mesh approach, enforcing
in an efficient manner the maximum strain energy release rate criterion for a crack
propagating within the matrix phase.

Numerical experiments have been carried out in order to assess the capability of
the proposed multiscale model to predict the failure event in fiber-reinforced com-
posite materials due to the quasi-static application of transverse loads. Two numerical
tests (DCB and MMB tests) have been performed on a pre-notched composite beam,
involving both mode I and mixed-mode loading conditions; for such tests, the influ-
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ence of microscopic details on the overall mechanical behavior has been investigated,
with reference to both the peak and the post-peak response.

Furthermore, suitable comparisons with reference solutions and simplified models
have been reported is order to assess the accuracy of the numerical predictions found
via the proposed multiscale method. For the DCB test, such comparison models
include an analytical plate model, a homogenized model, and a direct numerical
model, for which all the microstructural details have been explicitly accounted for; the
numerical results obtained by the present multiscale model are in perfect agreement
with those obtained via all the comparison models, especially the direct numerical
model, regarded as our reference model (with percentage errors of about 1% in terms
of peak load and of about 2% in terms of the maximum value reached by the strain
energy release rate during the entire crack propagation process). For the MMB test,
the only considered comparison model is the direct numerical one; the percentage
error in terms of peak load between the two analyses is of about 2%, whereas no
significant deviation are observed in terms of crack path numerical prediction. It is
worth noting that for all the considered tests, the comparison between the multiscale
(MNS) and the direct (DNS) numerical simulations highlights a systematic slight
overestimation of the apparent stiffness, which is however acceptable for engineering
purposes, being less than 5%.

In conclusion, the proposed adaptive multiscale strategy may be regarded as an ef-
ficient tool for investigating the nonlinear behavior of fiber-reinforced composite ma-
terials subjected to different damage mechanisms, also taking into account the effects
of the underlying microstructure. Nevertheless, some limitations may be encountered
when solving practical structural problems, first of all the implicitly supposed negli-
gibility of the process zone. Therefore, a future extension of the present work could
be the introduction of a more general multiscale framework for dealing with strain
localization, more complex crack propagation phenomena, contact and boundary
layer effects in a unified manner. According to these perspectives, the following
possible improvements are indicated: the use of nonlinear constitutive behaviors for
both bulk phases and material interfaces; the extension to the case of multiple-site
crack initiation and propagation; and finally, the development of more sophisticated
switching criteria incorporating zooming-out strategies for already damaged regions
exhibiting unloading, in order to increase the overall computational efficiency of the
present multiscale method.

References

1. Alfano G, Crisfield A (2001) Finite element interface models for the delamination analysis of
laminated composites: mechanical and computational issues. Int ] Num Methods Eng 50:1701—
1736

2. Belytschko T, Song JH (2010) Coarse-graining of multiscale crack propagation. Int J] Num
Methods Eng 81:537-563

3. Bruno D, Greco F (2001) Delamination in composite plates: influence of shear deformability
on interfacial debonding. Cem Concr Compos 23:33—45



142

4.

5.

6.

13.

14.

15.

16.

17.

18.

19.

20.

D. Bruno et al.

Bruno D, Greco F (2001) Mixed mode delamination in plates: a refined approach. Int J Solids
Struct 38:9149-9177

Bruno D, Greco F, Lonetti P (2008) Influence of micro-cracking and contact on the effective
properties of composite materials. Simul Model Pract Theor 8:861-884

Caporale A, Luciano R, Sacco E (2006) Micromechanical analysis of interfacial debonding in
unidirectional bre-reinforced composites. Comput Struct 84:2200-2211

Carpinteri A, Monetto I (1999) Snap-back analysis of fracture evolution in multi-cracked solids
using boundary element method. Int J Fract 98:225-241

COMSOL-AB (2013) COMSOL multiphysics reference manual

Farhat C, Lesoinne M, LeTallec P, Pierson K, Rixen D (2001) FETI-DP: a dual-primal unified
FETI method part I: a faster alternative to the two-level FETI method. Int ] Num Methods Eng
50:1523-1544

Ghosh F, Bai J, Raghavan P (2007) Concurrent multi-level model for damage evolution in
microstructurally debonding composites. Mech Mater 39:241-266

. Gitman IM, Askes H, Sluys LJ (2007) Representative volume: existence and size determination.

Eng Fract Mech 74:2518-2534

. Greco F, Leonetti L, Nevone Blasi P (2012) Non-linear macroscopic response of ber-reinforced

composite materials due to initiation and propagation of interface cracks. Eng Fract Mech
80:92-113

Greco F, Leonetti L, Nevone Blasi P (2014) Adaptive multiscale modeling of ber-reinforced
composite materials subjected to transverse microcracking. Compos Struct 113:249-263
Hutchinson JW, Suo Z (1992) Mixed mode cracking in layered materials. Adv Appl Mech
29:64-187

Lloberas-Valls O, Rixen DJ, Simone A, Sluys LJ (2012) On micro-to-macro connections in
domain decomposition multiscale methods. Comput Methods Appl Mech Eng 225-228:177—
196

Manti¢ V (2009) Interface crack onset at a circular cylindrical inclusion under a remote trans-
verse tension. Application of a coupled stress and energy criterion. Int J Solids Struct 46:1287—
1304

Martin E, Leguillon D, Lacroix C (2001) A revisited criterion for crack deection at an interface
in a brittle bimaterial. Compos Sci Tech 61:1671-1679

Mobasher Amini A, Dureisseix D, Cartraud P (2009) Multi-scale domain decomposition
method for large-scale structural analysis with a zooming technique: application to plate as-
sembly. Int ] Num Methods Eng 79:417-443

Reeder JR, Crews JH (1990) Mixed-mode bending method for delamination testing. Am Inst
Aeronaut Astronaut 28:1270-1276

Yuan FJ, Pagano NJ, Cai X (1997) Elastic moduli of brittle matrix composites with interfacial
debonding. Simul Model Pract Theor 34:177-201



Quasi-static Evolution, Variational Principles
and Implicit Scheme in Gradient Plasticity

Quoc-Son Nguyen

Abstract This paper is devoted to the theory of gradient plasticity. Our attention is
focussed on the description of the constitutive equations, on the formulation of the
governing equations in terms of the energy potential and the dissipation potential
of the solid. The evolution equation is discussed for quasi-static responses. A time-
discretization by the implicit scheme of the evolution equation leads to the study of
the incremental problem which is different from the rate problem. The incremental
problem and associated incremental variational principles are discussed in relation
with some existing results of the literature.

1 Introduction

Since two last decades, gradient theories have been much discussed in elasticity,
in plasticity as in damage mechanics, see for example [2, 3, 5-7, 9]. This paper
is devoted to the study of gradient plasticity. A general and consistent description
of the theory of gradient plasticity is considered. Our attention is focussed on the
formulation of the constitutive equations and the derivation of the governing equa-
tions for the response of a solid under a loading path in terms of the expression of
the energy potential and the dissipation potential of the solid. Such a synthetic
description, still lacking in the literature, appears to be interesting for an overview
on the subject. It enables us to include in the same framework all general statements
which result from the basic ingredients of the theory such as the evolution equation
in quasi-statics and the associated variational principles. In particular, the discretiza-
tion of the evolution equation by the implicit scheme leads to the formulation of
the incremental response which is interesting for the numerical simulation and the
stability analysis.
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2 Standard Theory of Gradient Plasticity

In an isothermal transformation, the mechanical response of a solid V is described
by the fields of displacement u, of internal parameter @. The internal parameter
is a scalar or a tensor and represent physically hidden parameters such as micro-
displacements or phase proportions or anelastic strains, etc. The set of state variables
(Vu, ¢, Vo) describes the material behaviour and the governing equations can be
given in the following way (see [4, 5, 7]).

It is accepted that the rates (Vu, q'ﬁ, qu) of the state variables are associated with
the generalized forces (o, X, Y) such that a generalized virtual work equation holds

Pi+Pj=Pe A4 814, 5P
P;:fV(U-V5u+X-8¢+Y~V5¢)dV,

P; = [, pii-SudV,

P, =fV(Fuu “Su+ Fyy - 8¢) dV—i—fav(Fus <8u + Fys - 8¢) da

6]

where (Fy,, Fys) and (Fg,, Fy,) are respectively external body and surface forces
associated with the displacement and the internal parameter. It follows that: a

V.-o+F,,=pi=0 in V, o-n=1F, on 3V, 2)
X+V-Y+F=0 in V, Y-n=F; on 9V 3)

Standard gradient models of plasticity also assume that there exists per unit volume
an energy potential which is a smooth function W(Vu, ¢, V¢) associated with the
energy forces o, X,, Y,:

o = WvVu s Xe = Ws(b ’ Ye = W1V¢ (4)

and a dissipation potential D(¢, V) which is a convex and positively homogeneous
function of degree 1

D(a¢,aVe) =aD(@. V) ¥ a=0 5)
associated with the dissipative forces
Xa =03 D@, V), Yi=dy;, D¢, V) (6)
such that the following equations hold:
X=X+ X, Y=Y +7Y, 7
In Eq. (6), the derivative must be understood in the sense of sub-gradients of a convex

function, see for example [4, 10]. The dissipation potential can be state-dependent,
for exampe via the history of the state variable ¢.
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2.1 Standard Models of Gradient Plasticity

For example, the following model has been discussed by Fleck et al. [2] with ¢ = €”
and

W(Vu, e?P) = %(6 —eP): L: (e —¢€P),
D(éP, VeP) = R(y)y/II€r|* + 2| Ver|2, (8)
y = [y VIIEr|? + 2| vér|?) dx,

with € = (Vu), and the notation [|¢7|| = \/é/é[; and | VéP| = Jé] é] .

Here, the dissipation potential is state-dependent via the expression of y. As
in classical plasticity, the model leads to a plastic criterion f(X/, YY) < 0 which
defines the set of physically admissible forces and to the normality law:

f=AXNP+ Z1Y) 1D = R(y) <0,
ver =22 0 A>=0, fa=0 ©)

The dissipation is

V4 = p p -p d . 7
d=X,-é"+Y; -Vé¥ =R(y)r = EWd(V) with R = W;(y), (10)
W, (y) being the dissipated energy.
This model can be easily modified to obtain a state-independent dissipation poten-
tial. For this, the following model is introduced with ¢ = (¢”, y)

[W(Vu,ef’, y)=73(—€P):L:(e—el)+ H(y),
D(EP, y, VEP) = k[P + 2||Ver |2 + W, (y — VI€P|> + [ Vér|?)
(11)

where k is a constant and W, the indicator function
Y,(a)=0 if a=0 and WY,(a) =+oc0 if a#0 (12)

which ensures the constraint

y =VIerI? + | ver|2.

From Eq. (11), the considered model leads to the plastic criterion

1
FXE X YDy = X501+ e—anjnz)”2 + X/ —k<0 (13)
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and the normality law

o o i
[@_AX“ y=ifk=2x  ver=2lL, 14

XV_

f=<0 =0, fx 0.

The dissipation is

d=X7- &+ X7y 4+ YD Vel = ki =ky = ky/|[€P|? + €2 Ver|?

which gives here the physical interpretation of ky as the dissipated energy.
Since X;’ = —X!) = H'(y), the constitutive equation (8) is recovered with
H'(y) + k = R(y). In this model, W, is the work done by plastic deformation and
consists of the dissipated energy ky and the stored energy H (y).
In the same spirit, an interesting model of isotropic hardening is given by
[ W(Vu,e?,y,Vy)=1(c —€’) : L : (e —€’) + H(y) + £Vy?, (1)
DE?,y, Vy) = k[’ +cIVy I + W, (y — [€7]D).

The plastic criterion is given by two inequalities
FXL XD =X+ X —k<0, @¥)=|Y/Il-x<0 (16)
and the normality law is

ep—)»aaxfj;, V—Aaxy with f <0, A>0, Af=0, -
vV—fgywmlwgo,zzo,r¢=0

The reader can also refer to [6, 8, 9] for interesting discussions on a model of

energy W = %(e —€eP):L:(e —€P)+ %curl(e”) : E : curl(e?). Here the energy
potential depends on the gradient of the plastic strain via the operator ‘curl’.

3 Evolution Equation

3.1 Governing Equations for a Solid Under a Loading Path

In the sequel, the assumption of state-independent dissipation is accepted. The con-
ditions Fy, = 0 and Fy, = 0, although not essential, are also admitted. For a solid
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submitted to a classical loading path, defined by the body forces F, (x, 1), Fy,(x, t),
the surface forces F (x, 1), Fyg ;(x,t) and the imposed displacement u,(x, t), the
response of the solid must satisfy the local equations

YV t€[0,T]:
oc=Wywu, Xe=W,, Yo=W,yyp,
X=X +Xs, Y=Yo+Ys, (Xa, Yo)=0D(@, V),
V-o+F,=pi, X+V-Y=0 in V,
o-n=1F, on dVy, u=u, on 9V,,
Y-n=0 on a9V

at r=0:

u® =u,, &0 =9o, a0 =v,.

(18)

These equations describe the response of the solid from an initial position of state
and velocity.

3.2 The Quasi-static Response

It is convenient to introduce as a condensed notation the general displacement U =
(u, @) to write simply the energy and dissipation potentials of the solid as :

W(U):/ W(Vu, ¢, V) dV , D(U):/ D($, V) dV.  (19)
1% 14

In quasi-static transformation, a variational and condensed form of the evolution
equation for the solid can be introduced as in classical plasticity (see [10]).

Evolution Equation. Forall t € [0, T, the quasi-static response U (t) of the solid
submitted to a given loading path Fo(t), ug(t) satisfies the following variational
inequality:

W,y (U)- (U*—U)+DU*)—DWU)—F,-(U*-U)=0 (20)
for all response U*(t) satisfying the imposed condition u*(t) = u,(t) on dV,.
g
This variational inequality means explicitly that
[ Jyo V@ —i)dV — [, Fy, - @* —i)dV — favF Fogu - (0" —u)dS
+ [y (Xe - (9% — @) + Yo - (V§* — V@) + D(¢*, V§*) — D(¢p, V) dV = 0

21
for all @* and for all #* admissible.
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Thus for all ¢, it follows from the evolution variational inequality that the equi-
librium equation holds

W,,(U)-éu—Fg -6u=0V Su=0 on 9dV,

and that & must satisfy the following minimum principle:
I1(®) = minge I(8P), 22)
16®) = [,(X. 8¢+ Y. -V3p+ D¢, Vig)dV

which is the minimum principle I in Fleck & Willis [2].

The force-flux relationships (4), (6), (7) follows from the minimum principle (22).
Indeed, the minimum principle holds only if for almost t, m = minge I = 0 since
I is the sum of a linear and a positive homogeneous functionals. Moreover, the rate
& must be found among the solutions of (22). Such a solution will be denoted as
compatible rate. The set of compatible rates has the structure of a convex cone since

(1) if @* # 0 is compatible then a @* is also compatible for all number a > 0;
(ii) if ¢} and ¢5 are two different compatible rates, then «®@; + (1 — o) @5 is also
compatible for 0 < o < 1 since D is a convex function.

If there is no gradient term in the dissipation potential, the proof is very simple.
The condition m = O impliesthatV - ¥, — X, = X, must satisfy the plastic criterion
since m = —oo otherwise. It is also straightforward that an compatible rate @* has
the following expression

¢* = )\.*f,Xd with A >0, A" f=0, X4 = —W,¢ +V. W,v¢ .

When the gradient term does figure in the dissipation potential, the set of com-
patible rates cannot be easily generated although its definition is mathematically
clear.

The question of existence of a solution of (20) has been much discussed in classical
plasticity. In gradient plasticity, many discussions have been recently proposed for
the existence, regularity and the numerical analysis of a solution (see [1, 3, 6, 9]).

Finally, the evolution equation (20) can be also schematically condensed as

_W.pe aD(). (23)

[ W,.= F,

This discussion shows in particular that higher gradients can also be included in

the same framework. The force-flux relation is still given by Biot equation for the
solid and the response of the solid is governed by the evolution equation (20).
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4 Time-Discretization by the Implicit Scheme

4.1 Implicit Scheme and Incremental Problem

The numerical analysis of the quasi-static response of a solid to a given loading
path is considered in this section. In a time-like discretization, the present value U
is assumed at a current step. The incremental problem consists in determining the
incremental response AU to an increment of load (AF g, Auy).

A time discretization of the evolution variational inequality (20) following the
implicit scheme consists in replacing U, U* F respectively by %, AA—T, AA—f and
UbyU, =U+ AU, Fby F, = F + AF in the expression (20).

Since the dissipation potential is positively homogeneous of degree 1, it follows
that the incremental response AU must be a solution of the incremental problem i.e.
satisfy the following variational inequality

W,o(U + AU) - (AU — AU) + D(AU*) — D(AU)
—F,+AF, - (AU*— AU)>0 V AU* admissible. (24)

The implicit scheme ensures that the equilibrium equation and the normality law are
satisfied by the increments of the displacement and the internal parameter at the next
step.

Conversely, an incremental process AU(t,), with t, =nAt, n=1,2,...N,
NAt =T defined by the increment variational inequality (24) and starting from
U, must satisfy at each current increment

W.y(U) - (———>+D< )D& —F, - (U) - (A — &)
+A AL W gy (U) — 252} (AU* A,) (25)
+o(At) >0 V AU* adm1551ble

At the limit, when At — 0, then 4E A, — F, At — F and 2 At — U* and the
evolution equation (20) is recovered since the term of order zero in At must be non
negative for all U* admissible.

Moreover, with the choice o* compatible, the term of order zero is zero at the
limit. It follows that the term of order At in (25) must be non negative at the limit

and a variational inequality is obtained for the rate U [10]:

U-W,yy-(U*=U)—F,- (U= U) =0
, (26)
V U* such that u* is admissible and @* compatible.
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4.2 Incremental Minimum Principle

If the energy potential is a convex function (as in the models (11) and (15)), a solution
AU of the variational inequality (24) is also a solution of the following minimization
problem.

Incremental Minimum Principle. The increment AU minimizes the functional
K(AU*) = WU + AU*) + D(AU*) — (F, + AF,) - AU 27
among the set of admissible increments AU*.

Indeed, the minimum principle (27) results from the variational inequality (24)
since the convexity of the energy potential ensures that

WU + AU*) — WU + AU) = W,y (Uy) - (AU* — AU).

The same conclusion also holds if the energy potential is only locally convex. In
this case the solution AU of (24) is a local minimum of the functional K(AU™).

Conversely, a local minimum AU of the functional K is necessarily a local solu-
tion of the variational inequality (24) for any smooth energy potential. Indeed, for
any AU* € N, aneighborhood of AU

K(AU) < K(1 — a)AU +aAU*) < WU 4 + a(AU* — AU))+
(1 — @) D(AU) + aD(AU*) — Fy - (AU + «(AU* — AU) V « € [0, 1]

since D is a convex function. It follows that
1
—(WWU4 +a(AU* — AU)) — WU ) — Fg, - (AU* — AU) + D(AU*) — D(AU) >0
o

thus (24) results for vanishing «.

The minimum principle (27) deals with stable solutions of the variational inequal-
ity (24). The stability is understood here in the sense of a positive external work in
any perturbation of the equilibrium U (see [10, 11]). In detail, an equilibrium
U, = U + AU under the applied force F ;. and imposed displacement u . is stable
if in any perturbation of this equilibrium, defined by a perturbed path in function of
a kinematic time

Ult],r €[0,1], U] =U,, Ulll=U% eN,

under the action of some perturbation forces, the work provided by these forces is
non-negative.

Indeed, in such a perturbation the energy balance, which results from the consti-
tutive equations (1)—(7) of the solid, shows that the amount of work provided by the



Quasi-static Evolution, Variational Principles and Implicit Scheme ... 151

perturbed forces is
* ! d¢ *
Wper = W(UL) — WU ) + D(E[T])df —Fg - (UL -Uy). (29)
0
From the fact that the dissipation potential is a kind of norm

1
/ D(i_f[t])dt > D(AU* — AU) > D(AU*) — D(AU), (29)
0

it follows that

Wper = W(UZ) — W(U,) + D(AU*) — D(AU) — Fy - (AU* — AU) > 0.
(30)
The incremental minimum principle can also written as the following minimum
principle concerning the response at the next step U ;.

Displacement Minimum Principle. Af time t + At, the generalized displacement
U | minimizes the functional

IZ(U}';):W(Ujﬁ)—}—D(Ujﬁ—U)—Fﬁ-Uj'; (31)
among the set of admissible displacements U’ .

In particular, if the current state is the natural state and if the load increment is
the final load, the implicit scheme gives the response of the associated deformation
model under the final load.

The reader can refer to [1, 3, 6] for an original mathematical formulation on
stable responses. In their approach, the starting point is the displacement minimum
principle (31) instead of the evolution equation (20) and the implicit scheme. Their
results show in particular that the convergence of the implicit scheme is ensured
under the assumption of convexity of the energy potential.

5 Conclusions

Within the framework of standard plasticity, the theory of gradient plasticity is dis-
cussed. The governing equations of the response of a solid under a loading path
are written in terms of the energy and the dissipation potentials. It is shown that
the quasi-static response of the solid is a solution of a variational inequality as in
classical plasticity and that higher gradients can also be included in the same spirit.
A time-discretization by the implicit scheme of the evolution equation leads to the
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study of the incremental problem. The increment of the response under a load incre-
ment must satisfy a variational inequality and, if the energy potential is convex, an
incremental minimum principle. In particular, a local minimum of the incremental
minimum principle is a stable solution of the variational inequality.
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Deviatoric Strength of Nanoporous
Materials: A Limit Analysis Approach

Stella Brach, Luc Dormieux, Djimédo Kondo and Giuseppe Vairo

Abstract In this paper, deviatoric strength properties of nanoporous materials are
investigated by addressing the limit state of a hollow sphere undergoing axisymmet-
ric deviatoric strain-rate based loading conditions. The hollow sphere is assumed to
be comprised of a rigid ideal-plastic matrix obeying to a von Mises strength crite-
rion. Void-size effects are consistently described by introducing a coherent-imperfect
homogeneous interface at the cavity boundary. In the framework of a kinematic
approach, the limit-analysis problem on the hollow sphere is solved by referring to
a particular trial velocity field, expressed in terms of some free model parameters,
chosen as a result of an optimization strategy. A closed-form expression for estimat-
ing the macroscopic deviatoric strength is obtained and successfully compared with
available benchmarking data.

1 Introduction

Nanoporous materials have been characterised by a fast-growing development in the
last two decades, attracting a world-wide interest in both industrial and academic
domains [1, 16, 17]. As a matter of fact, owing to their good properties in terms of
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stiffness and strength, nanoporous materials open towards groundbreaking applica-
tions in several technical fields, involving ultra-high performance devices and chal-
lenging multifunctional uses. In order to fulfil to these promising applications, one
of the most fundamental aspects consists in describing, into an effective engineering
design framework, strength properties of these materials as dependent on the size of
voids. Recent nano-mechanical experiments (e.g., [2, 3, 15]) have shown that, for a
fixed porosity value, a reduction in the length-scale of nanovoids induces an increase
in the material yield strength. Similarly, Molecular-Dynamics simulations carried
out on in-silico nanoporous samples [4, 18, 25, 31] have proven that the predicted
strength decreases towards asymptotic values when the size of voids increases. The
physical origin of such a phenomenon has been related by Needs et al. [21] to the
presence of self-equilibrated surface stresses at the cavity surface, induced by a local
perturbation in the atomic arrangement close to the nanovoids and usually negligible
for classical porous materials. In the framework of a continuum approach, void-size
effects have been generally addressed by introducing coherent-imperfect interface
laws at the cavity boundaries (e.g., [9, 10, 13, 14, 23], that is accounting for surface
stresses by prescribing the discontinuity of the stress vector across the interface.

Strength models for classical porous materials [12, 22] are able to account for
porosity effects only, thereby resulting in void-size independent yield functions. Void-
size dependent strength criteria have been recently proposed in [5, 8, 11, 20, 28—
30], by referring to non-linear homogenization techniques. As regards limit analysis
approaches, the well-established criterion proposed by Gurson [12] for porous media
has been extended to nanoporous materials in [7], via a plastic generalization of
interface stress models [19]. However, as it will be also shown in the following, the
novel strength criterion proposed in [7] overrates available numerical evidence [26].
In this light, and with reference to deviatoric axisymmetric states only, present paper
aims to furnish a more effective estimate for the macroscopic deviatoric strength of
nanoporous materials, properly accounting for void-size effects. In detail, the limit
analysis problem on a hollow sphere domain is solved by referring to the parametric
trial velocity field introduced in [6] (see also [32]), allowing for an optimization
procedure.

The paper is organized as follows. In Sect.2 basic elements of the limit-analysis
theoretical framework are presented. In Sect. 3 the adopted trial velocity field is intro-
duced. The estimate of the macroscopic strength of a hollow sphere with interface
effects and undergoing an axisymmetric deviatoric loading is determined in Sect. 4,
discussing effectiveness and accuracy of the proposed model. Finally, some conclu-
sions are traced in Sect. 5.

2 Problem Statement

Let the hollow sphere in Fig. 1 be considered, whose internal and external radii are
denoted as R; and R., respectively. Moreover, let d§2; and 9£2, be the corresponding
internal and external surfaces, the total boundary of the system resulting in 952 =
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Fig. 1 Problem statement.
Notation

052; U 082.. Denoting as |§25| and [§2,] the volume measures of the solid region
(namely, £2;) and of the spherical void (£2y), respectively, the total volume of the
system (namely, 2 = 2, U £2,) is |§2| = |$2| + |§2y|, and the porosity p is equal to
p = |§2y|/182]. The solid matrix £2; is assumed to be homogeneous and comprised
of an isotropic material with a rigid ideal-plastic behaviour.

In agreement with continuum-based descriptions [10, 13, 14, 27] and strength
models for nanoporous materials [7, 8], the influence of non-negligible surface
stresses induced by the presence of a possibly-nanosized void is herein addressed by
introducing a coherent and imperfect homogeneous interface .# at the void boundary
052; (Fig.1). In particular, the velocity field (resp., the stress vector) is prescribed
to be continuous (resp., discontinuous) through 9£2;. In the framework of a plas-
tic generalization of the Gurtin-Murdoch stress-interface model [13], the material
comprising the homogeneous interface is assumed to be itself isotropic and rigid
ideal-plastic.

Let the Cartesian reference system (ey, ey, €,) be introduced, with the origin O at
the sphere center. For what follows, and referring to the notation in Fig. 1, it is useful
to consider the spherical coordinate system (r, 8, ¢) and the local orthonormal basis
(er, ey, €,), r being the radial coordinate, 6 € [0, 7] and ¢ € [0, 27 ] the zenith and
the azimuth angular coordinates, respectively. Accordingly, the position of a point
in £2 (resp., at the interface .# and at the exterior boundary 9£2.) with respect to O
is identified by r = re (0, @) (resp., ri = Rje;(f, ¢) and r. = R. (6, ¢)).

As a notation rule, vector and second-order tensor quantities are denoted by bold
letters; symbols -, :, and ® indicate inner, double-dot, and tensor product operators,
respectively; V and V+” are the nabla operators in £2 and along the interface, V
and V7 identifying the symmetric parts of the corresponding gradient operators.
Notation Z(r*) is also introduced to indicate the spherical surface identified by the
radial coordinate r = r*.

Let the fourth-order projector tensor T = P ® P be introduced, where the operator
@ is component-wise defined by Ty, = (PiPj; + Py Pj)/2, and where the second-
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order tensor P is defined as P = (1 — e, ® e;) with 1 the identity tensor. Accordingly,
At =T : A identifies the projection on planes orthogonal to e, of a second-order
tensor A. In the following, A is referred to as a planar tensor if A = Ar.

Neglecting the influence of body forces, sets of statically-admissible (.7 ) and
plastically-admissible (Z,) stress fields are introduced as

& V.o=0 in £, X
o = 5 L.

(@0 s 6 —07) e+ T:Ke=V" -7 ond (12)
P, = {(a, 7) st f°(6) =0 in £ and fﬂ(r) =0 on 8.(21} (1b)

where o (resp., T) denotes the microscopic second-order stress tensor (resp., the
planar surface stress tensor at .#), f* (resp., f) indicates the yield function of the
solid matrix (resp., of the interface), K is the curvature tensor, and 6+ = o (r — Rii).
It is worth pointing out that the equilibrium equation at .# in Eq.(1a) is expressed
via a generalized form of the Young-Laplace equation [9, 13], and set &, prescribes
that the material is everywhere yielding.

The exterior boundary 952, of the system is assumed to undergo to strain rate-
based conditions, expressed in terms of the following second-order axisymmetric
deviatoric tensor:

~[1
DzD[E(eX@)ex—i—ey@ey)—ez®ez} )

D being a constant strain-rate parameter, and whose second-order deviatoric and
third-order deviatoric stress invariants are denoted as J§ = tr(D?)/2 and J§ =
tr(D3) /3, respectively. The strain-rate deviatoric measure Deq, as well as the strain-
rate Lode angle 0p are also introduced

|74 1 3348
Deg =2 3 Op = 3 arecos 20" 3)

The set of kinematically-admissible (%) strain-rate fields is defined as:

d=Vv in $2s,
Hy=1 @,d”) st. a7 =d(r;) onds, 4)
withv=D-r ondf2,

with d (resp., d*) denoting the microscopic second-order strain-rate tensor in £2
(resp., on 352;), and where v is the local velocity field.

When statically-admissible stress (i.e., (0,7) € .%,) and kinematically-
admissible strain-rate (i.e., (d,d”) € %) local fields are considered, the Hill’s
theorem holds (e.g., [24])
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|.Q|E:D=/a:dd9+/ 7:d7 dA (5)
s 992

the macroscopic stress tensor X and the macroscopic strain-rate tensor D having to
comply with relationships ¥ = o and D = d, respectively, where a identifies the
£2-based average of a certain space-dependent field a(r) (i.e.,a = || f o ads2).
The exterior power has to be lower or at the most equal to the maximum plastic
dissipation &, that can be afforded in £2

12|% :D < P, with@rm(d)z/ ns(d)dQ+/ 77 @d”)dA, (6)

2 02
where
78(d) = su(gs(or - d), with ¢° = {o s.t.f* (o) < 0} (7)
77 (@) i st;pg(r dy), with 97 ={rstf’(x) <0} (8)
red

with de =T :d”, and where the equality sign in Eq.(6) holds at the limit state.
Function 7° (resp., 7*) is the support function for the local strength domain %*
(resp., 4*). It has the meaning of the maximum volume (resp., surface) density
of the resisting power that can be locally achieved by the material, when the local
strain-rate field d (resp., d”) is considered.

Accordingly, the macroscopic limit stress X results from

Z,( _ 8Ijhom(]))

9
D )
where IThom (D) is the macroscopic support function, defined as [7]
MyonD) = inf {175, (d) + 17 (@7 10
on(@) = it {5, @)+ 11,@7)) (10)
with |
s, ==, I = —/ 77 (d”) dA (11)
121 Jae,

In the case of an isotropic local plastic behaviour and since for the case under inves-
tigation tr(D) = 0, the macroscopic support function [Ty, in Eq.(10) is expressed
in terms of the isotropic strain-rate invariants Deq and 6p only, resulting in the macro-
scopic limit deviatoric stress tensor

Z.g _ 2 anhomD a17hom%

- (12)
3D.q 0Deq 96p oD
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Correspondingly, the deviatoric strength measure Efq = \/W is introduced, with
IS =u(EhH’)2.

In the following, instead of seeking the infimum in Eq.(10) over all the
kinematically-admissible strain-rate states, a particular microscopic velocity field v,
such thatV =D - r on 952, and yielding to the local strain-rate fields (d, a7 ) € Ay,
is chosen furnishing an estimate of the macroscopic support function and thereby an
upper bound of the macroscopic limit stress.

3 Trial Velocity Field

In agreement with the strategy originally derived in [6] and also adopted in [32], the
local kinematics at the collapse state is estimated by assuming a trial velocity field
V=".e +Vgey+V,e, in the form

1
V= 6) sin 6
T T 2sing 96 gl 0)sino]
~ 12 (13)
=—-— , 0
b= [¢(r.0)]
v, =0
where function ¢ (r, 0) is defined by
3
$(r,0) = Deg [Z + X(r)} sin(20) (14)
x (r) being a regular function such that
X(Re) = x'(R) =0 (15)

where Roman numerals are used to indicate derivatives with respect to r. Relation-
ships (15) allow the velocity field in Eq. (13) to comply with the strain-rate boundary
condition expressed in Eq. (4), and thereby resulting in a kinematically-admissible
strain-rate field (d a7 ) € #g. In detalil, it is simple to prove that the adopted trial
velocity field under the constrain (15) satisfies the boundary requirement v=D - r
on 0§2, that is

R
Vi(re) = —Deqf [1 + 3cos(26)]

3
Vo(re) = DegRe sin(260) (16)

/v\w (re) =0



Deviatoric Strength of Nanoporous Materials 159

It is worth observing that condition x (r) = O straight yields the velocity field
classically adopted in kinematic limit-analysis approaches [7, 12]. Furthermore,
assumptions (13) and (14) correspond to a local strain-rate field verifying the incom-
pressibility condition

~ 0, .. .
trd = E(rzv,. sin6) + 8—9(er sinf) =0 (17)
everywhere in the hollow sphere, irrespective of the particular form assumed for

x(r).

4 Strength Estimate

The solid matrix £2 and the interface .# are assumed to obey to a von Mises strength
criterion, whose yield (* and f) and support (77 and ) functions are respectively
expressed as [24]

S 3 2
(o) = Ead 104 — 0 (18a)
3
fr@) =JraiTa—ky (18b)
2d:d i —
25(d) = op,/5d:d iftrd=0 (180)
400 iftrd #0
1244 - d¥ i I _
ﬂj(dﬂ)z ky 3d :d iftrd 0 (]8d)
+00 iftrd” #£0

where 0y = 0 — (tr o /3)1is the deviatoric part of the stress tensor o in §25,7¢ = T —
(tr T /3)1 is the deviatoric part of the planar stress tensor t at .#, with 1 the second-
order identity tensor, and where oy and ks are the deviatoric strength parameters of
the solid matrix and the interface, respectively, the latter having the dimensions of a
membrane stress (namely, a force per unit length).

Kinematically-admissible strain-rate fields (ﬁ, a7 ) € 3, computed via the veloc-
ity field V introduced in Sect. 3, allows to determine, through Egs. (18¢) and (18d),
the following estimate for the macroscopic support function introduced in Eq. (11)

~ 2 <= I~ =
Hhom(Deqa fp) = \/i % |:/ d:dd + KRj/ \/WdA] (19)
£24 082

3102|

where the dimensionless parameter
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kj
=2 20
« RiO'O ( )

is introduced aiming to account for the influence of void-size effects. As a matter
of fact, when strength values for the interface (namely, k_») and for the solid matrix
(0p) are considered as fixed, a reduction in the void size R; corresponds to increase
k. The case of porous materials comprising cavities with large values of R; is thereby
recovered simply by considering « = 0, namely by assuming as negligible surface-
induced effects.

In order to obtain an explicit analytical estimate of [Ty, the Cauchy-Schwartz
inequality leads:

Vd:ddA < Vanr? / d:ddA Q1)
B(r) B(r)
and therefore, it results in
ﬁhom(Deqv GD) = ﬁhom(Deq) (22)
with
2
ﬁhom(Deq) \/7 % Vamr? d ddA dr+3l€p|9|\/
3182] gg(r)
(23)
where |
Ay = —— df :d” dA 24
s 47rR 24

A further use of the Cauchy-Schwartz inequality for the radial-coordinate integral in
Eq. (22) produces

ﬁhom(Deq) = ﬁhom(Deq) (25)
with
~ 2
Hhom(Deq) = \/;UO [(1 _p)\/)Ts+ 3kp/ )“J:I (26)
and where
1 ~ o~
A d:ddo @7)
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It is worth observing that both A5 and A » depend on the choice of function x (r).
Moreover, as proven in [12], IThom and thereby IThom do not depend on the strain-rate
Lode angle 0p. Accordingly, the corresponding macroscopic stress estimate results
in (see Eq.(12))

—¢ 21 80 21
3= Thmp_Z___ 5t (28)
3De 9Deq 3 Deg

where ifq is an upper-bound deviatoric macroscopic strength measure.

Aiming to furnish a consistent and effective estimate for the macroscopic support
function in Eq. (10), function y (r) has to minimise A(x ) and A (), as well as it has
to comply with kinematic admissibility conditions (15). The first requirement results
in a standard problem of variational calculus and leads to the following differential
equation

12 24
x"V(r) - ﬁX”(”) + r—3X’(r) =0 (29)
whose solution is:
R2 3 S
x(r)=C; +C =L ) +Cq +C4R (30)

€

where C;, Cp, C3 and C4 are some integration constants. These latter, due to the
kinematic admissibility in Eq. (15), have to satisfy

1 1
Cl = —5(5C3 ~|—7C4), Cz = 5(3C3 +5C4) (31)

Therefore, C3 and C4 can be considered as free model parameters to employ for
seeking the best possible estimate for the infimum in Eq. (10). In detail, by replacing
Egs. (30) and (31) into Eq.(26), function Hhom = Hhom(C3, C4) can be minimized
with respect to C3 and Cy.

It is worth remarking that such an optimization strategy can not be performed with
classical trial velocity fields, which result to be completely defined via strain-rate
boundary conditions only, such the one proposed by Gurson [12] and used in [7]
(namely, Eq. (13) with x (r) = 0).

Accordingly, the optimal values Cgpt and Czpl are obtained as

CM 100 — 84p>/3 +19p7/3
3 — T4
: 2A

2/3

(32)
—-p
A

1
C" = 30R;

where A = 48 + 225p%3 — 336p°/3 + 200p + 38p!%/3.
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By replacing Eqgs. (32) into Eq. (28) and in the framework of small values of p, the
following closed-form upper bound of the macroscopic deviatoric strength measure
(denoted as BDKYV) is obtained

! 4 41 25
=1z —«VI5 — — =«VI5)p?
% (3 S N ST R

35 28 &9
— (_ _ ?K 15)p8/3 _'_O(p?)

With reference to the proposed result, the following observations can be stated:

e By enforcing x = 0 in the estimate Iy, of Eq.(22), the upper-bound strength
measure proposed by Dormieux and Kondo in [7] (denoted in the following as
DK) is recovered, resulting in

zoK 315
d =1—(1— ‘é—x p (34)

00

that, in the case of negligible interface effects (namely, x = 0) corresponds to the
Gurson’s description [12];

e Equation (33), truncated at the first order in p and for k = 0, recovers the strength
estimate obtained via a variational procedure by Ponte-Castaneda [22].

Model sensitivity to porosity p and void-size effect parameter « is addressed in
Figs.2 and 3. As expected, results shown in Fig.2 highlight that the macroscopic
deviatoric strength estimate reduces when p increases. The influence of void-size
effects is addressed in Figs.2b and 3, resulting in an improvement of the material
strength when the size of void reduces (that is, for large values of k). Such an
occurrence is qualitatively in agreement with well-established experimental [2, 3,
15] and numerical (e.g., [4, 31]) evidence.

Aiming to assess the effectiveness of the proposed strength estimate, compar-
isons with both theoretical and numerical benchmarks are also provided for different
values of parameters p and «. In detail, reference is made to the theoretical predic-
tions obtained via Eq.(34) [7, 12] and to finite-element-based static and kinematic
limit-analysis computations provided in [26] (these latter, available only in the case
of k = 0 and denoted as TP data). It is observed that, although the proposed devia-
toric strength is an upper bound of the exact one, BDKV-based results improve the
DK estimate, resulting in lower values and thereby in a more accurate estimate of
deviatoric strength properties for porous (x = 0) and nanoporous (« > 0) materials.
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Fig. 2 Normalised deviatoric strength estimate ifq /oo as a function of the porosity p for different
values of «. (a) Assessment with respect to (¢ = 0): static and kinematic numerical bounds (TP
[26]); DK model [7, 12]. (b) Void-size effects and comparison with respect to the DK model
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Fig. 3 Normalised deviatoric strength estimate ifq /oo as a function of the void-size parameter «
(1/k resulting proportional to the void radius R;) for p = 0.1. Comparison with respect to the DK
model [7, 12].

5 Concluding Remarks

In this paper, an upper-bound estimate of the macroscopic deviatoric strength of a hol-
low sphere, representative of a particular microstructure for porous and nanoporous
materials, has been determined in the case of an axisymmetric deviatoric strain-rate
condition and via a kinematic limit analysis approach. The hollow sphere has been
assumed to be comprised of a rigid ideal-plastic material, obeying to a von Mises
strength criterion. Void-size effects associated to the possible void nanoscale [2, 3,
15] have been accounted for via a coherent and imperfect homogeneous interface at
the cavity boundary. The local kinematics at the limit state has been estimated by
introducing a suitable trial velocity field, in agreement with findings in [6] (see also
[32]) and allowing for an optimization procedure.

With respect to the current state-of-the-art, proposed results furnish the following
novel and original contributions:

e an effective description of void-size effects, resulting in an increase of the pre-
dicted macroscopic deviatoric strength as the void radius decreases, qualitatively
in agreement with available experimental [2, 3, 15] and and numerical [4, 31]
evidence;

e animprovement of limit-analysis based estimates [7, 12], resulting in a more effec-
tive description of the macroscopic deviatoric strength for porous and nanoporous
materials.
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On Melan’s Theorem
in Temperature-Dependent
Viscoplasticity

Michaél Peigney

Abstract In plasticity, Melan’s theorem is a well-known result that is both of
theoretical and practical importance. That theorem applies to elastic-plastic struc-
tures under time-dependent loading histories, and gives a sufficient condition for the
plastic dissipation to remain bounded in time. That situation is classically referred
to as shakedown. Regarding fatigue, shakedown corresponds to the most favorable
case of high-cycle fatigue. The original Melan’s theorem rests on the assumption that
the material properties remain constant in time, independently on the applied load-
ing. Extending Melan’s theorem to time fluctuating elastic moduli is a long standing
issue. The main motivation is to extend the range of applications of Melan’s theorem
to thermomechanical loading histories with large temperature fluctuations: In such
case, the variation of the elastic properties with the temperature cannot be neglected.
In this contribution, an extension of Melan’s theorem to elastic-viscoplastic materi-
als with time-periodic elastic moduli is presented. Such a time-dependence may for
instance result from time-periodic temperature variations. An illustrative example is
presented and supported by numerical results obtained from incremental analysis.

1 Introduction

For elastic-perfectly plastic structures under prescribed loading histories, the well-
known Melan’s theorem [11, 16, 26] gives a sufficient condition for the evolution
to become elastic in the large-time limit. That situation is classically referred to as
shakedown. Intuitively, shakedown means that the plastic strain tends to a limit as
time tends to infinity. The Melan’s theorem has the distinctive property of being path-
independent, i.e. independent on the initial state of the structure. For a parametrized
loading history, Melan’s theorem gives bounds on the domain of load parameters for
which shakedown occurs. Regarding fatigue design, shakedown corresponds to the
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most beneficial regime of high-cycle fatigue, as opposed to the regime of low-cycle
fatigue which typically occurs if the plastic strain does not converge towards a stabi-
lized value [5]. The shakedown theory has been the object of numerous developments,
regarding both extensions of the original theorem to various nonlinear behaviors
[1, 17, 20, 21, 23, 27] and numerical methods for assessing the shakedown limits
in the space of load parameters [4, 15, 18, 19, 24, 25, 28].

This chapter is concerned with extensions of the Melan’s theorem to situations in
which the elastic moduli are fluctuating in time, for instance as a result of imposed
temperature variations. Whereas the case of temperature-dependent yield limits is
well understood [2], the case of temperature-dependent elastic moduli remains a long
standing issue and has been the object of several conjectures [8—10, 12]. The main
difficulty is that the proof used in the original Melan’s theorem—as well as in most
of its knows extensions—crucially relies on some monotonicity properties that are
lost when the elastic moduli are allowed to vary in time. For instance, in the case
of constant elastic moduli, the distance between two solutions (as measured by the
energy norm) is always decreasing with time [17], which is no longer true when
the elastic moduli vary in time (see [22] for some example). A shakedown theorem
has recently been proposed for elastic-perfectly plastic materials with time-periodic
elastic properties [22]. The statement and proof of that theorem differ significantly
from the case of constant material properties. A salient result is that time fluctuations
of the elastic moduli need to be not too large for shakedown to occur in a path-
independent fashion.

In this contribution, we aim at extending the result of [22] to elastic-viscoplastic
materials with time fluctuating elastic moduli. The proof presented in [22] for elastic-
perfectly plastic materials used the fact that the stress remains in the elasticity domain,
which is not necessarily the case in viscoplasticity. In particular, the initial residual
stress can be chosen as arbitrarily large, so that the stress is expected to remain
outside (and possibly far away from) the elasticity domain—at least on some time
interval. This chapter is organized as follows: In Sect. 2, starting from the local con-
stitutive relations and the equilibrium equations, we derive the differential equation
that governs quasistatic evolutions of the residual stress. We comment on the special
(and important) case of elastic solutions. Section 3 is devoted to the statement and
proof of a shakedown theorem for elastic-viscoplastic materials with time-periodic
material properties, that is the main result of this chapter. An illustrative example
is presented in Sect.4 and supported by numerical results provided by incremental
analysis. Some concluding remarks follow.

2 Quasistatic Evolutions of an Elastic-Viscoplastic Medium

Consider an elastic-viscoplastic body occupying a domain 2 in the reference config-
uration. Under the assumption of infinitesimal strains, the strain tensor ¢ is derived
from the displacement u by
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1 T
e = E(Vu + Viu).

The total strain &, stress o and plastic strain e” at position x and time ¢ satisfy
the constitutive equations

e(x,t) =L(x,1?) :a(x,t)+€9(x,t)+a”(x,t), (D
el(x, 1) =¢'(a(x,1),x,1), )

where ¢ is the dissipation potential, taken in the form
o 2
¢(o.x,1) = Zlo = Peenol™. 3)

In (1), L is the (symmetric positive definite) elastic moduli tensor and &’ is the
thermal strain tensor. The double product: in (1) denotes contraction with respect to
the last two indexes, i.e. (L : 0);; = Zk,l Lijio .

In (3), €(x, 1) is the elasticity domain of the material (assumed to be closed and
convex), o« > 0 is a viscosity parameter (assumed to be independent on (x, ¢) for
simplicity) and Py denotes the projection of €' (x, ¢t). The norm | - | in (3) is

defined by o] = />, ; aizj for any symmetric tensor o.

As mentioned in Sect. 1, the space and time dependence of L, €’ and ¢ may
reflect imposed variations of the temperature. For instance, the elastic moduli L
of most materials depend on the temperature 6, what can be written as L = L(0).
For imposed variations 6 (x, t) of the temperature, the elastic moduli tensor vary as
L(0(x, 1)) and can thus be regarded as a function of space and time.

Assuming quasi-static evolutions, the stress field o satisfies the equilibrium equa-
tions

divo+ f=0in2, 0 -n=T on a2y, 4)

where f(x,t) are body forces imposed in the domain §2 and T (x, ) are tractions
prescribed on a part 0§27 of the boundary 9£2. Prescribed displacements v(x, t) are
imposed on 982, = 052 — 0827.

2.1 Evolution Equation for the Residual Stress

We now use Egs. (1-4) to derive the equation governing the evolution of the stress
field. The space € of stress fields is chosen as a subspace of symmetric second-order
tensor fields with square-integrable components, which is known to be a Hilbert
space for the scalar product
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(o,0") :/ o(x): o' (x)dw.
I?)

The associated norm is denoted by || ||, i.e. ||o|| = +/(0, 0).
Consider the so-called fictitious elastic response (u®, o ¥), 1i.e. the response of the
system if it were purely elastic, defined by

ef =L .ot +e",
1
ef = z(VuEJrvTuE),
divef 4+ f =0in £,
of n=Tond2r,

uf =vonas,. (5)

The stress field o can be written as 0 = ¢ £ 4 p where p is the residual stress
field and belongs to the vectorial space H C € of self-equilibrated fields, defined by

H={pel:divp=0inf2, p-n=00n0dR27}. (6)

Let Ko(7) and K (7) be the convex subsets of € defined as
Ko(t) ={o €€ :0(x,1) € €(x,1)V¥x € 2}, K(t) = Ko(t) —al(r). (1)
The set Ko (¢) is the set of stress fields that are everywhere in the elasticity domain
of the material. The set K (¢) is the translated of Ky by —o £ (¢). Note that K is inde-
pendent on time ¢ if the yield parameters are. Under suitable regularity assumptions

on (f, T,v), it can proved that the sets H and K(¢) are closed in € [13].
For an arbitrary p’ € K (), it follows from (1) that

, cde—¢e") , d
/Q(P —P)-wa—/g(l’ —ﬂ)~E(L-P)d60

+/Q(P’—p):¢'(d)dw- ®)

Using (5-6) together with the principle of virtual power shows that the left-hand
side of (8) is equal to zero. Hence

d
—/(p’—p):d—(L(x,t):p)dw=/(p’—p):¢>’(0,x,t)dw. )
Q t Q

The function

cD(a,t):/ ¢o,x,t)dw
2
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is convex, positive, and vanishes on K (¢). It is a classical result [3] that
o
®(0.1) = 5llo = Py, @'(0,1) =@ = Pr,»o) (10)

where Py, : € — € denotes the projection on Ko (¢) (for the scalar product (-, -)).
It follows from (10) that

/ﬂ (0 = p): ¢/ (@) dw = (' — p, ' (6)) = (p — p. (0 — Pic,(0)).

Further observing that ¢ — Py, 0 = p — Py p, we obtain from (9) that p
satisfies

d
— T (Lx.0p) € alp = Prpp) + 3 (11)

where - is the orthogonal of I in €.
Equation (11) can be simplified by projecting it on J{. To that purpose, set L(t) =
L : where it : € — H is the orthogonal projector on H. Equation (11) becomes

d
— 2 (EWp) = alp — 7 Pxi ). (12)

Since the elastic moduli tensor L (x, ¢) is symmetric positive definite, it can easily
be verified that L(¢) is self-adjoint and positive definite. Starting from a given initial
state p(t = 0), the evolution of the stress field in I is governed by the ordinary
differential equation (12). The uniqueness of the stress rate p has been proved in [7].

2.2 Elastic Solutions

In the following we study the asymptotic behavior of solutions to (12) as t — co. We
only consider the case where L(¢), K(¢) are periodic in time (with the same period T)
and the dimension of JH is finite. A central role is played by elastic solutions of (12),
i.e. solutions without any plastic yielding. Such an elastic solution p*(#) necessarily
lies in K (¢) at each time ¢, and therefore satisfies

%(L(t)p*(t)) =0, p"@)eX@)NHVtel0,T] (13)

Our main objective is to examine conditions under which every solution of (12)
converges towards an elastic solution in the large time limit. A first requisite is
obviously that elastic solutions do exist, i.e. that
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ﬂ L(OK(1) # . (14)

0<t<T

Even when the elastic moduli are time-independent, the condition (14) is not
sufficient to obtain results on the asymptotic behavior. Loosely speaking, a minimal
requirement is the existence of an elastic solution that remains ‘strictly inside’ the
elastic domain. In the case of time-independent elastic moduli, that notion of ‘strictly
inside’ is captured by the Melan’s condition defined as follows

Melan’s condition (standard form):  There exists an elastic solution p* and some
m > 1 such that p*(x, 1) + mof(x,t) € €(x, 1) V(x,1) € 2 x [0, T].

Let B(p*, r) denotes the ball of center p* and radius  in € (for the norm || - ||). In
the following, we consider a strong version of Melan’s condition, defined as follows:

Melan’s condition (strong version):  There exists an elastic solution p* and some
r > 0 such that H N B(p*(t),r) € K(¢) Vt € x[0, T].

When the dimension of H is finite, the strong and standard versions of Melan’s
condition are equivalent. This is no longer true in infinite dimension (the strong
version, as its names suggests, is more restrictive).

3 Shakedown Theorem

Let us fix some notations and assumptions to be used in the remainder:

e /.(t) denotes an arbitrary non-negative differentiable function such thatinf, () >
0. We set

Lo() = L(@0)/n(), Mo(1) = L' (1) = p®)M(). 5)

with M (1) = L)~ .
e The set wK(#) remains bounded! i.e. there exists a constant M such that

lmp'|l <M forallt and p’ € K(z). (16)

e The elastic operator L(¢) is assumed to remain bounded in H, i.e. there exists a
constant C such that
el =€ 17)

for all + € [0, T']. In (17), |||-||| denotes the norm operator in J(, i.e. |||L(2)||| =
SUP e (. /=1 I1L(t)p'|l. We note that (17) is satisfied if the local elastic mod-
uli L(x, t) remain bounded [22]. Similarly, the operator M(z) is assumed to be
bounded.

Tt can observed that 7 K(¢) is bounded if the € (x, t) is.
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e We introduce a measure y (0, 7) of the time-fluctuations of the elastic moduli,
defined as

T . T .
y(0,7) :/0 |||M0(l)|||dl=/0 @M@ + p@OMO|dr. (18)

The objective of this section is to prove Theorem 1 below.
Theorem 1 If
(i) the Melan’s condition is satisfied by some (p*, r);

(ii) the elastic moduli are such that

y(0,T) r
< —_—
inf u 2CM

)

then the residual stress converges towards an elastic solution, whatever the initial
state is.

In that theorem, condition (i7) sets a restriction on the time variations of the elastic
moduli. Setting such a restriction is necessary to obtain global convergence results:
One can indeed find counter examples in which condition (i) is fulfilled and some
solutions of (12) do not become elastic in the large time limit [22].

The statement of Theorem 1 above is quite similar to that obtained in perfect
plasticity [22]. The proof, however, is more complicated and detailed in the following.
To clarify the exposition, the proof is broken down in 3 separate steps, covered by
Sects.3.1-3.3 below. Compared to perfect plasticity, an additional difficulty is that
the stress is not restricted to remain in the elasticity domain. For instance, the initial
stress can be chosen as arbitrarily large. It can be proved, however, that the stress is
bounded at large time: This is the object of Lemma 1, Sect. 3.1. The next step consists
in proving that, for large time, the variation of some elastic energy is controlled by
the plastic dissipation, in a sense that is defined in Lemma 2, Sect.3.2. The claimed
result follows from those two lemmas, as detailed in Sect. 3.3.

In all that follows, p(#) denotes an arbitrary solution of (12).

3.1 Bound on the Stress Field

Let () = L(¢)p(t). The object of the following lemma is to prove that, for large
time, 5(¢) is bounded by some constant M’ that can be chosen as arbitrarily close to
CM.

Lemma 1 For any M’ > CM, there exists ty > 0 such that ||9(t)|| < M’ for all
t > 1.
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Proof We have

d
S ImOI = =2a(p — 7 Py p, (1) (19)
= —2a(n(®), MON(®) + 20w Pacin p, 1(1))-

Since L () is symmetric positive definite, we have |||[L(#)]]| = max; A; where {);}
are the eigenvalues of L(¢). The relation (17) implies that A; < C for all i. Since
M(¢) is positive definite with eigenvalues {1/4;}, it follows that

1 2
(), M@O(0) = min = |n ()] = _”’7<é>ll _

Moreover, using Cauchy-Schwartz inequality together with (16), we find

20( Pycoyp, n(1)) < 2|l Picoypll - 1m0 < 2aM |5 (0)]].

Substituting in (19) gives
L1 < 2219012 + 22 Mina)| (20)
- —2— o .
dr n = C n n

Setting G (1) = max(M>C?, ||3(t)||?), Eq.(20) implies that G is decreasing with
time 7. It can indeed easily be verified from (20) that G is right-differentiable and
satisfies G, (t) < O for all ¢, where G’ (¢) is the right-derivative of G.

If |In(t) || < CM for some time f, then it directly follows from the monotonicity
of G that ||n(t)|| < CM for any t > 1y, which proves the claim. Now consider the
case where ||5(¢)|| > CM for all time ¢. Dividing (20) by ||5(¢)||, we have

;illﬂ(t)llz = 2illﬂ(t)ll < 22 @] + 2aM. 21
In ()|l dt dt - C

Using the differential form of Gronwall’s lemma, (21) implies that
I < ImG@) e + CM 1 — ™/ ). (22)

The right-hand side of (22) varies between ||5(#)|| and CM in a monotonic
fashion. Choosing for instance

C InO)|| —CM
fo = —|log ———————|,
o M —CM

Equation (22) implies that ||5(t)|| < M’ for all r > 1y, which proves the claim. [
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3.2 Variation of the Elastic Energy

Consider the positive function f defined as

1
f@) = 3{x @), Loz (1)) (23)

where 7(t) = u(t)(p(t) — p*(¢)). The function f is referred to as the elastic energy.
The aim of this section is to establish Lemma 2 below, which bounds the variation
fla+T)— f(a) for large time a.

Lemma 2 Let (M', ty) satisfying Lemma 1. For any a > ty we have

a+T
f@a+T)— f(a) < (2M'y(0, T) — rinf M)/ )z (24)

Proof We have
. 1 .
f @) =(x(0), Lo()T (1)) + E(T(t)’ Lo()T(1)). (25)

Recalling that d(L(1)p* (1)) /dt = 0, Eq.(25) can be rewritten as f(t) =(t(1),
(1)) + H(t) with

1 .
H() = —E(T(t),ﬁo(t)r(t))- (26)

Integrating on the time interval [a, a + T'], we obtain

a+T a+T
f@a+T)— f(a) =/ (z(), 7)) dt +/ H(t)dt. 27)

a a

In the right-hand side of (27), the first term is an irreversible contribution asso-
ciated with the plastic dissipation whereas the second term is a reversible contri-
bution associated with the time fluctuations of the elastic moduli. In the follow-
ing, we bound those two terms separately, starting with the irreversible contribution
- f:”(r(t), ) (2)) dt. To that purpose, we use a reasoning that is quite similar to
that used in [22] for perfect plasticity.

We first note from (12) that (1) = —w @’ (p(t) + o £(¢), t). Since @ is convex,
positive and vanishes in K (¢), we have

0<@(p®)+0a"().1) < (1), p'(t) — p(1)) forall p’ € K(t)NH. (28)

The strong Melan’s condition implies that p*(¢) — r#/||9|| is in K(¢) N H. Hence
(28) gives
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0= (@), p 1) — Vﬁ —p@®) = (), p*(1) — p(0) —rlp@®Il,

e (1(0), p(t) — p*(0)) < —r[li(1)]. Hence
a+T a+T
/ (2 (), i(0)) di < —r(inf ) / Vil dr. 29)

Bounding the reversible contribution fa T g (t) dt requires a little more effort.
We have
T(t) =Ly (O@) — na) + 5) (30)

where
s = L(a)(p(a) — p*(a)) 3D

is independent on ¢. Substituting the expression (30) in (26) and using the fact that
Lo (t) is self-adjoint, we find

1 .
H(t) = =300 = n(@) + ), Lo OLoMLy (1) — n(a) +5)).
Observing that L5 (1)Lo(1) L5 (1) = =My (r) yields

H(t) = (1) — n(a) + ), Mo() (1) — n(a) + 5)). (32)

| =

Since s does not depend on ¢ and My(#) is T-periodic, the integration of (32) on
the time interval [a, a + T] gives

a+T 1 a+T .
/ H()dt = 5/ (n(®) —n(a), Mo()((2) — n(a) +25))dt.  (33)

Using now the Cauchy-Schwartz inequality and the definition of the norm oper-
ator, we obtain

() — n(@), Mo (@) — na) + 25)) < In(®) — g@ |- IIMo@l - In(t) — n(a) + 2s].
Since n(t) — n(a) + 2s = n(t) + n(a) — 2L(a) p*(a), we have
In(t) —na) + 25 < In@OIl + IIn@ + 2[|1L(@)p* (@)

Lemma 1 gives |[9(#)|| < M’ and ||p(a)|| < M’. Since p*(a) € K(a) N H, we
have ||L(a)p*(a)]| < CM as a consequence of (16-17). Hence
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In(t) —na) +2s|| <2M'+2CM < 4M'. (34)

We also have, fort € [a,a + T],

t t a+T
() — @)l = | / i < / T / l@Olde. (35
Substituting (34-35) in (33) and using the definition (18) of y (0, T'), we obtain
a+T a+T
/ H(dt < 2M'y (0, T) / T (36)

Replacing (29) and (36) in (24) gives the desired result. O

3.3 Proof of the Theorem

We are now in a position to prove Theorem 1. By condition (i), one can pick M’ >
C M such that y](n(l’c;) < ﬁ Using Lemma 1 we such M’, there exists 7y such that
()| < M’ fort > ty. Letnow Ny € Nbe such that NgT > ty. Fori > Ny, Lemma
2 gives

i+nT

fG+DT) - fGT) = —m/ (| dt

iT

where m = r(inf u) —2M’y (0, T) is non-negative by (ii). Summing over i =
Ny, ..., N and recalling that f is positive, we find

NT 1
/ @) dt < — f(NoT).
m

NoT

Taking the limit N — oo shows that the integral fos l7(¢)||dt converges as S —>
~+o00. Since € is a Hilbert space, it follows that #7(¢) also converges towards a limit
Moo @5t —> +00. That limit 5, is in H because H is closed in €. Setting p (1) =
M(#)n, and recalling that V(#) is bounded, we have p () — p,.(t) —> Oast — oo.
We now check that p () is an elastic solution, i.e. satisfies (13). The definition of
Poo(t) rightly gives d(L(t)po (1)) /dt = 0, but the fact that p () € K(z) calls for
some justification. Noting by (12) that #(¢) = —a(p(t) — & Px)p(t)), we have

1
P00 (®) = 7 Py oo DN = — NI +112(1) = PO + I Prcry p (1) = 7 Poc 1) poo (D]I-
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It is a classical result that the projection operator on a closed convex set is a
contractive mapping [3], hence || Py p(t) — T Pxc)pooll < 1o () — poo(2) | and

1
00 (®) — 7 Pxctypoo (D = allfl(t)ll +2[p@) = p (D]

Recall that p(t) — po (1) = M@)(P(t) — ). Since M(z) is bounded, there is a
constant K such that ||p(t) — po ()| < K|In(t) — 9 Il. Therefore,

1
1poo (1) = 7 Pxcy poc (DI = — 10O + 2K 10 (1) — 0o (D).

Integrating on the time interval [i T, (i + 1)7] and observing that p (#) and K(¢)
are T -periodic, we obtain

T | G+DT (+DT
/ 1900 () — 7 Paccy poo Dl di < — / Il de +2K / 1) = nool dr.
0 a JiT iT

Since [;° 17 (1) || dt < oo, we have

(i+hHT
/ In@®|dt — 0asi —> oo.
iT

Moreover, since 5(t) converges towards 1., we also have

i+nT
/ Im(t) — nylldt — Oasi — oo.
iT

Itfollows that || o, (f) — 7T Pic(1) P (t) || = 00n [0, T'],1.e. poo () = 7 Pic(r) P oo (1)
on [0, T]. Therefore, we have Py (t) = poo(t) + g with ¢ € H*. By the defi-
nition of the projection it follows that

(Poo(t) — Px(n)Poo (1), ' — PxPos) <0

for any p’ € K(¢). In particular, choosing p’ = p*(¢) € K(¢t) N H we find

—(g, p*(t) — pos(t) —q) = llg|* <0

henceg = 0,1i.e. Py (1) = poo(t) orequivalently p (t) € K(t). This completes
the proof that p(¢) is an elastic solution. Since p,(t) — p(t) —> Oast — oo, the
convergence of p(¢) towards an elastic solution is obtained.

Remark 1 1t is interesting to compare Theorem 1 with the analog result obtained
in [22] for elastic-perfectly plastic materials. In [22], a condition analog to (ii)
was formulated, with the factor 2 in (ii) replaced by a factor 3. That factor
3 results from Eq. (46) in [22], which—using the present notations—states that
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In(t) — n(a) + 2s|| < 6CM. Using a reasoning similar to that used in Eq. (34), one
can actually observe that ||p(#) — n(a) + 2s|| < 4CM, which leads to an improved
factor 2 instead of a factor 3.

There is also a more subtle difference between Theorem 1 above and the results
in [22], regarding the definition of the constant M. In Theorem 1, M is a bound on
X (t) whereas in [22] M is a bound on X (¢) N H. We have K(r) N H C wK(¢) but
the inclusion is generally strict.

4 [Illustrative Example

As an illustration of Theorem 1, consider the problem of an elastic-viscoplastic
plate under cyclic thermal loading. The plate is stress-free in the e; direction and
is in frictionless contact with rigid walls in the (e, e;) directions (Fig. 1). Length
units are chosen such that the plate has unit volume. The constitutive material is
homogeneous and the dissipation potential ¢ of the Perzyna type

1
$(0) = — (/> = o) (37)

where « is a viscosity parameter, o is the yield strength, J, = /3/2|0 — (tra /3)I|
is the second invariant of the deviatoric stress, and (x), = max(0, x) denotes the
positive part of a scalar x. The potential (37) can be put in the format (3) by setting
C(x,t)={o:J» <oy}

Because of the rigid walls in the e; and e, directions, thermal dilatation may
result in high compressive stress and plastic flow. In the following we are interested
in bounding the temperature fluctuations 6 for which shakedown occurs.

4.1 Temperature-Independent Elastic Moduli

Using the plane stress assumption, we consider a 2-dimensional model of the prob-
lem. If the imposed temperature field 6 as well as the initial state e”(t = 0) are
uniform—which is assumed in the following—then the fields €”, ¢ and o remain

Fig. 1 An elastic- e3
viscoplastic plate under a
cyclic temperature 6 (¢). The e \

plate is constrained in the e s
and e; direction /ey o(r)
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uniform at all time. The space € is thus chosen as the 3-dimensional space of tensors
o with a matrix representation of the form

0110120
0=\|012000 (38)
0O 0 O

in the basis (e, €3, e3). The space H of residual stresses is the subspace of € con-
stituted by uniform fields p of the form

p=10 ,0]. (39)

The purely elastic stress response o £ (¢) of the plate is given by

fE@ 0 0
df=10 fE® o (40)
0 0 0

where (1) = —E()e?(t)/(1 — v(¢)). It can easily be verified that
Ko={o€&: 0121 +0222 — 01102 + 60122 < ayz}, 41)

Ko ={p € H:pi+p; —pip2 <oy} (42)

Let (E;, E;) be the orthonormal basis of J{ defined by E; = diag(1, 0, 0) and
E, = diag(0, 1, 0). The set Xy in (42) is a solid ellipsoid with axes E; + E, and
E, — E,. The set tK(t) = m (Ko — o £(¢)) is obtained by a time-dependent transla-
tion of T XKy in the E; + E; direction (Fig.2).

Setting 0/ = sup, |0 £(#)], it can easily be verified that N, K (¢) is non empty as
long as o < oy. More precisely, N;wrX(¢) contains B(0, r) N J where B(0,r) is
the ball centered at the origin with a radius r given by

0\ 2 0
oy g_(a_) 1f0<U—§%,
r = 3 U_\,v O'y 3 (43)
of o?
oV2(1——) ifl<— <L
y Oy

Since p = 01is an elastic solution to the evolution problem, it can be deduced from
Theorem 1 (or from the standard form of Melan’s theorem) that shakedown occurs
ifo? < oy.
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Fig. 2 The set t X () is a
solid ellipsoid obtained by
translation of the ellipsoid

7t Ko (shown in dotted lines)
in the (1,1) direction. Shown
in solid lines are the extreme
locations of 7 XK(t),
corresponding to

FE@) = +0?. The filled
ball centered at the origin is
included in 7 K(¢) for all ¢

4.2 Temperature-Dependent Elastic Moduli

Let us now use Theorem 1 to estimate the shakedown limit in the case of non constant
elastic moduli. Applying Theorem 1 requires to evaluate the constants M, C in
(16-17) as well as the scalar y (0, T) defined in (18).

It can be verified from (42) that any o in &t X, satisfies ||o || < «/an. Hence any
o in T K(t) satisfies

loll < V20, + llo* )] < V2(0, + 7).
The constant M in (16) can thus be chosen as
M = V2(o, + o). (44)
Recall that L£(¢)p is defined as the projection of L(¢) : p on H. In the present
case, we have

p1 — Vo2 0 0

1
Lt =—— 0 p—vo1 0
E® 0 0 0

Hence the matrix representation of L in the basis (E;, E;) is given by

1 1 —v
L(t):m(_v | )
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The operator L (¢) being symmetric, its norm operator ||| £ (¢)||| is equal to max; |A;|
where {};} are the eigenvalues of L(¢). A simple calculation gives

1
el = . 45)

Set

Vmin = infv(t), Vimax = SUPV(I), Epin = il’le([), Epax = SUPE(I)»
! t 4 t

From (45) we have [||L(1)]]| < 1;% for all . Hence the constant C in (17) can

be chosen as
C _ 1 + vmax (46)
N Emin .

In order to calculate y (0, T'), we note that

E

Choosing u(t) = 1/ tr M(t) as suggested in [22], we get

_l—vz(t) YAy . _1fov
M(t)_T(t)’ MO(t)_E(vl)’ MO(t)_E(i)O)'

It follows that [| V(1) ||| = 3|¥| and

1 T
wan=—/|wn
2 ),

Using the values of M and C defined in (44) and (46) respectively, we obtain from
Theorem 1 that shakedown occurs if

1+ Vpay [y [DldE r

<
Epin inf, 2207 V/2(0, + o)

(47)

where 7 is the function of o? defined in (43). The left-hand side of (47) is a function
of the fluctuations of the elastic moduli, whereas the right-hand side is a function of
the loading 0. Observing that (1 — v2(#))/E(t) > (1 — v2,.)/ Emax. it can be seen
that a sufficient condition for Eq. (47) to be satisfied is

1 E'nax T . r
P —— vldt < ———.
1 = Viax Emin Jo «/i(oy +09)

(48)
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Assume that ¥ vanishes only when v(f) = v, or v(f) = Vyay, 1.€. V(f) Zrows
monotonically from v,,;, to v,,, and then decreases monotonically from v,,,, to
Vmin, in a periodic fashion. In such case, we have

T
/ |V|dt = 2(Vmax — Vnin)
0

and the inequality (48) reduces to

(Vmax - Vmin) Emax < r
1 - Vimax Emin - 2\/5(03, + 69) .

(49)

For fixed values of E,,;./Enin, the shakedown limit og p 1s defined at the largest
value of o that satisfies (49). The shakedown limit crg p 1s plotted in Fig.3 as a
function of E,,4x / Epin, for several values of v,,,5x — Viin. The maximum value v,
is set to 0.3 for all the curves in Fig.3. First consider the case vy, — Vpin = O:
Whatever the value of E,q/E i, the shakedown limit is equal to o, and thus
coincides with the value obtained in Sect.4.1 for temperature-independent elastic
moduli. When v,y — Vi, increases, the shakedown limit decreases rapidly. For
instance, the shakedown limit is approximatively equal to 0.60, in the case of a 20 %
variation of E and v around nominal values (Ey, vo = 0.3). For common metals, the
Young modulus E decreases with the temperature, while the Poisson ratio increases
[14]. The Young modulus is more sensitive to temperature variations than the Poisson
ratio. To put things in perspective, a 20 % variation of the Young modulus E in steels
would typically correspond to temperatures fluctuating between 0 and 500 °C [6].

Fig. 3 Shakedown limit as a ‘
function of Eqx/Emin, L Vinax = Vinin = 0
plotted for several values of
Vmax — Vmin- Case
v =03
max 0.8 D |
0.015
& 0.6 |- -
L
=8
©
0.03
04| g
0.045
02} g
0.06
0 1 \ 1 1 1 1 1
1 2 3 4 5 6 7 8 9

Epax/Emin
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4.3 Incremental Analysis

As a further illustration of Theorem 1, we use incremental analysis to solve (12) for
given loading history and fluctuations of the elastic moduli. The functions fZ(¢), E(t)
and v(r) are taken as f (1) = o sinwt, E(t) = Eo(1 — 0.2sin? wr), v(t) = vo(1 +
0.2 sin® wt) with Ey/o, =10 and vy = 0.3. For such parameters, the shakedown
limit o, as provided by Eq. (49) is approximatively equal to 0.60,. The differential
equation (12) is solved numerically using a Runge-Kutta scheme with variable step
size. In Fig.4 is shown the evolution of the plastic strain in the case 0 = 0.50,, i.e.
below the shakedown limit. The initial state is taken as p; (t = 0) = 0,, p2(t = 0) =
20,. In accordance with the results of Sect. 4.2, the plastic strain converges towards
a limit as t+ — oo. Theorem 1 ensures that such behavior occurs for all initial states
p1(t = 0), po(t = 0). In Fig.5 is plotted the evolution of ||e”(¢)| (solid line). A fast

Fig. 4 Evolution of the 0.2
plastic strain for a loading
below the shakedown limit.
Case p|(t = 0) = oy,
p2(t = 0) =20y 0.1}

SY

w

0 | —
—0.1 ! L .
0 50 100 150 200
wt

Fig. 5 Evolution of ||&”(¢)||
(blue solid line) and
comparison with the
exponential upper bound
provided by Eq. (22) (red
dotted line)

log e

! I
0 50 100 150 200

wt
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decrease is observed for small time: This is the meaning of Lemma 1 introduced in
Sect.3.1. In dashed line is plotted the exponential upper bound on ||e”(¢)| that is
deduced from Eq. (22).

5 Concluding Remarks

The shakedown theorem presented in this chapter gives a sufficient condition for
the evolution to become elastic in the large time limit, whatever the initial state is.
Loosely speaking, that theorem states that if the loading is not too large (in the sense
of condition (7)) and the time-fluctuations of the elastic moduli are not too large (in
the sense of condition (i7)), then shakedown occurs immaterial of the initial state.
We emphasize again that setting a restriction on the time-fluctuations of the elastic
moduli is essential to ensure that shakedown occurs in a path-independent fashion.

It can be observed that Theorem 1 is independent on the viscosity parameter «.
This is consistent with the case of constant elastic moduli: the shakedown behavior
is essentially determined by the elasticity domain of the material (as long as the
dissipation ¢ satisfies standard assumptions such as convexity).

For the sake of simplicity, the viscosity parameter « has been assumed to be
independent on (x, ¢) but there is no difficulty in extending Theorem 1 to non constant
viscosities. It could be interesting to investigate whether Theorem 1 could be extended
to other viscoplastic potentials than those of the form (3).

In practice, the shakedown theorem that has been presented could be useful for the
fatigue design of structures submitted to large temperature variations. As illustrated
in Sect.4, that theorem gives lower bounds on the shakedown limit. It would be
interesting to investigate whether the kinematic shakedown theorem of [11] could be
extended to the case of temperature-dependent elastic moduli, so as to obtain upper
bounds.
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Incompressibility and Large Deformations

Elena Bonetti and Michel Frémond

Abstract We present a new point of view on the motion of an incompressible solid
with large deformations. The description of the shape changes of the solid involves
the stretch matrix W of the classical polar decomposition. The incompressibility
condition is det W > 1, accounting for possible cavitation or phase change. The
reaction to the incompressibility condition is a pressure which is positive. There
is cavitation or phase change when the pressure is null. The motion of a three-
dimensional solid is investigated between time 0 and a final time 7 > 0. Itis possible
to prove that the model is coherent in terms of mechanics and mathematics. Let us note
that the pressure is a measure allowing possible internal collisions due to cavitation.

1 Introduction

Predictive theories of the motion of a solid with large deformations is still under
investigation. Research on this topic is active, see for instance the books [1, 5]
where the classical theories for the equilibrium are investigated. We present an other
point of view taking into account an internal constraint on some kinematic quantity
and upgrading the angular momentum equation of motion. We recall the results
for the elastic and viscoelastic behaviours [2—4, 8, 9, 11] and extend the theory to
incompressible materials.

The motion of a dimension 3 solid is investigated between time 0 and a final time
T > 0. Attime ¢ = 0, the solid occupies smooth domain Z,.
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1.1 The System and the Position Function

We consider a solid which moves with respect to an immobile obstacle. The system
we consider is made of the solid and the obstacle. A frame is attached to the obstacle,
it is the initial frame with points denotes a = (a,). The indices of the components
are Greek letters.

The motion is described by function

(a,t) > ®(a,1) € R,
(Cl,t) (S @a X [0, T]v
a= ®(a,0).

Position function @ gives the position at time ¢ of the point which is at initial time
0 at point a. Position may be measured in a frame, the position frame assumed to be
Galilean, @ = (®;) with components denoted with Latin indices.

We consider kinematically admissible position functions which satisfy: @ is dif-
ferentiable and, letting F = grad® be the gradient matrix, the following property is
satisfied

detF > 0.

Thus there are neither local interpenetration or flattening. We assume also that
there are no self-collision nor collision with an obstacle during the motion. The theory
may be upgraded [11] to account for these motions. For the sake of simplicity, we
assume also there is neither smooth self-contact nor smooth contact with an obstacle.

We denote by . the space of 3 x 3 matrices, endowed with scalar product

A :B = A;;B;; = tr(AB").

The subspaces . C .# of the symmetric matrices and .« C .# of the antisym-
metric matrices are orthogonal. In .#Z we introduce the set

Co={Be.#|i(B)= trB > 3a,
i»(B) = tr(cof(B)) > 3¢”, i3(B) = detB>0a’}, 0< <1

Note that I € C, (I being the identity matrix). The set C, N.¥ is the set of
symmetric matrices with eigenvalues which are positive and not too small. For the
sake of simplicity, we assume that the values of all the physical constants, except «,
are equal to 1.
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1.2 The Polar Decomposition

The classical polar decomposition of the gradient matrix of a kinematically admis-
sible position function reads

F = grad® = RW,

for a unique W € . with det W >1 and a unique R, which is an unique direct
orthogonal matrix (RR” =T and detR = 1).

Matrix W is the stretch matrix. It describes the stretches at point @ whereas matrix
R, the rotation matrix describes the rotation with respect to the initial frame. Usually
the orientation of the solid with respect to the initial frame, the orientation of the
solid with respect to the obstacle, has not much physical properties. It measures the
shape change of the system made of the solid and the immobile obstacle. There
may be cases where the solids are connected by hair springs to the obstacle giving
importance to the orientation. Actually, the variation of this orientation with respect
to space is an element to characterize the shape change of the system.

1.3 The State Quantities

They are the quantities which are needed to describe how the shape of the system
evolves. The elongation at a point of the solid is quantified by W. Rotation matrix R
accounts for the orientation of the solid with respect to the obstacle. It describes, as
we have already pointed out, a shape change of the system.

We do not choose grad® = RW as state quantity of the system but matrices
W and R which have clear physical meaning. The variation of the rotation matrix
R with respect to space is also useful to describe the shape change of the system.
As explained in [2-4, 11] we add also a third gradient quantity describing local
interactions to take into account external actions applied by curvilinear beams or
cables. Thus, we choose the state quantities to be

E = (W, R, (gradR) R”, gradA®),
with
((gradR)R") . = RigaRjg.
Moreover for the sake of simplicity, we will assume the free energy depends on

lgradR |> = | (grad R)R” |*.
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Remark 1 Let us also note that if stretch matrix function, a — W(a, t) is known
in domain Z,, it is possible to compute rotation matrix R provided a compatibility

relationship is satisfied, [6, 17, 18]. But if the numbers, entries of matrix W, are
known at a point, rotation matrix at this point is not known.

2 The Velocities and the Evolution Quantities

The velocity at a point is

dt

—  do
U

Because we have chosen matrices W and R to describe the shape change, it is
natural and useful to choose their velocities W and R to describe the shape change

velocity, i.e., the velocity of deformation. We choose RR' = £2, the angular velocity,
which has a good physical property instead of R. Actually, the two choices are
equivalent.

We choose also grad2 and gradAl_J) (A is the Laplacian operator) as velocities of
deformation accounting for local interactions [2—4, 11]. Let us note that there holds

gradU = RW + RW = RW + @F. (1)

This relationship relates quantities which appear in the velocities of deformation.
It may be used to make choices among these velocities. We choose not to have W,

—
but we take into account grad U which is the velocity of deformation in classical
theories [5, 16]. The final set of velocities of deformation of the system is

— —
gradU, gradAU, 2, gradf2.

There are two velocities at point a, U (a,t) and 2(a, t). They are independent
because we do not know W. We may think of virtual linear velocities V and of virtual
angular velocities 2. Thus the virtual velocities of deformation are

gradV, gradAV, fl, gradfl.
The quantities which describe the evolution are
W, grad$2.
We do not choose £ and gradAd which are not objective quantities to describe

the evolution assuming there is no interaction between the obstacle and the solid
[11].
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Remark 2 We have already mention that rotation matrix may be a state quantity
when the orientation of the solid with respect to the solid intervenes in the motion.

2.1 The Angular Velocity and the Spin Velocity

We have chosen angular velocity 2 to describe rotation properties. We could have
chosen the spin velocity [16] O, the antisymmetric part of the Eulerian gradient of
the velocity

95U U o
T _ (qradU)F' = RWW'R” + 2,
00 da 00

which is the instantaneous angular velocity of the material [16]

R(WW-! — W-IW)R”
0=9+( 5 ) ) )

It is a linear function of the angular velocity, §2, and of the stretch velocity, W.
The two choices are equivalent for what concerns the internal and external powers
and of course the angular momentum equation of motion.

Because the stretch produces a rotation of the material, the spin matrix mix the
stretch matrix velocity, W and the rotation matrix velocity, 2. Matrices W and R are
basic distinct elements of the deformation. Thus it is natural to choose their velocities
as the basic distinct elements to account for the evolution. In case an external moment
is applied with spin velocity, the external power is a linear function of £ and of W.
This external action produces both a rotation and a stretch as seen in experiments.
Note that it is easy to experiment and measure angular velocity §2 with an external
action applied by a rigid device, for instance a rigid screwdriver, as explained in [11].

3 The Principle of Virtual Power

The either actual or virtual power of the internal forces is a linear function of the
either actual or virtual velocities. This linear function involves derivatives of the
velocities. Let us recall that when the power of the internal forces involves order
n derivatives of the velocities, we have an nth gradient theory. We have to choose
which gradient theory is convenient for large deformations. Our choice is based on
observing the different ways to apply external actions, i.e., the different ways to load
a solid. The dimension 3 solid may be loaded by curvilinear beams which are in
bilateral contact with the solid on lines of its surface. The velocities in the beams
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are equal to the traces on the lines of the body velocities of the solid (the body is the
interior of the solid). Principle of virtual power for beams requires the second space
derivatives on the lines of the surface. Thus it is convenient to have a third gradient
body theory which insures that the trace of the body second gradient is defined on
lines of the surface of the solid.

Note also that the dimension 3 solid may also be loaded by needles, wires, mem-
branes, curvilinear rods, curvilinear beams and shells (rods, beams and plates on a
flat surface). Column hooping is an example of such a loading. The velocities of the
hoop points are equal to the velocities of the points of the surface of the column they
are in contact with.

Power of the internal forces involves third order space derivatives introducing
a new internal force Z. It is a stress taking into account the effects of the spatial
variation of the Laplacian of the velocity

f@int(vv ﬁ) = _/

— —
{H cgradV +Z: gradAV}da
Da

1 ~ —~
+/ —{M:2-A,:2,}da,
2, 2
with
— —
Z:gradAV =1Z;sV,ggs =7 : A(grad V),

where IT is the Piola-Kirchhoff-Boussinesq stress, M is an internal moment and A

an internal moment flux. The virtual velocities V' and virtual angular velocities 2
are independent. Quantity

— . —
gradA V = grad(div(grad V' )),

quantifies the variation of the Laplacian of velocity of deformation AT/) with respect
to space. One may say it quantifies the diffusion of the velocity of deformation. The
dual quantity is a stress, matrix Z;s, the physical meaning of which is given by the
equations of motion.

The virtual powers of the acceleration forces and external forces are

e —
5 Vda,
D, dt

):/ 7‘)~T/)+M‘”‘t : SAZda+/ m® :ﬁd]"a,
Dy 0D,

<@a(,‘c‘(T/)7 §)

—
vV,

Q)

@ext(

. 2.
assuming no external forces on surface, where f is the body force, M®*' and m**’

are the body and surface moments applied by the exterior.
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3.1 The Linear Momentum Equation

The linear momentum equation of motion results from the principle of virtual power
with £ = 0. It is in domain Z,

—

dT
- = divil + div(AZ) + 7.

with boundary conditions on 9%, we do not detail for the sake of simplicity.

3.2 The Angular Momentum Equation

The angular momentum equation results from the principle of virtual power with
—
V = 0. By a classical computation, we get

divA+M+M* =0, in Z,,

with boundary condition

4 Free Energy and Pseudo-Potential of Dissipation

We derive the constitutive laws from the schematic free energy where, as already
said, the physical constants have value 1 to have simple formulas

v (B, gradAdAi, Igradﬁ”z) = % IB — 1|2

1 TR 1
+5 ngadA(DH +U(B) + 1(B) + 7 |eradR| 2,

3)
where & is a position function, B is a matrix of ./, R is a matrix of .# , and
~2 ~ ~
IBI> =B :B, |eradAd | = B0
and from the pseudo-potential of dissipation
. O U | ~|I?
D(B, grad®2) = 5 IB|”+ 7 |grade | 4)
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The function I is the indicator function of subspace .¥ of .Z. It insures the
internal constraint: the stretch matrix W is symmetric.

Remark 3 Free energy we have chosen is schematic in order to focus on its properties:
¥ (B, grad A, | gradﬁ“z) — W(B) is convex [13, 15] with respect to B, gradA®,

=2 . . e
|gradR |". Free energy is coercive and goes to infinite if B goes to the boundary of
set Cy. It is easy to have more realistic free energies, for instance

W (B, gradAd, |gradR|*) = - (r(B>—T))” + % |81’

1
4

! Y 1 _
3 |eradad |+ & ®) + 1, @) + 7 leradR]",

giving stress
5 ; 1
I =R yWir(W*-1) +2(W —W)+—8B(W)+A

B4
=tr(W? = DF + 2F(W?> - I) + Ra—B(W) +RA.

The first two terms are the Saint Venant-Kirchhoff large deformation stress [5].
Within the small perturbation assumption, F = I, W? — I = 2¢ this constitutive law
gives

=0 =2(tre) I + 4e,

which is the classical elastic small perturbation constitutive law, linear function of
matrices (tre) I and ¢ [5].

4.1 Function ¥ (B) Approximation of the Indicator
Function of C,,

Quantity @ (B) in the free energy accounts for the resistance of the material to
flattening or to crushing. It makes impossible all the principal stretches of matrix
W to be small at the same time, i.e., all the principal stretches cannot be lower
than o > 0. Parameter o quantifies this resistance to flattening. Function lIA/(B) is
a smooth approximation from the interior of the indicator function of the set Ca in
M . Let 1%(x) be a decreasing non negative smooth approximation of the indica-
tor function of [e3, co) from the interior, i.e., such that 7% (x) = oo if x < & (for
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instance, 1/(x — o) for x > a?). Let I°(x) be a decreasing non negative smooth
approximation of the indicator function of [3a2, oo) from the interior, i.e., such that
I°°f(x) = oo if x < 3a®. Let I'"(x) be a decreasing non negative smooth approx-
imation of the indicator function of [3«, co) from the interior, i.e., such that such
1" (x) = oo if x < 3. Then function ¥ may be defined by

. 19t (det B) + I (tr(cof(B))) + I (trB), if B € C,,
B*"”(B)z[oo( ) + I/(tr(cof(B)) ()ifBgé(j‘a

Note that matrix W commutes with matrix (d 7 /d B) (W) and function ¥ satisfies

¥ (I) < 0o, and )
YW)<oo & Wedl,.

5 The Constitutive Laws

It is classical to get the constitutive laws with the derivatives of free energy (3)
and the derivative of the pseudo-potential of dissipation D(B, grad$2), (4), gives the
constitutive laws

Z = gradA®, (5)
InI=RES+A),Se Acd,

S=W-1I)+ Z—;/(W)+W, A € 3L+ (W), (6)

A = B + grad® = (gradR)R” + grad2,
M = IIF" —Fr’.

Remark 4 Stress dlf// dB is the impenetrability reaction which intervenes to avoid
flattening of the material. The constitutive law (6) implies that W ¢ C, because
function ¥ (B) is differentiable for B = W. Antisymmetric reaction stress A insures
the stretch matrix W is symmetric. This reaction matrix is an important quantity of
the theory. Position @ and reaction matrix A are the main unknowns of the problem.
We have

A:W= 0,

because W is symmetric and A is antisymmetric. As expected, reaction A is a work-
less reaction, and as usual, the indetermination on workless reaction A is solved by
the related equation of motion.
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6 Initial and Boundary Conditions

The solid we consider is at rest at initial time. Let I, 7 be a partition of 3,. The
solid is clamped on part I to the immobile obstacle and on part I} no surface force
is applied.

The initial velocity is null

— do
®@,0)=a, Uf(a,0)= ?(a,O):O. 7
On I}, we have

& =0, gradd =0, (grad®) =0, £ =0.

aN
On I7, no load is applied.

Remark 5 Note that condition £ = 0 on I results from condition grad® = 0.

7 The Equations

They are the kinematic relationships, the equations of motion and the constitutive
laws plus the boundary and initial conditions.
The equations for @ and R, W and A are

F = grad®, W = VF'F, R=FW!
dU

%
= divIT + div(AZ) + [, in Z,,

& =0, grad® =0, (gradcﬁ) =0, on Iy,

oN
no load is applied on 17,
II =R +A),
-7
S=W-D+W+ B_B(W)’ A € 31+ (W),
Z = gradAQ,
2 =RR’,
div((gradR)R”) + AR + R {AW + WA + WW — WW)} R” =0,
((gradR)RT) + gradﬂ)ﬁ =0, on I7,

do —
D(a,0) =a, E(Q,O) = U(a,0)=0.
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Note that the initial and boundary conditions for @ give the initial condition for
R: R(a, 0) = I and a Dirichlet boundary condition R = I on [5.

7.1 Variational Formulation of the Momentum Equations

Let us define the space of the virtual velocities

d
V()= ‘?(a,r), O<7t=t ¢ =0, gadg =0, - (erad §) =0, onro},

and the space of the virtual angular velocities
Yio(t) = {fz(a,r), O<t<t, e, £=0, onro}.
The variational formulations are

(@ —a) € V(T), Y§ € V(T),
r 2o _, 1 =
—_— R W-D+W+ —(W)+A|:grad
/0/%[611‘2 ¢ +R|( )+ +8W( )+ grad ¢
r —
+ gradAQ : gradA?]dadt :/ / f - ¢ dadr, ®)
0 Da
and
2 =RR" € ¥,(T), V@ € ¥%.,(T), R@,0) =1,
T
/ / (gradR) RT : grad2 + grad® : grad2 da dr
0o Jo,
T A
=/ / R{(A+SW-WA" + SN} R" :2dadr. (9
0o Ja,

The variational formulations are completed with the kinematic relationship
grad®= RW, (10)

and the initial conditions

®(a, 0) d¢( 0)=0
a, =a, —I(a, = 0.
dt
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8 Properties of the Equations

The coupled system of Eqgs. (8) and (9) with kinematic relationship (10) gives the
%

two unknowns: position @ and reaction A depending on external force f and on

initial conditions (7).

8.1 Property of the Angular Momentum Equation

Let us investigate the angular momentum equation of motion and prove that it gives
reaction A depending on position function @ and velocity @.
The angular momentum equation of motion (9) is equivalent to

div ((gradR)R") + A2 + R {AW + WA + WW - WW]}R" =0, (1D

with initial condition R = I and the boundary conditions on I and 17, gives reaction
stress A € .o/ depending on grad®, 2 and W. Reaction stress A is solution of

AW + WA =Y,
with
Yeo, Y=-R"{div((gadR)R") + AQ}R — {WW — WW}.
For the solution of this equation, the reader may refer to [3], and it is

A:%{(ilz—iz)Y—(WzY—f-YWz}, (12)

where the i; are the invariants of matrix W and D = iyi, — i3
ii =trW, i, =tr(cofW), i3 =detW.

Proposition 1 If W € Cy, then Eq. (11) gives a unique A depending on R, £, W
and W.

Let us note that within this point of view, angular momentum equations does not
give rotation matrix R depending on A(®), W(®) and W(@, 615). as it is usual for
such a parabolic equation with respect to R. But on the contrary, the equation gives
quantity A which intervenes in the right hand side of the parabolic equation

div ((gradR)R") + A2 = —R {AW + WA + WW — WW} R".
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9 Solutions

In a convenient mathematical framework, it is possible to prove that variational
equations (8), (9) with kinematic relationship (10) and initial conditions (7) have
solutions @ and A which are local in time: there is a solution up to some time T>0
with 7 < T [2-4]. Why is it impossible to have a global in time solution? It is
a problem of mechanics: modelling is not complete because it does not take into
account collisions, i.e., discontinuities of the velocity with respect to time. Even if
we have eliminated the possibility of the interruption of the smooth motion resulting
from collision with an obstacle or from self-collision, we cannot eliminate internal
collisions, i.e., discontinuities of velocity due to flattening or crushing inside the solid
(think of pasta being crushed between two fingers). Thus it is possible the motion,
the smooth motion, is interrupted at time T with 7 > 0. To continue the description
of the motion, collision theory [7] has to be applied.

10 The Usual Incompressibility Condition

An incompressible material is such that density ,ox(?, t) is constant with value
Dx (7, t) = pa (7), with ¥ = @(7, t). Due to the mass balance, this constraint is
equivalent to

detF = detW = 1. (13)

It is taken into account by having the function
Io(detW — 1),

in the free energy ¥, where [ is the indicator function of the origin of R. This
indicator function adds the incompressibility reaction stress

Hreac = RSreac’

with

ddet W
Sreac € %alo(detw 1) = —pcofW, —p € dlo(det W — 1) = R.

Let us note that p is the usual pressure in the Cauchy reaction stress o, given by
! n,.F’ ! R(cof W)WR”

—_— = —p——R(co

detF e Piecw

1
= —p——R({(det W)W HWR” = —pL.
P 3w ((det W) ) p

Oreac =
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Remark 6 Function
W —  [(detW —1),

is not convex. But

ddetW .

S,eaC:W:— fW:W=—
peo P dt

0.

The incompressibility reaction is non dissipative and does not intervene in the
Clausius Duhem inequality.

Itis also possible to take into account incompressibility with a dissipative function
Ip(det W),

The reaction stress is

. ddetW
S e aly(det W) L
AW

reac

giving ) )
S¢ = —pcofW, —peR=03ly(det W).

reac

Because we have . . .
cof W : W =3detW =0,

the reaction stress does not work: it is non dissipative as expected. It results also that
the Clausius Duhem inequality

d .y X
Srege : W= —pcofW: W >0,
is satisfied.

Remark 7 Dissipative function Ip(det(W)) is not a pseudo-potential because it is
not a convex function of W but as already remarked the Clausius Duhem inequality
is satisfied. Note also that there is no dual function for the dissipative function.

11 A Physical Incompressibility Condition

The non convexity of functions
W — Ij(detW —1), W — I(det W),

may be a hint that the classical incompressibility condition is perhaps misleading or
has some mechanical weakness.
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Let us go back to experiments and remark that when tension is applied to a
sample, some voids may appear during the evolution mainly at the microscopic level
with a volume increase at the macroscopic level. Moreover a phase change may
occur, the solid becomes liquid or even vapor and eventually making possible an
increase of volume [10]. This behaviour has been described a long time ago by Jean
Jacques Moreau to investigate cavitation in fluid mechanics [12, 14]. The water is
incompressible but bubbles may appear inside water at the microscopic level when
the pressure is null: this is the cavitation phenomenon responsible of water hammers.
At the macroscopic level, when the pressure is null, liquid vapour phase change may
also occur [10]. It results unilateral condition

detW —1> 0. (14)

On the contrary, for an incompressible material it is impossible to have interpen-
etration at the microscopic level. It results

detW —1<0,

is impossible. Note that the word incompressible refers to the impossibility to modify
the volume by compression. We are motivated to think that condition (14) is perhaps
better than condition (13) to account for the actual mechanical behaviour. The set

D =B e .#; detB—1> 0},

is such that
d
Dlet n.,

is a convex set [11].
The incompressibility constitutive law is assuming smooth evolution

Sreac + Areac € 3IDf°lmy (W),
with symmetric and antisymmetric parts given by

ddetW
dW

Sreac € 0l (detW — 1) = —pcofW, —p € 01, (detW — 1),

Areac € aly(W),
with

R=, ifdetW—-1=0,

91, (detW —1) = [{o}, if detW —1> 0.
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introducing non negative pressure p. If the symmetry of stretch matrix W is accounted
for elsewhere, we may delete reaction A,.,. which is already present.
We may also have an incompressibility constitutive law with
W e Di(W),
where convex cone D (W) defined by

Di(W) ={B e .Z; Ny(W):B <0},

where

—cofW, if detW —-1=0,
NI(W):[O, if detW —1 > 0,
because Jdet W
di’V = cofW.

Set D; (W) contains velocities W such that det W — 1 remains non negative. Thus
by having ) )
Ip,owy(W) + L+(W),

d

in the pseudo-potential of dissipation. Incompressibility reaction S¢, . is given by

gl _ | —peofW, —peR™, if detW—1=0,
reac = 1 0, if detW —1 > 0.

It is a non negative pressure in case det W—1 = 0. We have

d
Sreac

:W = —pcofW :W =0
when det W — 1 = 0 because the evolution is smooth.

Remark 8 Note thatif det W — 1 = 0 the motion being a smooth motion, it is impos-
sible to have either cof W : W <0 or cof W : W >0. In case we have cofW : W £0,

W is discontinuous with respect to time: there is a collision and collision theory [7]
has to be applied.

12 Solution

For the sake of simplicity, we assume the solid interacts with an obstacle by springs
applying actions proportional to the gap (@ — a) and to its gradient. It results the
surface free energy
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1 1
— | (@ —a)*dl' + = | (grad® —D)*dT,
2 Jr 2 Jr

Besides the body force f, no other external action is applied. In particular, neither
volume nor surface moments are applied.

12.1 The Mathematical Existence Theorem

The spaces of the virtual linear and angular velocities are (here H" denotes the usual
Hilbert space W"?)
V= H D), Vo = H (D).

Assuming external force is smooth, 7 e L=, T; L*(2,)), we prove that there are
solutions to the VariaAtional equations (16) and (17) given below, up to time 7' > 0,
suchthat T < T.If T < T, there is a collision due to flattening at time 7.

The pressure p is a measure p € M(Q) where Q = 7, x ]O, f[ Then we have
in the variational formulation the term

< p(det W)RW™!: gradV >=< pI : (det W) (grad V)W 'R” >,

where p (det W) RW ! is the product of measure p with continuous function (det W)
RW !, Pressure p may be interpreted

— pedl (detW — 1), (15)

in a suitable weak sense.
The acceleration d>® /dt* belongs to the dual space of

{\7 € 120, T;¥); eradV e C(0, T; HZ(.@,,))} .

Velocity @ is not continuous with respect to the time because collisions may occur
when incompressibility constraintdet W — 1 = 0, becomes active (for instance when
a compression is applied to a solid which satisfies det W — 1 > 0 at the initial time).
Concomitantly, the pressure is a measure allowing reaction percussion when the
incompressibility constraint becomes active.

For the initial condition, we study the evolution before time r = 0 with all the
external actions null and solution @ = a when t < 0 and all the solution are in
L2(d, T), the beginning of the evolution being at time d < 0. One may also remark
that the velocity & = lim;_0, r<0 <15(t), the velocity before a possible collision at
initial time ¢ = 0, is given.
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The linear momentum variation variational formulation is
®e {V € L2(0, T; ¥); eradV € (0, T; HQ(%))} :
@ e L*(0, T: H'(Z.)) N LY, T; L*(Z.));
®a,0)=a, P (a,0) =0,
VVe {\7 € 12(0, T; ¥): gradV e C(0, T HZ(%))} ,

d*o
<_ .
de?

! .o .
+ RI(W-D+W+ —(W)+A|:gradV
0 Ja, oW

+ gradAQ : gradA’Vdadt

< V>>—< p (det W) RW™! :grad‘7 >

+ [ (@—a)-V+ (grad® — 1) : gradV dI" dt
ry

t NN
:/ / f -Vdadr. (16)
0 J2,

The angular momentum variational formulation is

2 =RR ec 1200, T: %), ¥ £eL*0.T:7.,). R(T.0) =1,

t
/ / (gradR) R : grad 2 + grad® : grad® da dt
0 Jg,
t
= / / R{(A+W)W + WA - W)}R" :2dadr. (17)
0 J2,

The variational formulations are completed with the kinematic relationship
grad®= RW,
and the initial conditions
&(d,0)=a, @ (d,0) =0.
Then the existence theorem is

Theorem 1 If? € L®(0, T; L*(9,)), there exists a time f", 0<T < T, such that
there exists position function @, reaction matrix A and pressure p satisfying (16)
and (17) with d*® /dt?, in the dual space of
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{\7 e 120, 7:¥); gradV e C(0, T; Hz(@a))] :
A e L*0.7: 7)),

where "/7,’; is the dual space of “/;ru, pressure p is a positive measure on Q = 9, X
]0, T[ satisfying (15).
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Crowd-Structure Interaction in Laterally
Vibrating Footbridges: Comparison of Two
Fully Coupled Approaches

Bachar Kabalan, Pierre Argoul and Silvano Erlicher

Abstract Two models that deal with the crowd-structure interaction have been
developed. The first is a 1D continuous model and the other is a 2D discrete one. In
this paper, a summary of the formulation of these two models is presented. Both
approaches used to represent the pedestrian-structure coupling phenomenon are
detailed and compared. We start by introducing the partial and ordinary differential
equations that govern the dynamics of both the continuous and the discrete models.
First, the equation of dynamics of the footbridge for the case of lateral vibrations is
recalled. Then, the Kuramoto phase equation is implemented for describing the cou-
pling between the pedestrians and the laterally moving deck of a footbridge. Results
obtained from numerical simulations are presented and compared with available
experimental data.

1 Introduction

The vibrations caused by pedestrians walking on footbridges are generally not harm-
ful to the structure, yet they can create for the user a feeling of discomfort and even
panic. It is possible among military parades that the rhythmic march of soldiers can
set off vibrations at the natural resonance frequency of a bridge. In the history of
bridges, the most spectacular disasters under the effect of pedestrians have mainly
concerned steel cable suspension bridges. Two notorious examples are the collapses
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of the Basse-Chaine Bridge in Angers France in 1850 and of the Egyptian Bridge in
St. Petersburg Russia in 1905 [2]. More recently, several footbridges, built in accor-
dance with the architectural criteria of lightness and elegance, such as the Millennium
Footbridge in London [9] and the Léopold-Sédar-Senghor footbridge in Paris [10]
have proven to be sensitive to excitations induced by the crossing pedestrians. Thus,
crowd-induced vibration of footbridges in the lateral direction has become a topic
of heightened interest after the closure of both the previously mentioned footbridges
from excessive oscillations [9, 10]. Early investigation on this phenomenon [14] indi-
cated that synchronization between pedestrians and structure (lock-in effect) was the
main cause of such large lateral oscillations.

The crowd walking on a bridge imposes a lateral excitation on the structure which
has a frequency of about 1 Hz. When a lateral mode of vibration of the footbridge,
often the first, has a frequency close to this value, a resonance phenomenon is acti-
vated. It follows that the amplitude of oscillations of the bridge increases. If the
number of pedestrians is weak, the amplitude of oscillations stays small and pedes-
trians continue to walk as they would on a rigid floor. If instead the number is
high enough (beyond a certain critical number), the oscillations’ amplitude becomes
larger, enough so that pedestrians are encouraged to change their way of walking, in
particular their frequency of walking, until there is a phase synchronization between
pedestrians and structure. The behavior of a pedestrian is also influenced by the
crowd around him: if the density of the crowd is very low, the walking is “free”, i.e.
each individual walks as if there was nobody close to him. Conversely, if the crowd
is dense, the pedestrian is forced to walk “at the same speed” as the others. On the
congested footbridge presented in [14], processing of video images indicated around
20 % of pedestrians as being synchronized.

Several design models have been proposed to tackle this problem. These models
have been developed to represent the human induced load e.g. [9, 12, 13, 16, 21,
22, 26, 27], crowd-structure synchronization [7, 20, 30], and the resulting bridge
vibrations in the vertical and horizontal directions [15, 31]. In some of these articles
[21, 22, 26, 27], the pedestrian is modelled as a single degree of freedom oscillator
with different definitions of the restoring force. Following the same approach in [12],
the pedestrian has been modelled as a self-sustained oscillator based on a modified
hybrid Van der Pol/Rayleigh model. This model has been studied for the walking
of the pedestrian on a rigid floor [12] and in the moving floor case [13, 29]. More
recently, with reference to the non-autonomous (moving floor) case, Kumar et al.
[17] are interested in the analysis of the phase difference between the oscillator
entrained response and the external excitation. By these authors’ opinion, the study
of phase difference during synchronization between pedestrian and the floor is useful
to better understand the whole synchronization phenomenon as well as the crowd-
structure interaction. So far, two models have been developed during the past decade
by Argoul and his collaborators, that deal with this phenomenon for lateral vibrations:
(1) the 1D continuous model of Bodgi [3-5], and (2) the 2D discrete model of Pécol
[23, 24]. In [3-5], the authors consider the crowd to behave as a compressible fluid
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and deal explicitly with the crowd-structure interaction phenomenon. In the other
model [23, 24], each pedestrian is represented individually and both the issues of
evacuation and crowd-structure interaction are addressed. In this paper, we show
how the different aspects of synchronization between a crowd induced force and
an oscillating footbridge were treated in each model. More precisely, we give the
procedure and the different equations used in each model to calculate the following
parameters: (1) the critical number, (2) the synchronization frequency and (3) the
displacement amplitude at the steady-state. In what follows, Bodgi’s model will be
referred to as M1 and Pecol’s model as M2.

2 The Motion Equation of the Footbridge Dynamics.
The Case of Lateral Vibrations

In M1, where a macroscopic representation is adopted for the crowd, an Euler-
Bernoulli beam is used to represent the lateral oscillations of the footbridge. In M2,
using a microscopic representation for the crowd, the footbridge’s oscillations are
governed through a finite element model. In both approaches, the movement equation
of the footbridge dynamics is projected on the first lateral mode of the footbridge,
having the nearest frequency to the pedestrian’s transverse excitation one.

2.1 The ID Continuous Model (M1)

The movement equation of the footbridge dynamics projected on its first lateral mode
used by in M1 reads:

(M + M,(0))Uy(t) + CU(t) + KU, (1) = F(1) (1)

where:

e | (x) is the first lateral modal shape of the footbridge normed such as: |||, = 1
where ||-|| o, s the infinity norm defined for a function ¢ in L [0, L], by: ||¢ ]|, =
rr%g)z ](|¢ (x)]), L being the length of the footbridge span,
x€[0,

e U,(t) is the lateral displacement of the footbridge at the abscissa X where [ (x)|
is maximum : U, (¢) = Uy(x,t) = U, (1) - ¥1(x),

e M, C, and K are the modal generalized mass, damping and stiffness of the
first lateral mode of the footbridge, respectively, i.e. M = fOL A(x)t/flz(x)dx,
C =2&w;M and K = w%M where w; = 27 f] and A(x) [kg/m] is the mass per
unit length of the footbridge,
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o M,(t) = fOL mp(x, t)l//lz(x)dx is the modal mass of the crowd,

o m,(x,t) =m pn(x,t)L(x) is the local mass of the crowd per unit length of the
footbridge, m, being the average mass of a pedestrian,

o FY(t) = fOL G sin (¢“”C(x, t))r;(x, 1)€(x)¥1 (x)dx is the lateral modal force gen-
erated by the pedestrians,

e G is the mean amplitude of the lateral force induced by a pedestrian,

e ¢%“(x,t) is the total phase of the lateral force induced by the pedestrians at
position x and time ¢ when they are sensitive to the bridge’s acceleration (see
Sect. 3.1 below),

e 1(x, 1) is the pedestrians’ surface density at position x and time ¢ (ped/m?),

e {(x) is the footbridge’s width at position x.

2.2 The 2D Discrete Model (M2)

As for the discrete model M2, some assumptions are first made [23]: the main lon-
gitudinal axis of the footbridge is straight and its deck is flat. The footbridge floor
displacement doesn’t depend on the vertical component, its oscillations are only
considered in the horizontal plane and its longitudinal oscillations are considered
to be negligible. Finally the non zero component of the footbridge displacement is
the lateral one noted U, and is assumed to be only dependent on the longitudinal
component: Uy (g*, t).

The footbridge’s lateral mode with a natural frequency closest to that of walking is
usually assumed to be sufficient to properly represent the dynamics of the footbridge:
U, (g, 1) = y1(g*) Uy(t). The equation of dynamics is then projected as previously
on the first mode of lateral vibrations:

N
MU, (t) + CU,(t) + KUy (1) = D ¥1(qhe, (D) F (1) o
i=1

with F(t) = —mii® = —m (" (1) + it (1) + i (1))

where:

e m; is the mass of the ith pedestrian,
® gyc, (1) is the position of the ith pedestrian on the footbridge and 6; is the angle
between (0 S ) and (Ci,ggi ), gg (t)) (see Fig. 1),

v Xxo Xy
C; is the projection of the pedestrian’s center of gravity on the horizontal plane
and ggl_ (#) the unit vector tangent to the pedestrian’s trajectory,

N is the total number of pedestrians,

ii?% is the absolute acceleration of pedestrian i,
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&y

\
u‘b

Fig. 1 The position and the trajectory of the ith pedestrian on the footbridge

e ii!""” (t) is the acceleration of the non-inertial frame of reference (C;, el (1), ep (1)
with respect to (0 €., e ) (see Fig.1), equal to

? =X =y

ent d ¥ . iry
ii; (1) = E(% @He, U ) + i (1)

QLGOI 3)

= 1(@oe U0+ AgHc, (1) U @) + iy (1)

generating a fictitious force called the d’ Alembert force (Lanczos [18]),
e ii;"”(t) is the part of ii;""” () independent from the bridge motion, equal to

dzq)éc,. ()

.1r)
Mir V(t) = dt2 )

“4)

. ﬁ:ez’y(t) = u""" (1) is the acceleration with respect to (C;, el. (1), e (1)) due to
the pedestrian’s oscillations about his trajectory, equal to

ii;el’y(t) = L |:Fi”sc’T sin (2¢f’is) sin (6;) + F*© N sin (¢d”) cos (9,-)] )
m

i

and resulting from the natural way of walking projected on the y-axis (see Fig. 1),

FZ°" and F”“" are the tangential and normal component of the maximum
amplitude of the force generated by the ith pedestrian on a rigid floor, respectively,

e 0; is the angle between the direction of the trajectory and the longitudinal axis of
the footbridge,

. q)id” (#) is the phase of the lateral force induced by the ith pedestrian at time ¢
when pedestrians are considered to be sensitive to the bridge’s displacement (see

Sect. 3.1 below).

The Coriolis acceleration ii;”"” (¢) is considered to be negligible (see Appendix).
By rearranging terms into Eq. (2), we obtain:



212 B. Kabalan et al.

al . N a X‘
[ S mtiane) o+ [+ S mnfap) 2ltie)

i=1 i=1 aq)éci
N
+ KUy == 2w a5 070+ )

i=1

ug’-Xm} U,
(6)

The main differences between Eqs. (1) and (6) stem from the consideration of
the d’Alembert force and the pedestrian trajectory. In M2, the acceleration of the
non-inertial frame (the footbridge) is considered. This acceleration generates a
d’ Alembert force that once inserted in Eq. (6) not only adds terms to the footbridge’s
mass, but also to its damping. This force was not considered in M1. As for the
pedestrian trajectory, in [3] it is straight and thus only the normal component of the
oscillatory force is considered (which becomes coincident with the y-component). In
[23], both terms of the oscillatory force are considered since the pedestrian trajectory
is two-dimensional.

3 Synchronization: Modelling the Phase Angle
with the Kuramoto Equation

In both models M1 and M2, the phase difference between the structure and pedes-
trians is introduced as a variable governing the effect of the bridge movement on
the pedestrian’s gait (synchronization) and its evolution is modeled by the so-called
Kuramoto differential equation [25]. Two cases are studied according to the depen-
dence of the synchronization to the bridge acceleration or to its displacement. Yet
the pedestrians in each case are sensitive to a different parameter called the synchro-
nization parameter.

3.1 Sensitivity to the Bridge’s Acceleration

In M1, it was considered that pedestrians are influenced by the footbridge accelera-
tion. This led to the following form of the Kuramoto equation:

a acc . n
q;—t(x, 1) =wkx)+ %A(I) [¥1(x)] (‘I’S(l))2 sin (W (1) — ¢““(x, ) + o) (7)

where w(x) is the lateral angular frequency for free walking; ¢ quantifies a pedes-
trian’s sensitivity to the bridge’s acceleration; A () is the amplitude of the displace-
ment of the footbridgei.e. U, () = A(t) sin (lI/S (t)); W, (1) is the instantaneous phase
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of the lateral modal displacement of the footbridge; the expression A(#)v (x) (Jf? (z‘))2
represents the bridge’s acceleration : this means, according to [3-5], that the model
postulates that pedestrians are sensitive to this quantity. It was chosen in M1 that
oy = /2 indicating that when synchronization occurs, the pedestrian force is in
phase with the velocity of the bridge. This choice of ay,; agrees with the results
obtained from the experiments conducted on the Millennium Bridge [9].

As for M2 [23, 24], the authors used the same model used by [28]. Yet, we should
note that the effects of the mode shape and of the crowd mass are considered in
this paper. So in this model, the influence of the bridge’s displacement on the ith
pedestrian is quantified by &;. The equation used in M2 to govern the synchronization
phenomenon is given by:

d¢idis
dt

(1) = ;i + & AV (ghc,) sin (T (1) — ¢ (1) + otara) (8)

where w; is the natural frequency of the ith pedestrian. It is usually assumed that all
pedestrians have the same value of &; = £. We still choose ay» = /2, to have the
lateral force exerted by the ith pedestrian on the footbridge be in phase with latter’s
velocity when synchronization occurs.

4 Analytical Study

In this study, the analytical expressions for the following parameters are calculated
for a particular case (1, = wr) and the general one (i, # wr): (1) The critical
number N, greater than which phase synchronization between the structure and the
pedestrians could take place, (2) the frequency of synchronization w; ync and (3) the
footbridge displacement amplitude at the synchronized steady-state A. We should
note that A is found analytically for a particular case and numerically for the general
one. For both models M1 and M2, the same mathematical procedure is used to
calculate these three parameters. The free walk frequency of pedestrians is assumed
to follow a normal distribution with mean w,, and standard deviation a,, [19]. Two
cases are considered: a particular one where p,, is equal to the modal frequency
of the system crowd-structure w, = wr and the general one where w,, # wr. In
M1 and M2, the modal frequency of the system crowd-structure is given by wr =

\/K/(M + nmy,N.) wheren = (1/N) fOL n(x)€(x) (Y (x))zdx for M1 modelin[3]

andn = (1/N) fol wlz (z)h(z)dz for M2 model [24] and /1 (z) is the probability density
function representing the spatial distribution of the pedestrians over the bridge’s
length (z; = g, /L). In what follows, we show the different expressions found for
each of the three parameters mentioned at the beginning of this paragraph and for
the considered cases.
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Table 1 The expression of each parameter found by each model

M1
Ne a3 +ar*+aiI +ag=0
2 2
Oyyme 8n Koy +nuywrNeGe
na)%Nch +87Ko2
A Numerically calculated
M2
Ne Yc1N2 + ysN2 + yaciN2 + y3N2 + yaci Ne + yiNe + 0 = 0
4Ko2 +nNFoNggp
Wsyne = wr
? 4Ko2 4 nNFose:Ngor
A Numerically calculated

4.1 Normal Distribution: L, # @1

In this part, we give in Table 1 the different expressions for N, A, and wyy,. associated
with each model. For more information about the mathematical derivation, we refer
the reader to [3-3, 23, 24]. In Table 1, F?*“¥ is the mean of the maximum amplitudes
of the normal component of the oscillatory forces generated by the pedestrians.

4.2 Normal Distribution: u, = o

Similarly to the previous part, the different expressions for N, A, and wy,,. associated
with each model are given in Table 2. For this particular case, where the mean of the
free walk frequencies of the pedestrians is equal to the modal frequency of the
system crowd-structure (the most critical case [32]), the analytical expression of the
displacement amplitude during the steady-state can be explicitly calculated, where

16C20£ d 227 Cao,, ©)
c = - an = —_—.
07 2n272G2K Y nm FoseNg

Table 2 The different expressions of each parameter found by each of the two models. See Appen-
dix for more details

M1 M2
Ne %(ml,,co\/mﬁcg—l-SMco) NC3+nrlr|z/[1pN02_m,IL(]pV2:0
Wsyne wr wr
A Analytically calculated Analytically calculated
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5 Testing the Models

Several experiments have been performed on existing footbridges [6, 8]. In their
work, the authors of M1 and M2 used some of the results obtained by these exper-
iments in order to estimate the value of ¢ in the continuous model and & in the
discrete model. Then, they deduced the other parameters (N,, A, and A) for several
footbridges and compared them with the experimental ones and with those obtained
from other authors. Bodgi [3] and Pecol [23] considered the following footbridges
were considered: Millennium, Léopold Sédar Senghor, Pedro e Ines and Simone de
Beauvoir bridges. The results obtained are very close to each other, on one hand, and
to the experimental results on the other. In what follows, we will exhibit some of the
obtained results.

5.1 Estimating € and &

The value of ¢ or & depends on the oscillation type of the footbridge. The values
of the aforementioned parameters were calculated only for the cases of lateral and
torsional movements. By using the value of N, found experimentally for footbridges
exhibiting these types of oscillations, it was found that &;,, =~ 1.95s m~! and ¢, &
4.1sm tand &, ~42m'sland &, ~ 30.3m~!s~! for the torsional and lateral
oscillations respectively.

5.2 Calculating N,

By solving the equations listed in Tables 1 and 2 the value of the critical number N,
is found. The chosen equation depends on the walking frequency of pedestrians. The
different walking frequencies used in experiments on the Millennium, Pedro e Ines
and the Léopold Senghor bridges are found in Table 3. The values of N, that were
found experimentally and by several authors are given in Table4. The values of N,
obtained by model M1 are in very good agreement with the experimental ones and
are very close to the values obtained by model M2.

5.3 The Displacement Amplitude

The authors of M1 and M2 calculated the analytical expression of the displacement
amplitude at the steady state for the case where w,, is equal to the modal frequency
of the system crowd-structure. They calculated this amplitude numerically and
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Table 3 Characteristics of the walking pattern for Millennium/Pedros e Ines and Léopold Sédar
Sengho

Footbridge Millennium/Pedro e Ines Léopold Sédar Senghor
(rads™h)

Test Free walk Tl T2 T3

@ 21 (0.93) 27(0.7) 27 (0.75) 27 (0.75)
Ow 27(0.093) 27(0.093) 27(0.093) 27 (0.0775)

(T1) very slow free walk; (T2) slow free walk; (T3) slow rhythmic walk [24]

Table 4 The values of the critical number found experimentally and numerically [24]

Footbridge Millennium ‘ Pedro e Ines ‘ Léopold Sédar Senghor
Test Free walk T1 T2 T3
Experimentally [6, 8] | 166 70 138-207 160-184 114-160
[3] 133 70 168 184 155

[24] 166 70 170 184 159

[8, 9] 73 73 91 91 91

[26, 27] 144 120 97 97 97

[21, 22] 181 205 325 325 325

[1] 149 131 128 128 128

[11] 70 79 125 125 125

analytically for several values of the number of pedestrians N crossing the north
span of the Millennium Bridge. In M1, the N pedestrians are considered to be uni-
formly distributed on the footbridge. The density of the pedestrians is constant with
respect to time. The obtained results are illustrated in Fig. 2.

In M2, the displacement amplitude was calculated for two types of crowds: (1)
walking in-place. These pedestrians simulate walking without changing their posi-
tion. Their number N is constant; (2) Moving pedestrians. Since N must always be
constant, as one of the pedestrian reaches the end of the footbridge, another appears
at the beginning. The obtained results are illustrated in Fig. 3.

The values of the amplitude of oscillations at the stationary state obtained analyt-
ically and numerically by M1 and M2 are very close. The only case where the error
between the two values is relatively high is when the number of pedestrians is equal
to 175 for the M1 model and when N is close to N, for the M2 model. This can be
justified by the fact that synchronization occurred only once out of 5 trials (for both
cases) which is not enough to obtain valid estimations of the amplitude.
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Fig. 2 North span of the Millennium Bridge: Comparison between the analytical and numerical
values of the lateral displacement amplitude. 1, is equal to the modal frequency of the system
crowd-structure [3]
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Fig. 3 North span of the Millennium Bridge: Comparison between the analytical and numerical
values of the lateral displacement amplitude. p,, is equal to the modal frequency of the system
crowd-structure [23]
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6 Conclusions and Perspective

This paper presents and compares two crowd models developed by P. Argoul and his
collaborators since 2005 that study the movement of pedestrians and their interaction
with vibrating structures. These models differ in several aspects. First of all, the
1D continuous model (M1) [3-5] is a macroscopic one focusing only on crowd-
structure interaction while the 2D discrete model (M2) [23, 24] uses a microscopic
representation of the crowd studying evacuation and crowd-structure interaction.
Secondly, in M2, a different equation of dynamics than the one in M1 is obtained as
a result of considering the d’ Alembert force and a 2D pedestrian trajectory. Finally,
while both models use an equation of type Kuramoto to represent the synchronization
of the induced pedestrian force with the bridge’s movement, each one adopts a
different sensitivity parameter. In M1, it is assumed that pedestrians are sensitive to
the acceleration of the bridge while in M2, Strogatz’s approach is preferred where
pedestrians are sensitive to the displacement amplitude of the bridge. In future work,
the microscopic model M2 will be further developed. First, the case app # w/2
will be analyzed. Then an analytical expression for the displacement amplitude for
a general case will be searched for. Since numerical simulations were done only for
the case of lateral vibrations, it is interesting to run simulations considering vertical
vibrations. An advanced step is to study the case where two modes of the bridge
affect the crowd’s movement.

Acknowledgements The authors would like to thank Joanna Bodgi, Stefano Dal Pont and Philippe
Pécol for their significant contribution in the development of the crowd-structure models during
her(his) period of work in this research.

Appendix
Coriolis Acceleration Norm in the 2D Discrete Model

We are interested here in the comparison between the amplitude of the Coriolis accel-
eration norm: U’ (¢) = 29§Z A0 (1) and the amplitude of the relative acceleration
one: ii"? (t), in the 2D discrete model. For this purpose, let us consider a pedestrian
of mass m walking with a constant tangential velocity v; on a circular trajectory of
radius . The pedestrian’s walking frequency is assumed to be constant: ¢%*' (1) = w
and its value is chosen to be: @ = 27 f =27 rd/s. 6 = * represents the rotational
velocity. The pedestrian applies a sinusoidal lateral force on the footbridge given by
(see Fig. 1):

EOSC(I) — FOSC,T sin (2¢dix (t))gg‘ (t) + F{JSL‘,N sin (¢dis (f))Qg (t), (10)

and the relative acceleration ii"® (r) = —F*°(r)/m can be easily deduced:
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1 . .
W) = —— [(FT sin (2¢d”(t)))9£ (1) + FoseN ( sin (¢d”(t)))gg (1)} (11)
m

The analytical expression of the velocity is deduced by time-integration of Eq.(11):

osc,T osc,N

- rel
1) =
u™ () e

[cos (6% (1)) — 1]99V (t)
(12)

[cos (297 (1)) — l]gg @) +

maow

The Coriolis acceleration i () = ZQQZ A 1%(¢t) is then calculated:

29 ] ) osc, T
ﬁcor(t) — %[ _ FOS(’N<COS ¢dzs _ 1)§£~ +

(cos(2¢>d”) _ 1)%’} (13)

The norm of ii"* () and of i) can be easily deduced:

2

2
||grel(t)|| — \/I:Fasc,N sin (¢dis(t))i| + |:Fosc,T sin (2¢dis(t))i| (14)

mrw

osc,T 2
||ﬁwr(t)|| — 2w \/I:FUJC,N cos (¢dis _ 1)]2 + |:F 5 cos (2¢dis _ 1)i| (15)

Upper bounds independent of ¢ can be easily found for each previous norm:

) 2 Fosc,T 2
|| < By = -2 \/ (Frey+ (55)
mrw 2

W) = By = L (Fose)? 4 (pose)?

(16)

In the numerical application, m; = 75kg, v, = 1.34m/s, o = 2m rd/s, F*¢T =
120N and F?*¢V = 35N. We study the case when B; > B,, corresponding to the
maximum of |[{i"|| greater than 10 % of the maximum of |[ii"*||. This leads to:
r < (22-v;)/w and finally r < 4.8 m. The horizontal alignment of a footbridge is
generally close to that of a straight line. The trajectory of a pedestrian shall admit a
generally high radius of curvature and thus the Coriolis acceleration is assumed to
be negligible.
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Calculating N,

The 1D Continuous Model (M1)

In the general case, where u,, is different from the modal frequency of the system
crowd-structure, it has been found in [3] that resolving a third order polynomial gives
the value of N.. By denoting I" = (N.Gwpe)/(2K), this polynomial is:

a +al+al +ag=0 (17)

where:

ap = 167*Co’

, 8miclnK  4minK

a; = 87Co’nw? — + w — @0)*
! Mt M (18)
drnlo,n*wiK n’n K wg

ay = n*wyC —

) az = -
V2 R Vo

The 2D Continuous Model (M2)
Similarly to the continuous model, for the general case (i, 7% wr), N, is the solution
of the following polynomial [24]:

V61N, + vsN + yaciN; + sNZ + ypeiNe + viNe + =0 (19)

where
Vo= —160%min .y = NI NGEM. L a
o NerTe o
_ 4n’mo,N’8’M  n’N’8*  8n’mo,NaEm
BT amck K J2rC
_ 4n2nrhaw]\_/§(26£ — &%) . 4n’mimo, N2g2
"= V2nKC C BT T Arck

383353
n’mN e’/ K

Yo = ——, 1 =+ M+nmN,
227 Co, K2 ‘
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Notation

A =thedisplacement amplitude of the footbridge at the steady-state;
A(t) = the amplitude of the displacement of the footbridge;

C = damping of the first lateral mode of the footbridge;

Fo5¢N = the mean of the maximum amplitudes of the normal com-
ponent of the oscillatory forces generated by the pedestrians;
FY(t) = the lateral modal force generated by the pedestrians;

G = the mean amplitude of the lateral force induced by a pedestrian;
K = stiffness of the first lateral mode of the footbridge;

M = modal generalized mass of the first lateral mode of the foot-
bridge;

M, (t) = the modal mass of the pedestrians;

N = the total number of pedestrians on the footbridge;

N, = the critical number;

U, (1) = lateral modal displacement of the footbridge;

£(x) = the footbridge’s width at position;

mp(t, x) = the local mass of pedestrians;

m1, = the average mass of a pedestrian;

q)éc,- (t) = the position of pedestrian i on the footbridge and 6; is

the angle between (O, ¢, gy) and (C;, ga (1), gg (1));

1Y (t) = the Coriolis acceleration;

iV (1) = the acceleration of the non-inertial frame of reference
(Ci, ggi ®, ng (1)) with respect to (O, ¢,,¢e,) that generates a
d’ Alembert force [18];

ﬁ;el‘y (t) =ii*’(t) = the acceleration with respect to
(Ci, §£ (1), §g’, (t)) due to the pedestrian’s oscillations about
his trajectory resulting from the natural way of walking projected
on the y-axis;

ufr Y (¢) = the part of ii""-Y (t) independent from the bridge motion;
W, (1) = the instantaneous phase of the lateral modal displacement
of the footbridge;

& = quantifies a pedestrian’s sensitivity to the bridge’s acceleration;
& = quantifies the influence of the bridge’s displacement on each
pedestrian;

n(x, t) = the pedestrians’ density at position x and time ¢;

@“““(x, t) = the total phase of the lateral force induced by the pedes-
trians at position x and time ¢ when they are sensitive to the bridge’s
acceleration;

¢i‘“ %(t) = the phase of the lateral force induced by the ith pedestrian
at time ¢+ when pedestrians are considered to be sensitive to the
bridge’s displacement;

Y1 = the first lateral modal shape of the footbridge;

(x) = the lateral angular frequency for free walking;

w; = the natural frequency of the pedestrian;

wsyne = the frequency of synchronization;

ot = the modal frequency of the system crowd-structure

221
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Computational Modeling of Backward
Erosion Piping

Andrea Francesco Rotunno, Carlo Callari and Francesco Froiio

Abstract This work presents a short account of some recent advances in the numer-
ical simulation of backward erosion piping, accomplished in the framework of a
collaborative research between Italian and French research groups. After a brief
review of the state of the art in engineering practice and research, we outline the key
points of a novel approach and show some of the results obtained in an extensive
validation work.

1 Introduction

Internal erosion of embankment dams and levees refers to a large class of subtle and
harmful hydro-erosion processes amongst the most dreaded for their consequences
in terms of damage and failure of hydraulic works [4, 11]. A possible classification of
these processes refers to four distinct mechanisms: concentrated leak erosion occurs
at the walls of a crack or a pipe within the embankment or its foundation, as a form
of tangential erosion due to the inner flow; contact erosion develops at the interface
between a coarser and a finer soil, as particles of the latter migrates into the former
due to seepage flow parallel to the interface; suffusion is the process of selective
erosion of fine particles by the seepage flow through the coarse fraction of a graded
soil [10]; backward erosion consists in the detachment of soil particles at an unfiltered
exit of the seepage flow, due to drag forces normal to the exit surface.
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propagating pipe

Fig. 1 Schematic representation of backward erosion piping below an embankment foundation

As a complex form of internal erosion involving several of the aforementioned
mechanism, backward erosion piping was reported as being responsible for about half
of the embankment dam failures accounted for in statistics on large dams [13, 14]. A
typical scenario is that of a pipe initiated by backward erosion at the downstream toe
of the embankment in the form of a sand boil, though the other erosion mechanisms
may contribute or lead the initiation stage. If no adequate filter is present, the initial
mechanisms develop into a pipe which evolves, in the progression stage, by the two
main and simultaneous processes illustrated schematically in Fig. 1:

(a) Upstream-oriented propagation of the erosion front. The pipe works upstream by
backward erosion at the inlet section (the erosion front) and propagates through
the foundation, the embankment, or both.

(b) Expansion of the cross-section. The pipe grows in diameter as its walls are
progressively eroded by the inner, turbulent flow. Once a direct hydraulic con-
nection between the pipe and the reservoir is established, the sudden increase of
the flow rate accelerates the tangential erosion at the walls, causing uncontrolled
enlargement of the conduit.

The failure of the dam, or the levee, may then occur in the form of uncontrolled
loss of storage or of a breach due to the collapse of the pipe roof, or even through
other mechanisms activated by the piping process (overtopping, slide, etc.).

Internal erosion can be seen as an ageing process and the associated risk is difficult
to assess for embankment dams and levees that do not satisfy modern design and
construction criteria (e.g., when filters are absent or inadequate). The development
ad-hoc modeling tools comes therefore as a priority, on a par with the improvement
of monitoring practices, to grant for adequate security standards and enable effective
maintenance of hydraulic works at sustainable costs. As to backward erosion piping,
the currently-in-use models for engineering practice are still based on empirical or
semi-empirical relations, though analytical and numerical models are being proposed
(see Sect.2). Compared to other recent research works focussed on the modeling of
either the upstream propagation or (most often) the radial expansion of the pipe, the
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original formulation presented herein aims at a unified numerical modeling of both
processes. The presentation includes a few, key elements of the numerical model and
an example validation on real scale experiments (Sects. 3 and 4, resp.).

2 Backward Erosion Piping

2.1 Engineering Practice

European standards for civil engineering works [6] include general design specifi-
cations to prevent the onset of the piping process by means of filters or by structural
measures to decrease the hydraulic gradient at candidate onset points (e.g., by increas-
ing the seepage path by means of berms on the downstream side of the embankment,
or by impervious screens below its base). Verification against heave is also required,
as the latter phenomenon is often found in connection with backward erosion piping.

However, most of existing dams and levees were built at a time when design spec-
ifications did not include effective measures against the onset of piping, due to lesser
knowledge and feedback on internal erosion phenomena. Hence, the assessment of
the safety or of the long-term serviceability of these water retaining structures is
based on a judgement on the sensitivity to the hydro-erosion processes likely to ini-
tiate piping [12]. Furthermore, especially when there is evidence or suspicion that
an erosion pipe is already developing, a model is required, able to assess the like-
lihood of pipe propagation, considering the hydraulic loading conditions and the
characteristics of the embankment-foundation system.

When scaled down to a suitable format for engineering practice, those models are
usually reduced to the statement of a critical value of water head expressed as

Hy =alL (1

where the non-dimensional coefficient o depends on several factors, including soil
properties (granulometry, shear strength, etc.), and L is a representative length of the
flow path through the embankment-foundation system. As reported by Terzaghi et al.
[28], early empirical rules fitting this format were developed by Bligh [3] and Lane
[16] in the first half of last century, based on the so-called “line-of-creep approach”,
which in turn employs statistical compilations of records of piping failures. More
recently, besides the fully empirical approach by Schmertmann [20], Sellmeijer et
al. [15, 21, 23] proposed an analytical model focused on the condition of continuing
piping erosion, based on almost heuristic assumptions and on a simplified geometry.
The model provided an expression for the water head required to sustain the pipe
propagation, as a function of the pipe length. Most importantly, a safety criterion in
the form (1) was proposed accordingly, as a loss-of-control condition. The original
form of Sellmeijer’s criterion has been refined based on reduced and full scale tests
(see [39] and a more recent attempt in [22]) and is mentioned amongst the reference
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methods for the assessment of safety of dams and levees against piping erosion
[12, 13].

2.2 Current Research on Piping

In recent years, impulse to the research on backward erosion piping has been given
by Dutch experimental programs that have investigated the kinetics of the piping
process and the concept of critical head. Among these works there are studies with
focus on the impact of the granulometry and relative density of the eroded soil
[22, 32, 33], on the role of soil heterogeneity [30, 34], and on the 3D character of
the piping process [34, 35]. Of particular importance are those tests performed on
full-scale levee models at the IJkdijk facility [22, 31, 32], more than two decades
after a previous experimental program at the Deltagoot facility [18]. The goal of
this recent set of real-scale experiments was to study the whole process of backward
erosion piping in the sandy foundation of a clay levee, from the onset of erosion to
the failure of the embankment, and to test some candidate monitoring techniques.
Besides research programs in the Netherlands, further experiments on pipe propa-
gation have been carried out on reduced-scale models of different types of water
retaining structures [2, 24, 26].

Research with specific focus on the hydro-erosion mechanisms responsible for
the upstream-oriented propagation and cross-section expansion of the pipe is also
being carried out. More efforts have been put forth, hitherto, on the latter mechanism.
In particular, specific experimental protocols have been elaborated by Wan and Fell
[36, 37], who developed the so-called hole erosion- and slot erosion tests. Both test
procedures enabled the assessment of the approximated linear relation

M = Ce(t — ) 2

between the rate of the eroded mass m, at the wall of the pipe and the “excess”
hydraulic shear stress, i.e., the portion of shear stress 7 locally exceeding the threshold
value 7. for the onset of tangential erosion (with this excess shear stress expressed
by means of the positive-part operator “(-)” in Eq. 2).

This law for erosion kinetics is also employed in the analytical model developed
by Bonelli and Brivois [5], which resulted in a “scaling law” for the time evolution
of the cross-section of a cylindrical conduit driving a turbulent flow through a rigid,
non-porous, erodible soil. On the same ground, a finite element model for the pipe
enlargement mechanism has also been proposed, based on a level-set approach [9].
Further investigations concern the micromechanics of tangential erosion in the hole
erosion test and rely on discrete numerical schemes employed for the description of
both the solid and fluid phases at the grain scale [17, 25].

In contrast with the number of available studies on the radial expansion problem,
only isolated contributions can be acknowledged as regards the front mechanism.
A first micromechanical investigation of the front problem has been recently pro-
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posed, by discrete numerical modeling with hydro-mechanical coupling. In this study,
the arching induced by drag forces and the damage were inferred as the relevant resis-
tance and degradation mechanisms regulating backward erosion at the front [29]. At
the macro-scale, a numerical model for the two-dimensional propagation of a pipe
with constant cross-section has recently been proposed by Wang et al. [38]. A finite-
element formulation able to describe both the 3D propagation and the transverse
enlargement of the pipe is proposed in [19]. This method, validated by means of sev-
eral comparison with available full-scale tests is briefly described in the following
section.

3 Main Features of the Proposed Approach

We have recently developed the innovative modeling of both processes character-
izing backward erosion piping, namely the upstream-oriented propagation and the
expansion of erosion conduits in the embankment-foundation system (see Sect. 1
and Fig.1). In contrast with [38], our approach is based on a novel 3-D formula-
tion of the equations which govern the localization of erosion in porous media. As
schematically illustrated in Fig. 2, we consider the problem of a three-phase porous
medium (consisting of water, fluidized solid and solid phases) subjected to erosion
localized along a propagating line I". We assume that this line coincide with an
erosion-induced one-dimensional pipe, where the flow of the mixture of water and
fluidized solid concentrates. As a consequence, the mass balance equations for the
porous medium and for the pipe read, respectively:

Mw—l—MS:—diqu—(m + Z )5r— Zmpra,; n2\Ir @)

8QW pr:OW .

Fig. 2 Schematic
representation of a porous
solid £2 subjected to
localized erosion along a
propagating line I". A flow
conduit of variable area A is
located along this line
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Fig. 3 Example of finite

elements arrangement with

a-priori known direction of

pipe propagation erosion front

dam/levee

pipe element downstream toe

pipe-element candidat:

perou

were My, and M, are the fluid and solid mass contents, and q,, and Q., are the flows
in the porous medium and in the pipe, respectively. The exchange terms m;, m" are
due to the erosion process localized along the erosion line I", which leads to pipe
enlargement, while mY, mk., m}" are a consequence of the propagation of the pipe
tip E(t) € I" (localization along I" and at E are expressed by the Dirac functions
8r and g, resp.). Furthermore, the exchange term m1 is a consequence of the water
exchange through the pipe walls, which leads to a discontinuity of Darcy flow in the
porous medium, across the erosion line. In the pipe, a turbulent flow is modeled by
means of a commonly adopted simplified approach.

The propagation and the enlargement of the pipe are governed by kinetic laws
of the kind (2), which model the two erosion processes induced by the Darcy flow
normal to the pipe front [40] and by the turbulent flow tangential to the conduit walls
[5], respectively. In particular, we assume the propagation as driven by the attainment
of a critical porosity at the erosion front E(¢). Such critical value characterizes the
localized fluidization of the porous medium.

The finite element methods presented in [1, 7] have been extended by integration
of the equations governing the problem illustrated above. So far we have considered
the very frequent cases in which the most likely orientation of the pipe is known a
priori (Fig.3). As a consequence, the balance equations (3) and (4) are separately
integrated on multidimensional and one-dimensional elements, respectively. Fur-
thermore, the aforementioned erosion front propagation is numerically evaluated in
a “pipe-candidate” element, which is located upstream of the pipe tip E ().

We refer to [19] for further details on the governing equations and the proposed
computational method.

4 Numerical Example

The computational approach summarized above has been implemented in the general
purpose finite element code FEAP [27]. Linear shape functions for pore pressures
have been used for both of the elements employed to model the pipe and the porous
medium, respectively.
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a"lZ'IZl—‘M.

Fig. 4 Levee construction in the IJkdijk large-scale test #2 [32]

As an application example we present the simulation of the IJkdijk full-scale
test #2 [22, 31, 32]. Main goal of this test was the experimental investigation of the
pipe initiation at the downstream levee toe and of its propagation below the levee
foundation up to the embankment failure. To this purpose, as shown in Fig.4, a
test basin was excavated and lined with an impervious facing. The basin was filled
with a 3 m thick layer of saturated and compacted sand which served as foundation
for the clay levee, whose height and base length were 3.5 and 15 m, respectively.
Several pore-pressure gauges were placed at the embankment-foundation interface.
The reservoir was gradually filled and the levee collapsed after 143 h.

To simulate this test, we consider the geometry and the boundary conditions on
pore pressures and fluid flow illustrated in Fig.5. In view of the large permeability
difference with respect to the sand layer, the clay embankment is treated as imper-
vious. Plane flow conditions are assumed herein. A full, 3-D simulation of this test
is presented in [19].

In Fig. 6, our numerical results are presented in terms of pipe front propagation.
It can be observed an increasing propagation speed, consistent with an indirect eval-
uation of the position of the front performed in [22] on the basis of pore pressure
measurements.

15.0m 7.0 m

35m
hy(©) p=0
impervious P=7,h,(1) impervious impervious
kX
Om impervious

3.0m 27.0m 3.0m

Fig. 5 Simulation domain and boundary conditions for the IJkdijk large-scale test #2
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Fig. 6 Calculated propagation of erosion front and indirect evaluation of the front position on the
basis of pore pressure measurements [22]

We refer to [19] for several other numerical simulations of available real-scale
tests, employed to validate the proposed computational method. Such validation is
performed not only in terms of comparisons with the visual detection of the pipe
front propagation but also with measurements of the downstream outflows.

5 Concluding Remarks

We have presented the main features of a novel computational method for the sim-
ulation of backward erosion piping [19]. In order to position our approach, the state
of the art in engineering practice and the recent research in the field has been briefly
reviewed. We have outlined the main equations governing the problem at hand, and
the simulation of a known real scale test has been presented to illustrate the capability
of the proposed method to simulate the piping process.
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Experimental Analysis of a Tuned Mass
Damper with Eddy Currents Damping Effect

Stefania Lo Feudo, Anissa Allani, Gwendal Cumunel, Pierre Argoul,
Franco Maceri and Domenico Bruno

Abstract A Tuned Mass Damper (TMD) is a structural passive control device fixed
on a structure and composed of a linear oscillator which natural frequency is tuned
to that of the structure, or to the dominant resonance frequency. In this paper, an
experimental TMD with adjustable stiffness and eddy current damping is proposed.
The first step is to check if the dynamical properties of the proposed TMD are constant
during the dynamic test and for different values of stiffness and damping. Therefore,
the instantaneous modal parameters are evaluated by applying the continuous wavelet
transform on the experimental data. Then, the TMD is set with optimal parameters
and used to control vibrations of a frame scale model. The structure response with
and without the TMD is evaluated from the experimental measurements in case of a
shock applied to the top floor.
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1 Introduction

Civil engineering structures can often be subjected to vibrations due to harmonic
loads, wind, and ground motions, which may affect the structural comfort and safety.
Therefore, in order to reduce vibrations, several control devices were studied and
designed in last decades, including Tuned Mass Dampers (TMD). In particular, the
TMD, which is constituted in its simplest form by a mass-spring-dashpot system,
belongs to the class of passive control devices. Indeed, the TMD may be tuned to
a specific mode shape of the main structure, so that in case of vibration an energy
transfer activates and a dissipation mechanism appears. First studies were conducted
in [6, 8] and some TMD applications in tall buildings or bridges are depicted in
[15, 25].

In order to improve the TMD performance, several parameters optimization crite-
ria have been proposed in the literature, mostly dealing with the minimization of the
transfer function maximum or energy, and with the pole locations. An optimization
criteria class deals with the minimization of the amplitude of the maximum peak of
the frequency response, which is commonly called H.,-norm optimization (for ana-
Iytic and numerical studies see for instance [6, 21]), whereas another class concerns
the reduction of the vibration energy of the system and is referred to as H>-norm
optimization (related studies are [3, 13, 27]). On the other hand, a different proce-
dure based on the position of the system poles was proposed by [9]. The criterion
roughly consists in maximizing the modal damping ratio by matching the pairs of
the conjugate poles, as done in [16, 23].

However, the performance of the TMD largely depends on the frequency content
of the external excitation. Indeed, by looking at the Frequency Response Function
(FRF), when a Single Degree-of-Freedom (SDoF) system has to be controlled, it is
possible to evidence a bandwidth representing the operating range of the TMD, where
the device has positive effects on the structural performance in terms of dynamic
amplification. Beyond this range, the TMD may be even harmful for the structure.
Therefore, in the past decades, several studies were conducted on TMD applied on
structures subjected to harmonic and random excitation, [3], and seismic loading,
which efficiency is source of debate [5, 14, 18, 22, 23].

In this study, an innovative experimental TMD, proposed by authors in [19], is
further analyzed in order to control vibration of a frame scale model. The TMD,
located at the top floor of the structure, has adjustable stiffness and damping, in
order to easily obtain the parameters resulting from a numerical optimization.

Eddy currents effect is used to obtain the TMD damping. Indeed, the TMD mass is
made of a conductive material, and a permanent magnet is placed above at a certain
distance which can be settled. When the TMD oscillates, the mass is subjected
to a time-varying magnetic field [12] and eddy currents appear into the conductor
generating another magnetic field. A Lorentz force arises but, owing to the conductor
resistance, energy is dissipated into heat and vibrations are reduced. The eddy currents
damping effect is already adopted in several engineering and mechanical fields,
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such as in braking systems, vibration insulation in levitation systems, and structural
vibration cancellation [4, 7, 24, 26].

This paper is organized as follows. In the first section, the governing equations
in case of a TMD located on a Multiple Degree-of-Freedom (MDoF) structure are
presented. The optimization criterion used to determine the parameters of the TMD
is introduced in the following section. Then, the eddy currents are briefly introduced
and the proposed experimental setup is described. Finally, the efficiency of the TMD
for structural vibration passive control of a frame scale model, in the case of its after
shock responses is presented, and some concluding remarks are given.

2 TMD Governing Equation

The equations of motion for the N-DoF primary structure, which floors are infinitely
stiffs and their masses are concentrated, and for the TMD are given, respectively, by

Mpip(t) + Cpxp(t) + Kpx,p(t) = f() + frup (@) 0
g () + 26404 (ka — X)) + @7 (xa — xy) =0
where
M; O 0
0 M, - 0
My = . :
0 0 - My
Ci1+C —C 0 Ki+Ky —-Kp 0
Cp= —Cy Cy+C3 . 0 K, = K, Kr+Kz . 0
: . —Cy : . —Kn
0 0 —Cy Cy 0 0 —Kn Kn
andx, = [x1, X2, ..., Xy], wg and &, being the angular eigenfrequency and the modal

damping ratio of the TMD, respectively, thatis wy = «/kq/mq and &; = cq/(2mywy)
where my, ¢4, and k; are the TMD’s mass, damping and stiffness, respectively. The
vector fryp = [0, ...,0, cg(ig — Xn) + kq(xq — xy)]" is the force exerted on the
primary structure by the TMD. x denotes the displacement of the N'th floor primary
structure.

Thus, the matrix form of the equations of motion for the global system (N-storey
primary structure plus TMD) can be written as

Mi(1) + Ci(t) + Kx(t) = f(1) 2)
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where M s C ,and K are respectively (N + 1) x (N + 1) mass, damping, and stiffness
matrices of the combined system. X (f) = [x P xd] is the displacement vector. x,, and
x4 denote the displacements of the primary structure and the TMD. f @ =1[0f@® 01"
is the vector of external forces with f (¢) the external excitation applied on the primary
structure (vector of dimension 1 x N).

3 Parameters Optimization

The TMD’s performance and robustness depend highly on its dynamic properties.
Therefore, to properly estimate the value of TMD parameters, several optimization
criteria were proposed in the literature [3, 6, 9, 16, 21, 23]. The criterion to adopt
is one of the most important design decisions, which can depend on several factors,
as the nature of the external excitation, the type of the structure, the technical and
economic feasibility, etc. In particular, the optimization criterion chosen in this study
belongs to the class of the L,-norm optimization criteria, which aims to reduce the
vibrational energy of the system due to an external excitation. Such a criterion was
proved to be quite efficient and robust [1], and in general leads to lower damping ratio
values, that is preferable from a practical point of view. The L,-norm optimization
criterion consists in minimizing a cost function which depends on the Frequency
Response Function (FRF), i.e. the transfer function for a N-DoF system. In this
study, the L,-norm, defined in Eq. (3) is evaluated within an angular frequency range

of interest, [;p;, Wenal, according to [1]:
\/ Oend

\// end
Wini

where X (w) = f T (t)exp(—iwt)dt is the Fourier transform for a time signal x (¢),

x

(a)) ‘ dw

Cay(kg, cq) = 3

|° \>|z >

xON

da)

foy (w)‘ are the moduli of the transfer functions, respectively, and are

referred to a force acting on the top floor. In particular, the expressions with the
subscript 0 are evaluated without the TMD on the structure. Therefore, for a non-
controlled structure, the criterion is equal to one. Hence, by considering a constant
mass my for the TMD for practical issues, the design parameters to choose are the
TMD stiffness and damping coefficient, respectively k; and c¢;, which minimize the
cost function C,.
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4 Eddy Currents Damping

Eddy currents are induced in non-magnetic conductive materials when subjected to
time varying magnetic fields. In this study, a permanent magnet is considered and a
conductive mass oscillates through the magnetic field.
According to [4], by neglecting the surface charge of the conductor, eddy currents
density may be expressed as: _ .
J =0 x B), 4

where o is the electrical conductivity of the material, ¥ is the relative velocity between
the magnet and the conductor, and B is the magnetic flux density. The cross product
¥ x Bisthe eddy currents electromotive force, which opposes the rate of change with
respect to time of the magnetic flux. By virtue of the Lorentz’s Law, if the velocity
vector has non-zero component in the x-direction (vector i), the electromotive force
is given by:

F= / (J x B)ydV = avx/[(—Bﬁ — BY)i + B,B,j + B.B.kldV, (5)
v 1% .

where V is the volume of the conductor.

Therefore, as stated also by [26], the B, component of the magnetic field has no
influence on the electromagnetic force evaluated in the x-direction. Consequently, the
damping force in the x-direction is proportional to the velocity vector with opposite
direction and the following quantity may be seen as the linear viscous damping
coefficient of the TMD:

Ca=0 / (B; + B2)dV. (6)
%

S Experimental Setup

In this section, the experimental setup, consisting of a TMD with adjustable properties
(stiffness and damping) located at the top floor of a three stories frame scale model, is
described (see Fig. 1). First, after-shock vibrations of the TMD, by fixing the principal
structure and so preventing its oscillations, are examined in order to evaluate the
properties of the TMD, itself. Then, the principal structure is presented and the value
of its modal parameters is estimated for the three first modes.

After shock vibrations are measured by accelerometers located on the TMD and
on each structure’s floor. In particular, data acquisition is obtained with LabVIEW,
whereas signal processing and further calculations are carried out with MATLAB.
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Fig. 1 Experimental Tuned Mass Damper and frame scale model

In particular, mode shapes, modal pseudo frequencies and modal damping ratio
are evaluated by means of Continuous Wavelet Transform (CWT), for further details
on the modal extraction method please see [17].

5.1 Tuned Mass Damper

The current experimental TMD (see Fig. 1) is made up of a copper mass, weighing
0.15kg, two thin sheets of spring steel acting as TMD spring, and a slender steel
cable. The cable passes through an hollow cylinder fixed on the bottom of the mass
so that the more the cable is tensioned, the more the TMD stiffness is high. Indeed,
the TMD oscillates transversely with respect to the cable axis, which behaves as two
springs connected to the mass. In addition, a permanent magnet is located up to the
conductive mass. In this way, eddy currents are induced in the mass owing to the
TMD oscillations through the magnetic field, and a damping effect is obtained as
described in Sect. 4.

An important feature of the proposed TMD is the ability to easily settle its natural
frequency and damping by modifying its configuration. The slender cable is fixed
at its extremities and one of the supports can be shifted. The stretching level of the
cable can be adjusted and thus the TMD frequency. The moving support can go
over a range of 0.4 mm, which will be hereafter denoted as D, with a step size of
0.04 mm. The distance between the permanent magnet and the copper mass can also
be adjusted, so that the TMD damping can be increased by reducing the vertical gap.
In the experiments, the gap is from 3.35 to 5.35 mm, which will be denoted as D»,
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Fig. 2 TMD instantaneous values of pseudo frequency f; and damping ratio &; for D =
0.24 mm and Dy = 5.15 mm

with a step size of 0.2mm. Therefore a set of 121 TMD configurations have been
determined corresponding to a set of 11 x 11 (Dy, D;) pairs. Moreover in order to
evaluate the TMD properties related to each adjustment of D; and D,, three free
response tests have been carried out for each TMD configuration.

In Fig.2, for given D; and D, values, results obtained by applying the CWT on
the free response signals of the accelerometer located on the TMD are depicted.
The instantaneous TMD frequency and damping ratio are evaluated within a domain
selected in order to neglect edge effects according to [17]. One advantage of this
technique is the possibility to check the linearity or not of the TMD’s behavior
during the test. As a result, the instantaneous TMD frequency appears to be constant
during the dynamic test, whereas the instantaneous damping ratio exhibits a slight
non-linearity depending on the intensity of the applied shock as shown in Fig.2.

Then, the pseudo-frequency f; = wq/(27),/1 — &7 and damping ratio &, obtained
for all TMD configurations in the (D; , D;) plane are illustrated in Fig. 3. In partic-
ular, the values are obtained by averaging the properties over the time and over the
three tests carried out for each configuration. Results show that the TMD stiffness
depends linearly with the tensile stress of the cable, whereas it is unaffected by the
permanent magnet position. On the other hand, the damping ratio increases when
the distance between the magnet and the copper mass is reduced (further results may
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Fig. 3 Evolution of the TMD parameters by moving the cable support (D) and the permanent
magnet (D;) position

be found in [19]). However, due to the more important dispersion in obtaining the
damping ratio value, the dependency type of this factor regarding the parameters D,
and D, is difficult to determine.
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Table 1 Modal frequencies of the frame scale model
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Mode Jexp (Hz) Soum (Hz) MAC (%) NMD

1 10.77 10.77 99.98 0.0152
2 31.72 31.84 99.93 0.0273
3 48.39 48.04 98.83 0.1087

5.2 Frame Scale Model

The frame scale model is composed of four aluminum plates, one fixed to the base
and the others supported by four thin aluminum beams placed on two opposite sides
of the plates. The weight of the plates is 3.76, 2.43 and 2.43kg from the top to the
bottom. It can be noted that the top floor hosts the permanent magnet and the cable
supports, which are included in the mass of the main structure.

The free responses of the three stories have been measured by accelerometers
after applying a shock at the top floor without the TMD on the structure. The modal
extraction method using CWT has been adopted to evaluate instantaneous values of
frequencies and mode shapes. Then, in order to implement a numerical model useful
to carry out the TMD optimization procedure, the Modal Assurance Criterion (MAC)
was adopted [2, 10]. Indeed, MAC allows computation of numerical stiffness and
damping coefficients by minimizing an objective function, J,;;, which is defined
according to [11] as follows:

ob/ — _Z|: fexpl fnuml +NMDC| (7)
fexp i
where
T 2
i Pexp,i 1-— MAC,
MAC; = Crum.iPexpi) . NMD;= [——— (8
(¢num ,d’num l)(¢exp ,¢exp,i) MACi

wherein NMD denotes the Normalized Modal Difference [20] and the modal fre-
quencies and mode shapes are denoted as (fexp,is Pexp.i) and (frum,is Pnum,i) in the
experimental and in the numerical case, respectively, for the i-th mode. Results are
presented in Table 1.

6 Vibration Control

The TMD is placed on the top of the three stories frame structure, and the free
vibrations of the frame scale model are recorded and analyzed when an impact force
is applied on the top floor of the structure. In particular, the structural response
is compared without TMD and when the TMD is on the structure with optimal
parameters.
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The “experimental” criterion is based on the L,-norm and on Eq. (3), with N = 3.
The optimization criterion is evaluated within three frequency intervals around the
pseudo angular frequencies of the main structure (w;, @, ®3), in order to eliminate
the disturbance of spurious peaks due to the table and the magnet support, and it is

given by:
w1+Aw; | 3 2 wr+Awy | & 2
\// B ()] do \// x—f(w)‘ do
Cy(Dy, D) = —— 7j:)] ! — + wzlAsz ! 2
w] wp | & w) @ | ¥
/ / 0 (w)‘ do \/ / 203 (w)‘ dw
w]—Aw; f wy—Aw» f

A

2
x—f(w)‘ dw
f

\//w3+Aa)3
wnga)3
+
\//w3+Aa)3
w3—Aw3

X03

2
—(w)| dw

©))

where Aw;, Aw,, and Aws are positive frequency deviations centered around each
resonance angular frequency, w;, w,, and ws, respectively. The FRF curves for the
third floor (with and without TMD) allow us to calculate the values of the criterion
C‘g depending on the stretching of the cable (D)) and the magnet position (D;). The
experimental results obtained for the criterion are plotted on Fig.4. Figures5 and 6
depict time signals and FRF of the third floor obtained without TMD and with TMD
for C, maximum and minimum values, respectively. In order to compare them, the
time signals obtained with and without TMD are normalized by the maximum value

of the associated force signals.

Fig. 4 Optimization criterion values obtained with the experimental TMD for different values of
Dy and D3, corresponding to stiffness and damping variations, respectively
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Fig. 5 Experimental time signals and FRF for TMD sets with the C> maximum values (D =
0.4 mm and Dy = 4.35 mm, corresponding to fy = 9.62 Hz and &; = 2.23 %)

The combination of damped frequency and damping ratio ( f;,€;) corresponding
to the minimum of C » criterion ( f;=11.04 Hz, §,=2.04 %) is selected as the optimum
configuration. However, it should be noted that this is an experimental optimization
conducted among a limited range of dynamical properties, namely f;=9.6-11.7Hz
and £;=1.4-3.1 %. The Fig. 6 shows that the TMD greatly reduces the first peak of
the FRF, which is also split into two smaller peaks as expected, and attenuates the
amplitude of the displacement time signal.

Finally, a comparison of the experimental results with a numerical model, updated
with the experimental properties of the frame scale model (Sect. 5.2) and of the TMD
(Sect.5.1), is conducted and depicted in Fig. 7. The correlation is very satisfying, the
difference between experimental and numerical results is only due to the slight shift
in the second and third frequencies obtained with the updated method (see Table 1).
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7 Conclusions

In this study, an experimental TMD endowed with adjustable stiffness and eddy
current damping is studied. Several vibration tests were performed and the TMDs
parameter estimation (damping ratio and frequency) was carried out using a modal
identification method based on continuous wavelet transform. The objective was to
evaluate the influence of the cable level stress and of the distance between the magnet
and the conductive mass, making up the TMD, on the modal parameters of the latter.
The eddy currents were shown to be effective to furnish the damping to the TMD
device and the damping achieved is of viscous type. In particular, the damping ratio
obtained depends on the distance of the circular magnet to the mass of the damper
and decreases non-linearly with the considered gap. Conversely, the TMDs stiffness
given by the slender cable connected to the mass increases linearly when the tensile
stress in the cable is increased.

The TMD is then fixed on the top floor of a three stories frame scale model, and
its optimal parameters are experimentally determined in order to control the first
mode of the structure submitted to impulsive shocks. The TMD was found to be
very effective, with an amplitude reduction of the first resonance of more than eighty
percents. Finally, a very good correspondence between numerical and experimental
results is shown.
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Experimental Study on a Scaled Model
of Offshore Wind Turbine on Monopile
Foundation
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Abstract Offshore wind turbines are slender structures with sensitive dynamics,
strongly influenced by soil-structure interaction. The structure is subjected to cyclic
and dynamic loads with frequencies close to the first natural frequency of the off-
shore wind turbine. To avoid resonance phenomenon due to external excitations, it
is essential to precisely evaluate the initial first natural frequency of the wind turbine
and its long term evolution. The present work deals with the design and analysis of
a scaled model of an offshore wind turbine with monopile foundation. This study is
aimed at experimental evaluation of the initial first natural frequency of this scaled
model, followed by the comparison of experimental results with those obtained from
the existing analytical models.
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1 Introduction

Offshore wind turbines are one of the main elements contributing to the international
energy transition. Their development rate is exponential in Europe. This phenomenon
is illustrated in France with the Grenelle laws, aimed at the installation of wind farms
on the north-west coast of France by 2020. These systems will have a total generation
capacity of 6 GW.

Offshore wind turbines are submitted to various dynamic loads caused by the
environment:

e Wind load: mast and blades are subjected to the wind load with natural frequencies
below 0.1 Hz. The part of the mast not obstructed by the blades is only submitted
to this load while the other part is also submitted to the blade passing frequency.
This frequency (3P) corresponds to three times the frequency of the rotor (1P).

e Wave and currents load: the support structure is submitted to this load with natural
frequencies below 0.12 Hz.

These loads and corresponding frequencies are summarised in Fig. 1. To avoid any
resonance phenomenon, standard offshore wind turbines are designed as “Soft-Stiff”
structures with their first natural frequency lying in the interval between the rotor
frequency and the blade passing frequency.

The first natural frequency of the structure is, thus, an essential factor in the design
of the offshore wind turbine and needs to be evaluated precisely. In this way, the aim
of this work is the evaluation of the initial first natural frequency of an offshore wind
turbine. A physical modelling was a relevant option to complete this work.

The first part of this chapter deals with the design of a scaled model of an offshore
wind turbine with monopile foundation. As 75% of the actual offshore wind turbine
are monopile-supported structures, this typical kind of foundation has been exam-
ined. A non-dimensional analysis has been conducted so as to define the relevant
scaling factors that will allow us to reliably transcribe the main physical mecha-

= 10% maximum deviation
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«— Wind on tower (with Soft—soft, Soft — Stiff Stiff — Stiff
shadowing effect)
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Fig. 1 Forcing frequencies plotted against the power spectral densities for the NREL 5 MW wind
turbine [5, 9]
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nisms influencing the dynamic response in the scaled model. A 1/100 brass scale
model was built.

Experiments were carried out on the scaled model founded in a sandy soil sub-
mitted to various vertical stresses. The first natural frequency of the structure and its
evolution according to the imposed vertical stress were measured with accelerometer
mounted on the structure during free vibration tests.

Finally, an analytical study for the evaluation of the initial first natural frequency
of the structure is presented. Different analytical methods have been considered:
the standard methods based on Winkler springs and simplified methods based on
an Euler-Bernoulli beam with elastic end support. The experimental and analytical
results were compared and allowed us to determine the reliability of these methods.

2 Design of an Offshore Wind Turbine’s Scaled Model

It is essential to carefully design the scaled model so that its behaviour can be inter-
preted on a full-scale wind turbine. Based on a full-scale model called prototype, the
design of the model will take into account the wind turbine’s structure, its dynamics
and the relevant physical mechanisms which influence the turbine and the surround-
ing soil.

In this section, a non dimensional analysis has been conducted on the prototype
of an offshore wind turbine and its surrounding soil. This analysis allows us to define
the pertinent non-dimensional parameters. The characteristics of the model are then
obtained with the prototype characteristics and the non-dimensional parameters.

2.1 Non Dimensional Analysis

The non-dimensional parameters were defined based on the Vaschy-Buckingham
theorem or m-theorem. This analysis is divided in two parts: firstly the fluid flows
around the structure created by wind, waves and currents and secondly the behaviour
of the monopile and its surrounding soil.

2.1.1 Fluid Flows Around the Structure

The offshore wind turbine is submitted to two kinds of fluid flow:

e The wind flow on the mast and the blades
e The waves and currents on the support structure.

Relevant non Dimensional Numbers for Fluid Flow

The Reynolds R,, Mach M,, Froude F, and Weber W, numbers give informations
about the considered fluid flows. These numbers are defined as summarized in Table 1,
where the following notation has been adopted:

e p: Oncoming flow density (kg/m?);
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Table 1 Relevant non dimensional numbers
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Reynolds

Mach

Weber

_ pVL
R, = m

M, =

\4
a

2
We:pVL

Os

V: Oncoming flow relative speed (m/s);

L: Structure’s dimension, typically the blades’ size or the mast’s diameter (m);
a: Speed of sound in the considered environment (m/s);

g: Gravitational acceleration (m/s?);

oy Surface tension of the fluid (N/m).

Wind’s speed on the structure doesn’t exceed 70 m/s even for extreme wind with
50years return. For a wind speed V = 70 m/s with a = 340 m/s, the Mach number is
around 0.21. Thus, the Mach number will always be below 0.3 for both, the prototype
and the scaled model. The Mach number has insignificant influence in this case, hence
it has been neglected. Besides, the value M, = 0.21 shows that the considered flow
is incompressible. We have obtained similar results for the waves on the offshore
wind turbine. Thus, in this case, the wind flow, the waves and the flow of currents
can be considered as one incompressible flow. In order to model the structure, the
incompressible flow will be considered in the non dimensional analysis.

Incompressible Free Surface Flow

According to Langhaar [14], the non dimensional drag load on the structure can be
expressed as follows:
Fdrag = szsz(REa F., W,) (D

The drag load depends on the Reynolds, Froude and Weber numbers. The Weber
number is usually used for study of droplets and capillarity and can be disregarded in
this case. In order to correctly model the flows around the structure, only the Reynolds
and Froude numbers must be kept. These non dimensional parameters lead to the
model laws summarized in Table 2, where the following scaling parameters have
been adopted:

Lmadel
e Lengthscale: A = ——;
prototype
. Pmodel
e Density scale: K, = ————.
Pprototype

If the Reynolds and the Froude numbers are both retained, only a full scale model
can be considered. Hence, it is not possible to keep these two non dimensional para-
meters simultaneously. The exposure to waves and currents holds special importance
in case of offshore wind turbines. These interactions are specifically defined by the
Froude number. Thus, only the Froude number and its scaling factors were considered
in order to design the model.



Experimental Study on a Scaled Model of Offshore ... 253
2.1.2 Monopile Foundation and Surrounding Soil

Just as wind and wave flows on the structure, the soil-structure interaction is one of
the main criteria that has to be taken into account to design the model. In this section,
anon dimensional analysis, focused on the monopile and its surrounding soil, allows
us to define the relevant non dimensional groups.

Monopile Foundation: Stress and Strain
In this case, we have considered a monopile foundation submitted to a point load
which is equivalent to the wind and waves resultant load on the structure. The rele-
vant parameters to define the non dimensional stress and strain on the monopile are
introduced in Table 3.

Using the m-theorem, the non-dimensional stress and strain on the monopile can
be expressed as follows:

_F Fy Yy
Op ﬁ E D2 D_’ Vp 2
p P=p P
_ I Fy Y 3
“=%0, \E,02 D, " ©)
r~p r~p 14
Table 2 Reynolds and Froude model laws
Physical parameters | Unit Reynolds scaling Froude scaling factors
factors
Length m A A
Time S A2 A
Frequency Hz A2 LA
Speed m/s Al VA
Acceleration m/s? A3 1
Weight kg K,A3 K,A3
Load N K, K,A?

Table 3 Relevant parameters to define the non dimensional stress and strain on the monopile

Dimension D, Monopile’s diameter
Loads Fg Global point load on the wind turbine
y Lever arm’s of the point load, moment on

foundation being M = Fgy

Other parameters E, Monopile’s Young modulus

vp Monopile’s Poisson ratio
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Table 4 Relevant parameters to define the non dimensional stress in the soil around the pile

Dimension D, Monopile’s diameter
Loads Fy Global point load on the wind turbine
y Lever arm’s of the point load, moment on

foundation being M = Fyy

Other parameters G Soil’s shear modulus

In this case, stress and strain in the foundation depend on the same non dimensional
parameters. To preserve the behaviour of the foundation, these 3 non-dimensional
groups must be kept constant between the prototype and the model: F,/(E I,Df,),
v/D, and v),.

Soil around the Monopile Foundation

The rotation of rotor and the loads due to wind and waves on the structure, create
vibrations in the mast and the monopile. Hence, lateral motion of the pile causes a
deformation field in the soil around the foundation. This deformation influences the
soil stiffness. Thus, this phenomenon has an important impact on behaviour of the
structure and needs to be taken into account for the scaled model. The relevant para-
meters to define the non dimensional stress in the soil around the pile are introduced
in Table 4.

Using the mt-theorem, the non-dimensional stress oy,;; in the soil around the foun-
dation can be expressed as follows:

Fo of Fe >
2 2’
D2’ \ GD2' D,

“4)

Os0il =

Two non-dimensional groups allow us to preserve the behaviour of the soil. The first
group % corresponds to the soil’s strain as shown in [5]. The second group y/D,, is
P

the same as the one found previously to express the strain and stress in the monopile.

Fontainebleau sand (NE34) was used in the experiments. It is essential to evaluate
the impact of the grain size ratio between the model and the prototype. For a hollow
pile in sand, the friction between soil and pile needs to be taken into account. Accord-
ing to Sedran et al. [16], it is possible to use the same sand for the prototype and the
model if loads are below the ultimate tensile strength or if the ratio between the pile
diameter and the grain size is: D, /D;4,q > 30. In addition to the non dimensional
groups described above, this inequality needs to be checked.

Summary of the non Dimensional Groups

In conclusion, to design the scaled model and environmental loads, the Froude num-
ber and resulting scaling factors in Table 5 have to be kept constant. To model accu-
rately the physical mechanisms in the foundation and its surrounding soil, the fol-
lowing non-dimensional groups given in Table 6 have to be considered.
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Table 5 Froude model laws

Physical parameters Unit Froude scaling factors
Length m A

Time S VA

Frequency Hz ﬁ

Speed m/s VA

Acceleration m/s? 1

Weight kg K, A3

Load N K,A3

Table 6 Non-dimensional groups

Physical mechanisms Non-dimensional groups
. . F,
8
Soil Stress/strain G2
L D,
Grain size ) > 30
sand
Soil/monopile Stress/strain A
P
. : F@
Monopile Stress/strain £
E,D?
Poisson’s ratio vp

2.2 From the Prototype to the Scaled Model

In the previous section, scaling factors and non-dimensional groups have been defined
so as to design the scaled model. However, these factors need to be implemented to
a full-scale model to obtain the final dimensions of the scaled model as described in
Fig.2. Based on a reference offshore wind turbine, a 1/100 scale model was defined
in this section.

2.2.1 5 MW Reference Offshore Wind Turbine

The NREL 5-MW offshore wind turbine was considered here as a prototype to
design the scaled model as it is difficult to find the exact dimensions of a full scale
offshore wind turbine. The National Renewable Energy Laboratory (NREL) defined
a standardized offshore wind turbine based on prototype wind turbines as Multibrid
MS5000 and REpower 5SM and on the conceptual models used in the WindPACT,
RECOFF and DOWEC projects [12]. The characteristics of the wind turbine on
monopile foundation used in this section are available in [6, 12] and showed on
Fig.2.
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5-MW reference wind turbine
Jfor offshore system
development, NREL

1/100 copper scale model

Rotor

D,=38Tm Roger= 126 m

e, =19 mm
Tower
Tower 87.6 cm

87.6m

Suppoﬂ 20 cm I

Support structure .
structure 56¢cm | Foundatio
56m 60 mm n
36cm
Scaling laws
Prototype }—‘ & —'| Scaled model
Non dimensional groups

Fig. 2 Design steps: from the 5 MW reference offshore wind turbine prototype to the 1/100 brass
scale mode

Table 7 Brass model characteristics

Physical quantities Units Values
Mast Support structure
Mass g 388 441
Length mm 876 560
Diameter mm 12 16
Thickness mm 1.5 2
Natural frequency Hz 56 120

2.2.2 1/100 Brass Scale Model

The model was obtained from S MW reference offshore wind turbine using the Froude
model laws. It was decided to design a 1/100 scale model, the length scaling factor
was necessarily equal to: A = Ly,oge1/ L prototype = 100.

A dense and flexible metal was required to design the scaled model. Thus, lead,
zinc, brass and copper were considered. The chosen material for the model is brass
with a density p = 8800kg/m> and a Young modulus E = 100MPa as a lead pile
would be too fragile and brass piles are easily commercially available in comparison
to zinc piles. The characteristics for the scaled model were obtained as reported in
Table 7.

With these characteristics, the Froude model laws were considered in the scaled
model. In this way, the model will recreate accurately the behaviour of an offshore
wind turbine submitted to wave and current flows.
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Table 8 Non-dimensional groups

Physical Non-dimensional | Prototype Model
mechanisms groups
Soil Stress/strain s 52-107 13-1074
P
Grain size 52 =30 1.7-103 80
Soil/monopile Stress/strain I;; 9.2 344
Monopile Stress/strain EF%Z 3.7-1077 1.1-1077
P~p
Poisson’s ratio vp 0.30 0.37

2.2.3 Non-dimensional Groups

To complete the design of the model, the non dimensional groups were considered
so as to model properly the foundation and its surrounding soil. The results in Table 8
were obtained for the prototype and the model.

The non dimensional groups of the prototype and the model are in the same order
of magnitude. Also, the grain size ratio is higher than 30in both cases. Thus, we
can assume that the brass scaled model will accurately recreate the relevant physical
mechanisms linked to soil-structure interaction.

Based on the design of the model, an experimental 1/100 scale model was set up.
It was made up of an assembly of a 876 mm mast and a 560 mm support structure. The
technical specifications (length, diameter, thickness, frequency) can be referred from
Table 7. The only small change was the density of the material which was considered
to be 8800 kg/m?> in the design. The density of material (brass) used was slightly
below the design consideration and was equal to 8500 kg/m?.

3 Experimental Study, 1/100 Brass Scale Model

As the first natural frequency of an offshore wind turbine is a major criteria in the
design of the structure, its accurate evaluation is essential. Thus, the soil-structure
interaction, which strongly influences the structure’s response, needs to be taken
into account. The brass model will allow us to study its first natural frequency and
its evolution according to the soil vertical confinement stress oy, from 0 to 200kPa.
These values correspond to the effective vertical stress of soil from the ground surface
(0kPa) to the bottom of the real monopile (200 kPa).
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Table 9 Fontainebleau sand properties [11]

Dsy (mm) | C, Cmin Cmax Ds (g/cm3) Angularity | Colour
0.21 1.5 0.56 0.88 2.65 Sub- Light beige
rounded

3.1 Set-Up and Experimental Procedure

In this section, the different steps of the experimental set-up are presented, followed
by the typical test results obtained.

Soil sample: Fontainebleau Sand

The material used for the soil sample is the Fontainebleau sand NE34. It is one of
the reference sand in France for research studies. The main properties of the sand
are summed up in Table 9.

General Description

The sand sample was installed in a cylindrical tank with a 55 cm diameter and 45 cm
depth. The sand was placed by layer: 9 layers of 5 cm each. The chosen relative density
was Ip = 0.7. The brass model was then installed in the sand with a mallet. 36.cm
of the support structure was driven in the soil in accordance with the NREL offshore
wind turbine with a 36 m monopile foundation. To simplify the scaled model, we
decided to model only the mast and the support structure. The rotor/nacelle assembly
could be modelled by a point mass fixed on top of the mast. Finally, an accelerometer
was attached with a strong glue on top of the model.

A vibration exciter was used to impose a brief impact on top of the model in order
to measure the first natural frequency of the structure. The accelerometer registers
the response of the structure.

To control the vertical confinement stress oy, of the soil, a rubber membrane filled
with water and a metallic cover were introduced on top of the tank. This membrane
allowed us to apply vertical stress by means of water pressure controlled by a servo-
valve and measured with a pressure transducer. For the description of the set up refer
to Fig.3.

The first natural frequency of the structure was measured for the following soil
vertical confinement stress oy, = 0, 10, 50, 100, 150 and 200kPa. Five measures
were done for each case.

Typical Results

The acceleration of the structure was registered after a brief impact. The graph in
Fig.4 shows the typical result obtained. The Fast Fourier Transform of the data
allowed us to get the natural frequencies of the model. To get precise results, the data
were actually analysed with wavelet transform [7] to obtain the natural frequencies.
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Fig. 3 Setting up diagram and picture of the experiment
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Fig. 4 Free response of the accelerometer after a brief impact and its Fast Fourier Transform
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Fig. 5 Distribution of the first natural frequency of the structure with soil confinement stress

3.2 Results and Discussion

All the results have been gathered on the graph in Fig. 5. Five measures of the natural
frequencies of the structure had been taken for a given confinement stress. These
measures allowed us to check the uncertainty: less than 0.4% of the measured natural
frequency.

The measures were done while increasing the stress (see the blue curve in Fig.5)
and decreasing the stress (the black curve). The general trend is the growth of the
natural frequency of the model with the growth of the confinement stress in the soil.
This result confirms that the stiffness of the soil has an important influence on the
response of the structure. In fact, a 2.2% increase in the frequency was observed
as the pressure increased from 0 to 200kPa. Moreover, the natural frequency of the
system was in general, higher during the increase of the confinement stress than
during its decrease.

In the following section, the experimental results are compared to the results from
the existing analytical methods for offshore wind turbines.

4 Analytical Study

To estimate the first natural frequency of an offshore wind turbine by considering its
soil-structure interaction, three different methods can be considered:
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Fig. 6 API model: beam on
the non-linear Winkler
foundation (see [8])

e Standard method based on an Euler-Bernoulli beam on nonlinear Winkler foun-
dation

e Simplified method based on an Euler-Bernoulli beam with elastic end support;

e FEM method.

This study is focused on the first two methods and the comparison with experi-
mental work.

4.1 State-of-the-art, Analytical Models for Monopile
Foundation

Monopiles for offshore wind turbines are usually designed using the official stan-
dards: the API [3] or the DNV standard [9]. In these guides, design of the foundation
is based on the Winkler method. The wind turbine is modelled as a Euler-Bernoulli
beam on nonlinear horizontal springs along the foundation. The behaviour of the
springs is evaluated using p—y curves defined for sand in the standard and shown in
Fig. 6. The initial stiffness E,, of each spring is given by the slope of the tangent to
the p—y curve passing through the origin:

d
Epy = (d—p) =kz )
y y=0

The stiffness E,, depends on the initial modulus of subgrade reaction k (in Pa/m)
and the considered depth z. k is a function of friction angle ® and the relative density
of the sand Ip.

This model is calibrated against the response of small diameter piles with a length
to diameter ratio between 30 and 50 (for an offshore wind turbine this ratio is ranging
between 4 and 8) according to [15]. Also, the p—y curves were calibrated considering
piles with a flexible behaviour instead of the rigid behaviour of offshore wind turbine
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monopiles. Finally, the soil-structure interaction in this method depends only on the
characteristics of the soil, the structure is not taken into account.

The standard API method is then not well suited for offshore wind turbines. Indeed,
the in-situ measurements from Walney offshore wind farm showed that there was an
underestimation of the first natural frequency of the structure with an error between
5 and 7% [13]. Under small loads, the stiffness of the soil is underestimated. To
overcome this issue, Kallehave [13] developed a modified API method which takes
into account the diameter of the structure and thus increases the initial stiffness of
springs Epy:

b c
D
E,y =k Zref ( < ) ( ) Kallehave [13] 6)
Zref Dref
with
k Initial modulus of subgrade reaction (Pa/m);

Zref = 2.5 m Reference depth;
D,,sf =0.61m Reference diameter;

b=0.6 Dimensionless parameter governing the course of the initial stiff-
ness with the depth;
c=0.5 Dimensionless parameter.

However, the stiffness of the soil is overestimated by the API method under extreme
loads [18] and a new method has been proposed by Sorensen [17] to reduce the initial
stiffness of the soil. Therefore, E,y is defined as follows:

7 b D c J
E,y =a ¢ Sorensen [17] @)
Zref Dref
with
a = 50 MPa Reference value;
Zref = 1m Reference depth;
Dyyf =1m Reference diameter;
0] Internal friction angle;

b=0.6,c=0.5,d =3.6 Dimensionless parameters.

An analytical model for offshore wind turbines supported on flexible foundation
was proposed by [2, 4]. This method can make a quick estimation of the natural
frequency of the system. In these models the offshore wind turbine is modelled by an
Euler-Bernoulli beam founded on two springs (lateral and rotational springs) [2] or
three springs (lateral, rotational and cross-coupling stiffness) [4], respectively. The
springs are named as follow (see also in Fig.7):

e K :lateral spring;
e Kp: rotational spring;
e K g: cross spring.
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Fig. 7 Simplified model z
with elastic end support [4]
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For estimation of the stiffness of springs, different methods are available:

e The Eurocode 8 part 5 [10] provides their values in Annex C “Pile-head static
stiffness” considering pile’s diameter, depth and three soil models;
e Experimental measurements defined in [2].

The authors presented two resolutions: an analytical and an approximate solutions.
Both these methods are taken into account for the scaled model presented here.

More complex analytical and FEM models have also been defined to evaluate
the influence of soil structure interaction for an offshore wind turbine [1, 8, 19].
We focused on the two methods described before as they provide a quick estima-
tion of natural frequencies of the offshore wind turbine considering soil-structure
interaction.

4.2 Standard API Model and Modified Standard Models

In this section, the first natural frequency of the scaled model was calculated consid-
ering 3 different methods:

e The standard API method;
e Sorensen method [17]: modified API method;
e Kallehave method [13]: modified API method.

The scaling factors defined in Table5 were used to evaluate the initial stiffness
of the soil. E,y expressed in Pascal, was then multiplied by the scaling factor K, A.
For the modified API methods, the reference diameter was multiplied by the length
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Fig. 8 (a) Evolution of E,y with depth for API and modified API methods. (b) First natural
frequency of the structure according to the soil confinement stress for API. Comparisons with
Sorensen and Kallehave models

scaling factor A. The scaled initial stiffness of the soil for API and modified API
methods is shown in Fig. 8a. The first natural frequency were then calculated with
the considered API and modified API methods. Figure 8b shows the obtained results
which consists of distributions of the first natural frequency with the confinement
stresses ranging from O to 200 kPa.

The analytical methods always underestimated the measured frequencies and
these average errors are found:

e API method 7%;
e Kallehave method 5%;
e Sorensen method 13%;

The following inequality is then obtained for the measured and the calculated fre-

quenCieS: fSurensen = fA pPI = fl(allehave = fscaledmadel' This trend is similar to the
in-situ measurements and the calculated frequency presented by [13]. It can be con-
cluded that the behavior of the scaled model represents correctly the behavior of a
real offshore wind turbine.

4.3 Adhikari and Arany Models

In this section, the first natural frequency was calculated with the simplified methods
proposed by Adhikari [2] and Arany [4]. The graphs in Fig. 9 show the results obtained
for the following methods:
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Fig. 9 First natural frequency of the structure according to the soil confinement stress for Adhikari
and Arany models and the corresponding average errors

e Adhikari method: analytical and approximate results;
e Arany method: analytical and approximate results.

The first natural frequency and the average errors in the experimental results were
calculated for each confinement stress. Two soil models were considered as defined
in the Eurocode 8 [10]:

e Soil model 1: E = E, z/d,
e Soil model 2: E = E; \/z/d,;

with E is the Young’s modulus of the soil model, Es Young’s modulus of the soil at
the depth of the pile diameter, z the pile depth and d the pile diameter.

For both methods, the obtained results closely matched the experimental mea-
surements with an average error below 5%. It was observed that for different soil
models, trend of the obtained curves was similar. Moreover, the analytical Adhikari
method and the approximate Arany method give the best results with an average
error between 0.1 and 1.2%.

In our case, there is no necessity of including a cross spring in the model to
obtain accurate results. In fact, the Adhikari method is well adapted to our experi-
mental results. The chosen soil model impacts the calculated first natural frequency
as it influences the value of the spring stiffness: K; and Kg. Thus, a more precise
experimental evaluation of these coefficients is needed.
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5 Conclusions

In this study a 1/100 brass scale model was designed with the help of Froude model
laws and non-dimensional groups linked to the monopile and its surrounding soil.
This model recreated the behaviour of a full-scale offshore wind turbine and was
found to be a relevant tool for the study of the initial first initial frequency of the
structure.

The experimental measurements on the 1/100 scale model show the evolution of
this natural frequency with the vertical confinement stress of the soil. The frequency
increases with the confinement stress oy,. This result confirms the importance of
precise evaluation of the soil parameters and their influence on the response of the
structure.

These results were then compared to the standard API method, two modified
API method as well as Adhikari and Arany methods. The standard method always
underestimated the natural frequencies. It underlines that this method is not well
adapted to offshore wind turbine and needs to take a more precise account of the
monopile and the soil parameters. In fact, the modified API method defined by
Kallehave showed results in better agreement with the experimental measurements
as they consider the pile diameter for the calculations. Moreover, this comparison
allowed to validate the scaled model which represents well the behavior of a real
offshore wind turbine. The best results were obtained with Adhikari model with an
average error below 1.2%. Even if this method is less complex, it is better suited for
the modelling of the monopile and soil.

Experimental evaluation for the spring stiffness would allow us to improve the
evaluation of the first natural frequency of the structure and is the aim of our future
work. Moreover, the scaled model has been designed considering its dynamic behav-
iour. Thus, an analytical and experimental study of the response of the structure to
the dynamic loads will also be carried out in the future.
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