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Preface

This volume represents a collection of papers presented at the first International Conference on 
3D Materials Science, a specialty conference organized by the Minerals, Metals & Materials 
Society (TMS) and the conference organizers, and held at Seven Springs Mountain Resort, 
Seven Springs, Pennsylvania, USA from July 8-12, 2012.  

The aim of the first International Conference on 3D Materials Science was to bring together 
world leaders in the field, at a time when 3D materials characterization and analysis techniques 
are moving beyond initial qualitative measurements and into an era where full 3D quantification 
of microstructures is becoming the norm. While many of the early challenges of data collection 
have been overcome, either by the development of new software and hardware or by automation, 
new techniques are steadily being introduced and improved upon, and many challenges in 
the processing, storage, sharing, and analysis of 3D data exist. This workshop sought to bring 
together the community to share ideas and tools, and to roadmap the future directions of 3D 
Materials Science.

The conference covered research in Applications of 3D Experimental Techniques across Length 
Scales (including both Destructive and Non-Destructive techniques), Image Processing of 2D and 
3D Microstructural Data, Digital Representations of 3D Microstructures, Storage and Sharing 
of 3D Data, Microstructure-Property Relationships in 3D, 3D Interfaces and Microstructural 
Evolution, and Future Directions in 3D Materials Science. The conference included a plenary 
session and 20 invited presentations from prominent international speakers working in the 
research areas listed, nearly 60 oral presentations, and nearly 100 poster presentations including 
a special student poster session. The International Advisory Committee represented 11 countries, 
and the speakers and poster presenters represented 25 different countries, making this a truly 
international conference.

This proceedings collection contains high-impact research contributions representing the poster, 
oral, invited, and plenary sessions. The high quality of the research presented at the conference is 
reflected in these manuscripts. It is the aim of editors of this volume, the conference organizers, 
and TMS, that this conference, and the proceedings contained herein, serve to bring together the 
3D Materials Science community to maximize cooperative interaction and advance the field in a 
meaningful way.
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PERSPECTIVES ON MATERIALS SCIENCE IN 3D 

D. Juul Jensen 

Materials Science and Characterization Section, Department of Wind Energy, Technical 
University of Denmark, Risø Campus, DK-4000 Roskilde, Denmark 

Keywords 

3D techniques, 3DXRD, recrystallization, challenges for 3D science, success of 3D science 

Abstract 

Materials characterization in 3D has opened a new era in materials science, which is discussed in 
this paper. The original motivations and visions behind the development of one of the new 3D 
techniques, namely the three dimensional x-ray diffraction (3DXRD) method, are presented and 
the route to its implementation is described. The present status of materials science in 3D is 
illustrated by examples related to recrystallization. Finally, challenges and suggestions for the 
future success for 3D Materials Science relating to hardware evolution, data analysis, data 
exchange and modeling are discussed. 

Materials Science in 3 and 4D 

The Materials Science theme generally aims at linking materials processing with materials 
properties and performances. The key to understanding this link is typically in the materials 
microstructure, and microscopy,  in particular electron microscopy, is by far the most valuable 
experimental tool for microstructure investigations. All the microscope techniques are by nature 
2D (x, y) techniques which actually limit the microstructure information obtained by these 
methods and have led to misinterpretations and mistakes [e.g. 1]. Transmission electron 
microscopy does allow 2 ½ D (x, y, thin z section) characterizations both by tomography and 
diffraction techniques [e.g. 2-4]. 

 Another third dimension, namely time, t, has been studied by electron microscope techniques 
(x,y,t), so the evolution of a specific microstructure during for example deformation or annealing 
has been studied by implementing stress rigs and furnaces in the microscope [e.g. 5-7]. Such 
measurements clearly reveal the microstructural evolution in the sample surface, but 
uncertainties of course always exist if the observations are affected by the free surface, and bulk 
phenomena occurring below the inspected surface may suddenly appear – e.g. a nucleus may 
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form below the surface and grow to be seen in the inspected surface. So clearly 3D (x, y, z) and 
4D (x, y, z, t) techniques are the way forward for many types of experiments. 

3D techniques are not new. Serial sectioning has been used for decades [e.g. 9, 10], x-ray 
methods have long been used for local bulk characterization [e.g. 11, 12] and neutron diffraction 
has been used to determine for example average textures and residual stresses in large bulk 
sample volumes [e.g. 13, 14]. 

What is new is that within the last 10-20 years, the scientific community has really realized the 
need for 3D and 4D techniques and has devoted significant efforts to advance the existing 3D/4D 
methods and to develop new unique techniques. The goals in these efforts include: much easier, 
less manpower-requiring operations; better spatial resolution; non-destructive methods; fast
measurements. This has led to a whole suite of modern 3D and 4D techniques, and 3D/4D results 
are reported in more and more publications. The techniques behind the most frequently published 
3D/4D results are in two groups: advanced serial sectioning and x-ray methods. The serial 
sectioning methods encompass semi-automatic and fully automatic mechanical sectioning, which 
microstructural inspection in optical as well as scanning electron microscopes [e.g. 15-18], high 
resolution focused ion beam sectioning in the scanning microscope [e.g. 19-20] and sectioning 
by lasers [21]. The new x-ray methods include three dimensional x-ray diffraction (3DXRD) for 
fast non-destructive orientation measurements [e.g. 22-24] and 3D polychromatic x-ray micro 
diffraction for high spatial resolution orientation measurements [25-27] as well as techniques 
where slits[28] and collimators [29] are used to get the third dimension. 

3DXRD – From Idea to Implementation 

The vision was to develop a technique allowing non-destructive measurements in selected local 
μ-sized volumes within the bulk of mm3-cm3 samples. It was motivated by the need to study 
local deformation and recrystallization phenomena occurring in the bulk in-situ, while samples 
were deformed or annealed. For example for recrystallization (which may be considered as a 
very well known and well documented process, which is used intensely in the industry) it is 
remarkable that real key phenomena are not known, e.g. where do the nuclei form and with what 
crystallographic orientations, how do the annealing-induced boundaries surrounding the nuclei 
and recrystallizing grains migrate and interact with all the deformation-induced dislocation 
boundaries and what parameters are of importance here. 

A basic requirement for developing a technique to fulfill the described vision is a beam which 
can penetrate deeply (>1 mm) in materials and which is so intense that even diffraction signals 
from μ-sized volume elements can be distinguished from the background. High energy x-rays 
from synchrotrons provide such a beam. When the energy of the x-rays is about 80 keV, the 
penetration depth (defined as the depth at which the transmitted intensity is 10 %) is 5mm in 
steel and 4 cm in aluminium. A very intense beam on the sample is obtained by focusing. 
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For us the route towards the implementation of the vision started by hiring an expert in high 
energy x-rays (Henning F. Poulsen), who collected the scientific ideas and together with the
scientists behind the ideas started to define specifications etc. for the dream 3DXRD instrument. 
The first paper describing the idea behind the 3DXRD microscope and the first set of preliminary 
data was published already in 1995 [22]. During the following years, various beam lines at 
HASYLAB in Hamburg, Germany and at the European Synchrotron Radiation Facility (ESRF) 
in Grenoble, France were used for further development of the 3DXRD technique and for testing 
the equipment for different types of experiments [e.g. 30]. Following a workshop held in 
February 1998 at ESRF on the use of the 3DXRD technique it was decided to build a dedicated 
hutch (measuring area) for a permanent installation of a 3DXRD microscope at the Materials 
Science beamline ID11. The agreement was that ESRF should build the hutch with all the 
necessary installations, while Risø should develop, build and install the microscope. The optics 
should be developed as a joint-venture. After completion, the 3DXRD microscope should 
become an ESRF instrument in the sense that potential users may apply for beamtime on it using 
the regular ESRF application procedure, and that the instrument, therefore, is available to 
anybody interested having a qualified research proposal. 

The 3DXRD microscope was commissioned during the summer 1999 and has been in regular 
operation ever since. During the recent years, it has been upgraded to obtain finer spatial 
resolution including moving it to a new experimental hutch. Our group now is not directly 
involved in the operation of the 3DXRD instrument. We contribute with ideas, some software 
development and as “large” users via a series of approved so-called long-term proposals, which 
have allowed us around 4-6 weeks beamtime per year since year 2000. 

The described process (from instrument builders to large users) is believed to be optimal as the 
best operation of beamline instruments is by scientists at the synchrotron and our role is of 
course to be materials scientists using the 3DXRD for key experiments and ambassadors helping 
the ESRF staff spreading the knowledge about the 3DXRD’s experimental possibilities.

Need for 3D and 4D Tools in Recrystallization Studies 

Nucleation of recrystallization is very difficult to study experimentally; the nuclei are small and 
few, so large data sets are typically needed to get statistically sound data. Furthermore, if the 
issue is to study nucleation sites or orientation relationships between nuclei and parent site in the 
deformed sample, static 2D measurements suffer from the so-called “lost-evidence” problem 
[31], namely that when a nucleus is observed with a 2D (x, y) technique, it is impossible to see 
what was there before the nucleus formed so the exact nucleation site or orientation relationship 
is unknown. Also results obtained by in-situ annealing measurements in e.g. a SEM (x, y, t) may 
be problematic to interpret due to surface effects. 
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So far, few studies have been published on 3D/4D observations of nucleation: The relationship 
between nuclei and large second phase particles have been quantified by careful serial sectioning 
of Al-1.2 wt Mn [32] and Al 3004 [18]. In both cases results obtained by 2D methods were 
confirmed namely that large particles are preferential nucleation sites. However, the agreement is 
only qualitative in the sense that 2D observations lead to quite different quantitative results than 
3D [18]. Serial sectioning was also used to map the spatial distribution of nucleation sites [17], 
and the results were used as input for modeling of the effects of nuclei clustering on the 
recrystallization kinetics and grain size distribution. It was shown that even weak clustering has 
clear effects on both recrystallization kinetics and size distribution [33].

In order to predict the recrystallization texture and understand the various nucleation 
mechanisms, it is important to know which crystallographic orientations the nuclei have at the 
various nucleation sites. It is generally assumed that nuclei form with orientations present at the 
nucleation sites in the deformed state. However, other publications report on formation of nuclei 
with new orientations which are not seen in the deformed microstructure [e.g. 8, 34-36]. With the 
classical 2D or the serial sectioning 3D method one can only guess which orientations were 
present at the exact nucleation sites before the annealing. 

Only 4D investigations can quantify if nuclei may form with orientations different from those 
present at the nucleation sites prior to annealing. 3DXRD has been used for such investigations 
[37, 38] and it was shown that nuclei with new orientations do form and their orientations cannot 
be explained by twinning up to second order. The data were analyzed for relationships between 
the new nuclei orientations and the rotation axis across deformation induced dislocation 
boundaries in the deformed parent grains. The results suggest that the origin for the formation of 
nuclei with new orientations relates to the misorientation distribution in the deformed parent 
grain and that the misorientation axes between a nucleus and the parent grain may be identical to 
a misorientation axes across dislocation boundaries within that grain [38]. 

During recrystallization the grains grow by boundary migration through the deformed matrix. 
Whenever two grains impinge, the boundary motion will stop. Further migration would be 
defined as grain growth. Generally, it is supposed that the velocity of boundary motion, v, is 
proportional to the driving force F as expressed by the relationship: 

v = M F 

where M is the mobility. For recrystallization, the driving force F is assumed to be given by the 
stored energy in the deformed microstructure (FD) which typically is orders of magnitude larger 
than the driving force related to boundary curvature during grain growth. Whereas several grain 
growth experiments have confirmed the validity of eq (1) [e.g. 39, 40] much less is done for 
recrystallization. The few recrystallization experiments focusing on this issue have all been done 
by static stereological 2D characterizations which either confirm eq (1) [e.g. 41, 42] or found a 
power-law relationship between v and F [43], i.e. another simple relationship. 
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In-situ 2D investigations during recrystallization as well as ex-situ 2D characterizations of the 
same surface area after a series of consecutive annealing treatments, however reveal very 
complex boundary migration and velocities which locally deviate significantly from that 
predicted using average F and M values in eq (1) [7, 44]. Whether this is a real effect or a 
consequence of the 2D character of the experiment cannot be proven. 4D (x, y, z, t) experiments 
are required. 

The migration of a boundary surrounding a single recrystallizing grain through a weakly 
deformed single crystal matrix has been studied in-situ by 3DXRD [45]. These measurements 
also reveal a very complex boundary migration process. It is found that: 

1) Flat facets may form, which migrate forward at the same rate for extended periods of 
time. 

2) The non-faceted segments of the boundary do not migrate at a constant rate through the 
relatively homogeneous deformed matrix of the single crystal. On the contrary, segments 
of the boundary move forward for a while then stop, move again etc. (stop-go motion). 

3) Local protrusions and retrusions typically form locally on the migrating boundary. 

As these results are observed directly in 4D, they cannot be due to experimental artifacts. 
Standard recrystallization theories and models (e.g. eq (1)) do not describe the 4D results well 
and have to be revised. For this purpose the 3DXRD measurements have to be supplemented by 
detailed microscopical investigations in order to understand what is going on. An example of 
some of this work is given elsewhere in these proceedings [43]. Also an experiment has been 
performed using the 3D polychromatic x-ray micro diffraction method at APS. This technique 
has a much better spatial resolution than the 3DXRD and thus allows for direct observations of 
effects of the local deformed microstructure on migration of recrystallization boundaries, which 
is considered instrumental for establishment of improved recrystallization theories and models. 

Challenges and Suggestions for the Future Success of 3D Materials Science 

Indication of success for 3D/4D characterizations already exist; i) results have been published 
which prove that 2D is not enough and some new physical mechanisms have been suggested 
based on 3D/4D data, ii) several of the experimental techniques have been further advanced and 
can now be considered as relatively mature and iii) the 3D/4D community is growing from the 
initial stage when it was mostly the group(s) behind a given technique, who was using that 
technique. 
There is still, however, a long way to go before 3D/4D will be widely used. This is not unusual, 
and history has shown that some degree of commercialization often is needed. The electron back 
scattering pattern (EBSP) technique for example was developed over many years in individual 

5



universities/national laboratories but not until two companies were created focusing on the EBSP 
method and in particular the data analysis, EBSP became a “need to have” technique in most 
materials science laboratories in academia and industry. Clearly of course the companies realized 
correctly that the EBSP technique fulfills a general scientific need of sufficient importance to 
base a business model on. And the companies they contributed significantly to the field by 
developing easy, user-friendly and fast experimental measurements and even more important, 
they developed systems for easy data analysis and beautiful data presentation. 

Little commercialization has yet been realized for the 3D/4D methods, except from the RoboMet 
which is based on mechanical serial sectioning combined with optical microscopy and FIB in the 
SEM. In my opinion, this is not because there is not sufficient scientific need for the 3D/4D 
methods – some users may have been scared off because of the present complexities with the 
methods, but the need is there. 

In the following some major obstacles and suggestions for the future shall be discussed. 

1. There are many principally different 3D/4D methods

One data analysis system can therefore not be developed which serves them all. The raw data 
analysis and e.g. the alignment procedure needed to get serial sections in register are different. 
So this part of the data analysis clearly has to be developed by the instrument builders or in very 
close collaboration with these. From thereon, however, the 3D/4D data analysis and 
representation could (should) be united. The data sets are large, which may be a challenge in its 
own right, but other communities – in particular the game industries do handle far larger sets, 
and it might be an idea to learn from them. The whole 3D/4D materials society would benefit, if 
a company would take up this challenge (or the society could unite to work on just one 
representation system). Another challenge here is that in present days’ publication channels, it is 
hard to visualize 3D/4D data. This would mean that in the papers we do not only have to focus 
on pretty pictures but also on specific scientific points; which may actually be an advantage for 
this field. 

2. The 3D/4D community is scattered

The scientific focus is broad, which this conference also illustrates. It might be an advantage to 
keep the community close together, not only by meeting at conferences, but also via 
establishments of networks. This should be networks focusing on technique development, on 
science-technique questions/possibilities and on data representation and visualization. Web-
based sharing of information and tools may be a way forward. 

3. Some of the 3D/4D methods only operate at large international facilities

Here it is either very costly to get beamtime or if the usual peer-reviewed beamtime application 
procedure is used, it is hard to get beamtime – success rates below 10% is not unusual and in all 
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cases the time from idea to experiment is very long. This clearly limits the widespread use of 
these 3D/4D methods, and it is expected that this will always be the case in spite of the fact that 
more large scale facilities are being built. One might think of making some of the measurements
faster more standard, so some kind of block allocation system might be put into place as parts of 
the biology community have done. But generally, an advice is only to use the 3D/4D techniques 
at the large scale facilities when it is really needed, i.e. the results cannot be obtained in any 
other way and always be very well prepared with optimal and well characterized samples for the 
3D/4D experiment at the large scale facility. 

4. Data analysis takes months, if not years

This is in particular true for the 3D/4D technique at the large scale facilities. Some on-line data 
visualization is extremely important, which can guide the next measurements and the user can 
avoid losing some of the precious beamtime on useless data. This has been implemented on some 
of the beamlines, e.g. on APPS 34-ID for the 3D polychromatic x-ray micro diffraction 
technique. Easier data analysis may be a compromise between constantly improving the 
experimental techniques to reach new possibilities and keeping to some fixed standards, which 
can be used for series of measurements. Also here establishment of communities between 
technique developers and scientific users could help getting this balance right. 

Concluding Remarks 

The 3D/4D journey has so far been fantastic. Occasionally, it has been hair-raising to look inside 
the materials and see things which have hitherto been hidden and not possible to observe with 
other techniques. We are, however, in my opinion now at a critical stage, where we have to bring 
3D/4D investigations beyond the demonstration stage and produce series of scientifically 
important results, which in term will stimulate the modeling and physical understanding. 
Challenges include firm establishment of the 3D/4D community(-ies), treatment of huge data 
sets, capturing methods to visualize the data and extract the scientifically important information, 
prescribing joint protocols to exchange data, not only between the different techniques, but also 
between experiments and models, i.e. creating a lively database, which stores all the data, keeps 
track of their associations and evolves as new experiments or modeling results are available. 
With the goal of overcoming these challenges it seems necessary to join not only the 3D/4D 
communities but also to create strong links to the ICME (Integrated Computational Materials 
Engineering) community, which deals with some of the same scientific and industrial needs for 
materials results which go beyond what can be obtained by 2D experimental methods.
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Abstract 
The high temperature fatigue performance of Ni-base superalloys is critical to gas turbine 
applications and as such, requires a more fundamental understanding when designing and 
producing turbine components.  To investigate the relationship to local microstructure, a fatigue 
specimen was cycled under conditions designed specifically to result in intergranular 
propagation.  Prior to failure, the test was interrupted and a 3D data set was reconstructed 
destructively from optical and EBSD slices taken from around the tip of the growing crack.  The 
data set was investigated to understand the character of grain boundary planes along the crack 
front with respect those of the bulk material.  

Introduction
Gas turbines demand exceptional high temperature material performance.  Standard operation 
imposes complex cyclic stress states and corrosive environments, making alloy design crucial to 
component life.  Consequently, it is no misnomer that the class of alloys suited for gas turbine 
applications are called 'superalloys.' In service Ni superalloys must survive a number of engine 
cycles in the range of 15,000 or 150,000, depending on the application, and this expected life is 
currently set through curves generated by thorough mechanical testing.  To supplement this data 
and understand the microstructural effects on life, an effort to explore the three-dimensional 
nature of a crack tip was initiated.  Methodology and preliminary results are discussed here. 

Mechanical Testing
A Ni-base superalloy fatigue specimen with rectangular cross section (0.400” wide by 0.168” 
thick), known as a KB bar, was prepared with a 7-mil deep by 14-mil wide EDM surface flaw in 
the center of the gage section. An image of a KB bar is shown in Figure 1. The specimen blank 
was fully solutioned and aged, prior to finish-machining.  A room temperature pre-crack 
sequence was imposed at 10Hz under a constant K of 14.25ksi*in1/2 (R = 0.05) to extend a 
fatigue crack from the EDM starter flaw.  The test temperature was then elevated to 1300°F and 
a trapezoidal cyclic waveform was imposed with 1-second ramps and a 360-second hold at peak 
stress.  This combination of temperature, stress, and waveform resulted in a fully intergranular 
fatigue failure mode.  Crack length measurements were made throughout with a reversing DC 
electrical potential drop system.  The test was interrupted prior to failure, and the specimen was 
prepared for serial sectioning to analyze the microstructure adjacent to the main crack. 

To prepare the sample, a section of the KB bar containing the fatigue crack was mounted in a 
conductive phenolic compound, ground, and polished in longitudinal cross-section.  The grinding 
was controlled so that the plane of the final polish was approximately transversely centered in 
the bar, capturing the deepest part of the crack.  Additionally, the cross-section was mounted 
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away from the mount center and a flat was polished into the side of the mount for positioning in 
the SEM and the optical bench. 

Data Acquisition  
Once the mount was prepared, a serial sectioning routine similar to [1] was applied to generate 
data for 3D reconstruction and analysis. First, four Knoop micro-indents were set in a 
rectangular array surrounding the crack tip using a Clemex JS-2000 micro-indenter.  The initial 
width of each indent was measured and recorded to provide a baseline for measuring material 
removal. Next the mount was positioned in a Struer's Prepamatic-2 autopolisher and nominally 
1.0μm of material was removed.  A modified Kalling’s etch was applied to delineated the grain 
boundaries and a multi-image optical montage of the entire crack tip was taken on a Zeiss Axio 
Observer Z1.m microscope, with a 0.11μm pixel size.  The indent widths were measured again 
after the polish and imaging, and the removal depth was calculated using the geometry of the 
indent. This sequence was repeated five times, with fresh indents being applied every other slice 
in a rotating pattern.  Once the fifth cycle was completed the flat of the sample was placed in a 
Camscan 44 W-filament SEM on a 20° pre-tilted wedge with affixed stoppers for accurate 
sample positioning.  This positioning provided a 70° tilt of the sample plane for EBSD mapping.  
Once the SEM was evacuated, the accelerating voltage was set to 20kV and sample was 
positioned to map the region of interest.  Before scanning, the filament was allowed to 
equilibrate for a minimum of 3 hours in order to minimize drift during mapping.  Finally a 
1631x1259 pixel map, with a step size of 0.75 μm, was performed.  The map took approximately 
13 hours to complete at a scan rate of 44 points/second.  The entire sub-process of 5 optical 
analyses and one EBSD analysis was repeated over the course of 4 months to produce ~150 
individual optical slices and ~30 EBSD maps for the 3D reconstruction, schematically shown in 
Figure 1. 

Figure 1 – Schematic representation of KB bar crack 3D reconstruction
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Results 
Figure 2 shows the removal rate histogram 
for the 150 slices. The standard deviation of 
the mechanical material removal was 0.21μm, 
and the overall average was 1.01μm, within 
1% of the target.  A typical optical montage 
and a corresponding EBSD map are shown in 
Figure 3.  The optical montages generally did 
not reveal twin boundaries.  Some are visible, 
but most are not.  However, twins were well 
captured by the EBSD maps, which will 
eventually allow for their incorporation into 
the reconstruction.  The percentage of 
correctly indexing points in the EBSD maps 
was generally 95% or more.  Cleanup was 
applied to the data to fill in grain boundaries, 
but care was taken to avoid filling the crack to aid in crack extraction.  In Figure 3, ~3.5% of 
points were generated from the cleanup routine, with red indicating a 3 boundary, black 
indicating a regular grain boundary, green representing the remaining unindexed area. 

 
Data Reconstruction  

To reconstruct the 3D volume, first the individual optical tiles from each slice were montaged 
using the Zeiss software.  The optical images were then stacked and aligned within the computer 
using in-house registration routines.  The misalignments between the sections primarily consisted 
of translations, with very small rotational misalignments.  The translations were determined by 
the maximum in the cross-correlation of the images.  

Figure 2 – Histogram of sectioning measurements 

500 μm

Figure 3 – Typical optical montage (L) and EBSD map (R).  Black, red, and green in the map signify regular 
boundaries, special boundaries, and unindexed points, respectively.
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Next the EBSD scans were aligned with the optical images.  While the task of matching two 
images of the same identical area might seem easier than aligning different sections, the 
alignment of the two image modalities proved to be more challenging.  One difficulty was that 
the EBSD images had small inherent distortions.  These distortions were likely due to small 
amounts of drift, minor errors in dynamic focus or electron beam raster alignment to the sample,
and some small sample positional errors. For more information on distortions in EBSD maps, 
see [2].   While careful data collection methods minimized these distortions, when directly 
comparing small features over a large area, such as the interface of a crack, even small image 
distortions led to significant misalignment of the images.  

To align the two datasets, the optical image was treated as the baseline image, and its sister 
EBSD image was undistorted to achieve the highest degree of overlap with it.  The EBSD image 
was undistorted using a second-degree polynomial with separate coefficients for the x and y 
directions, leading to a 12 parameter optimization.  The coefficients of the polynomials were 
determined using a Nelder and Mead optimization algorithm, which maximizes a given generic 
function given a set of adjustable parameters.  The optimized function in this case measured the 
degree of overlap in the two images using mutual information.

Mutual information is a concept borrowed from the field of information technology which 
determines probability that a set of pixels contain the same information, regardless of the 
independent values of the pixels. The mutual information of two images is related to the image 
entropy, H of the image defined by:  

where pi is the probability that a pixel within the image has an intensity of i, within the a range 
of 0 to 255.  The joint entropy of two images, im1 and im2, measures the degree of correlation 
between the two images and is similar to the concept of the entropy of mixing in solutions, is 
given by: 

where pi,j is the probability that if im1 has an intensity of i then im2 has the probability of 
having intensity j.  The mutual information, MI, between the two images is then given by: 

Thus, if the amount of shared information between the two images increases, the value of the MI 
will increase, regardless of the exact values of the features within the images.   For further 
information on the use of mutual information for data alignment see [3].

The mutual information between the optical image and the “Band Contrast” image from the 
EBSD data was maximized, since both of these imaging modes provided strong contrast at the 
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location of the crack, as well as at the location of the grain boundaries.  The initial guess for the 
modifications of the EBSD images was given by the ratio in pixel size of the two images, and a 
manual estimation of the translations for the first optical image/EBSD image pair.  Subsequent 
initial guesses for the polynomial coefficients were given by the previous pair’s solution.  

Once the EBSD images were aligned to the optical images, they were combined into a single 
reference frame in the VTK framework for analysis. 

Analysis 
Initial analysis focused on the crystallographic nature of 
the opposing crack surfaces.  Consequently, the crack was 
extracted from the optical portion of the 3D volume.  
Lines of EBSD data, spaced roughly every 5μm, were 
superimposed onto the extraction surface from the fully 
reconstructed volume.  Next, a surface normal was 
estimated for each point on the crack surface in the 
volume reference frame.  This was accomplished using 
in-house software, which was developed with VTK and 
designed to analyze 3D surfaces.  The crystallographic 
normals were then calculated at points that contained 
EBSD data.  These data, over 200,000 directions, are 
plotted in the [001] pole figure in Figure 4. There was a
slight preference for <111> normal directions, which 
correspond to {111} planes along the crack surface.  This 
begged the question as to whether there was a significant 
twin content in the crack path, which required analysis of 
the boundary planes themselves. 

To analyze the boundary planes that the crack followed, crystallographic normal directions from 
opposite sides of the crack were grouped in pairs and analyzed. Specifically, each point on one 
side of the crack was projected along its normal direction (in the volume reference frame) to the 
closest point on the opposite side, creating a pair.  The two crystallographic surface planes of a 
pair and the axis/angle disorientation obtained from a pair's EBSD data were used to classify the 
crack boundary points into eight categories, which were color coded for visual representation: 

RED:  Twin boundary = 3 disorientation with both boundary planes equal to {111} 
ORANGE:  3 boundary with only one {111} plane (1st plane) 
YELLOW:  3 boundary with only one {111} plane (2nd plane) 
MAGENTA:  3 boundary with no {111} plane on either side  
GREEN:  Regular (non- 3) twist boundary with both boundary planes equal to {111} 
CYAN:  Regular boundary with only one {111} plane 
BLUE:   Regular boundary with no {111} plane on either side  
WHITE:   Not a grain boundary 

The tolerance for the 3disorientation was initially set to 5° for both the angle and axis.  A 10° 
tolerance was also used for comparison. Results are shown graphically in Figure 5.  The 
majority of planes that the crack followed were regular boundaries with either no {111} plane on 
either side of the crack (BLUE), or only one {111} plane (CYAN).  The type with the next 

0.91        1.16

[001]

[0-10]

[100]  

Figure 4 – [001] pole figure of surface 
normal directions.  Scale is multiples of 
a random distribution.

17



highest frequency was a 3 boundary with no {111} plane on either side (MAGENTA).  
Virtually no twins (RED) or 3 boundaries with a single {111} plan (ORANGE, YELLOW) 
were present, although a small amount of regular twist boundaries (GREEN) were detected. The 
results suggest that the crack proceeded almost exclusively along regular boundaries. 

 
Future Work 

The authors plan to compare the data in Figures 4 and 5 to similar distributions obtained from the 
bulk portion of the 3D volume away from the crack surface. This will help determine whether 
the crack actively followed a regular boundary path or simply encountered the bulk distribution 
of boundary types along its trajectory. To accomplish this, segmentation of the grain boundaries 
in the optical data and incorporation of the twin boundaries from the EBSD data are both 
currently in progress. 
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Abstract 

The mechanical properties of high-performance steels are often reliant on the hard martensitic 
structure. It can either be the sole constituent e.g. in tool steels, or it can be part of a multi-phase 
structure as e.g. in dual-phase steels. It is well-known that the morphology of martensite changes 
from lath to plate martensite with increasing carbon content. The transition from lath to plate is 
however less known and in particular the three-dimensional (3D) aspects in the mixed lath and 
plate region require more work. Here the current view of the 3D microstructure of martensite in 
carbon steels is briefly reviewed and complemented by serial sectioning experiments using a 
focused ion beam scanning electron microscope (FIB-SEM). The large martensite units in the 
Fe-1.2 mass% C steel investigated here are found to have one dominant growth direction, less 
transverse growth and very limited thickening. There is also evident transformation twinning 
parallel to the transverse direction. It is concluded that more 3D analysis is required to 
understand the 3D microstructure of martensite in the mixed lath and plate region and to verify 
the recently proposed 3D phase field models of martensite in steels. 

Introduction 

Martensite with its inherent hardness is an important constituent in high-performance steels. It 
can either be used as the sole constituent, or as one constituent in a composite structure. One 
example of a composite structure is the dual-phase steels with pro-eutectoid precipitation of the 
soft ferrite phase and the subsequent formation of the hard martensite upon quenching. The dual-
phase structure has a good compromise between strength and toughness, but this can also be 
achieved in pure martensitic steels after tempering. The properties of martensite are a
consequence of its intricate structure with favored crystallographic relations between adjacent 
units, rich deformation structure and varying morphology. All of these microstructural features 
are dependent on the alloy composition. 

The current understanding of martensite in steels is to a large extent based on two-dimensional 
(2D) experimental characterization and materials modeling. The rapid development of different 
three-dimensional (3D) tools is however generating new ways to improve our knowledge about 
intricate polycrystalline structures. There are a number of groups that are working on serial 
sectioning techniques and the outlook and methodology has been reviewed several times lately,
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see e.g. [1]. In addition, there are large activities in 3D X-ray visualization, see e.g. [2]. Despite 
this the 3D nature of martensite has received little attention to date. The available reports are 
most often concerned with composite aspects [3] rather than the martensite microstructure itself. 

In the modeling area there have been a number of recent reports utilizing 3D phase field 
modeling to simulate the martensitic transformation and the martensite structure. For instance 
Kundin et al. [4] modeled a Fe-Ni alloy forming butterfly martensite and found good agreement 
with 2D experimental work. Yeddu et al. developed a 3D phase field model for a Fe-0.3 mass% 
C steel [5]. They presented simulation results on morphology and crystallography in 3D [6]. This 
inspired us to undertake 3D characterization to enable sound comparison and validation of the 
modeling. It is particularly interesting to study the mixed region where both lath and plate 
martensite can coexist. This paper reports our initial experimental efforts targeted on this 
interesting regime on a 1.2 mass% C steel, which is thought to be close to the upper bound of the 
mixed region [7]. Here, the current understanding of martensite in carbon steels is briefly 
reviewed and complemented by 3D serial sectioning experiments. 

Martensite In Carbon Steels 

Lath martensite is the dominant microstructure in low carbon steels, see Figure 1a. The lath is the 
smallest unit and it can be considered as a single crystal with very high dislocation density [8].
The lath is narrow in two dimensions and extended in the third. The typical width of a lath unit 
as found in 2D sections is a few hundred nanometers. The laths are arranged parallel to each 
other with only small crystallographic misorientations of about 1 to 3° between the individual 
laths. In low-carbon steels the second smallest unit is considered to be the sub-block [9], which 
consists of laths from one distinct crystallographic variant, i.e. one of the 24 possible martensite 
orientations given by the Kurdjumov-Sachs orientation relationship (K-S OR) [8]. The next 
structural level is the block, which is built-up of two different sub-blocks with a low degree of 
misorientation [9]. The packet is the next hierarchical level where all martensite units are formed 
on the same habit plane. 

When increasing the carbon content the morphology of martensite will change with much less 
distinct packets and blocks, and in general it seems like the structural units become finer up to 
about 0.7 mass% C, see Figure 1b. The second distortion will now more often occur via twinning 
and more twins are found at this carbon content [8], though they can also be found for low-
carbon martensite. The martensite morphology at intermediate carbon contents is often referred 
to as butterfly martensite due to the frequent observations of two units forming together with a 
distinct angle between them. In addition to the small units found at this carbon content one can 
occasionally find larger units and these are especially common at prior austenite grain 
boundaries (Figure 1b). 

At high carbon contents, > about 1.2 mass% C (Figure 1c), the martensite units will frequently 
appear as lenses with a distinct midrib, and the second distortion will mostly occur by twinning 
[8]. The twinning close to the midrib is called transformation twinning, but also deformation 
twinning is found when the martensite units have widened [10]. The lens units arrange in plate 
groups (4 variants in the K-S OR) to accommodate stresses. Moreover, they typically arrange in 
a zig-zag pattern due to autocatalysis of subsequent units.  
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The 3D characterization of martensite in carbon steels started with the work by Krauss and 
Marder [11]. They investigated an Fe-0.2 mass% C alloy and studied the morphology of 
martensite using serial sectioning and light optical microscopy (LOM). They found most 
individual units to be lath-shaped, but they also found some of 2D rectangular morphology, 
which they claimed could be consistent with the lath morphology if the etchant is not able to etch 
the boundaries within such units or if the resolution of the LOM is too low to resolve that the 
rectangles actually comprise several units. More recently Rowenhorst et al. [12] investigated the 
3D morphology and crystallography of coarse martensite formed in a HSLA steel (0.07 mass%
C). They used a combination of LOM and electron backscattered diffraction (EBSD) together 
with serial sectioning and showed that it was a misconception from 2D analysis that coarse 
martensite was plate-shaped. Instead they found the shape to be lath-like with the length being 
considerably larger than the width and thickness. They presented a methodology to study the 
crystallographic interfaces in 3D, but they did not present any detailed analysis of the interfaces 
thus found. Morito et al. [13] investigated the morphology and crystallography of sub-blocks of 
martensite in ultra-low carbon lath martensitic steel by EBSD. They found that the blocks 
contain one dominant sub-block and many minor sub-blocks and that the crystallographic 
relation between these are [011]/10.5º. The minor sub-block had a plate morphology with about 
10 μm width and was connected to the other minor sub-blocks within one block. Morito et al. [9] 
investigated the 3D morphology of blocks and packets in one ultra low carbon steel and one steel 
having 0.493 mass% C. They found that some martensite units had a sponge-like morphology. 
Liu et al. [14] investigated the martensite morphology in a steel having 1.37 mass% C using 
serial sectioning and LOM. They found the martensite morphology to be a flat ellipsoid and 
claimed that this was quite different from the general view of martensite morphology in high-
carbon steel.  

Figure 1: EBSD inverse pole figure micrographs from austenitized and quenched steels a) IF 
steel (1.0 μm step size) b) 0.75 mass% C (1.0 μm step size) c) 1.20 mass% C (0.3 μm step size)  

Serial Sectioning Experiments 

An Fe-1.2 mass% C alloy was investigated by serial sectioning using a Zeiss Auriga dual-beam
FIB-SEM. The 1 mm thick sample was austenitized at 1100°C and subsequently quenched in 
brine. Prior to mounting in the FIB-SEM the sample was mechanically polished. Fiducial marks 
were generated on the surface to allow post-processing alignment. Sections were taken every 
250 nm and a total of 46 sections were studied using chanelling contrast imaging. The 3D 
reconstructions were performed in the software IMOD [15]. 
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Results and Discussion 

Figures 2a-c show three out of 46 sections. The microstructure consists of both small and large 
martensite units, which is typical for a plate-like martensite morphology, since the large 
martensite units forming first will restrict growth of the units forming later on [8]. Three of the 
larger martensite units found in the observed volume have been selected for 3D reconstruction. 
These units were selected, since they have a rather clear homogeneous contrast with a distinct 
interface with the adjacent units. The units are displayed in green, cyan and red and marked 1, 2 
and 3 respectively in Figures 2a-c. The transformation twinning is clearly seen in some sections 
of the larger units, see Figure 2a - unit 2 (cyan) and Figure 2c – unit 1 (green). In the surrounding 
smaller units it is much more difficult to distinguish the morphology and also any potential 
transformation twinning due to the varying contrast possiby due to additional deformation and 
lattice rotation by dislocation formation or deformation twinning [10].  

Figure 2: FIB serial sections for Fe-1.2 mass% C austenitized and quenched in brine. The three 
units that were reconstructed in 3D are colored in green (1), cyan (2) and red (3) respectively. (a) 
Section # 10 (b) Section # 20 (c) Section # 39.  

Figures 3a-c show 3D reconstructions of the three martensite units observed in the sectioned 
volume (Figures 2a-c). The units have one dominant growth direction, less transverse growth and 
a very limited thickening. Since only a limited volume may be examined by the slice and view 
technique in a FIB-SEM it is difficult to completely enclose a fully developed large martensite 
unit. Hence, it is therefore not fully disclosed whether the units should be characterized as plate-
shaped or as coarse laths [12]. It should however be emphasized that in the nomenclature of lath 
martensite the lath refers to the small single crystalline units with very high dislocation density, 
as mentioned earlier. Therefore we prefer to describe the units in Figure 3 as plate-shaped, but 
with one elongated direction. When comparing to the work by Liu et al. [14] for a Fe-1.37 
mass% C steel they showed a rather similar appearance of the units, though the difference 
between length and transverse direction is more pronounced in the present work.  

To generate a fuller view of the 3D structure of martensite, especially in the mixed lath and plate 
region [15], it is necessary to follow-up with more complete studies in 3D also considering the 
crystallographic information. It is possible that our current views of martensite, which are almost 
exclusively obtained from 2D sections could be improved considerably by further investigations 
on 3D features such as martensite-martensite and martensite-austenite interfaces, morphology of 
martensite units in the mixed region, and internal strain distribution. Therefore further 3D-
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chanelling contrast imaging to study substructure and morphology coupled with 3D-EBSD to 
better understand the grouping of crystallographic units and accomodation effects is planned.  

Figure 3: 3D reconstruction of three martensite units based on the serial sectioning imaging. (a)-
(c) display the reconstructed martensite units viewed from different angles. 

Concluding Remarks 

3D martensite characterization is scarce in the literature and this may limit our understanding of 
martensitic microstructures in carbon steels. To fully understand the morphological and 
crystallographic nature of the transition from lath to plate martensite with carbon content as well 
as for verification of the recent 3D phase field modeling, more 3D characterization work is 
required. The recent advances in 3D serial sectioning techniques provide a basis for such work 
and we have presented initial serial sectioning experiments for a high-carbon martensitic steel. It 
is found that large martensite units have one dominant growth direction, less transverse growth 
and a very limited thickening. The morphology of smaller units is more difficult to define 
possibly due to additional deformation. 
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Abstract 

WC/Co hardmetals are composite materials that are used in many wear resistant applications. 
Micro-tribology experiments were carried out on polished samples of WC/Co as model single 
point abrasion tests to determine the microstructural mechanisms of wear. The mechanisms of 
wear included plastic deformation and micro-fracture of the WC grains leading to fragmentation 
of the grains with re-embedment in the binder phase to form layers covering and protecting 
further damage to the surface. 
Ion beam milling with FIB / SEM sectioning and 3D reconstruction was used to characterise the 
sub-surface damage that occurred beneath scratches. It was found that specific WC grains at the 
surface fractured, with an increasing number of fragmented grains as the severity of the test 
parameters was increased. This led to an increased thickness of the re-embedded layer. 

Introduction 

WC/Co hardmetals are widely used in applications where resistance to severe abrasion is 
required such as mining bits, concrete forming tools, and materials handling components. They 
are two phase materials with the hard WC embedded in a matrix of cobalt metal binder phase.
Previous studies have examined the laboratory scale abrasion testing of these materials under a 
range of test conditions from lightly loaded abrasion contacts with fine abrasive, to heavily 
loaded abrasion contacts with large hard abrasive particles [1-3]. 
More recent work has focused on the use of scratch testing as a method for making single point 
tests to simulate abrasion [4-7]. These experiments have determined that the mechanisms of wear 
under these conditions include plastic deformation of the WC grains and Co binder phase, 
microfracture of the WC grains and removal of WC grains, and fragmentation of WC grains with 
re-embedment of these fragments into the binder phase to form surface layers of nanostructured 
material on the surface. This re-embedment mechanism is likely to enhance the wear resistance 
of the surface. 
This paper describes the results of an examination of these nanostructured surface layers by FIB-
SEM that has the aim of developing an understanding of their formation so that the 
manufacturers of these materials can optimize their structure for better wear resistance. 

Materials and Methods 

The materials that were investigated were WC-Co hardmetals with 11 wt % Co binder phase and 
grain sizes of 2 m (mars 11d) and 5 m (mars 11E), supplied by Marshalls Hardmetals Ltd.  
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Micro-tribology experiments were carried out with a new micro-tribometer developed for in situ 
observation of wear damage [8]. The scratches examined in this paper were carried out in the 
laboratory on samples with a polished surface prepared by standard metallographic techniques.
The test conditions were 250 mN or 400 mN as specified, use of diamond indenters with 20 m 
or 30 m  radius as specified, a test speed of 100 m s-1 and a track length of 3 mm.   
The worn surfaces of the micro-scratches were examined in a high resolution scanning electron 
microscope, using in lens and conventional secondary detectors to form images.  
Selected areas on the scratches were also examined in an Auriga 60 FIB-SEM. Multiple slices 
were machined perpendicular to the scratch direction to form 3D images stacks of the examined 
areas. The milling conditions were 30 kV and 2 nA for the gallium ion beam. Images of the 
sections were taken between ion beam milling of the slices using the secondary in-lens detector 
and the SESI detector (in secondary electron mode) of the Auriga system. The electron beam 
voltage was 5 kV, and a tilt correction of 36 o was applied to correct for the tilt of the milled face 
of the sample. This meant that the surface part of the image had an apparent tilt of 18 o.

Results 

Surface examination 

Figure 1 shows an example of the evolution of the surface damage at the surface of micro-
scratches [7]. After 50 passes there is considerable fracture to the WC grains with some areas 
where the WC grains have completely fragmented. There is also evidence of plastic deformation 
in the WC grains as evidenced by slip line traces on the surfaces of some of the grains. After 100 
passes further fracture had occurred to the WC grains, and the layer of fragmented and re-
embedded WC now covers most of the surface.   

a) b)
Figure 1. Micro-tribology multi-pass scratch on mars11d hardmetal with 30 m radius indenter 
and applied load of 400 mN, a) 50 passes, b) 100 passes. Note that a) and b) are exactly the same 
area of the sample.

FIB-SEM examination 

The build-up in damage beneath the micro-scratch as the number of passes increased was 
examined in a sequence of FIB-SEM analyses. Figure 4b shows the start of a trench machined 
across a micro-scratch. Figure 2a shows the surface of a ten pass microscratch. There is 
considerable cracking of the WC grains within and to the edge of the micro-scratch. There is also 
clear indication of severe damage in the binder phase regions. The FIB sections (Figure 2b) show 
that the WC cracking does not extend far into the surface. Slip line traces, orientated with the 
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crystallographic directions of the WC grains were also often observed. Little fragmentation of 
WC grains has occurred.  

As the number of repeat passes increased to 100 more damage took place, with fragmentation of 
some WC grains and re-embedment into the cobalt binder phase in localized areas (Figure 3). 
Figure 3a shows that debris has been pushed out from the scratch (Figure 3a). In some cases 
cracks were formed below and roughly parallel to the surface of the sample (Figure 3b). More 
fracture of the WC grains occurred with cracks penetrating further below the surface. A
particular example of this is shown in Figures 3c and 3d where a crack in a large grain appears to 
cross the full grain in Figure 3c, but in an image taken when a further 800 nm of material has 
been removed can be seen to have only partially cracked the large WC grain.  

a) b)
Figure 2. Micro-tribology 10 pass scratch on mars11E hardmetal with 20 m radius indenter and 
applied load of 250 mN

Figure 4 shows micro-scratches that had been subjected to 200 repeat passes. Figure 4a shows 
the surface of a micro-scratch revealing considerable fracture damage to most of the WC grains 
on the surface of the scratch. In some areas the WC gains have been crushed and the resulting 
fragments have re-embedded into the binder phase. There is also material pressed out to the 
edges of the scratch. The contrast between the WC grains and the binder phase in the centre of 
the scratch is much less than outside the scratches. Previous work has shown that this is due to a 
layer of Co rich material that covers the surface of the scratch [7].
By contrast, the scratch shown in Figure 4b is almost completely covered by a layer of WC grain 
fragments embedded in cobalt binder phase. The FIB sectioning shows that these layers do not 
have a uniform depth, and are very thin in places, but extend a few m below the surface in other 
places (Figures 4c and 4d). Cracking was also observed in some of these regions.  

Scratch dimensions 

The FIB sectioning of the surface enables the measurement of the profile of the surface to be 
measured. The FIB-SEM analyses made on the micro-scratches were always made perpendicular 
to the sample surface, facilitating these measurements which were made with Image J 1.44P 
software (http://imagej.nih.gov/ij).   
Table 1 gives the results of some of these measurements. The scratch width only increased 
slowly with the number of scratch passes from 8.3 m for a single pass scratch to 9.4 m for a 
200 pass scratch. This corresponds to average contact pressures of 9.3 GPa for the single pass 
scratch decreasing to 7.1 GPa for the 200 pass scratch. The radius of the base of the scratch was 
also calculated from the width and depth of the scratch. The estimated radius was found to be  

27



a) b)

c) d)

e)
Figure 3. Micro-tribology 100 pass scratch on mars11E hardmetal with 20 m radius
indenter and applied load of 250 mN

near to he actual radius of the indenter, within the uncertainty of measurement. This means that 
the geometry of the scratch was conformal with the shape of the indenter.   

Discussion 

The results shown in this paper show the benefits of FIB-SEM for sub-surface characterization. 
The ability to target features of interest on a surface and to see how the surface features extend 
beneath the surface gives key information on mechanisms of damage that could not be achieved 
in any other way. This includes the measurement of scratch depth which traditionally could only 
be carried out through laboriously prepared cross-sections through the sample. 
Measurements of the scratches showed that there was not much increase in width or depth of the 
scratch as the number of passes increased. The average pressure calculated from the scratch 
width thus declines relatively slowly from an initial pressure of 9.3 GPa for a single pass scratch 
to 7.7 GPa for a 200 pass scratch. The conformal contact conditions, with the scratch geometry 
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a) b)

c) d)
Figure 4. Micro-tribology multi-pass scratch on mars11E hardmetal with 20 m radius indenter, 
applied load of 250 mN and 200 passes, a) surface of scratch, b) start of milling across scratch, c) 
and d) cross-section across scratch

Table 1, Measurements of scratch parameters. Values are means of 5 measurements. 
Passes Value Standard Deviation of Value Contact 

Pressure, 
GPa

Scratch 
Width, 

m

Scratch 
Depth, 

m

Estimated 
Radius of 
Probe, m

Scratch 
Width, 

m

Scratch 
Depth, 

m

Estimated 
Radius, m

1 8.3 0.44 19.7 0.3 0.05 5 9.3
10 8.5 0.40 22.6 1.2 0.05 8 8.8

100 8.8 0.46 21.0 0.9 0.07 5 8.3
200 9.4 0.51 22.0 0.7 0.03 3 7.1

the same as the indenter geometry, shows that the indenter sinks into the WC/Co sample until the 
load transmitted through the moving indenter is accommodated by the sample. Further passes of 
the scratch over the sample increase the damage and reduce the capability of the sample to 
support the test load so that the width and therefore the depth of the scratches gradually increase 
with number of passes. Measurements of the dimensions of features will depend critically on the 
calibration of the magnification, tilt angle and tilt angle correction, so care needs to be taken to 
address these issues. 
The initial deformation that takes place on the first pass scratch is cracking of the WC grains and 
deformation of the cobalt. These allow overall deformation to take place accommodating the 
shape of the indenter, with some material squeezed out to the side of the scratch. As further 
passes take place, more fracture and fragmentation of the WC grains occurs, with re-embedment 
of many of the fragments in binder phase forming layers of material on the surface of the scratch. 
Some material is removed completely from the scratch to form debris at the sides of the scratch.  
In the FIB work presented in this paper, the surfaces of the scratches were not protected by 
laying down a metal on the surface before FIB sectioning. An advantage of this was that the 
surface of the scratch could be observed simultaneously with the FIB section allowing for an 
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understanding of how sub-surface damage contributed to surface features. Some rounding of the 
edge of the FIB section was seen. This did mean that it was difficult to define the edge of the 
scratch accurately on the FIB cross section, so that measurement accuracy, would be improved if 
a protective metal layer was deposited before FIB sectioning.  
Much more work needs to be carried out before a full understanding of the processes of damage 
during abrasion of WC/Co hardmetals can be developed. Thus the response of different 
compositions of hardmetals to micro-tribology scratches needs to be examined to give 
information on how the mechanism of the formation of structured layers depends on 
microstructure. More FIB-SEM sectioning of selected fragmented areas would provide 3D 
datasets of the fragmented and layered regions. EBSD analysis of the re-embedded areas would 
also give important information about the crystallinity and plastic deformation of the carbide 
fragments in the fragmented regions.  

Conclusions 

FIB-SEM sectioning has been successfully applied to the examination of the sub-surface 
structure of damage caused to a WC/Co hardmetal by micro-tribology scratches. It was found 
that when a single pass took place, fracture of the WC grains and deformation of the cobalt 
binder phase took place. As the number of passes increased, fracture to the WC grains increased 
leading to fragmentation and re-embedment of the WC fragments in the binder phase giving 
structured layers that covered the samples.  
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Abstract 
A three-dimensional (3D) volume containing a recrystallizing grain and a deformed matrix in a 
partially recrystallized pure aluminum was characterized using the 3D electron backscattering 
diffraction technique. The 3D shape of a recrystallizing boundary, separating the recrystallizing 
grain and deformed matrix, was reconstructed. The result shows a very complex structure 
containing several large protrusions and retrusions. A correlation between the 
protrusions/retrusions and the deformed matrix in front of the boundary shows that the deformed 
microstructure has a very strong influence on the formation of protrusions/retrusions.   

Introduction 
The migration of recrystallizing boundaries is important for the recrystallization process and, as a 
result, the recrystallization texture [1]. Microstructural characterization using electron 
microscopy and three-dimensional x-ray diffraction (3DXRD) have shown that the 
recrystallizing boundary and its migration are very inhomogeneous: a recrystallizing boundary 
migrates generally in a stop-go fashion, and consists of many protrusions and retrusions on a
local scale [2-4]. Ex situ and in situ investigations [5,6] of the migration of individual 
recrystallizing boundaries have revealed that the formation of pro-/re-trusions may be important 
for the migration of recrystallization boundaries and can partly explain the observed stop-go 
motion. More recently phase-field model simulations [7] have provided evidence to suggest that 
the existence of pro-/re-trusions can lead to an increase in the migration velocity compared to a 
flat boundary.  
Clear observations of pro-/re-trusions can be traced back to the classical work of Beck and 
Sperry from the 1950’s [8]. However, only in the past few years, after the publication of in situ 
3DXRD experiments [2] have detailed investigations focusing on these local features been 
reported [3-7,9-11]. These include several simulation methods: molecular dynamic simulations 
[12,13], phase-field simulations [7], and numerical analysis [10,11], all of which have been used 
to investigate the effects of heterogeneity in the deformed microstructure on the formation of 
pro-/re-trusions. Due to the fact that highly idealized microstructures have been used in all these 
simulations, none of these approaches can be applied directly for the interpretation of 
experimental data, because large and non-regular heterogeneities exist in the deformed matrix.  
The results of previous 2D investigations suggest that the average size of pro-/re-trusions cannot 
simply be correlated with the stored energy in the deformed microstructure in front of 
recrystallizing boundary [5, 9]. It has also been suggested however that in order to fully 
understand the formation of pro-/re-trusions, the microstructure in the third dimension (i.e. below 
observed surface) also needs to be considered, because i) the mobility of the recrystallizing 
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boundary may depend on the boundary plane, and ii) the deformed microstructure in the third 
dimension may affect the formation of pro-/re-trusions [6, 9]. The present study is therefore 
focused on characterization of a recrystallizing boundary and the neighboring deformed 
microstructure in 3D.  

Experiment 

The material used for this study was 99.996% pure aluminum. The material was first annealed at 
550°C for 24h to obtain a grain size of several millimeters, followed by cold rolling to 50% 
reduction in thickness. The deformed samples were annealed at 250°C for 10 minutes to obtain 
partially-recrystallized microstructures. After grinding using silicon carbon paper down to 4000 
followed by mechanical polishing to 1μm, the specimen was electropolished on the longitudinal 
sections (defined by the sample rolling direction (RD) and normal direction (ND)) in a Struers 
A2 solution.  
3D-EBSP mappings were carried out using an FEI Helios Nanolab 600 DualBeamTM platform 
consisting of focused ion beam (FIB) and field emission gun SEM (FEGSEM) columns, and 
interfaced with a TSLTM EBSP facility (details of these techniques can be found in [14,15]). The 
recrystallizing boundary was by chance near one of the sample edges which was parallel to ND 
(see Figure 1), which minimized the milling work required to alleviate problems with shadowing 
during the EBSP mapping. Before the 3D serial sectioning was performed, the adjoining 
perpendicular rough surface, which was not electropolished, and which was connected to this 
edge on the transverse plane (defined by ND and the transverse direction (TD)) was cleaned 
using FIB by making a rough cut with a current of 20nA, followed by a final polishing with a 
current of 2nA. A ~1μm layer of Pt was then deposited on this surface (facing the ion beam 
during serial sectioning) to minimize damage from the ion beam (see Figure 1). A fiducial mark 
was also made on this surface next to the platinum layer, and this was used to automatically align 
the sample during the serial sectioning. An in-house computer program was used for the 
automated movement of the sample between consecutive FIB milling and EBSP mapping steps. 
The sample was consecutively milled perpendicular to the Pt layer using an accelerating voltage 
and current of 30kV and 2nA, respectively. Each milling stage removed a layer of material of 0.5 
μm in thickness. In total 40 milled surfaces on the ND-RD section were mapped by EBSP using 
an electron beam step size, accelerating voltage and probe current of 0.5μm, 15kV and 2.1nA, 
respectively. During scanning the Pt layer was also mapped, and appeared as lines consisting of 
non-indexed points in the EBSP maps, which are ideal features for the post-mapping alignment 
of the EBSP maps.  

Figure1. Sketch of sample showing the geometry of milling and EBSP mapping 
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Result and discussion 

An EBSP map of the microstructure of a typical RD-ND section, together with its {111} pole 
figure is shown in Figure 2. The color code in this map is based on the RD inverse pole figure. A 
recrystallizing boundary consisting of several pronounced pro-/re-trusions separates the 
recrystallizing grain and the deformed matrix. In the deformed matrix, two set of intersecting 
boundaries, inclined about ±35°to RD, can be clearly seen. This is a typical deformed 
microstructure after medium strain deformation and some recovery of pure aluminum [16,17].  
On the bottom of the map, a region corresponding to the Pt layer (see Figure 1) is seen, and this 
was used as the reference for sample alignment. During alignment, the rotation between any two 
neighboring layers was ignored and only the translation along RD was considered.  
The 3-D reconstructed microstructure consisting of the 40 sections is shown in Figure 2c, in 
which the reconstructed RD-TD and ND-TD sections can be seen. The bands seen in the RD-ND
section continue along TD and are nearly parallel to TD. This has also been reported in TEM 
observations [18, 19]. The pro-/re-trusions on the RD-TD section are on average more flat than 
those on the RD-ND section.  

a)  b) c)

Fig. 2 EBSP map showing a typical section of the microstructure seen in a RD-ND section a) and 
its corresponding pole figure b); c) 3D volume showing the reconstructed microstructure. 

In order to see the 3D shape of the recrystallizing boundaries, a subset of the deformed matrix in 
each slice was extracted from the EBSP maps, and a 3D volume of the deformed microstructure 
was reconstructed. In Figure 3 two different views of the reconstructed deformed microstructure 
are shown, in which the reconstructed top surface of this volume represents the 3D shape of the 
recrystallizing boundary, showing clearly heterogeneity of the pro-/re-trusions in different 
sample directions. It is interesting to note that in 3D the pro-/re-trusions are not isolated peaks 
but elongated ridges along TD. There are also some areas which are rather flat, which is in 
agreement with the 3DXRD observations [20] and the analysis of facet migration [4]. 

RD
ND

TD

Platinum layer
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Figure 3. Two views of the recrystallizing boundary surface; the solid purple volume is the 
deformed matrix. 

The EBSP maps contain also orientation information, from which the misorientation across the 
recrystallizing boundary can be obtained. Figure 4 shows the same 3D recrystallizing boundary 
in a new way using colors which represent the misorientations across the boundary at each 
location. The corresponding misorientation rotation axes and angles for all pixels on the 
boundary are also shown in the inverse pole figure and color bar, respectively.  

a) b)
Figure 4. The 3D recrystallizing boundary shown in different colors which are converted from 
the misorientation rotation axes a) and angles b). The color code for the misorientation rotation 
axis is the same as that used in inverse pole figure (see insert to Figure 4a), while for the 
misorientation angle a linear color code from blue to red was used (see insert to Figure 4b).  

It can be seen that the colors (hence misorientations) at the protrusions are quite mixed. For 
example, the protrusions marked by black arrows have wide range of misorientation rotation 
axes (purple, light green or orange in the figure), and the misorientation angles can be either low 
or high. Similar observations are found for the boundary segments on the retrusions. Moreover, 
there appears to be also no systematic difference in color between the boundary segments on the 
protrusions and on the retrusions. This implies that there is only a relatively small difference in 
misorientation between segments on protrusions and on retrusions. However, it should be 
stressed that this does not mean that the local mobility has no effect on the formation of pro-/re-
trusions. The mobility depends not only on the misorientation but also on the boundary plane, 
and this needs to be further analyzed before conclusions can be drawn.  
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Boundary pinning at solutes or second-phase particles, which is often seen in alloys, cannot be 
ruled out with regard to the formation of pro-/re-trusions. However, based on the frequency with 
which pro-/re-trusions are seen in ultra pure, normal purity and less pure materials, it is 
suggested that the heterogeneity in the deformed microstructure may be the main reason for the 
formation of protrusions/retrusions in pure materials.  
In the deformed matrix, the dislocation boundaries on RD-TD section are elongated along TD 
and are more or less parallel to TD (Figure 2c). Two examples of extended band structures 
subtracted from the deformed matrix are shown in Figure 5, where 2° is used to detect 
dislocation boundaries. In both cases the whole band of dislocation structure is more or less 
parallel to TD. Figure 5 therefore clearly shows that the actual 3D bands in the deformed 
microstructure can reasonably be represented as by the 2D microstructure on RD-ND section. 
The 3D shape of the recrystallizing boundary (Figure 3) also shows a little variation along TD. 
This clearly indicates that the extended band deformation structure along TD has a strong 
influence on the 3D shape of pro-/re-trusions.  

Figure 5. Two examples showing the 3D band structure in the deformed matrix. 

It is important to point out that the deformed microstructure which has induced the formation of 
pro-/re-trusions that is seen in the microstructure, is the one which has already been ‘eaten’ at 
this stage. Therefore, it would be very interesting to perform experiments to observe in-situ the 
recrystallizing grain growing into variously oriented deformed matrices in full 3D, where the true 
correlation between deformed matrix and pro-/re-trusions can be obtained. 

Summary 

In the present paper a 3D recrystallizing boundary and the deformed matrix in front of the 
boundary has been characterized using the 3D EBSP technique. The results show that the 
recrystallizing boundary has a very complex shape in 3D, consisting of large protrusions and 
retrusions. The pro-/re-trusions are more pronounced on the RD-ND section than on the RD-TD 
section. It has also been found that the deformed matrix has a strong influence on the formation 
of protrusion and retrusions.  
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Abstract 

Using a newly developed fully automated serial-sectioning three-dimensional (3D) microscope, 
Genus_3D, and a conventional dual-beam SEM, we examined ferrite–martensite dual-phase and 
eutectoid pearlite microstructures. In particular, we consider the topology and differential 
geometry. Genus, Euler characteristics, Gaussian curvature, and mean curvatures were obtained 
from 3D reconstructions. A variation in the martensite morphology in dual-phase steel, i.e.,
connectivity, was examined to understand the ductile fracture mechanism. In addition, we 
investigated the 3D morphological variation of lamellar cementite in pearlite during 
spheroidizing. This 3D observation revealed many holes and fissures in cementite lamellae, 
which potentially accelerate the spheroidization. The disintegration of lamellar structure into 
particles was discussed with respect to surface area change per unit volume and local surface 
morphology (i.e., curvature).  

Introduction 

Three-dimensional (3D) visualization of a microstructure holds promise as a key to understand 
its complicated morphology. Furthermore, a quantification of the 3D volume set of a 
microstructure is essential to correlate 3D reconstruction with the microstructure evolution 
mechanism as well as mechanical properties. The serial sectioning technique is a well-known 
procedure for obtaining 3D microstructure; focused ion beam–scannning electron microscope-
electron backscatter diffraction (FIB–SEM-EBSD), or the mechanical polishing-optical 
microscope technique has been applied to obtain 3D serial-sectioning images. However, this 
sectioning approach is time consuming and it takes a week or more to capture a set of 100 
sectioning images.  
To quantitatively correlate 3D reconstruction with the transformation mechanism as well as 

mechanical properties, a mathematical evaluation of the 3D reconstruction is absolutely 
required2-7). The remarkable benefits of 3D characterization are its ability to evaluate both the 
connectivity and the curvature of microstructures. Connectivity is examined by a topological 
approach using Euler characteristics or genus, whereas curvature is assessed by differential 
geometry using principal, mean, or Gaussian curvature. Here Euler characteristics and genus are 
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deduced by counting the number of nodes, edges, faces, and cells of 3D reconstructions that are 
meshed by triangulation through the Euler–Poincare formula and the Gauss–Bonnet theorem.  

Although microstructures in steels are generally complicated, their evaluation in terms of 
average metric properties such as length, area, or volume fraction is probably inadequate to
quantify the microstructural morphology. From the environmental viewpoint of conserving 
alloying elements, a challenging subject in steel science is the intensive control of 
microstructural morphology. To satisfy this requirement, it may be essential to quantitatively
assess the microstructural morphology. 
This study intends to understand both the spheroidization of pearlite in a eutectoid steel and the 

brittle fracture mechanisms of a ferrite–martensite dual-phase (DP) steel by highlighting the 
connectivity and local curvature of their microstructures in 3D images. In addition, a fully 
automated serial-sectioning 3D microscope is introduced as an efficient serial-sectioning device. 

Experimental procedure 

The chemical compositions (in mass percentage) of the steels used in this study were 0.8C–Fe
for the pearlite study and 0.15C–0.10Si–1.00Mn–0.86Ni–0.76Cr–0.25Mo–Fe for the DP steel 
study.  
Hot-rolled 0.8C steel specimens were reaustenitized at 1200 °C for 30 min followed by cooling 

in a furnace to room temperature at 1 °C/s. Subsequently, the specimens were isothermally 
annealed at 700 °C for 0, 60, and 360 min followed by furnace cooling at 1 °C/s to room 
temperature. The hot-rolled DP steel specimen was cold rolled and subsequently annealed at 
1023 K for 1.8 ks, followed by air cooling to an 
ambient temperature. The steel was deformed during 
a tensile test at room temperature until it fractured.  
A double-beam SEM (SII-Zeiss XVision200DB) and 
a fully automated serial-sectioning 3D microscope 
(Genus_3D) (Fig.1) 1) were used to observe 3D 
tomography of pearlite and DP microstructures, 
respectively. Genus_3D based on an optical 
microscope saves time in serial-sectioning tasks. The 
sectioning interval for FIB–SEM observation was set 
at 100 nm, and approximately 92 total sections 
existed for every condition. Prior to the FIB–SEM 
operation, 5 mm × 3 mm × 3 mm specimens were 
mechanically polished on two sections perpendicular 
to each other, to achieve a sharp edge and a damage-
free surface. The FIB–SEM observation was performed without etching. For the DP 
microstructure, 20 serial sections were obtained with Genus_3D, for which the polishing interval 
was approximately 1 m.  Using Genus_3D, we can obtain 100 sectioning images reproducibly 
within a day. Moreover, the serial sectioning images captured by Genus_3D are well aligned 
because a specimen is moved only vertically toward an optical microscope lens. In addition, an 
image-based autofocus function has been implemented in Genus_3D, so that a sharp image is 
reproducibly obtained despite varying the distance between the specimen and the microscope 
lens. In fact, polishing, abrasive spraying, etching, rinsing, drying, and image capturing are fully 
computer automated. Because Genus_3D is optical microscope based, a grain size of several 
microns is visible; for finer microstructures, another method such as FIB–SEM should be used. 

The cross section of a non-etched microstructure was observed to locate the voids just under the 
fracture surface and subsequently an identical region was observed after etching. The etchant 

Figure 1 Fully automated serial 
sectioning 3D microscope
“Genus_3D”.
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used in this study was a 3% nital solution. In the Genus_3D system, an optical microscope 
(Wraymer BM3400T) fitted with a digital camera (Shimadzu MOTICAM2000) was 
implemented.  
The images acquired via serial sectioning were reconstructed to a 3D volume by stacking and 

aligning them with the Avizo Fire (Visualization Sciences Group)  and MAVI software 
(Fraunhofer ITWM) packages, which provided image processing, visualization, and 
microstructural, and quantitative analysis.  

Surface curvature 
Two parameters can be used to characterize the 

surface curvature: the mean curvature, H, and the 
Gaussian curvature, K, given as follows: 

(1) 

(2)

where k1 and k2 represent two principal curvatures 
having the maximum and minimum values among all 
the normal curvatures, respectively. These principal 
curvatures are defined as k1 = 1/R1 and k2 = 1/R2,
where R1 and R2 are the principal radii of the respective curvatures tangential to the surface 
patch. Figure 2 shows a map of different surface-shape contours for the mean and Gaussian 
curvature plots (H-K plot). This map provides us with the following information: 

Solving the Eqs. (1) and (2) provides the relationship H2–K 0. Curvatures that lie on the 
parabola described by H2–K = 0 correspond to spherical local surface shapes, as shown in Fig. 
2. If H is positive, the surface has a spherical shape of the  phase; if H is negative, the surface 
has a spherical shape of the  phase. Furthermore, if H = 0 and K = 0, the surface is locally flat 
or planar. 
If a point on the surface has a positive Gaussian curvature, the concavity of the surface is 
determined by the sign of H. If H is positive, the surface is concave toward the  phase; if H is 
negative, it is convex toward the  phase. 
An interface with K = 0 has a cylindrical surface composed of the  phase (if H is positive) or 
the  phase (if H is negative) and it is also equal to the cylindrical  phase within the planar 
phase or the cylindrical phase within the planar phase. 
Saddle-shaped surfaces are characterized by a negative Gaussian curvature.  

Therefore, in this study, the complex surface geometries are quantified with the probability 
distribution of the mean and Gaussian curvatures (the so-called H-K plot).  

Surface topology 
The topology of 3D surfaces is related to the volume integral of the Gaussian curvature (Ktotal)

by the Gauss–Bonnet theorem and can be expressed by Eq. (4): 

(4)

where g and 3 are the genus and the Euler characteristic, respectively. These quantities depend 
only on the topology of the surface and not on its shape. For instance, the genus represents the 
number of holes in a closed surface. If a sphere and any other polyhedron have no holes in the 
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closed surface, the integral Gaussian curvatures (Ktotal) are equal to 4  and have a genus of zero. 
Attaching a hole to the structures decreases Ktotal by 4 and increases the genus by 1. However, if 
the curvature information of a surface is not available, the Euler characteristic can also be 
obtained by triangulating the 3D surface and then counting the number of nodes n, edges e, faces 
f, and cells (polygon) c as expressed in Eq. (5): 

(5) 

Thus, for a simple cube or a solid body, the structure is topologically equivalent to a sphere and g
= 0, resulting in 3 = 1. However, if the cube or the body is not closed, 3  1 and Eq. (5) must 
be used to determine 3. For example, if a square hole or a tunnel passes completely through a 
cube, the results are n = 16, e = 36, f = 24, and c = 4, giving 3 = 0 and gv = 1. Therefore, the 
shape would be topologically equivalent to a torus.  

In addition to the quantitative measurement of the microstructure connectivity, the genus can 
also express shape instabilities, such as the breakage of cylindrical or long narrow ribbon 
structures through Rayleigh or surface energy instability, respectively. Therefore, the 
morphological instability of the cylinder hole or tunnel eventually decomposes into a row of 
spheres, a completely enclosed void is created, and the structure is topologically equivalent to a 
cubic void within a cube, where n = 16, e = 32, f = 24, and c = 6, resulting in 3 = 2 and g = -1. 
In these cases, the topological characterization of holes or voids within only one independent 
body can be properly expressed by Eq. (5); however, it must also consider the number of 
independent bodies for application to topologically complex systems. The morphological 
instability of the structural decomposition decreases the genus by 1. Moreover, it is evident that a
structure with a single void has a genus of -1. Thus, both cases decrease the genus by 1, but 
creating a hole in the structure increases the genus by 1. Provided that there is a relationship 
among g, h, b, and v, the genus (g) can be expressed by Eq. (6): 

(6)

where h, b, and v denote the number of holes, independent bodies, and voids, respectively. This 
equation is applicable to both general and complex topological material systems. For instance, if
there is one body, the genus is given by g = h – (1 + v) + 1 = h – v. The terms h and v correspond 
to continuous and discontinuous second phases embedded in a matrix phase, respectively. This 
means that, in general, g can be used as a fingerprint to determine the continuity of the second 
phase. However, if b > v, the meaning of g becomes more complex and a parameter to adjust the 
relationship among h, b, and v. If there are two bodies, adding a tunnel to one of them, h = 1, b = 
2, and v = 0, gives g = 0 and 3 = 1. This result is in good agreement with that calculated by Eqs. 
(4) and (5). In this study, we combine the Euler characteristic (Eq. (5)) and genus (Eq. (6)) to 
demonstrate topological characterization of the microstructure. The geometric surfaces of 
cementite and ferrite phases or ferrite and martensite phases, i.e., independent bodies and voids, 
can be triangulated and examined by calculating the number of nodes, edges, faces, and cells 
using the Avizo Fire or MAVI software. Then, a quantitative analysis of the topological 
characteristics is accomplished by examining the genus and the number of independent bodies, 
voids, and holes. 

Results and discussion 
a. Pearlite spheroidization8-10)

Figure 3 shows a 3D reconstruction of an as-patented pearlite microstructure. A closeup view 
shows many holes and fissures in a cementite lamella. According to a detailed TEM examination, 
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when a subboundary is formed in ferrite, an adjacent cementite lamella stops growing because a 
specific orientation relationship between them cannot be maintained, which leads to the 
formation of a hole or a fissure in the cementite lamellae. With an increase in the aging period, 
this sheet cementite lamella disintegrates into a ribbon shape and then into a rod shape. Finally, 
cementite transforms its morphology to a sphere from a rod. During this morphological change, 
the preexisting morphological defects such as holes or fissures play a vital role, because mass 
transfer apparently occurs preferentially from an edge region of the hole or the fissure to a flat 
part because of the Gibbs–Thompson effect. The number of holes decreases with increase in the 
aging period (Fig. 4). This tendency is also confirmed by the H-K plot (Fig. 5), which shows a 
decreasing probability density in a negative Gaussian curvature region. The morphological 
transformation of cementite from a rod to a sphere occurs through Mullins modified perturbation 
mechanism. The details of this cylindrical morphology instability are not yet fully understood, 
however, and are being investigated as a “pinchoff” mechanism though Rayleigh instabilities11). 

b. Dual phase (DP) steel12)

 DP steels are known to possess a good balance 
between uniform elongation and tensile strength, 
but poor local elongation due to enhanced strain 
concentration around martensite. The ductile 
fracture mechanism must be examined in detail to 
improve local elongation. Figure 6 reveals that a 
relatively coarse void is preferentially formed both 
in the neck region of martensite and in a ferritic
region adjacent to a highly curved martensite. It is
also observed that a microshear band often 
propagates from the void along a direction tilted by 
approximately 45° with respect to the tensile 
direction. On the other hand, fractography suggests 
that a fracture surface consists of relatively coarse and fine voids, and a macroscopic fracture 
surface is almost inclined by 45° to the tensile direction (Fig.7). From these findings, it is 
possible that during the ductile fracture of DP steels, as shown in Fig. 8, first, a primary void (or 
a microcrack) is formed at the neck of martensite or in the ferritic region adjacent to the sharp 
martensite, and then this void induces a microshear band. With increasing strain, a secondary 
fine void is formed along the microshear band, and ultimately, the primary and secondary voids 
connect resulting in failure. The neck region in martensite, which microscopically corresponds to 

Fig.3 3D reconstruction of as-patented pearlite.    
Fug.4 A change in number of genus(g), 
hole(t), body(b), and void(v) with
annealing period.

Fig.5 A change in H-K plot as a 
function of annealing period. (a)As 
patented, (b)60min, (c)360min.
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a rod-shaped martensite, and a sharp tip in martensite are expressed in H < 0, K < 0 space and in 
H > 0, K < 0 space, respectively, in Fig. 2.  

Summary 

A topological approach of pearlite and a 
dual-phase microstructure was performed 
using 3D reconstructed images. 3D 
visualization is useful for finding a 
geometrical imperfection that accelerates 
microstructural instability upon both 
heating and straining. Furthermore, 
microstructural connectivity can be 
quantitatively evaluated based only on 3D 
images. Recent development of both FIB–
SEM and a fully automated serial-
sectioning 3D optical microscope has enabled the never-before-achieved investigation of a 
complicated microstructure. 
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ABSTRACT 

There is a great deal of interest in the behavior of metallic materials under high strain rate 
loading. Finite Element Analysis (FEA) could be used to model these materials with a reduction 
in the amount of experimentation needed for characterization. A finite element model of a 
metallic ring under high strain rate loading was developed using the Johnson-Cook failure model 
in Abaqus Computer Aided Engineering (CAE). The ring was modeled both axisymmetrically 
and in three dimensions. Failure was determined by defining a failure initiation value to start the 
process of element deletion. It was found that element deletion would occur when the failure 
strain initiation value was less than 1x10-4. Results of both axisymmetric and 3-D were found to 
be within 3% of each other with respect to maximum von Mises stress, and failure modes were 
identical. The effects of model changes and loading conditions are investigated.  

Introduction 

Understanding the failure mechanism of high strength steels under large strain rates is of 
great interest. Standard practice is to build and detonate experimental test articles, collect the 
fragments, and examine the pattern and fragment size distribution. Most of the time, the analysis 
of how or where the material failed proves impossible [1,2,3,4]. Computer modeling is being 
used to reduce costs and improve the understanding of the failure mode. Creating a working 
model of the failure mode of a sample reduces the number of prototypes that need to be built and 
experiments to be performed. The use of a computer model will also allow for multiple 
simulations to be carried out. A computer model for the failure of a ring under high strain rate 
loading was developed using current material failure models.  
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Experimental Procedure and Approach 

A three dimensional ring was developed using SolidWorks computer aided drafting software. 
The outside dimension of the ring is approximately 80mm. Wall thickness is 7mm with a notch 
depth of 3.2mm.  The ring was imported into Abaqus CAE to begin analysis. Partitioning in 
Abaqus was required to achieve the required mesh type. 

Many material properties were needed to develop the model. During the initial stages of 
modeling, only simple elastic properties were used for the linear elastic simulations. Once 
plasticity and fragmentation models were introduced, additional properties were needed to model 
the event. Material properties for AISI 4340 are shown in Table 1. 

Table 1. Selected material properties for AISI 4340 at low strain rates [5] 

Elastic 
Modulus (Pa)

Density 
(g/cc)

Poisson’s 
Ratio

%
Elongation

Ultimate Tensile 
Strength (Pa)

Yield 
Strength (Pa)

205 x109 7.87 0.285 22 745x106 470x106

Johnson-Cook Constitutive Material Model 

The Johnson-Cook model is a purely empirical model that is used to represent the strength
behavior of materials subjected to large strain rates, such as impulsive loading from an explosive 
detonation. This material model is commonly used in computer simulation of fracture and failure 
of materials, and is a standard model available in Abaqus CAE [6,7,8]. 

This model defines the yield stress, σy, of the material as: 

                        (1) 

Where 

A, B, and C are experimentally determined material constants, where A is the basic yield 
stress at low strains, B is the strain-hardening effect, and C is the strain rate effect.  

Results and Discussion 

Plastic Deformation Modeling 

Abaqus CAE was used in the following modeling. A dynamic, explicit model was created 
using the ring section. Both ends of the ring were fixed in the axial direction. Any rotation was 
also fixed. A time step of thirty microseconds was selected. An estimated pressure of 1.2GPa 
was applied to the inner wall [9,10].  
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Maximum von Mises stress was found to be 5.3x108 N/m2 for this model. This exceeds the 
yield strength of the material in one microsecond. This suggests that the material either 
undergoes plastic deformation instantly, or suffers brittle fracture. The results of this model are 
shown in Figure 1. 

 

Figure 1. Dynamic model of ring section after 30μs (stresses in Pa)  

Axisymmetric Modeling

An axisymmetric model was developed to reduce the calculation time of the dynamic explicit 
model. The run time of a three dimensional dynamic model is normally ten to twenty hours with 
a refined mesh. An axisymmetric model can be run in less than 30 minutes. The axisymmetric 
results were used in 3D model development. A 3-node linear axisymmetric triangle with Abaqus 
designation of CAX3 and consistent element size was used in this model.  Figure 2 shows the 
initial and final images of the axisymmetric model.  

The calculated maximum von Mises stress in this part was 4.8x108 N/m2. The model showed 
unrealistic deformation at the notch area. This large deformation is due to the lack of a specified 
failure criterion.  

Figure 2. Axisymmetric plastic deformation model (stresses in Pa)  
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Mesh Refinement and Instituting a 3D Fracture Model  

Mesh refinement and a fracture model were incorporated in the model. Less accurate 
tetrahedral elements were replaced by higher fidelity hexahedral elements. An 8-node linear 
brick with reduced integration and hourglass control was used. This element had Abaqus 
designation C3D8R. Element deletion was activated. It was necessary to determine a damage 
initiation value (i.e. fracture strain) for the model. When an element exceeded the specified 
value, it was removed from the calculation. Failure criteria based on linear displacement was 
used. In preceding simulations, the axisymmetric model was used to determine this value by 
starting at 1 and decreasing the value by one order of magnitude until no change was found. 
Figure 3 shows different damage initiation values with respect to failure. This shows that any 
damage value smaller than 1x10-4 has little additional effect on the model, and any larger does 
not induce fracture. 1x10-4 was used for the three dimensional calcuations. Fracture was found to 
occur after 45 microseconds. This value was used in the 3D model.  

Figure 3. Predicted failure initiation values (t = 45 μs)  

Three dimensional modeling yielded similar results to the axisymmetric modeling, but did 
not predict expected fragmentation behavior. The notch expanded as pressure was applied. 
Element deletion occurred at the notch area as expected, but did not delete any elements in the 
thick section of the wall. Areas surrounding the notch showed some deformation. The finite 
element solver may not be able to identify a failure location due to the perfect symmetry of the 
model. Also, J-integral failure criterion was not taken into account, and failure was initiated by 
linear displacement alone. In future work, microstructural changes and local texture evolution 
will be investigated by using x-ray diffraction lattice distortion measurements. High speed video 
capture will be correlated to the finite element simulations by mesh refinement and stress 
intensity predictions. 

Using a pressure of 1.2GPa, a strain rate of 1x104 was found. This is consistent with an 
explosive strain rate [11]. Figure 4 shows the results of the three dimensional failure model at 45 
microseconds.  
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Figure 4. Fragmentation model results (stresses in Pa) 

Introduction of Eccentricity to Simulate Defect  

A "defect" was inserted by shifting the inner diameter 1mm to create a non-concentric ring.
Figure 5 shows a top down illustration of the shift. Shifting the inner diameter of the ring thins a 
segment of the wall and eliminates rotational symmetry. This caused elements in the thin region 
to fail first. Elements around the notch area as well as the thinned region of the ring wall failed. 
Elements exceeding the specified damage initiation value of 1x10-4 were deleted from the 
calculation (not ejected outside of the view). Using a constant pressure throughout the 
calculation does not account for the pressure drop after an explosion. This suggests that the 
results may be skewed after the onset failure.  Figure 6 shows the results of the calculation.  

Figure 5. Shift of inside circumference, 
causing eccentricity (top down view)

Figure 6. Fragmentation of eccentric 3D 
defect model (stresses in Pa)

Conclusions  
Three dimensional and axisymmetric computer models of an AISI 4340 steel ring were 

created using a finite element solver. These models were used to examine the behavior of the 
material under high strain rate loading. The Johnson-Cook failure model was used. The 
conclusions from this work are: 

Abaqus can be used to model failure using the Johnson-Cook constitutive model  
Axisymmetric modeling was used to develop parameters for 3-D  

47



A damage initiation value (or fracture strain) of 1x10-4 was found  
Using dynamic, explicit modeling, a three dimensional material model was created, and 
results were supported by an axisymmetric model  
Mesh refinement is necessary to achieve optimal results  
3D model with full rotational symmetry produced somewhat unrealistic results  
Adding a defect such as eccentricity increases likelihood of realistic failure  
Axisymmetric modeling is consistent with three dimensional results  
Disintegration predicted to start at 45μs, with a strain rate of 1x104

Failure is dependent on strain rate, element size, and damage initiation value  
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Abstract 

The choice of spatial resolution for experimentally-collected 3D microstructural 
data is often governed by general rules of thumb.  For example, serial section experiments 
often strive to collect at least ten sections through the average feature-of-interest. 
However, the desire to collect high resolution data in 3D is greatly tempered by the 
exponential growth in collection times and data storage requirements.  This paper 
explores the use of systematic down-sampling of synthetically-generated grain 
microstructures to examine the effect of resolution on the calculated distributions of 
microstructural descriptors such as grain size, number of nearest neighbors, aspect ratio, 
and 3. 

Keywords 

microstructure, 3D characterization, serial sectioning, grain size 

Introduction 

Three dimensional (3D) microstructure characterization techniques are required to 
measure many important microstructural characteristics including true size and shape, the 
number of features per volume, and feature connectivity [1]. Although the need for 3D 
characterization for ‘complete’ microstructural analysis is well known, it is only within the past 
decade that desktop computing resources—such as processor speed, memory, graphics cards, 
and 64-bit operating systems—have advanced to the point where materials scientists and 
engineers are able to readily work with the enormous data sets born of 3D characterization 
experiments.  These aforementioned advancements in computing technology have also helped 
galvanize activity in the materials community to promote and adopt Integrated Computational 
Materials Engineering (ICME) initiatives [2-4].   

A foundational experimental technology for ICME-related research is the ability to 
quantify the internal material state at any point during the manufacturing or utilization of 
engineering materials, in order to verify and validate the output of modeling and simulation 
tools that examine such processes.  This analysis ideally includes statistically-significant data 
on key microstructural features such as grains, precipitates, second phases, voids, and defects.  
Known capability gaps for this technology area include two topics related to 3D microstructure 
characterization; machines to rapidly collect 3D data across the range of lengths scales that are 
known to affect material properties [5], and computational methods to streamline the process of 
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data reduction, analysis, and further re-use of data by other modeling and simulation tools.  
With the advent of new state-of-the-art 3D characterization systems that are addressing the 
need for rapid data collection, it is important to examine and investigate the sources of error 
associated with these characterization processes, in order to bound the uncertainty in 
quantitative measurements derived from such experiments. 

In particular, there is little information in the materials characterization literature to 
guide the selection of sampling resolution for data collection in 3D.  Prior guidance is 
particularly important for destructive experiments such as serial sectioning, where the sample 
volume is incrementally and irreversibly consumed during the experiment.  In the serial 
sectioning literature, it is generally espoused that one would like a minimum of ten sections 
through a microstructural feature to accurately describe its size and shape, but this guidance is 
simply a rule-of-thumb and is wholly insufficient for quantitative microstructural analysis.  
Experimentalists can always strive to refine the spatial frequency of data collection, but this 
becomes problematic for 3D data when the collection times and storage requirements grow 
exponentially, often leading to considerable inefficiencies due to conservative oversampling. 

This paper examines one aspect of modeling uncertainty with regards to 3D data 
collection, which is the effect that isotropic decrements in spatial resolution have on the 
accuracy of microstructural distributions that are derived from a reference data volume.  
Specifically, this work reports the quantitative change in the Hellinger Distance of the full 
distribution for the following morphological microstructure parameters: grain size in equivalent 
sphere diameter (ESD), grain shape as described by the two ellipsoid ratios b/a and c/a, the 
third moment invariant Ω3 [6], and the number of contiguous neighbors.  This analysis is 
performed for two near log-normal grain size distributions that have been synthetically-
generated and virtually down-sampled, as described in the following section. 

Methodology 

The synthetic structure generation and subsequent data analysis for this study were 
performed using a state-of-the-art 3D materials analysis software DREAM.3D, or Digital 
Representation Environment for Analyzing Microstructure in 3D (dream3d.bluequartz.net).  
The 3D synthetic reference volumes were created using processes that are briefly described 
here; detailed reviews on synthetic microstructural generation methods have been reported 
previously [7].   

The first step in the synthetic microstructure generation process is to define statistics 
that describe the grain size, grain shape, number of nearest neighbors, spatial orientation, 
crystallographic orientation and boundary character distributions for the desired volume.  In 
this study, however, only morphological parameters are of interest and thus, the 
crystallographic orientation and boundary character distributions were omitted.  Additionally, 
the number of nearest neighbors was not prescribed and was allowed to fluctuate as needed 
while placing the grains.  Finally, the spatial orientation of the grains was assigned as random 
since the down-sampling was performed isotropically and not expected to be directionally 
sensitive.  Two log-normal distributions were created for the reference grain size distributions 
and each volume was assigned a shape distribution that corresponded to roughly equiaxed 
grains.  One of the grain size distributions was nearly uniform, which is termed ‘slightly log-
normal’ (μ = 1.06, σ = 0.28) while the other size distribution had a much heavier tail (μ = 0.95,
σ = 0.55), in order to examine the effect that the grain size distribution has on these uncertainty 
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measurements of sampling frequency.  After defining reference statistical distributions, grains 
are generated to fill the reference volume via random sampling of these distributions.  The 
grains are then inserted into, removed from, or moved within the volume while optimizing a 
number of governing criteria (e.g., space filling, grain overlap, grain size and shape, and 
number of neighbors).  After an optimal packing is obtained, a simulated coarsening process is 
used to eliminate unassigned voxels that remain from the inability to densely pack the reference 
volume with ellipsoids.  The two synthetic reference volumes are shown in Figure 1A and 1B.  
Note that the reference volumes contain over 4000 grains (~2000 unbiased and used for 
analysis), and the spatial resolution for each volume is approximately 30 voxels through the 
diameter of a grain of mean size.  Figure 1C shows the resultant grain size distributions of the 
two structures.  Note that the reference distributions used to determine the effect of down-
sampling are the distributions shown in Figure 1C, not the input distributions used to create the 
volumes. 

To quantify the effect of data resolution, the two reference volumes were down-sampled 
using the following procedure.  A new voxel volume was created using MATLAB at the
desired down-sampling resolution.  Voxels in the new volume were assigned a grain 
identification value that corresponded to the voxel in the reference volume in which their
centroid fell.  Successively coarser re-samplings of the reference synthetic microstructure 
volume were produced in this manner (i.e., the same reference volume was always used to 
assign the voxel grain identification of the down-sampled volumes), and the result of the down-
sampling process is shown in Fig. 2.   

The morphological parameter distributions examined in this study include grain size 
(ESD), grain shape (b/a, c/a, Ω3), and number of neighbors.  The ESD is computed using the 
following relation, where Nv is the number of voxels that comprise the grain, V is the voxel 
volume: 

(1) 

In this study, feature shape is described using aspect ratios of a best-fit ellipsoid and a 
second-order moment invariant (with respect to affine and/or similarity transformations) [6].  
The moment invariant, denoted by Ω3, is used to further describe grain shape and is calculated 
using the following equation [6]: 
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where pqr represents the second order moments in Eq. 3 (moment order is equal to the sum of
p, q and r). Ω3 can be used to differentiate shapes with the same aspect ratio, and shapes 
become qualitatively ‘less complex’ and more ellipsoidal-like with increasing values of Ω3, up 
to the limiting case of Ω3 = 2193.245 that corresponds to spheres and ellipsoids [6].  In this 
study, all Ω3 values have been normalized by that of a sphere to resultant in values bounded 
between 0 and 1. 
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The nearest neighbor distribution describes the number of grains that share at least one 
voxel face with a reference grain. Note that voxels which only share a common edge or corner 
are not considered as neighbor grains in this analysis. 

Results and Discussion 

The full distribution of grain size and Ω3 for the ‘heavy-tailed’ structure at each down-
sampling resolution is shown in Figs. 3 and 4, respectively.  One can observe that the grain size 
distribution does not change markedly with down-sampling until there is nominally 1 voxel 
spanning the mean grain diameter.  By comparison, the Ω3 distribution is clearly affected by 
down-sampling even when there are as many as 20 voxels spanning the mean grain diameter.  
While this type of visual inspection can be informative, it is also useful to have metrics to 
characterize how the feature distributions are changing with down-sampling resolution.  This 
study has used the Hellinger Distance (HD) to quantify the difference between two 
distributions, which is defined for discrete distributions as the following: 

 HD =
n

i
ii SR

1
1 (4) 

where Ri and Si correspond to the data percentage in bin i for the discrete distributions R and S.
The HD is used to measure the geometric similarity between two distinct statistical 
distributions (models), and is bounded between 0 and 1, where a value of 0 implies that two 
models are identically distributed.  For this work, microstructure parameter data was binned 
into histograms after being computed from down-sampled and reference volumes. Therefore, 
the HD was computed discretely using a direct comparison of histograms over the entire 
domain of possible parameter values [8].

A plot of the statistical analysis of the down-sampled volumes from the slightly log-
normal grain size distribution is shown in Fig. 5.  At 20 voxels spanning the mean grain size, 
the HD for most of the feature distributions are nearly equal to 0, which indicates that there is 
very little difference in the measured distributions.  However, the shape parameter Ω3 is the 
most sensitive to resolution changes and requires significantly more sections through each 
feature to retain a low HD.  This sensitivity is highlighted by the increase in the Ω3 HD from 
0.11 at 20 voxels spanning the mean grain size to 0.34 at 10 voxels and 0.75 at 5 voxels.  
Importantly, the grain size, ellipsoid ratios b/a and c/a, and nearest neighbor distributions 
continue to match the reference volume distributions (HD < 0.1) with progressively-coarser 
down-sampling to as low as 5 voxels spanning the mean grain size.  This resolution is 
considerably less than the traditional rule-of-thumb of 10 sections through the average feature.  
However, for sampling resolutions below 5, all of the feature distributions begin to deviate 
rapidly from the reference distribution, as the shape & volume for the smallest grains in the 
distribution are becoming strongly altered by the relative coarseness of the voxel array. 

A plot of the statistical analysis of the down-sampled volumes from the heavy-tailed 
grain size distribution is shown in Fig. 6.  The global trends in the data are similar to the 
slightly log-normal distribution: Ω3 is the most sensitive to changes in sampling resolution, and 
save for this parameter, all other distributions had HD values lower than 0.17 at 5 voxels 
spanning the mean grain size.  Note that the heavy-tailed volume contains comparatively more 
small grains relative to the slightly log-normal volume.  As a result, the microstructural 
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distributions calculated from the heavy-tailed volume are affected first by changes in 
resolution, given that the smallest grains will be most altered by sampling resolution changes.   

This study highlights the intrinsic effect of sampling resolution on the accuracy of 
microstructural distributions derived from 3D data.  The virtual down-sampling experiments 
show that the probability distributions for grain size, number of neighbors, and ellipsoid ratio 
can be collected at relatively coarse resolutions with little alteration.  Conversely, selected 
shape descriptors such as Ω3 require high spatial resolution data.  Although the methodology 
outlined herein has only been used to quantify one source of uncertainty, this method can be 
extended to examine many other sources data uncertainty, and will likely be especially 
effective with regards to improved analysis of destructive experimental methods like serial 
sectioning.  For example, this approach could be used to optimize the selection of anisotropic 
sampling resolution (e.g., higher in-plane resolution relative to the sectioning depth), or 
examine the impact of variability within the serial sectioning process (planarity, parallelism, 
uniformity).  While these concepts are not explored here and are left to future work, these types 
of studies should improve both data quality and experimental efficiencies. 
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Figure 1: 3D renderings of the two synthetically-generated reference volumes.  Panel A shows 
the slightly log-normal grain size distribution, while Panel B shows the heavy-tail grain size 
distribution.  Grain coloring corresponds to unique grain IDs.  Panel C plots the grain size 
distribution for the two volumes, and clearly shows that the heavy-tail volume has a greater 
number of both larger and smaller grains compared to the slightly log-normal volume. 
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Figure 2: Images of successively down-sampled volumes for the heavy-tailed distribution.  
Spatial resolution is listed at the upper-left corner of each sub-image, which is defined as 
number of voxels that span the mean ESD. 
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Figure 3: The effect of down-sampling from the reference volume on the ESD distribution is 
shown here for the heavy-tailed volume. Only minimal changes to the distribution are visible 
from down-sampling, until a down-sampling of 3 voxels along the mean ESD.  
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Figure 4: The effect of down-sampling from the reference volume on the Ω3 distribution is 
shown here for the heavy-tailed volume. Changes in the distribution can be seen even at a 
down-sampling from 30 to 20 voxels along the mean ESD.  
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Figure 5:.The effect of down-sampling on the Hellinger Distance for slightly log-normal grain 
size distributions are illustrated here for ESD, NN, Ω3, c/a and b/a distributions. The reference 
volume had 30 voxels along the mean ESD, and was down-sampled all the way to 1 voxel 
along the mean ESD.  
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Figure 6: Plot of the Hellinger Distance relative to the number of voxels that span the mean 
ESD for the heavy-tailed log-normal grain size distribution. The effect of down-sampling on 
the Hellinger Distance for heavy-tailed log-normal grain size distributions are illustrated here 
for ESD, NN, Ω3, c/a and b/a distributions. The reference volume had 30 voxels along the mean 
ESD, and was down-sampled all the way to 1 voxel along the mean ESD. 
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Abstract 

The fracture process of commercially pure titanium was visualized in model materials containing 
artificial holes. These model materials were fabricated using a femtosecond laser coupled with a 
diffusion bonding technique to obtain voids in the interior of titanium samples. Changes in voids 
dimensions during in-situ straining were recorded in three dimensions using x-ray computed 
tomography. Void growth obtained experimentally was compared with analytical model. The 
model predicted well void growth. Behavior between voids was justified in terms of grain 
orientation. Depending on the number of grains between voids and the grains orientation, two 
types of fracture behaviors were observed: i) brittle fracture when grains were in a hard 
orientation and when few grains were present between voids; ii) ductile fracture when grains 
were in a soft orientation and when several grains were present between voids. 

Introduction 

Titanium is a material of importance because it is used in aerospace and biomedical applications 
due to its excellent mechanical and physical properties, like high specific strength, good ductility 
and excellent corrosion resistance.Interest has been shown towards understanding the 
deformation mechanisms of HCP materials, such as titanium [1-10] for aerospace applications, 
zirconium [11-13] for nuclear industry and magnesium [14-16] for manufacturing industries. The 
deformation behavior of HCPs is quite complex as it is affected by twinning and grain 
orientations. Different studies [2, 3] showed that grain orientation affects deformation. The 
misorientation of all types of the grain boundaries in titanium was found to change during 
deformation [2].In deciding the deformation mode in HCP materials one should consider the c/a 
ratio [5]: (i) when c/a<1.632 (Ti, Zr, Be, etc), a sufficient number of slip systems is provided by 
prismatic and pyramidal slip; (ii) when 1.63 < c/a < 1.73 (Mg), only one basal slip is available; 
and (iii) when c/a > 1.73 (Zn, Cd) deformation is accommodated by basal slip and twinning. 
Propensity of twinning is also related to the grain size [4]: smaller grains cannot accumulate 
dislocations and twin boundaries, and hence twinning decreases.  
The ductility is also affected by the HCP crystal structure, grain orientation and twinning. Yoo 
[1] proposed a relation between ductility and the ratio of elastic bulk modulus to shear modulus, 
K/G. High values of K/G were associated with ductility (titanium, zirconium) and  low values 
with brittleness (magnesium). Fracture in Ti was also proposed to be a result of void nucleation, 
growth and coalescence. Krishna Mohan Rao et al. [10] reported fracture at room temperature by 
void nucleation and growth in a near-α aircraft titanium alloy. Potirniche et al. [17] reported that 
under uniaxial loading, voids grow in single crystals depending on the orientation of the tensile 
axis with respect to the crystalline lattice. A review on the effect of twinning, grain orientation 

61

1st International Conference on 3D Materials Science 
Edited by: Marc De Graef, Henning Friis Poulsen, Alexis Lewis, Jeff Simmons, George Spanos 

TMS (The Minerals, Metals & Materials Society), 2012 



and other parameters on fracture process (experiments and modeling) was provided by Roters et 
al. [18].
Many models [6-9] were proposed to predict deformation mechanisms, evolution of 
crystallographic structure, texture, twinning, hardening and mechanical properties during 
deformation. However there is a lack of models to predict fracture in HCP structures. From the 
experimental results presented in the literature, fracture in Ti can be the result of a ductile 
fracture process where voids are nucleated, grow and finally coalesce. The approach taken in this 
paper is to verify whether standard ductile fracture models which were proven successful for 
some isotropic materials [21] are able to predict fracture and in particular void growth in an HCP 
structures such as Ti.  
Experimental data on void growth and coalescence are difficult to obtain, making model 
validation difficult. To simplify the study of ductile fracture, titanium laser-drilled model 
materials similar to those of Weck et al. [21] were produced, tested and visualized using x-ray 
tomography. Void growth was followed in-situ and compared to the Rice and Tracey model. 

1 Experimental methods 

Commercially-pure titanium was used as the experimental material. The material was purchased 
from: (i) NewMetcompany in the form of thick 0.25 mm titanium foil (99.8% Ti); (ii) AlfaAesar 
company in the form of thin 0.032 mm titanium foil (99.7% Ti). Arrays of voids were introduced 
in the thin titanium foils using femtosecond laser micromachining, a new technique which allows 
the precise manufacturing of holes without inducing a heat affected zone around the hole. 
Different hole configurations were used: (i) rectangular array with intervoid spacings of 70 μm, 
100 μm and 120 μm; (ii) holes at 45° with intervoid spacings of 70 μm, 100 μm and 130 μm. All 
samples had an initial hole diameter of 35 μm. After laser drilling the samples were polished 
down to a mirror finish using a 0.05 μm colloidal silica suspension. Hole containing sheets were 
then diffusion bonded to sheets without holes in a vacuum furnace at 10-5 torr. A typical diffusion 
bonding temperature and time was 1000°C during 3 hours. Two types of samples were obtained: 
one with a 2-dimensional array of voids inside the material and one with a 3-dimensional array 
of voids to obtain a more realistic void configuration.  
Titanium samples were pulled in-situ in an x-ray tomography system vTomexs (INSA de Lyon, 
France). Tensile tests were performed at constant strain rate and at room temperature on a 
specially designed in situ tensile testing machine. The machine was used in tension with a load 
cell of 2 kN and both load and displacement were recorded during the test. During the in-situ 
tomography experiments, samples are deformed in tension and the test is stopped at various 
displacements in order to acquire a tomogram. Depending on how quickly the sample failed and 
on the number of interesting events occurring during the test, the number of tomograms acquired 
varied between samples.  

2 Experimental results and discussion 

In the following section tomograms are presented for titanium samples. True stress-strain curves 
are then calculated and fracture surfaces observed in a scanning electron microscope (SEM). 

2.1 In-situ Tensile Test Results 
Using the force registered during the tensile test and the smallest cross sectional area extracted 
from tomographic reconstructions, true stress-strain curves were constructed for all samples. To 
obtain the smallest cross sectional area of the samples in the neck region, the area of each section 
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was calculated automatically using the open source image analysis software ImageJ [22]; then 
the data was sorted numerically to extract the smallest cross sectional area. True stress-strain 
curves were calculated using the following equations: 

 (1)

 (2)

where L is the load; A is the current cross sectional area; A0 is the initial cross sectional area. 
An example of true stress-strain curve is represented in Figure 1. All true stress-strain curves 
obtained were fitted using the classical Hollomon expression: 

 
(3)

where K is a constant and n the hardening exponent. 
The macroscopic necking strain is given by the hardening exponent n and is represented by the 
intersection of the stress strain curve with the work hardening rate curve (see Figure 1). A
hardening exponent of 0.15 was found for most tests which corresponds to a true necking strain 
of 0.15.

Figure 1. True stress-strain curves of commercially pure titanium sample tested in tomography 
containing three arrays of holes oriented at 0 degrees with respect to the tensile axis. 

2.2 X-ray tomograms 

Sample testing in X-ray tomograph permitted to visualize void growth and coalescence in three 
dimensions. To visualize the holes in three dimensions ImageJ was used.The visualization of 
holes in three-dimensions is possible because of the large differences in contrast between the 
matrix and the holes which allowed for a thresholding technique to be used where the voids can 
be separated from the rest of the material. Contrary to fractography which only provides 
information at fracture, tomographic reconstructions permits to follow voids’ dimensions as a 
function of deformation in 3-dimensions. Void dimensions were measured using the ImageJ 
software. The macroscale tomograms are shown in Figure 2. Void dimensions evolution can be 
clearly seen on this figure. One can notice that during the test voids first elongate in the tensile 
direction and then, when coalescence starts, elongate in the transverse direction. Void growth 
was quantified in the different samples as a function of true strain (Figure 3). Local necking of 
the intervoid ligament corresponds to the moment at which voids start growing towards each 
other or in other word when the minor void diameter start increasing. In Figure 3b and 3d, the 
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corresponding true strain is approximately 0.15. It is interesting to note that this value is very 
close to the macroscopic necking strain obtained from the stress strain curve in Figure 1. 

(a) (b) (c)

 
Figure 2. Tomographic reconstruction of a titanium sample containing three arrays of laser 
drilled holes (only one array is shown here). The sample has been tested in-situ and the 
tomograms correspond to the following true strains (a) 0.00, (b) 0.16, (c) 0.30. The tensile 
direction is vertical. Initial void diameter a0 is 35 μm.

  
Figure 3. Comparison between the experimental results for void growth and the Rice and Tracey 
model for a titanium sample containing three array of holes (a and b) and one array of holes (c 
and d). 
 
2.3 Fractography 

Fracture surfaces of titanium samples tested in tomography were observed in a scanning electron 
microscope (SEM) and are shown in Figure 4. Figure 4a shows the whole fracture area of a 
sample containing 3 arrays of holes. In Figure 4b one can see that the ligament between the holes 
necked down to a line without any secondary void nucleation. Figure 4c shows the whole 
fracture area of a sample containing 1 array of holes. Figure 4d shows that the intervoid ligament 
broke in a brittle manner and it appears that it contains a twin. Different behaviors in the same 
samples may be attributed to different void interspacing and more so to different grain 
orientations. While comparing fracture surfaces of different samples a following trend was 
found: (i) brittle fracture occurs when grains were in a hard (i.e. not favorable for deformation)
orientation and when few grains were present between voids; ii) ductile fracture takes place
when grains were in a soft orientation and when several grains were present between voids. 

3 Comparison with existing models 
Experimental results were compared to the Rice and Tracey model [19] for void growth. The 
Rice and Tracey equations give the principal radii of the ellipsoidal void in the case of uniaxial 
tension in both tensile R1 and transverse R2 [20]:

a 0 a i

)

a c

(d)(c)(b)(a)
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(4)

(5)

where
(6)

  

  
Figure 4. SEM images of the fracture surface: (a) sample with three arrays of holes; (b) a close 
up showing the ligament between two laser holes; (c) sample with one array of holes; (d) a close 
up showing transgranular fracture and a twin. Arrows show the position of the voids. 

is the total logarithmic strain integrated over the total strain path,  is the mean stress and 
the yield stress. The parameters  and  are used in the Rice and Tracey model to vary the 
contribution of the volume and shape changing part to void growth respectively. In the case of 
pure titanium, because the difference between the yield stress and the ultimate tensile stress 
(UTS) is high (more than a factor of 2), the material is assumed to be strongly hardening and the 
parameter (1 + E) from equation 5 is equal to 5/3 as proposed by Rice and Tracey [19].  
The curvature radius and the radius of the minimal section were measured by hand in order to 
determine the average stress triaxiality T in the center of the minimum cross-section, using the 
Bridgman formula [23]:

(7)

where  is the smallest cross sectional radius and r the neck radius. The experimentally measured 
normalized void dimensions in the tensile direction (Figure 3a and c) and in the transverse 
direction (Figure 3b and d) are compared to the Rice and Tracey model predictions. There is a 

a b

c d

bb

65



clearly good fit between the experimental data and the model in the tensile direction. There is a 
good fit between the experimental data and the model in transverse direction at low strains. 
However the Rice and Tracey model significantly underestimates the normalized void radius at 
higher strains because it does not take into account coalescence. 
Even though void growth is well predicted by the Rice and Tracey model in average, there is still 
a scatter in the data which could mean that different voids grow at different rates, possibly due to 
grain orientation effects and twinning. 

Conclusion 

Using laser-drilled materials and x-ray computed tomography, void growth was captured in 
detail inside titanium samples. The Rice and Tracey model was found to give good predictions of 
void growth rates in the tensile direction. These results show that it is possible to obtain 
quantitative and reproducible information on the ductile fracture process to validate ductile 
fracture models for anisotropic materials such as titanium.  
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Abstract 

Powders of different compositions of Al-Cu alloys were atomized in helium and nitrogen and the 
microstructure of the atomized droplets was examined using X-ray micro-tomography.  A 
method was developed to remove X-ray artifacts and background noise from the particles 
images.  The method developed involves creating a clean mask file using MATLAB image 
toolbox, followed by applying the mask file to the original image to achieve clean images for the 
particle of interest. Separate features of interest in the droplets, such as region of initial growth 
and primary dendrites, were investigated at the various stages of solidification.  The data is used 
to estimate the primary phase undercooling of the droplets, which will be used in a solidification 
model as an input to estimate the phase fractions. The results will then be compared with the 
experimental results. 

Introduction 

Rapid solidification techniques are of great importance due to their ability to produce various 
structures which are not possible to achieve in conventional solidification processes [1]. 
Characterization techniques such as 2D microscopy can be used to provide valuable information 
about solidification microstructure, but they are limited by the number of sections that can be 
studied from a sample; therefore, 3D visualization techniques have been utilized to gather 
information about the entire solidified volume. X-ray tomography is one such 3D visualization 
technique in which the X-ray beams from a synchrotron facility are used to construct the 3D 
image of the solidified body. Prasad et al. [2] used this technique to study solidification 
microstructure of Impulse Atomized particles of Al-5wt%Cu and Al-17wt%Cu alloys. Using this 
technique, nucleation sites in different particles were identified and recalescence boundaries 
were seen in the vicinity of the nucleation sites [3]. In this paper a methodology will be described 
to estimate the primary phase undercooling from the volume fraction of the recalescence region 
measured using tomography data.  

Experimental Procedure 

All particles studied in this research were produced using Impulse Atomization (IA) technique. 
IA is a single fluid atomization technique in which the molten metal is pushed through several 
orifices by applying recurring forces. As a result, liquid ligaments emanate from the orifices and 
fall into a drop tube filled with inert gas. The ligaments then break into spherical droplets due to 
Rayleigh instability, and lose heat to the surrounding gas while falling. Eventually, the solidified 
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droplets are collected at the bottom of the tube. IA has been used to produce rapidly solidified 
metallic (or non-metallic) powders. This process can reproducibly yield powders of uniform 
size-distribution with cooling rate as high as 105 K/s [4]. For this research, powders of Al-
5wt%Cu and Al-17wt%Cu were produced using nitrogen as cooling gas. 
X-Ray beams from synchrotron facilities were used to carry out computer tomography work. 
Observations were made on the droplets using X-ray beams of 1 m resolution at European 
Synchrotron Radiation Facility (ESRF, France) and 0.37 m resolution at Swiss Light Source 
(SLS, Switzerland). This non-destructive technique generated RAW files for the 3-dimensional 
section of the droplet. The size of each RAW file ranges from 1GB to 16GB. Analysis of the data 
sets involves the following steps: 
1. Generate a histogram of the data 
2. Locate the minimum data value between peaks. This corresponds to particle and exterior 
ranges of data values. 
3. Do a thresholding operation on the data using the value from step 2. This generates a new 
data set contain 2 values, one for the particle and one for the exterior. Note that this new data set 
contains a variety of structures which must be cleaned. 
4. Clean the thresholded data set by locating connected regions and filling in the small 
structures, both on the inside and outside. The result is the mask file which allows for separating 
the original data into particle and non-particle regions. This operation is done on each slice of the 
data set using 2D connection information. For more details of the technique used see [5].

Results and Discussion 

The crystallization of an undercooled melt occurs in two steps. Once nucleation has initiated 
solidification, the subsequent growth of the solid phase leads to the release of the heat of fusion 
ΔHf. In the case of rapid crystal growth a steep rise of temperature takes place, called 
recalescence. Assuming that solidification during recalescence occurs under near-adiabatic 
conditions the volume fraction solidifying during recalescence under non-equilibrium conditions 
can be determined by Eq. 1 [6].

(1) 

where  is the hypercooling limit and  is the specific heat of the liquid. Prasad et 

al. [3] using X-ray tomography for particles of Al-Cu of both compositions identified the region 
of initial growth and recalescence boundaries (primary trunks). Also, the volume fraction of 
these regions in the droplets was evaluated. There were differences in the volume fraction of 
these regions observed in the Al-5wt%Cu and Al-17wt%Cu. This was believed to be caused by 
the difference in growth rates between the two compositions for a given undercooling.  
Figure 1 shows a 2D image from tomography on a particle of Al-5wt%Cu. The regions of ultra-
fine structure, representative of nucleation region, and the primary dendrite trunks are 
highlighted in the figure.  
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Figure 1. A 2D image from tomography on a particle of Al-5wt%Cu. The regions of ultra-fine 
structure and the primary dendrite trunks are highlighted in the figure.  

Using stereological analysis [7] on the tomography images, the average volume fraction of 
nucleation and recalescence region within the particle was quantified for all the droplets (one Al-
5wt%Cu droplet and four Al-17wt%Cu droplets). The calculation was done using the Cavalieri 
method [8]. It basically involves selecting the volumetric region containing the region of interest 
within the droplet and dividing that region into a fixed number of slices of known thickness. The 
area fraction of the feature of interest on each slice is then measured and the volume of that 
region for each slice is given by the product of area fraction and the slice thickness. A manual 
point count technique was employed for measuring the area fraction on each slice. Finally, the 
summation of the volume fraction for each slice gives the total volume fraction of the 
recalescence region for the entire droplet. Table 1 presents the results of recalescence volume 
fraction measurement, as well as corresponding calculated undercooling. Also, the properties of 
alloys used for this calculation are shown in Table 2.  

Table 1.Measured recalescence volume fraction and corresponding calculated primary phase 
undercooling. 

Table 2. Properties of alloys used in the calculation of primary phase undercooling. 
Alloy properties Al-5wt%Cu Al-17wt%Cu
Density (kg m-3) 2760 2870
Specific heat (J K-1kg-1) 1176.3 1152.9
Latent heat (J kg-1) 393699.3 392247.4

The primary phase undercooling values shown in Table 1 were used in a solidification model to 
predict the phase fractions after solidification of IA particles. The details of the solidification 
model can be found elsewhere [9, 10]. In brief, the model assumes a uniform temperature for the 
entire droplet. The droplet starts falling at the atomization temperature with an initial velocity of 

Droplet Details Al-5wt%Cu Al-17wt%Cu (1) Al-17wt%Cu (2) Al-17wt%Cu (3) Al-17wt%Cu (4)
Diameter (μm) 660 480 490 450 420
Recalescence vol. % 19.4 ± 0.6 27.8 ± 2.4 33.3 ± 2.3 44.1 ± 2.2 32.1 ± 3.1
Primary phase undercooling (K) 64.9 ± 2.0 94.6 ± 8.2 113.3 ± 7.8 150.0 ± 7.5 109.2 ± 10.6
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0.5 m/s. While the droplet continues to fall through the quiescent gas, it loses heat mainly 
through convection. At some user defined temperature, the nucleation of a microstructure is 
assumed to occur in the droplet center and to develop by radial growth of a spherical zone. At 
first, a dendritic microstructure is modeled, followed by a eutectic microstructure. This diffusion-
based microsegregation model is coupled with diffusion in the extradendritic liquid following the 
model proposed by Wang and Beckermann [11]. Solidification results in latent heat release 
proportional to the solidification rate, and as a result the net heat content of the droplet is given 
by the difference between the latent heat generated and the convective heat loss. The latent heat 
is released until solidification is complete. Prasad et al. [10] using the interpolation of the 
eutectic undecoolings reported in [9] found values for the primary phase and eutectic 
undercooling (see Table 3). Then they used those values as input for the solidification model. 
The model’s outcome for weight percent of eutectic microstructure was then compared with that 
from the experiment and reasonable match between prediction and measurements was achieved.  

Table 3. Values of primary and eutectic undercooling used in [10]. 

They also showed that the primary phase undercooling plays minor role in the phase fractions 
observed in the solidified particles. However, as it is shown in Table 1 the primary phase 
undercooling achieved was significantly higher than that was predicted by the previous authors 
(Table 3). The effect of this increase in the amount of primary phase undercooling is discussed 
next. 
The particle size and primary phase undercoolings for the 4 particles of Al-17wt%Cu were 
averaged (116.8K) and used as input for the mathematical model. Also, the standard deviation of 
this calculation was used to find lower and higher limit for primary phase undercooling (i.e. 95K 
and 138K). To calculate the eutectic fraction, several different values for eutectic undercooling 
were also used. For Al-5wt%Cu, the eutectic undercooling reported in [10] was used along with 
the primary phase undercooling found in Table 1. However, for Al-17wt%Cu, the amount of 
eutectic undercooling used in [10], i.e. 27.5K, along with any of the primary phase undercoolings 
shown in Table 1 will result in complete suppression of the primary phase. This shows that the 
eutectic started to occur at lower temperatures than that assumed in [10]. Table 4 and 5 show the 
modeling results for eutectic weight fraction in Al-5wt%Cu and Al-17wt%Cu, respectively. If 
one does not take into account the 100 % eutectics values as they are not relevant and also does 
not take into account the 0 undercooling because it is expected to be some, the average wt% 
eutectic is 27.9% ± 2.8% for Al-17wt%Cu and is 6.3 ± 0.4% for Al-5wt%Cu. One then can
average the corresponding undercooling values for primary undercooling and eutectic 
undercooling. The calculated values from Table 4 and 5 were then compared with that from 
experimental, reported in [10], equilibrium and Scheil prediction in Figure 2. From this figure it 
is evident that for Al-5wt%Cu, the eutectic fraction is not significantly sensitive to any of the 
primary phase and eutectic phase undercooling values and the model can closely predict the 
phase fractions. For Al-17wt%Cu, however, it seems that using 95 and 50K undercooling for 
primary and eutectic undercooling, respectively, results in closest eutectic fraction to that from 
experimental measurements. While no undercooling for both primary and eutectic phase results 
in overestimation of eutectic fraction, increasing the amount of undercooling for both primary 
and eutectic (above 95 and 50, respectively) resulted in underestimation of eutectic fraction.  
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Table 4. Undercooling values used as input for simulation and corresponding results of 
calculated primary phase and eutectic fraction for Al-5wt%Cu. 

Table 5. Undercooling values used as input for simulation and corresponding results of 
calculated primary phase and eutectic fraction for Al-17wt%Cu. 

Figure 2. Comparison of weight fraction of eutectic from experimental with that from modeling, 
Scheil-Gulliver and equilibrium. Al-5wt%Cu particles were atomized in nitrogen and particles of 

Al-17wt%Cu were atomized in helium. 

Diameter=660μm Gas=N2
Primary undercooling (K) Eutectic undercooling (K) wt% primary phase wt% eutectic

0 0 92.8 7.2
0 20 93.1 6.9
65 0 93.7 6.3
65 20 94.0 6.0

Diameter = 460μm Gas=He
Primary undercooling (K) Eutectic undercooling (K) wt% primary phase wt% eutectic

0 0 64.3 35.7
95 50 68.1 31.9
95 60 69.6 30.4
95 70 71.3 28.7

116 50 0.0 100.0
116 60 70.3 29.7
116 70 72.0 28.0
116 80 73.9 26.1
138 70 0.0 100.0
138 80 74.8 25.2
138 90 76.5 23.5
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On the other hand, the difference between the experimental values and those predicted by Scheil-
Gulliver and equilibrium shows that the primary phase and eutectic undercooling play a very 
important role in the final percent of eutectic in the droplets.  
In order to reduce the variations in the measured volume percentage of recalescence region, 
higher resolution tomography is beneficial. Also, Focused Ion Beam (FIB) is being used to create 
multiple slices of region of interest at higher resolution.  

Summary

X-ray tomography was used to study the 3D microstructure of Al-5 and 17 wt%Cu powders. The 
volume fraction of recalescence region was measured and used to estimate the primary phase 
undercooling. It was found that the particles with higher Cu content achieve higher primary and 
eutectic undercooling. The results were then used as input in a solidification model to estimate 
the weight fraction of phases formed during solidification. Comparison between model 
prediction and experiments is performed considering the eutectic percent. It is found that a 
reasonable match between prediction and measurements can be reached by using certain levels 
of primary and eutectic undercooling  
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Abstract

The layer-by-layer building of monolithic, 3D metal components from selectively melted powder 
layers using laser or electron beams is a novel form of 3D printing or additive manufacturing.  
Microstructures created in these 3D products can involve novel, directional solidification 
structures which can include crystallographically oriented grains containing columnar arrays of 
precipitates characteristic of a microstructural architecture.  These microstructural architectures 
are advantageously rendered in 3D image constructions involving light optical microscopy and 
scanning and transmission electron microscopy observations.  Microstructural evolution can also 
be effectively examined through 3D image sequences which, along with x-ray diffraction (XRD) 
analysis in the x-y and x-z planes, can effectively characterize related crystallographic/texture 
variances.  This paper compares 3D microstructural architectures in Co-base and Ni-base 
superalloys, columnar martensitic grain structures in 17-4 PH alloy, and columnar copper oxides 
and dislocation arrays in copper. 

Introduction 

Additive manufacturing or layer-by-layer fabrication using print formats involving ink-jet 
technologies or other powder technologies using laser or electron beam sintering or melting are 
evolving as novel, modular or product-specific manufacturing concepts.  The creation of 3D 
arrays using CAD-directed printers or selective melting of powder beds using focused, scanned 
laser or electron beams provides for new directional solidification concepts and prospects for 
novel microstructure or microstructural architecture development. 

Figure 1 compares the fundamental features of electron beam melting (EBM) (Figure 1(a)) and 
selective laser melting (SLM) (Figure 1(b)).  In these comparative additive-layer fabrication 
technologies, metal or pre-alloyed and atomized (rapidly-solidified) powders (Figure 2(a) and 
(b)) are raked or rolled into layers 50 to 100 μm thick, pre-heated, and selectively melted using a 
variety of beam-scan strategies [1,2].  The melt scan involves the creation of continuously  
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Figure 1. Schematic views for (a) electron beam melting and (b) selective laser melting. (a) 
Electron gun (1); beam focus and scan coils (2, 3); Powder cassettes (4), layer rake (5); building 
component (6); build table (7).  (b) Laser source (1); scanning mirrors (2); beam focus (3); layer 
roller (4); build table (5); powder feed and collector containers (6, 7). The EBM system is in 
vacuum while the SLM system is in inert gas (Ar or N2). The build direction (B) is parallel to the 
beam axis. 

Figure 2.  Examples of precursor, atomized powders: (a) copper; (b) Inconel 625 (Ni-21Cr-9Mo-
3.5Nb).  (c) shows a schematic representing the directional solidification of melt pools during the 
component building from such powders. 
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connected melt pools (Figure 2(c)) having nominal dimensions ranging from ~1 to 3 μm.  As the 
melted layers cool and subsequent melt layers are created, columns of microstructures, including 
oriented (textured) grains are created by complex, epitaxial, directional solidification. 

                                                          Results and Discussion

Figure 3(a) shows a 3D-optical metallographic image composition for a Co-base superalloy (Co-
26Cr-6Mo-0.2C; in weight percent) product fabricated by EBM.  Figure 3(b) illustrates a TEM 
image showing the columnar Cr23C6 (cubic) precipitates formed within the melt (L) –
solidification (S) arrays depicted schematically in Figure 2(c) [3].  Figure 4(a) and (b) compare 
similar 3D microstructural architectures for EBM-fabricated Cu where columnar arrays of Cu2O
(cubic) precipitates were formed in contrast to the Cr23C6 precipitates shown in Figure 3, as a 
consequence of EBM fabrication [4].  The Cu2O precipitates were formed in the original copper 
powder in Figure 2(a).

In contrast to the columnar precipitates formed by EBM as shown for comparison in Figures 3 
and 4, Figure 5 shows columnar-like martensitic ( -Fe) laths created by SLM fabrication of 
cylindrical components from 17-4 PH-stainless steel (pre-alloyed) powder (Fe-17Cr-4Ni-4Cu-
0.5Nb in weight percent).   

Figure 3.  (a) 3D image composition for EBM fabricated Co-base superalloy.  (b) Transmission 
electron microscopy image showing details of columnar Cr23C6 cubic precipitates in (a).  Note 
build direction is shown by arrow in (a). 

Figures 6 and 7 compare two Ni-base superalloys (Inconel 625 and 718, respectively) fabricated 
by EBM and SLM, respectively.  These exhibit columnar precipitation of  platelets (or disc-
like platelets) having a bct structure, while the corresponding Ni-Cr matrix is fcc.  In Figure 6(b), 
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the  (Ni3Nb) precipitates are coincident with the fcc matrix {111} planes, while in Figure 7(b), 
they are coincident with the fcc matrix {100} planes [5,6].  The orientation and morphology of 
the  precipitates is apparent on examining the 3D TEM compositions in Figures 6(b) and 7(b), 
while comparisons of the 3D composites in Figures 6(a) and 7(a) provide an overall perspective 
for the microstructural architectures developed by both EBM and SLM fabrication [2].  Indeed, 
the crystallographic aspects are also demonstrated for these 3D image views on comparing 
corresponding XRD spectra and selected-area electron diffraction (SAED) patterns for the 
horizontal and vertical image planes illustrated in the 3D compositions. 

It is of interest to note that in the columnar precipitation represented on comparing Figures 3, 4, 
6 and 7, the precipitates are noncoherent, but are associated with dense arrays of dislocations 
which are a notable part of the columnar microstructures.  A contributor to these dislocation 
microstructures (or sub-structures) involves the cooling which occurs in the layer building, and 
associated beam scan rates [1,2]. 

   

Figure 4.  3D image compositions for EBM fabricated copper components. (a) Light optical 
microscopy (LOM). (b) Transmission electron microscopy (TEM). Note build direction is shown 
by arrow in (a) and (b). 
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Figure 5.  3D image compositions for SLM fabricated 17-4 PH stainless steel components. 
Argon atomized powder was fabricated in an Ar gas environment. (a) LOM. (b) TEM.  Note 
build direction is shown by the arrow in (a) and (b). 

Conclusions

In this paper we have provided examples for novel, directional microstructures and 
microstructural architectures (as columnar arrays of precipitates) using light optical micrographs 
and transmission electron microscope images arranged as 3D image compositions.  These 3D 
compositions provide for three-dimensional characterization and visualization for structure-
property relationships in materials fabricated by electron and laser beam technologies.
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Figure 6.  3D image compositions for EBM fabricated Inconel 625. (a) LOM. (b) TEM.  Note 
build direction shown by arrow in (a).  

Figure 7.  3D image composition for SLM fabricated Inconel 718.  (a) LOM.  (b).  TEM.  Note 
build direction shown by arrow in (a) and (b). 
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Abstract

The 3D configuration of the (Mg17Al12) -phase intermetallic microstructure in the AZ91D alloy 
obtained using dual beam FIB tomography was incorporated into an FEM code and loaded in 
tension. The structure stiffness is consistent with bending-dominated behavior.  

Introduction 

- Mg17Al12 intermetallic forms in high-pressure die cast Mg-Al alloys when the mass content of 
Al exceeds 2% [1, 2] as part of the eutectic reaction occurring at the interdendritic boundaries.  
The eutectic in Mg-Al is divorced, and the intermetallic appears as a dispersion of isolated 
particles for Al concentrations below about 9%. For higher concentrations, 3D FIB [3]  shows 
that the intermetallic forms a spatially interconnected network, akin to the structure of cellular 
foams [4], especially near the casting surface, or skin, because of the segregation of eutectic 
during the filling of the die. At the center of the cross section, or core, the degree of 
interconnection is less due to the accumulation of large dendritic grains solidified in the shot-
sleeve, and which locally reduces the amount of eutectic.  

 The formation of the intermetallic network in the more concentrated Mg-Al alloys is thought to 
have a significant effect on the strength of the alloy, especially in thinner cast sections [5-7]. A 
quantitative study of the properties of intermetallic network structure is lacking, and most 
published calculations of the strength of hpdc Mg-Al alloys rely on order of magnitude estimates 
of the effect of the interdendritic intermetallic network [7]. The aim of the present work is to 
assess the elastic deformation behavior of the eutectic intermetallic network. To this end, 
previously published 3D FIB tomography data for AZ91 alloy [3]were incorporated into a finite 
element (FE) code and the stress-strain behavior of the structure  assessed. This sort of analysis 
has been proven reliable in assessing the elastic response of porous ceramics [8, 9], whose spatial 
configuration is commonly modeled by overlapping spherical pores and solid spheres. These 
ideal structures resemble that of the intermetallic network of the present alloy, and it was thought 
that a similar analysis would shed light on the behavior of present material as well, with the non-
trivial advantage that the 3D FIB data used for the modeling represents the actual structure. 

Data for Analysis

The FIB data for the analysis were obtained as described in detail in reference [3]. Briefly, with
reference to Fig. 1, the volume located at the corner of the 10 x 5 mm2 cross section of a high 
pressure die cast (hpdc) AZ91D alloy tensile specimen was sectioned into 0.25 m thick slices, 
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Fig. 1 The volume studied (corner) on the tensile specimen’s cross 
section.

X

Z

Y Y - Gauge length direction 
Z - Thickness direction 
X - Width direction 

Corner

Cross section 

of which the 2D secondary electron images were captured. The constituent phases in the 2D 
images ( -Mg and Mg17Al12) were segmented, and the data used for the 3D reconstruction of the 
Mg17Al12 phase using a dedicated software (AMIRA). Figure 2a shows the two constituent 
phases in the reconstructed volume, whereas the intermetallic structure is shown in Fig. 2b. The 
dimensions of the volume studied, labelled Lx, Ly and Lz in Fig. 2a, were 15.04, 13.46 and 14.5 

m, respectively. The fraction of Mg17Al12 in the volume studied was 12.62%, obtained with the 
software built-in tools. 

Finite Element Modelling 

Figure 3 shows the grid used for the modelling. The intermetallic structure was discretised into 
45,711 individual C3D4 elements. This number was high enough to ensure the convergence of 
the computed results. The overall structure was attached to the two rigid shells, one of which was 
stationary while the other could be displaced along the axis Y (tensile specimen’s gauge length 
direction, see Fig. 1) to stretch the structure. A displacement (denoted by ) boundary condition 
was applied at the movable shell, and the force used to deform the structure, represented by F, 
was calculated from the model using Hooke’s law.  

XZ

Y
Mg

Mg17Al12

( phase)

LZLX

LY

(a)
Mg17Al12

XZ

Y (b)

Fig. 2: (a) the reconstructed volume: the darker phase represents the eutectic intermetallic, the 
lighter phase represents the (proeutectic and eutectic) -Mg; (b) 3D image of the reconstructed 
eutectic intermetallic.
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Fig. 3 Finite element model

Intermetallic 
structure (see 
Fig. 2b)

Rigid shell - movable

Rigid shell -
stationary 

The physical properties of the Mg17Al12 intermetallic used for the model are listed in Table 1. It
was assumed that the eutectic intermetallic was crystallographcally isotropic. Likewise, it was 
also assumed that the 3D structure was isotropic.  

Table 1 Physical properties of the -phase intermetallic, Mg17Al12 [10] 

Results and Discussion 

Figure 4 shows the stress-strain response of the intermetallic structure (denoted IS), together with 
four theoretically determined responses for comparison, namely, the Reuss and Voigt bounds of 
composites and lines representing bending- and stretch-dominated foamed structures.  

The Reuss, ERs, and Voigt, EVt, bounds are the lower and upper limits to the elastic modulus of a 
fibre composite, and are given by eq. 1.  

                   (Voigt bound)                    (1b) 

where Em, and Er are respectively the moduli of the matrix and the reinforcement and f is the 
volume fraction of reinforcement.  The calculations were done assuming Em = 0, Er = ES (Table 
1) and f = 12.62%.  Figure 4 shows that the IS’s behavior falls within these two limits.  

Density, s (g/cm3) Young’s modulus, Es (MPa) Poisson’s ratio, 
2.06 57300 0.3
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Ashby and Brechet [11] defined two types of deformation behavior for cellular solids and micro-
truss lattice-structures: bending-dominated and stretch-dominated. Bending-dominated 
corresponds to low mass efficiency, meaning a low structural modulus per unit mass in 
comparison with that of the stretch-dominated, which represents a high structural efficiency. The 
moduli, Ebn and Est, of structures exhibiting either behavior are approximated by eq. 2: 

where and s represent the densities of the lattice and that of the material of which the micro-
truss or cells walls are made of, respectively.  

For the intermetallic structure of Fig. 2-b, the overall density can be related to the volume 
fraction of intermetallic by:   

Substitution of eq. 3 into eq. 2  leads to: 

Fig.4 The stress-strain response of the intermetallic structure (IS) as determined by the FE 
modeling, compared to the theoretically expected (eqs. 1 and 4), namely: Voigt bound
(VB); stretch-dominated (SD) and bending-dominated behavior (BD); Reuss bound (RB).
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Using values from table 1, lines of slopes given by Eq. 4 representing bending- and stretch-
dominated behavior are included in Fig. 4; it is seen that the former very closely represents the 
present 3D eutectic structure.  

Conclusions 

3D FIB tomography data and finite element (FE) analysis were used to evaluate the elastic 
deformation behavior of the eutectic intermetallic network formed in a high pressure die cast 
AZ91D alloy.  
The stress-strain response of the intermetallic structure is consistent with the bending-dominated 
behavior of a cellular or micro-truss lattice-structure. 
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Abstract 

The uniaxial deformation properties of a SiC/Fe–20Cr composite where both phases are 
continuous have been studied using the Solidwork simulation software applied the finite element 
method (FEM). The simulated results have shown that the composites are relatively anisotropy. 
Fe–20Cr matrix and SiC network ceramic exhibit different mechanical behaviour. The ultimate 
stress is found near the interface of composites. The configuration of SiC has relatively great 
influence on intensity and distribution of stress in the composite. The material behaves in a 
nearly bilinear manner defined by the Young’s modulus and an elastic-plastic modulus. The 
large deformation appears inside Fe–20Cr matrix. The elastic deformation in the ceramic is 
accommodated by plastic deformation in the metal phase. Fe–20Cr and SiC can restrict each 
other to prevent from producing the strain under the load. 

Introduction 

There has been a long standing interest in the mechanical behavior of metal and ceramic matrix 
composites. Recently, there has been a special interest in the behavior of interpenetrating matrix, 
or co–continuous composites [1, 2]. The spatial topological structure has a number of special 
features, such as, light weight, high specific modulus and specific strength, abrasion resistance, 
fatigue resistance, thermal shock resistance, and low coefficient of thermal expansion and so on
[3–5]. The co–continuous structures have been of great interest to mathematicians, physical 
scientists, material scientists, and biologists. Lots of numerical calculations have been done to 
predict the behavior of compression, stiffness, strength, and energy dissipation [6–15]. Our 
experiment shows that the co–continuous SiC/Fe–20Cr can be used as brake disk material for 
China railway high–speed (CRH) trains because it has the good wear properties. In this paper, 
we demonstrate the potential to design and fabricate a co–continuous SiC/Fe–20Cr material. In
order to develop some understanding of how this co–continuous microstructure should deform, a
three–dimensional FE model is developed using Solidwork2012 Simulation software to simulate 
the elastic and plastic behavior of the co-continuous SiC/Fe–20Cr composite [12]. The 
relationship between macroscopic mechanical response and geometric arrangement that holds 
great promise in the multifunctional design of engineering structures are also discussed [13].

2 Calculation Model 
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The co–continuous SiC/Fe–20Cr composite materials are prepared by infiltration of a molten Fe–
20Cr alloy liquid into SiC network ceramic (Fig. 1(a) and (b)) under pressure using vacuum–
pressure casting process (VPCP) method [10]. It can be processed to near-net shape by the use of 
appropriately shaped precursors. The processing and physical properties of the composite are 
described in greater depth in Ref [11]. Both the SiC ceramic and Fe–20Cr phases are continuous 
through the structure, as shown in Fig. 1(c). The volume fractions of the phases are approx. 70% 
Fe–20Cr and 30% SiC. Fig.1 (d) shows a typical representative section recorded in a scanning 
electron microscope (SEM) equipped. We can find the reaction zone between Fe–20Cr and SiC 
in the composites. A simple two-phase-interpenetrating cell geometry is used to represent the 
composite with one phase forming the structure of the cell, that being the SiC, and other phase, 
the Fe–20Cr, representing the material filling the cell structure. A schematic diagram of the cell 
for simulation is shown in Fig. 1(e). The properties of SiC reinforcement are defined as elasticity 
modulus is 450 GPa, Poisson ratio=0.10, density=3.15 g/cm3, σb=200 MPa, shear modulus=192 
MPa. The properties of Fe–20Cr matrix are defined as elasticity modulus=240 GPa, Poisson ratio 
= 0.34, density= 7.8 g/cm3, σb=800MPa, σs=540 MPa, shear modulus=450 MPa.  
We simulate the linear and nonlinear mechanical behavior of the SiC/Fe–20Cr composite under 
the load from 1.0 MPa to 2.0 MPa. The model is subjected to uniaxial compression by displacing 
the nodes uniformly on the top face of the cell in the Y–direction, as shown in Fig.1 (e).The xy
plane is constrained and the opposite plane is required to displace as a plane during deformation. 
The perfect bonding between the two phases is assumed in the model. The Fe–20Cr behaves in 
an elastic perfectly-plastic manner, while SiC is modeled as an isotropic fully elastic solid. 

Fig. 1 SiC/Fe–20Cr co–continuous composites; (a) macro–appearance of SiC network ceramic;
(b) microstructure of SiC network ceramic; (c) macro–appearance of SiC/Fe–20Cr; (d) 
microstructure of SiC/Fe–20Cr; (e) simulated micromechanical model (red arrow is the loading 
direction, green points mean the fixed surface);

(d)

(b) (c)(a)

SiC
Fe-20Cr

(e)
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3 Analysis of Simulation Results 

The micromechanical property of SiC/Fe–20Cr composite material under the load from 1.0 MPa
to 2.0 MPa is analyzed. Simulated result of the stress under load 2 MPa is showed in Fig. 2.
From Fig. 2(a), the Von Mises of max stress is 8.0 MPa, the stress mainly distributes in SiC 
networks. From Fig. 2(b)–(d), the max stresses of X, Y, and Z–direction are 1.72 MPa, 1.04 MPa, 
and 1.82 MPa, respectively. The stress distribution of SiC reinforcement has relatively different 
in different directions. Especially, the stress goes up tremendously in near the interface 
boundary, the max stress appears in the interfacial boundary of the Fe–20Cr and SiC, or edge or 
the joints of the SiC network. However, the stress distribution of SiC network in the center of the 
interface and in the Fe–20Cr matrix has symmetry; essentially the stress value is constant. From 
above, the SiC/Fe–20Cr co–continuous composite is still relatively anisotropy. Anisotropy is 
another interesting property for structural materials and composites. 

Fig. 2 Isopleths of stress of SiC/Fe–20Cr co–continuous composites with load 2 MPa; (a) Von 
Mises stress; (b) stress of X–direction; (c) stress of Y–direction;  (d) stress of Z–direction; 
Simulated result of the strain under load 2 MPa about is shown in Fig. 3. From Fig. 3(a), the max 
equivalence strain of the composite is 3.26 10–5. The co–continuous structural characteristic has 
changed the distribution of strains of composites, which can restrict the extraneous stretch or 
compression, and this structural has immensely heightened the tensile strength or compression 
strength [16]. From Fig. 3(b)–(d), the max strains of X, Y, and Z–direction are 9.94 10–6,
2.34 10–6, and 9.57 10–6, respectively. The co–continuous structure tends to induce many sub–
interface and micro–cracks, and make the matrix potentially differentiate, and then decrease the 
effect of basic the interfacial boundary of SiC and Fe–20Cr slightly. It can be predicted that the 
cracks would not cross the basic the interfacial boundary but deflect along the sub–basic the 
interfacial boundary, which can increase crack extension energy, and improve the toughness of 
matrix [15]. Further, non–uniformity of strains through the cross–section of the unit cell is 
clearly evident in Fig. 3(b)–(d). The stress transfer and strain sharing mechanisms are 
particularly important for the co-continuous composites with a brittle component (SiC) since the 

(d)(c)

(b)(a)
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continuous elastomer phase (Fe–20Cr) constrains the brittle phase which increases the 
macroscopic failure strain by both limiting crack propagation and enabling a multitude of 
cracking events. Fig. 3(c) shows a positive value in the center of the SiC network at large strain 
which explains the observation of multiple cracking in these regions at large compressive strain 
with the cracks oriented parallel to the axis of applied compression. The cracking mechanism 
provides additional energy dissipation. The mutual support of the two co-continuous phases 
provides load transfer even in the face of cracking and imparts damage tolerance. 

Fig. 3 Isopleths of strain of SiC/Fe–20Cr co–continuous composites with load 2 MPa; (a) Von 
Mises strain; (b) strain of X–direction; (c) strain of Y–direction;  (d) strain of Z–direction; 

Fig. 4(a) shows the results of a compression simulation that includes a loading/unloading cycle. 
This reveals that on loading the behavior is approximately bilinear with an elastic modulus near 
312 GPa and a linear plastic modulus, of approx. 226 GPa in this case. This bilinear behavior is 
characteristic of all the co–continuous materials studied. Displacement contours in the URES and 
Y–direction of the imposed strain is shown in Fig. 4(b). The max displacements of URES and Y–
direction are 2.51 10–5 mm (Fig. 4(a)) and 2.30 10–5 mm (Fig. 4(b)), respectively.  

Fig. 4 Isopleths of displacement of SiC/Fe–20Cr co–continuous composites with load 2 MPa;(a) 
URES displacement, max 2.51 10–5 mm; (b) displacement of Y–direction, max 2.30 10–5 mm

(d)(c)

(b)(a)

(b)(a)
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The micromechanical property of SiC/Fe–20Cr composites under load from 1.0 MPa to 2.0 MPa 
for 20 s (Fig.5 (a)) is analyzed. From Fig. 5(b), the deformation increases with the load
increasing. With the loading increasing, the stress of SiC network, the strain of Fe–20Cr matrix 
increase and the strength of composites is also increases. The displacement levels are higher for 
the Fe–20Cr compared with that of the SiC network because of Fe–20Cr has lower Young’s 
modulus. It is clear that the apparent plasticity takes place by true plastic deformation in the 
metal phase and elastic accommodation in the ceramic. Compared to the conventional
composites, the co-continuous composites are 3D multi-directionally reinforced, are less 
dependent on material distribution, and simultaneously provide relatively high stiffness, strength 
and energy absorption in all directions. These properties suggest co–continuous composites as 
excellent energy dissipative elements in advanced structures or armor by controlling volume 
fraction and tailoring geometric arrangements to meet different requirements [17].

Fig. 5 The micromechanical property of SiC/Fe–20Cr composites under load from 1.0MPa to 2.0
MPa for 20 s; (a)loading curve; (b) Stress–time curve of SiC reinforcement and Fe–20Cr matrix;

4 Conclusions 

In the paper, we have investigated the micromechanical properties of SiC/Fe–20Cr co–
continuous composite under compression using Solidwork simulation software, conclusions are
as the following:
(1) The composites are relatively anisotropy. Fe–20Cr matrix and SiC network ceramic exhibit 

different mechanical behaviour. The ultimate stress is found near the interface of composites. 
The configuration of SiC has relatively great influence on intensity and distribution of stress 
in the composite.  

(2) The material behaves in a nearly bilinear manner defined by the Young’s modulus and an 
elastic-plastic modulus. The large deformation appears inside Fe–20Cr matrix. The elastic 
deformation in the ceramic is accommodated by plastic deformation in the metal phase. 

(3) Fe–20Cr and SiC can restrict each other to prevent from producing the strain under the load.  
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Abstract 

The mathematical models of Lorentz force field of the conventional cell and innovation cathode 
cell were established in the paper. The result revealed that the Lorentz force distribution of the 
conventional cell and innovation cathode cell was different, but the value of Lorentz force was
similar, the Lorentz force in aluminum liquid in the conventional cell became higher near the 
surface of the cathode, while it in liquid aluminum in the innovation cathode cell decreased at 
first, then increased at the concave of cathode, the Lorentz force in electrolyte of the 
conventional cell became higher away from the surface of the cathode, while it in electrolyte 
under the anode bottom of the innovation cathode cell was evenly distributed, then decreased in 
gap of the anode. The value of the Lorentz force density in the interface of melt in the 
conventional and innovation cathode cell was both generally low. 

1 Introduction 

Aluminum is achieved by electrolysis in industry. Significant research also has been done on the 
use of the innovation cathode cell that operate with a lower anode–cathode distance (ACD) 
invented by Naixiang Feng of Northeastern University in 2007[1], and the voltage drop in the 
innovation cathode cells was reduced by about 0.38 V. Limited understanding of the innovation 
cathode cell has contributed to many operational problems such as power consumption, current 
efficiency and life of cell. The forces caused by the magnetic field and the current field have 
increased the importance of dynamics in the innovation cathode cell at a lower ACD. In recent 
years, great advance has been made toward understanding instability and the theoretical 
modeling of the instability in cell resulting from MHD forces[2~9], but little progress has been 
made in the Lorentz forces resulting from interaction between the horizontal current and the 
vertical magnetic field in the innovation cathode cell at a lower ACD. At reduced ACD, the 
horizontal current becomes larger in the aluminum of the innovation cathode cell at a lower 
ACD. When the current changes its direction because of the shape of the cathode, it will have a 
significant effect on the Lorentz force field throughout the cell. Generally, examining the flow 
field in the aluminum reduction cell involves the calculation of Lorentz forces [10]. In the paper, 
the main objective was to show the Lorentz force distribution throughout the innovation cathode 
cell with commercial software ANSYS. 

2 the Model of the conventional cell and the innovation cathode Cell  
2.1 The mathematical model 
ANSYS is one of the world's leading developers of engineering simulation software, used by 
product designers and engineers around the world. This technology supports quick, efficient and 
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cost-effective product development throughout the development process-from design concept to 
final-stage testing, validation and production. The ultimate result is successful, innovative 
products and a faster return on investment for companies. The software ANSYS consists of three 
parts: pre-processing, calculation and post-processing. Pre-processing provides a powerful 
modeling and meshing tools, users can easily construct a finite element model; calculation 
include structural analysis, fluid dynamics and electromagnetic field analysis and so on, can 
simulate the interaction of multi-physical media sensitively. post-processing can give the results 
in color contour, gradient, vector, particle flow trace display, three-dimensional slice, transparent 
and translucentand graphically displayed.  
In ANSYS, magnetic forces are computed by elements using the vector potential method 
(PLANE13, PLANE53, SOLID97, and SOLID117) and the scalar potential method (SOLID5, 
SOLID96, and SOLID98). Three different techniques are used to calculate magnetic forces at the 
element level. Magnetic forces in current carrying conductors (element output quantity FJB) are 
numerically integrated in Ref [2-4]. 

3.2 The physical and FEM model
The main components of the aluminum reduction cell are the anodes, the anode assemble, the 
liquid aluminum, the molten electrolyte, the cathode, the steel collector bars, the aluminum 
flexes and the air. For symmetry reasons, a half model was analyzed, as shown in Fig. 1 (air was 
not shown). The surface of the conventional cathode is flat, as shown in Fig. 2 (a), while there 
were disciplinary protrusions at the upper surface of the innovation cathode, as shown in Fig. 2 
(b). In the simulation of Lorentz forces field, there were 62,873 elements and 128,213 nodes in 
the conventional cell (which ACD is 53 mm) and 61,972 elements and 125,976 nodes in the 
innovation cathode cell (which ACD is 39 mm). 

3 The Element Type and Load 

The element types of the Lorentz forces field include the element Source 36 and the element 
Solid 117, represented all busbars, parts of anode assemble and others respectively.  
The conventional cell and the innovation cathode cell have the same boundary conditions and 
loads: (1) Constrain electric scalar potential V at the top areas of the anode assemble, and set 
current flow equal to 168,000/2 A at one of the nodes of these areas;(2) Set reference potential 
equal to zero at the areas connected the steel collector bars and the aluminum flexes;(3) The 
boundary condition “Normal Flux” was applied in the external nodes of the air box. 

4 The Calculated Results and Discussion 

The Lorentz Force Densities in the melt in the conventional cell and in the innovation cathode 
cell were shown in Fig. 5. It can be seen that the value of the Lorentz force density in the 
interface of melt was generally low, and the maximum value of absolute value was less than 5 N. 
The negative and positive maximum value of X, Y, Z Lorentz force density in the interface of 

Fig 1 half physical model 
of innovation cathode cell

Fig 2 sketch map of cathode (a) sketch map of conventional
cathode; (b) sketch map of innovation cathode

(a) (b)
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melt of conventional cell were -2.5 N, 1.1 N, -0.5N, 2.2 N, -3 N and 2.3 N, while that of the 
innovation cathode cell were -2 N, 2.8 N, -2 N, 1.7 N, -4.2 N and 3.5 N. The minimum and 
maximum value of the Lorentz force density sum of interface of melt of conventional cell was 
0.04 N and 3.8 N, while that of the innovation cathode cell were 8.81×10-4 N and 5.1 N. The area 
of the -X Lorentz force of interface of melt of the innovation cathode cell was lower than that of 
the conventional cell, while the area of the Y and -Z Lorentz force is larger. 

Fig. 5 LFD at interface of melt of conventional and innovation cathode cell
(a)~ (d) are LFDX, LFDY, LFDZ and LFDsum at interface of melt of conventional cell

(e) ~ (h) are LFDX, LFDY, LFDZ and LFDsum at interface of melt of innovation cathode cell

(a) z=0.872 (b) z=0.807(a) (a) z=0.872 (b) z=0.807
Fig. 6 LFDX in Al of conventional cell Fig. 7 LFDY in Al of conventional cell

(a) z=0.872 (b) z=0.807 (a)z=0.872 (b)z=0.807
Fig. 8 Sectional view of LFDZ in Al of 

conventional cell
Fig. 9 Sectional view of LFDsum in Al of 

conventional cell

(a)z=0.92 (b)z=0.89 (a)z=0.92 (b)z=0.89
Fig. 10 Sectional view of LFDX in Al from 

the surface of convex cathode in the
innovation cathode cell

Fig. 11 Sectional view of LFDY in Al from 
the surface of convex cathode in innovation

cathode cell

(a) (b)

(c) (d)

(e) (f)

(a) (b)

(g) (h)

(a) (b)

(a) (b) (a) (b)

(a) (b) (a) (b)
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Fig. 6~Fig. 24 were the Lorentz force density of aluminum and electrolyte of the conventional 
cell and the innovation cathode cell. With decreasing of the distance from the cathode surface in 
the aluminum of the conventional cell, the -X, +Y and +Z Lorentz force density decreased, while  
the +X, -Y Lorentz force density increased, and the Lorentz force density sum increased, as 
shown in Fig. 6~Fig. 9. With decreasing of the distance up from the surface of convex cathode in 
the aluminum of the innovation cathode cell, the +Y and Z Lorentz force density decreased, 
while the X, -Y Lorentz force density increased, the Lorentz force density sum decreased, and 
the area of the +X Lorentz force increase, the area of the Y and +Z Lorentz force decreased, as 
shown in Fig. 10~Fig. 13. While the X, Y and Z Lorentz force density of aluminum in concave 
of cathode of the innovation cathode cell was higher than that of aluminum of up from the 
surface of convex cathode in the innovation cathode cell, as shown in Fig. 14. 
With the increase of the distance from the cathode surface in electrolyte under the anode bottom 
of the conventional cell, the X, Y and positive Z Lorentz force density increased, the Lorentz 
force density sum increased, and the value was the maximum in gap of the anode, as shown in 
Fig. 15~Fig. 19.  

(a) z=0.942  (b) z=0.966 (a) z=0.942 (b) z=0.966
Fig. 15 LFDX of electrolyte under the anode 

bottom of conventional cell
Fig.16 LFDY of electrolyte under the anode 
bottom of conventional cell

(a)z=0.92 (b)z=0.89 (a)z=0.92 (b)z=0.89
Fig. 12 Sectional view of LFDZ in Al from the 

surface of convex cathode in the innovation 
cathode cell

Fig. 13 Sectional view of LFDsum in Al from 
the surface of convex cathode in innovation

cathode cell

(a)z=0.92      LFDX (b)z=0.89 LFDY (c)z=0.92 LFDZ (d)z=0.89 LFDsum
Fig. 14 LFD of aluminum in concave of cathode of the innovation cathode cell

(a) (b) (a) (b)

(a) (b) (a) (b)

(a) (b) (a) (b)
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(a) z=0.942    (b) z=0.966 (a) z=0.942   (b) z=0.966

Fig. 17 LFDZ of electrolyte under the anode 
bottom of conventional cell

Fig.18 LFDsum of electrolyte under the anode 
bottom of conventional cell

LFDX LFDY LFDZ LFDsum

Fig. 19 LFD of electrolyte in gap of anode of conventional cell

In electrolyte under the anode bottom of the innovation cathode cell, with increasing of the 
distance from the cathode surface, the -X, -Y and +Z Lorentz force density increased, the +X, 
+Y and -Z Lorentz force density decreased, while the Lorentz force density sum changed little. 
The Y, Z and Lorentz force density sum decreased in gap of the anode shown in Fig. 20~Fig. 24. 

(a) z=0.964  (b) z=0.977 (a) z=0.964  (b) z=0.977

Fig. 20 LFDX in electrolyte under the anode 
bottom of the innovation cathode cell

Fig. 21 LFDY in electrolyte under the anode 
bottom of the innovation cathode cell

(a) z=0.964 (b) z=0.977 (a) z=0.964    (b) z=0.977

Fig.22 LFDZ in electrolyte under the anode 
bottom of the innovation cathode cell

Fig.23 LFDsum in electrolyte under the anode 
bottom of the innovation cathode cell

(a) (b)(a) (b)

(a) (b)(a) (b)

(c) (d)(a) (b)

(a) (b)(a) (b)
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(a) LFDX (b) LFDY (c) LFDZ (d) LFDsum
Fig. 24 LFD in electrolyte in gap of the anode of the innovation cathode cell

5 Conclusions 
In conclusion, the Lorentz force distribution in aluminum of the conventional cell and the 
innovation cathode cell was differ, but the value was similar, the Lorentz force in electrolyte of 
the conventional cell became higher away from the surface of the cathode, and became 
maximum in gap of the anode, while the Lorentz force in electrolyte under the anode bottom of 
the innovation cathode cell was evenly distributed, then decreased in gap of the anode. The value 
of the Lorentz force density in the interface of melt in the conventional and innovation cathode 
cell was both generally low. 
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Abstract

The advent of three dimensional data collection, grain reconstruction, and subsequent
materials analysis has created opportunities to revisit problems in grain growth and
polycrystalline structure. In this paper we review the relevant literature concerning the
total number of polyhedral grains of a given number of faces and take the additional
first steps at enumerating the topologies of the members within each set. Analysis of the
dispersion in topology relative to the idealized N -hedra is presented. The relevance to
grain growth simulations and experiments is discussed.

Introduction

Mathematicians have proven that the total number of convex polyhedra with 4 to 15
faces is vast [1–3]; the number with 16 or more faces remains unknown. Metallurgists
since C.S. Smith in the 1950’s have noted that real grains apparently conform to a lim-
ited subset of the available topologies [4, 5], yet the full range of 3-vertex-connected
(tri-valent) polyhedra accessible to real grains has not been characterized to date. This
work is an effort to enumerate the domain of possible polyhedra as a first step towards
quantitative analysis of the observed range of grain topologies in experimentally prepared
and numerically simulated polycrystalline materials. Understanding the available config-
urations of 3-vertex-connected polyhedra may provide insights into topological selection
processes that occur during grain growth.

Background

In an infinite isotropic polycrystalline network, one expects the mean number of faces
per grain to approach the ideal solution to the Kelvin problem [6]: 〈f〉 ≈ 13.4 [7]. Heroic
efforts to reconstruct the grain structure of large polycrystalline specimens [8] and to
simulate grain growth in large numerical systems [9–11] found 〈f〉 ≈ 13.7, with frequency
distributions skewed toward greater numbers of faces than theoretically predicted.
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Figure 1: All 3-vertex-connected, 2-edge-connected planar graphs with n = 8 vertices, f = 6
faces, and e = 12 edges. There are only 2 unique convex polyhedra with 6 faces. Allowing
highly curved faces (‘band’ faces), and faces with only two edges (double edges), a number of
additional general curved polyhedra exist.

Algorithm

Researchers including Federico [1], Duijvestijn [2], and Engel [3] have written about
enumerating the polyhedra, convex and otherwise. By ‘enumerate’, the authors imply
‘count the total number possible.’ At the time of this writing, the authors have been
unable to find plots or Schlegel diagrams of the polyhedra, except in references to an
unpublished work by Duijvestijn [12] and some work by Voytekhovsky on 14- and 15-
[13] and 16-hedra [14]. A Monte Carlo method was devised to compute the topologies
of the set of grains in each category of N -hedra. This section provides the details of the
present algorithm.

Graph Structure

Each grain can be modeled by a graph of the vertices, edges, and faces—specifically,
a 3-vertex-connected (3-regular, cubic), 2-edge-connected, planar graph. The graph is
3-vertex-connected, meaning that exactly 3 edges (equivalently, 3 faces) meet at each
vertex (each vertex has valence 3). Based on Plateau’s rules [15], we assume that the
3-vertex-connected graphs are the only graphs of interest.

Because this graph represents a single grain rather than multiple disconnected grains,
the graph must be connected, meaning each vertex can reach each other vertex by fol-
lowing a chain of one or more edges. Furthermore, we require that the graph must be at
least 2-edge-connected, which means that at least two edges must be cut or removed to
separate the graph into disconnected subgraphs. We note that singly-connected graphs
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are realizable as general curved 3D polyhedra and may exist in some polycrystalline
structures; however, we are currently omitting these shapes from our study. Finally the
graph must be planar, in that the vertices and edges can be arranged and drawn on a
plane such that no edges cross. The graph is not required to be a convex planar graph;
that is, some of the polygons may be non-convex. Furthermore, the edges need not be
straight; for example, the edges of a 2-sided face must be curved arcs (Figure 1d-m).
Additionally, the faces of the 3D grain are not constrained to be planar and in fact two
faces may share 2 or more edges (e.g., the purple face and the back face in Figure 1c).
We call these faces band faces, because this pair of faces forms a band wrapping around
the middle of the grain, separating the remaining faces into two otherwise unconnected
groups.

Graph Representation

Each graph with n vertices may be represented with a
n × n matrix M , where each element mij = 0 if there
is no edge between vertices i and j, mij = 1 if there is
a single edge between the vertices, and mij = 2 if there
is a double edge. Note that mij = mji and mii = 0.
To fulfill the 3-vertex-connected property, each row (and
equivalently each column) of this matrix must sum to 3.
For example, the matrix on the right is a represention of
the graph in Figure 2j.

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 1 0 0 1 0 0 1
1 0 0 1 0 0 1 0
0 0 0 0 1 1 1 0
0 1 0 0 0 1 0 1
1 0 1 0 0 0 0 1
0 0 1 1 0 0 1 0
0 1 1 0 0 1 0 0
1 0 0 1 1 0 0 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

To ensure that the graph represented by the matrix is at least 2-edge-connected,
we test the graph by removing a single edge from the graph and perform a flood-fill
graph traversal to verify that the graph is connected. This remove-and-test operation
is repeated for each edge in the graph. The more challenging and computationally
expensive operation is testing if the graph is planar, which will also provide a set of faces
leading to a 2D or 3D interpretation of the graph. If the graph is not symmetric, the
shape can be reflected or inverted creating a mirror image polyhedron. Additionally, we
note that the face set for a particular matrix is not necessarily unique. A subgraph of
the polyhedron may be inverted to create a different face set, and a different polyhedron.
Finally, the vertices of a polyhedron can be re-numbered, which swaps rows and columns
of the matrix representation.

One method of enumerating all polyhedral shapes is to enumerate all possible matrices
as described above, and discard all non 2-edge-connected graphs and non-planar graphs.
However, as n increases, complete enumeration becomes impractical. Furthermore, as
noted above, many of these matrices yield graphs/polyhedra that are equivalent. An
alternative technique is to sample the space of all possible graphs by randomly adding e
edges one-at-a-time until each vertex has 3 edges. However, this randomized algorithm
is impractical, because as n increases the number of invalid, non-planar graphs generated
increases rapidly. We found that for graphs generated via this method, approximately
50% of n=8 vertices, 30% of n= 10 vertices, and 20% of n = 12 vertices corresponded to
valid polyhedra. Thus, we developed a more efficient algorithm to sample similarly and
randomly the space of graphs by generating only planar graphs.
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Figure 2: Illustration of a Monte Carlo algorithm for generating random 3-vertex-connected,
2-edge-connected planar graphs with n = 8 vertices, f = 6 faces, and e = 12 edges.

Planar Graph Enumeration Algorithm

We illustrate our Monte Carlo algorithm for generating 3-vertex-connected, 2-edge-
connected, planar graphs in Figure 2. We begin with a single edge connecting two
vertices in the model (Figure 2a). This edge connects vertices 1 and 2, without loss of
generality. Each vertex has three receptors that will be linked via edges to other vertices.
The vertices may rotate in the plane, but the receptors maintain an established winding
order; that is, a receptor cannot switch to the other side by flipping the vertex over.

On each iteration of the algorithm we randomly select two vertices that have at least
one receptor open (Figure 2b) and attempt to add an edge connecting them (Figure 2c).
If a vertex has more than one open receptor, we randomly select one of the open receptors.
If neither of the two vertices are connected to the forming graph, we do not add that
edge (Figure 2d). Note that this specific edge may be added at a later step after one
or both of the vertices are first connected to the graph. Figure 2f illustrates the other
type of blocked edge addition. We analyze the two proposed receptors by walking the
perimeter of the current graph and making an ordered list of the open receptors and do
not add the edge if the receptors are not adjacent in the traversal. Adding the proposed
edge between these vertices would segment the remaining open receptors into two groups,
forbidding the addition of future edges connecting a vertex in one group to a vertex in
the other group. Note that this edge may in fact be added in a later step, if all the open
receptors on one side are first connected to each other. As we progress, each time we
add an edge that forms a cycle on the graph (Figure 2h), this cycle is exported as a face
of the polyhedral graph.

This algorithm will only fail to generate a valid graph if the last two open receptors
remaining belong to the same vertex or if the final graph is only singly-connected. The
first case can be prevented with a check when adding the second-to-last edge. The second
case arises in roughly one third of the generated graphs (the percentage decreases as n
increases), so we simply discard these graphs. Every possible 3-vertex-connected, 2-edge-
connected, planar graph may be generated by this algorithm. However, the probability
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Table 1: Fractional completion of the enumeration problem for convex polyhedra: for f = 6,
the two convex polyhedra are Figure 1a-b. The blue italicized numbers indicate incomplete
enumeration results. Total number of convex polyhedra from [3].

n f
Total
Convex
Graphs

Generated Convex
Graphs

Generated Graphs
with Band-Faces

Generated Graphs
with Band- and
2-edged Faces

4 4 1 1 0 1
6 5 1 1 0 3
8 6 2 2 1 10
10 7 5 5 3 36
12 8 14 14 15 193
14 9 50 50 64 1,075
16 10 233 232 333 3,561
18 11 1,249 1,095 2,117 1,516
20 12 7,595 1,577 1,492 1,733
22 13 49,566 3,371
24 14 339,722 269
26 15 2,406,841 237

of generating a particular graph is not uniform. We must next study and understand the
distribution of polyhedra generated by this randomized enumeration algorithm and how
it relates to the distribution of observable grains both in simulation and in experiments.

Analysis

The Monte Carlo approach described here in brief has proven successful in enumerating
many allowable topologies that grains can adopt: progress to date is summarized in Ta-
ble 1. The reader should be cautioned that the algorithm as presented in this paper very
likely provides a particular selection bias from within the set of all possible topologies.
In cases where all the topological members of the set have been found this is of no prac-
tical concern. However, drawing conclusions based on the observed members of partially
completed sets should be done with caution. With this in mind, we take an analytical
approach based on dispersion in topological properties to classify individual polyhedral
graphs without generalization to the entire population of graphs in any one set.

The Platonic solids (the regular tetrahedron, cube, and dodecahedron) have the prop-
erty that all the edges and faces are identical. These few solids (f = 4, 6, 12) represent
all the constructible tri-valent polyhedra with identical planar faces that can be repre-
sented in three dimensions. One of the authors (Glicksman) has introduced a method
for computing the geometric properties for these idealized ‘proxy’ grains (the N-hedra)
for an arbitrary number of faces, 3 ≤ f ≤ ∞ [7]. These ‘unconstructible’ grains are the
equivalent of the Platonic solids in that they have edge lengths (and other geometric
properties) characteristic of symmetric, idealized polyhedra. We compare the results of
our Monte Carlo method to these ‘ideal’ generalized polyhedra.
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Enumeration Progress

We begin to characterize the enumerated tri-valent polyhedra by computing the disper-
sion (via the standard deviation) in their number of edges per face:

σ(p) =

√√√√ 1

f

f∑
i=1

(pi − p̄)2 (1)

p̄ = 6− 12

f
, (2)

where Equation 2 is Smith’s formula for the mean number of edges per face [4]. By
virtue of their regularity, each of the Platonic solids has σ = 0; so, too, does each ‘ideal’
generalized polyhedron. For any other polyhedral graph, this statistical metric indicates
how close to ‘regular’ it is.

By comparing the frequency with which polyhedral graphs are generated to their
respective values of σ, we find that graphs with high σ are generated far more often than
those with low σ: consider Figure 3, which includes duplicate generation of the same
graph in addition to isomorphs and other distinct graphs with common σ. Considering
the histogram of Figure 3b with f = 12, an incomplete class, it is perhaps not surpris-
ing that although we have generated more than 500 topologically unique dodecahedra,
the Platonic dodecahedron is not among them. Graphs with band faces and 2-edged
faces (red segments in Figure 3) turn up relatively often in this work, upon occasion in
grain growth simulations [16], and extremely rarely in real polyhedral networks. This
difference in the proportion of band faces and 2-edged faces is to be expected: the al-
gorithm discussed here was designed to explore topological sample space, not to mimic
real polyhedral networks found in nature.

(a) (b)

Figure 3: Number of times polyhedral graphs of given σ, including duplicates, have been gen-
erated by our algorithm to date. Regular polyhedra, such as the cube or regular dodecahedron,
are generated considerably less frequently than are graphs with σ > 0.
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(a) (b)

Figure 4: Dispersion in the number of edges per face p of the 50 convex nonahedra plus 64
nonahedra with band or 2-edged faces. Bars indicate the range of σ, rings the average; the
number of nonahedra per category are noted.

Discussion of Polyhedra

Bearing the intent of our algorithm in mind, we begin to analyze graphs having the
largest number of faces for which every graph has been generated: the nonahedra, f = 9
and p̄ ≈ 4.67 edges per face. We section this data for study by choosing a face topology
of interest and determining how many times it shows up; e.g., how many 3-edged faces
there are in each 9-hedral graph. We perform the dispersion analysis discussed above
to yield a set of plots for these graphs, comparing the dispersion in p to the number of
faces with a selected geometry; a couple are represented in Figure 4. The minimal value
of dispersion corresponds to the nonahedron having three faces with p = 4 and six with
p = 5 edges per face. The upward trend in Figure 4a is the result of our tri-valency
constraint and Euler’s characteristic:

3n = 2e (3)

χ = n− e+ f, (4)

so that polyhedra with f = 9 and an increasing number of 3-edged faces must also have
increasing numbers of faces with p > p̄ to conserve χ. This is increasing dispersion, by
definition.

Assuming that 3- and 4-edged faces are curved in such a way that they are generally
shrinking in area, we expect grains with graphs located at the upper-right of Figure 4a,
for example, to exit the f = 9 class more quickly than those at the lower-left. Similarly,
grains from higher f -classes are expected to enter lower ones as these highly-curved
faces collapse. Based on the number of 3- and 4-edged faces, σ, and other topological
properties of the grain, it may be possible to estimate residence time upon entry to an
f -class. As we begin to index grain growth experiments according to our enumeration of
polyhedral graphs, we plan to chart the trajectory of grains as they traverse topological
space to characterize the topological dependence of residence time in the polycrystalline
structure.
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Conclusions and Future Work

From this study we conclude:

1. The total number of polyhedra beyond f = 15 is still unknown, and the number of
topological variants for a given number of faces remains incomplete beyond f = 9.
We have partially enumerated the topological variants for 9 < f < 16, but many
more exist.

2. The frequency of occurrence of particular topological elements can be analyzed
using a dispersion formula referenced to the generalized N -hedron as the ideal.

3. The algorithm used to enumerate the topological variants likely introduces a bias
that causes polyhedra with higher dispersion (compared to all possible topological
variants) to be generated more frequently. Therefore care should be taken when
drawing conclusions based on the partially complete enumerations.

4. In the future we anticipate the set of topological variants to play a central role
in understanding topological distributions and residence time of particular grain
topologies in dynamic calculations, and in the analysis of experimental grain growth
data.
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[10] M. Elsey, S. Esedoḡlu, and P. Smereka, “Large-scale simulation of normal grain
growth via diffusion-generated motion,” Proceedings of the Royal Society A: Math-
ematical, Physical and Engineering Science, 467 (2011) 381–401.

[11] E. A. Lazar, J. K. Mason, R. D. MacPherson, and D. J. Srolovitz, “A more accurate
three-dimensional grain growth algorithm,” Acta Materialia, 59 (2011) 6837–6847.

[12] A. J. W. Duijvestijn, “List of 3-connected planar graphs with 6 to 22 edges,”
1979, unpublished computer tape, Twente University of Technology, Enschede, The
Netherlands.

[13] Y. L. Voytekhovsky and D. G. Stepenshchikov, “On the symmetry of simple 14-
and 15-hedra,” Acta Crystallographica Section A, 59 (2003) 367–370.

[14] Y. L. Voytekhovsky and D. G. Stepenshchikov, “On the symmetry of simple 16-
hedra,” Acta Crystallographica Section A, 62 (2006) 230–232.

[15] J. A. F. Plateau, Statique Expérimentale et Théorique des Liquides Soumis aux
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Abstract 
The pinning effects of carbide particles on the grain growth of ferrite were studied in Fe-0.1C-
0.0005B and Fe-0.1C-0.09V alloys. The number and size distribution of carbide particles were 
determined from the number of consecutive sections cutting a particle or the observed largest 
size in distinction of grain faces, edges and corners by means of serial sectioning. The particle 
numbers in contact with each type of grain boundary site were considerably greater than those 
calculated assuming random distribution. Theories that all particles pin grain boundaries 
predicted the final grain size in fair agreement with measured ones.  

Introduction 
Grain growth is impeded in the presence of 2nd phase particles. This phenomenon, known as the 
Zener pinning effects, is utilized industrially to suppress grain coarsening in steel and steel weld. 
In order to predict the final grain size it is crucial to evaluate correctly the proportion of particles 
actually pinning the boundary. A number of theoretical and computational studies have been 
conducted to propose the f -1/n (n>1) dependence of grain size where f is the volume fraction of 
particle [1-5]. Since f is usually of the order of a few percent or less, the final grain size is very 
sensitive to the n value which depends on the pinning sites.  
   Experimental studies along this line are rather scarce. We have conducted serial sectioning to 
observe the spatial and size distributions of pinning carbide particles in distinction of grain faces, 
edges and corners in cold-rolled and annealed Fe-0.1C-0.0005B [6] and Fe-0.1C-0.09V alloys.  
In the former alloy only cementite particles were formed while two carbide phases were formed 
and the particle size was not uniform in the latter alloy. In this report, the influence of non-
uniform distribution of particles, both in size and space, on the grain growth of ferrite is 
discussed on the basis of modified Zener theories of boundary pinning.      

Experimental Procedure 
High purity Fe-C alloys containing B and V were vacuum-induction melted. The chemical 
compositions of alloys are shown in Table 1. After hot-rolling and homogenization at 1250 C for 
48 hr hot-rolled plates were 80% cold rolled and cut into square specimens 10 mm in side and 
0.6 mm in thickness. Specimens were vacuum-sealed in silica tube and annealed at 700 C for up  

Table 1   Chemical composition of alloys studied in mass%. 

Fe C Mn Si Al V P S B N
Bal. 0.11 0.01 0.02 <0.002 <0.002 <0.001 0.0005
Bal. 0.108 <0.01 <0.02 <0.002 0.092 <0.002 <0.0001 <0.004
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to 96 hr. Thermodynamic calculations revealed that only cementite was formed in the former 
alloy, while cementite and vanadium carbide were formed in the latter alloy. The V 
concentration in cementite was very small whereas the Fe concentration in vanadium carbide 
was substantial, see Table 2. In order to cover a large number of matrix grains serial sectioning 
was conducted with the removal thickness =0.25 0.28 m for the specimen annealed for 48 hr.  
The size distribution was measured over 17 out of 90 sections which covered the largest particle 
size ( 4 m). The procedure of sectioning has been described elsewhere [6].   

Table 2   Composition of 2nd phase particles in ferrite in mass fraction 

Carbide Volume fraction

Fe-C-B Cementite Fe3(CB)* 0.015

Fe-C-V
Cementite (Fe0.995V0.005)3C 0.011

0.013Vanadium 
carbide (Fe0.23V0.77)7C6 0.0018

* The ratio of carbon to boron concentrations is 99.45:0.55. 

Results and discussion  
Identification of pinning sites and size distribution of carbide particles
Fig. 1a shows the 3D-reconstructed image of carbide particles on the surface of a grain in the B 
alloy annealed for 48 hr. The particle number and size distributions were measured separately at 
grain faces, edges and corners. Grain corner can be discriminated from grain edge either by 
triangular annihilation or recombination of grain boundaries as illustrated in Figs. 1b and 1c. The 
numbers of edges and corners in the sample volume and those of carbide particles in contact with 
them are shown in Table 3.  

In the B alloy particles were relatively coarse. The particle size was measured by the number 
of consecutive sections cutting one particle. This procedure is not sufficient to measure the 
distribution of real particle size because if one particle is cut by i sections, the real particle 
diameter lies between (i-1)  and (i+1) . Hence, a computer program was developed to calculate 
the probability of one particle of diameter i  being cut by (i-1) and (i+1) sections to obtain the 
real size distributions.  

   Table 3  Number of edges and corners in the sample volume and carbide particles in 
contact with  them. 

Alloy
Sample 
volume,

m3

edge corner

Total
number

Number 
occupied

Total
number

Number 
occupied

Fe-C-B 7.1x104 380 80 79 39

Fe-C-V 6.4x104 440 114 119 68
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Fig. 1   Optical micrograph of a) 3D-reconstructed image of carbide on the surface of a grain in 
an Fe-C-B alloy annealed at 700 C for 48 hr, and b) triangular annihilation and c) 
recombination of grain boundaries for identification of a grain corner.    

In the V alloy the particle size was highly non-uniform; SEM-EDX analysis revealed that the 
majority of smaller particles observed in the matrix were vanadium carbide. Thus, the largest 
diameter observed in consecutive sections associated with each particle was recorded. Even by 
doing so, a significant amount of error is expected for smaller particles because they may not be 
sectioned through the center of the particle. Accordingly, another computer program was 
developed to calculate the probability of particles enrolled in a smaller size group and corrections 
were made to the distribution of measured largest particle diameters.  

The distributions of real diameters for particles at grain faces, edges and corners are shown in 
Figs. 2 and 3 for the B and V alloys, respectively. In these figures the numbers of particles in 

Fig. 2  Comparison of real size distribution of particles a) at grain faces, b) at grain edges and c) 
at grain corners with the numbers of particles calculated assuming random distribution 
(white circle) in the Fe-C-B alloy.  

a) b) c)

a)

(1) (2)

(1)

(2)

10 m (1)

(2)

(1) (2)

a)

c)

b)
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contact with each grain boundary site were calculated assuming that particles were distributed at
random by the following equations,  

SVrnn Vf 2 , LVnrn Ve
2 ,   and MVnrn Vf

3

3
4

for grain faces, edges and corners, respectively. Here, r is particle radius, nV is the particle 
density and V is the sample volume. S=3.35/D, L=8.5/D2 and M=12/D3 are the area of grain 
faces, the length of grain edges and the number of grain corners per unit volume, where all grains 
are assumed to be a tetrakaidecahedron of diameter D [8]. nV was taken to be the sum of particle 
numbers at all sites, including grain matrix, in each group. It is immediately seen that the 
observed particle numbers are much greater than those of random distribution at all grain 
boundary sites. Moreover, the ratio of the observed to the calculated numbers increased in the 
order of grain faces, edges and corners and it appears to be a few tens times greater at corners.   

Grain size calculated from modified Zener theories 
A number of modified Zener theories have been proposed to improve the capability of predicting 
the grain size. One of the most crucial points is the proportion of particles actually pinning grain 
boundaries. Anand and Gurland [9] and Haroun [10] proposed the f-1/2 dependence of the final 
grain size assuming that all particles are in contact with grain boundaries. An f-1/3 dependence 
was proposed assuming all particles are pinning grain corners [2]. Hunderi and Ryum (H-R) [11]
developed a theory which incorporates pinning at all grain boundary sites. Since the H-R theory 
assumed random distribution of particles, the grain size depends on f-1 as in the original Zener 
theory. Finally, Nishizawa et al [12] assumed that particles lying in a region within half the inter-
particle spacing from the grain boundary contribute to the pinning and proposed the f-2/3

dependence.  
   It should be noted that in the V alloy the final grain size is calculated to be very small 
compared to the measured grain size in all these theories if the mean radius of all particles is 
incorporated. This is probably because the mean size of all particles does not represent the total 
particle number actually present in the alloy. Although not explicitly included in the equations, 
the number of particles may play a key role for the total pinning force. As an alternative, the 
mean radius of particles in contact with grain boundaries was employed to calculate the grain 
size. On the other hand, the mean radius of all particles were used in the B alloy. The grain sizes 
calculated from the above theories are shown in Table 4. 

Fig. 3  Comparison of real size distribution of particles a) at grain faces, b) at grain edges and c) 
at grain corners with the numbers of particles calculated assuming random distribution 
(dashed line) in the Fe-C-V alloy.  

a) b) c)
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Table 4   Comparison of measured grain size calculated from modified Zener theories 

Model Dependence of grain size with volume 
fraction f 

Grain radius, m

Fe-C-B Fe-C-V

Measured 9.8 0.7 6.8 0.5

Zener f
rR

3
4

65.3 73.1

Grain boundary 
pinning 2/1295.0

f
rR 5.7 11.9 5.9 12.5

Grain corner pinning 3/182.126.1
f
rR 3.7 5.4 3.8 5.5

Correlation model 
[12] 3/23

4
f

rR 16.0 17.3

Hunderi-Ryum [11] 221 1525.0225.02
9
8 fff
fr

R
21.8 24.6 24.3 27.0

In both alloys the original Zener and Hunderi-Ryum theories yielded a grain size considerably 
greater than the measured ones. Conversely, the theory of grain corner pinning yielded a grain 
size smaller than the experiment. The grain sizes predicted from the grain boundary pinning and 
the correlation model are in fair agreement with experiment.   

Summary 
The spatial and size distributions of carbide particles were measured by multiple sectioning in 
cold-rolled and annealed Fe-C alloys containing B and V, and the real size distributions of 
particles at grain faces, edges and corners were determined with the aid of computer simulation. 
In both alloys the proportions of particles in contact with grain boundaries were all greater than 
they would be if particles were distributed at random throughout the sample volume. As a result, 
theories which assume random distribution and lead to the f -1 dependence of grain size predicted 
grain sizes considerably greater than the measured ones. The theories that all particles are 
trapped in grain boundaries yielded grain sizes in fair agreement with experiment, while the 
grain size is predicted to be too small if all particles were assumed to be at grain corners. In the 
V alloy in which the particle size was highly non-uniform the mean size of particles in contact 
with grain boundaries was more relevant to the prediction of grain size than the mean size of all 
particles.  
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Abstract 

This work presents a three tiered modeling approach to examine grain boundary interfaces in a 
pure Nickel foil material utilizing a crystal plasticity based finite element model (CPFEM). The 
goal of this work is to calibrate a modeling approach through comparison to experimental data, 
and then use the models to gain insight into deformation at grain boundaries in Nickel and 
Nickel-base superalloy polycrystals. The first study utilizes a multi-crystal micro-tension 
specimen and simulations to calibrate the CPFEM model and examine the development of “hot-
spots” or localized plasticity near the grain boundaries. Some orientation combinations exhibit 
localized plasticity along the boundary (bad-actor boundaries) while others do not. Insight from 
the deformation of this model is then used to instantiate simulations of Nickel bi-crystals which 
exhibit localized plasticity near the boundary. The third study embeds the grain boundary 
interfaces of interest, as determined from the bi-crystal simulations, into a larger polycrystalline 
simulation utilizing the same CPFEM framework. Using these interfaces we study deformation 
at these “characteristic” interfaces when subjected to the generalized loading conditions present 
in a polycrystalline microstructure. 

1. Introduction 

In this work, we make direct comparisons of simulation results with experimental measurements 
in an attempt to calibrate a Crystal Plasticity Finite Element Model (CPFEM) for use in 
investigating complex deformation phenomena. In particular, we calibrate our model through 
comparison with experimental results and then use the model to examine the nature of 
deformation at grain boundary interfaces. We hope this work will lead to an enhanced 
understanding of the onset and evolution of non-uniform deformation, and eventually provide a 
basis for prediction of crack initiation and failure in Nickel-base alloys. 

Comparison of simulation results with experiments is a critical component in the development of 
computational tools which predict the plastic deformation response of polycrystalline ensembles. 
Previous studies have compared bulk crystallographic texture changes with deformation, while 
others examined local lattice orientation changes and the development of intra-granular 
misorientation and deformation [1-4]. While those studies are useful in setting the groundwork 
for the present study, they often stop after validating their particular model and methodology. For 
this work we go beyond a simple model calibration and validation, and apply our model to study 
aspects of the deformation that cannot be experimentally measured. In particular, this study 
builds upon the techniques presented in [5], where microstructural features at the relevant length-
scales were experimentally characterized and used to instantiate a CPFEM model. From this we 
hope to gain insight into the mechanics of deformation, as well as to understand where 
experimental techniques may fall short in order to develop new relevant experiments for the 
future. 
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2. Materials and Experimental Procedures 
2.1 Material 
For this work we examined a commercially purchases 99.0% pure nickel foil material with a
thickness of 50 m. Although not shown, Electron Back-Scatter Diffraction (EBSD) 
measurements revealed a random crystallographic texture and an approximate average equiaxed 
grain size of 20 m.

2.2 Micro-Tension Test
To calibrate our CPFEM model, a micro-tensile specimen was fabricated from the nickel foil by 
implementing a stencil mask technique. The final sample geometry was defined using focused 
ion beam (FIB) milling, creating a specimen with a rectangular cross section and a gage width of 
21 m, a thickness of 38 m, and a gage length of 80 m. The FIB was also used to machine a grid 
of points onto the top surface of the sample to be used as fiducial markers for digital image 
correlation (DIC) tracking of surface displacements. An image of the sample prior to testing is 
shown in Figure 1 (a). A custom in-situ mechanical testing device [6-7] was used to deform the 
specimen in tension to an axial true strain of 2.4%. Throughout deformation, the location of the 
fiducial markers on the specimen surface was tracked through automated SEM imaging to derive 
the surface strain distribution. 

Figure 1. (a) Pure nickel micro-tension test specimen (b) CPFEM model representing tensile specimen 

2.3 Serial Sectioning
After the tensile test, the full 3D microstructure and internal crystallographic lattice rotations of 
the deformed sample were characterized through destructive 3D-electron backscatter diffraction 
(EBSD) serial sectioning. Cross-sections were repeatedly milled with a section thickness of 250 
nm, while crystallographic orientation data was captured on each section with a pixel size of 250 
nm. The 3D-EBSD dataset consisted of approximately 400 sections and the full 3D post-
deformation microstructure was subsequently re-constructed using DREAM 3-D software 
(http://dream3d.bluequartz.net/). 

3. Modeling Approach 
3.1 Polycrystal Model
The crystal-plasticity model employed for this work approximates the micro-mechanics of 
plastic flow in crystalline solids using restricted slip assumed to only occur on the octahedral 
family of {111}<110>.  A brief overview of the single crystal constitutive model is presented 
here; a more detailed development may be found in [3-4]. The salient features of the crystal 
plasticity model for this paper include the constitutive formulation and the hardening equation. 
The rate of shearing on each slip system is determined from a rate-dependent constitutive 
formulation relating the shearing rate to the resolved shear stress: 

sgn,
1

m

o g
g          (1) 
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in which denotes the rate of shearing on the th slip system ,  and g  are the resolved shear 
stress and slip-system strength of the th  slip system, respectively, m is the rate-sensitivity, and 

o  is a model parameter. The slip-system strengths are evolved through a Voce-type saturation 
law [8-9] of the following form: 

sso

so

hg
gghgg 0,   (2) 

Here,  is the net rate of slip on all the slip systems within the crystal, and oh ,
0sg , and sh are 

material parameters.  

3.2 Model Calibration Using the Micro-Tension Virtual Specimen 
The constitutive response of the material was calibrated using the single-crystal model discussed 
above, coupled with the Arbitrary Lagrangian/Eulerian 3D (ALE3D) finite-element code 
developed at Lawrence Livermore National Laboratory [10]. We employed an individual crystal 
orientation for each finite element, and unique grains in the model were then defined by a 
collection of elements with the same orientation. This technique has been used in other efforts to 
produce virtual microstructures for CPFEM simulations [4-5]. The serial section data were 
reconstructed and used as input for the model, creating the virtual microstructure shown in 
Figure 1b. The model parameters ( oh ,

0sg ,
sh ,

initialg ,
0
, and m) were initialized such that the 

macroscopic stress-strain response from the CPFEM simulations matched that of the 
experiments.  In addition, the standard anisotropic elastic moduli (c11= 247GPa, c12 = 147GPa, 
c44 =125GPa) were chosen to match the elastic response of the experiments. The finite element 
mesh was created with 448,000 hexehedral finite elements (Figure 1b). Figure 2 shows the 
results of the surface strain distributions in the experimental specimen (Figure 2a) as measured 
with DIC, and in the simulation (Figure 2b) after a uni-axial tensile deformation to 2.5% axial 
true strain. Although the experimental surface strain was measured on a coarser grid than the 
finite element mesh, the general trends in both magnitude and patterning of the surface strain 
were captured, further indicating that the model calibration was qualitatively reasonable. 

Table I. Material Parameters for the Simulation of the micro-tension test 

oh sog sh initialg 0 m
(MPa) (MPa) (MPa) (MPa) (s-1) -

500 103 43 43 1e-5 0.06

Figure 2. Axial surface strain plots for the (a) experimental micro-tension specimen, and (b) the CPFEM 
simulation of the micro-tension specimen 

3.3 Bi-Crystal Simulations
Examination of the results from the micro-tension specimen revealed that significant 
heterogeneity existed in the deformation. In particular, the concentration of localized plasticity or 
“hot-spots” appeared to form at or near grain boundaries. Therefore we decided to further 
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explore the issue of deformation at the grain boundary interfaces through bi-crystal simulations 
of particular grain boundaries. We chose the particular sets of orientations in the bi-crystal 
simulations through intuition of which orientation pairs might generate large plastic flow 
localizations (Figure 3a) [11]. To that end we developed the finite element mesh shown in Figure 
3b utilizing 470,000 finite elements which included a refined region near the grain boundary. We
instantiated the mesh with two different crystallographic orientations, creating a bi-crystal 
simulation, and then ran two different simulations—the first with orientations aligned for multi-
slip (Figure 3c) and the second with crystallographic orientations aligned for single-slip (Figure 
3d). The virtual specimens were deformed under uni-axial tension to 2.5% axial true strain. 

Figure 3. (a) The orientations selected for the bi-crystal simulation are labeled in the Inverse Pole Figure (b) 
the Finite Element mesh used for the simulations (c) Von Mises effective stress in the Multi-slip and (d) in the 

Single Slip cases 

3.4 Embedded Polycrystal Simulations
After examining the bi-crystal simulations in Figure 3, we took the same crystallographic 
orientations from those simulations and embedded them into a larger polycrystal aggregate with 
a random crystallographic texture to examine the response of the same boundaries when 
subjected to the more arbitrary deformation state they might experience as part of a deforming 
polycrystal. In addition, we ran several simulations where we inclined the grain boundary at 
different angles (0, 45, and 90 degrees) relative to the tensile axis. Figure 4 shows the basic setup 
of the virtual polycrystals, as well as slices of the interior with the embedded bi-crystal at the 
center of the model. The colors in this figure are shaded to show the surrounding microstructure 
and the two crystals of interest at the center. Figure 5 shows the CPFEM results, plotting the Von 
Mises effective stress on a slice through the interior of the 3D microstructure. 

Figure 4. (a) CPFEM model of the embedded microstructure (b) 0 degree simulation (c) 45 degree simulation 
(d) 90 degree simulation 
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Figure 5. (a) Von Mises effective stress in the CPFEM model of the embedded microstructure (a-c) embedded 
grains aligned for multi-slip (d-f) embedded grains aligned for single-slip  

4. Discussion 

For this study we calibrated our CPFEM model and methodology through a micro-tensile test 
with a pure Nickel polycrystal. We found that the CPFEM model qualitatively captured the 
surface strain gradients seen in the experiment, even though the fiducial markers utilized for the 
DIC were on a coarser scale than the simulation results. However, both the experiment and 
simulation showed significant heterogeneity in the deformation field at the surface of the 
specimen. Closer examination of Figure 2 reveals that localized plasticity or “hot spots” appear 
to form at or near grain boundaries. This provided the motivation to use our calibrated CPFEM 
model to explore the development of this heterogeneity. 

To this end, we developed bi-crystal simulations with two sets of crystallographic orientations. 
The bi-crystal model allowed us to examine only one grain boundary at a time, thereby reducing 
the complexity of the loading conditions inherently present in a polycrystalline sample. We 
chose to examine two sets of crystals that based on our intuition and knowledge of deformation 
in single crystals [11] we believed would provide extremes in behavior along the grain boundary. 
The first set was chosen with their crystallographic orientations aligned for multi-slip. These 
orientations are plotted in the inverse pole figure maps of Figure 3a, which shows the tensile axis 
in the crystal coordinate system. The multi-slip crystal orientations have the tensile axis aligned 
with the [100] and [111] crystal directions, respectively, where we assumed the multiplicity of 
slip systems involved would provide a more homogeneous deformation at the grain boundary. In 
a similar fashion, we chose a pair of single-slip oriented crystals thereby setting up a condition 
we believed would be less accommodating of the macroscopic deformation, forcing a larger 
amount of heterogeneity in the plastic response near the grain boundary. By examining Figure 3, 
it does appear that the single-slip case deformed less homogenously, although both sets of 
crystals develop localized stress concentrations near the grain boundary. 

It is important to note that both bi-crystal simulations deformed in a non-intuitive manner based 
on our knowledge of single crystal deformation, where both combinations may be seen as so 
called “bad-actor” grain boundaries—areas where stress concentrations develop under load. This 
occurs because the act of combining them into a bi-crystal inherently changes the boundary 
conditions, particularly at the grain boundary, and thus changes the local stress state. Therefore, 
to evaluate these grain boundaries under a more arbitrary deformation state, we carried out a 
suite of simulations where we embedded the bi-crystals into a larger polycrystalline aggregate. 
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Once again, this larger polycrystal was deformed in uni-axial tension to 2.5% axial true strain, 
and the bi-crystal combinations were placed at the center of the aggregate. In addition, for each 
bi-crystal combination we performed three simulations where the grain boundary between the 
two crystals was configured in different orientations relative to the axial loading. Figure 4 shows 
the configuration of those simulations, while Figure 5 displays the Von Mises effective stress on 
a cross section through the middle of the aggregate and the embedded bi-crystal grains. In both 
the multi-slip and single-slip cases, and in all three angular orientations of the grain boundary, no 
appreciable stress concentration develops at the boundary. This varies significantly from the 
results shown in Figure 3 of the standalone bi-crystal simulations, and indicates that the 
polycrystalline aggregate applies a very different deformation state to the embedded bi-crystal 
grains than is seen under the idealized loading in the pure bi-crystal simulations. Therefore, in 
order to predict localized plasticity and develop meaningful criteria for the onset of failure, it is 
extremely important to understand not only the character of the grain boundaries, but also the 
local stress state at the grain level. In turn, this local stress state is influenced by the nature of the 
externally applied loading, as well as the neighborhood of grains in the polycrystalline material. 
In addition, it is important for the larger materials community to continue to develop micro-
mechanical models, such as the CPFEM method presented here, coupled with critical 
experimental validation of these models, if we hope to use them as design tool to predict the 
development of deformation heterogeneity and the onset of failure in engineering materials.  
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Abstract

Properties of polycrystalline materials are affected by grain boundary networks. The most basic

aspect of boundary analysis is boundary geometry. This paper describes a package of computer

programs for geometric boundary characterization based on macroscopic boundary parameters.

The program allows for determination whether a boundary can be classified as near-tilt, -twist,

-symmetric et cetera. Since calculations on experimental, i.e., error affected data are assumed,

the program also provides distances to the nearest geometrically characteristic boundaries. The

software has a number of other functions helpful in grain boundary analysis. One of them is the

determination of planes of all characteristic boundaries for a given misorientation. The resulting

diagrams of geometrically characteristic boundaries can be linked to experimentally determined

grain boundary distributions. In computations, all symmetrically equivalent representations of

boundaries are taken into account. Cubic and hexagonal holohedral crystal symmetries are

allowed.

Introduction

Solid state materials frequently occur as polycrystalline agglomerates. Such aggregates
contain complex three-dimensional (3D) networks of boundaries separating adjacent
grains. The boundaries have an impact on properties of polycrystals. The most ba-
sic feature of a boundary is its geometry. Although geometric attributes themselves are
insufficient for a complete boundary characterization, they are a foundation for more
extensive investigations of grain boundaries. Recent progress in development of 3D ex-
perimental techniques (in particular, in precise serial sectioning techniques [1]) gives the
opportunity to determine macroscopic parameters [2] for significant numbers of bound-
aries. Large data sets containing grain misorientations and boundary planes are being
collected [3, 4]. In order to explore these sets in an efficient and automated way, dedicated
computer programs are needed.

There exist numerous software solutions for boundary detection and for processing of
boundary data obtained via electron backscatter diffraction (EBSD) experiments (e.g.,
OIM Analysis of EDAX-TSL, DREAM.3D [5], MTEX [6]). Other programs are de-
signed to reconstruct geometric surfaces of boundaries; see, e.g., [7]. Some calculations
related to crystal misorientations and orientation relationships can be performed using
crystallographic tools (e.g., SP2 [8]). However, we are not aware of any software which
would be capable of a complete geometric characterization of boundaries. By this we
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mean the issue of resolving whether a boundary can be classified as twist, tilt, sym-
metric et cetera, or providing numerical values of the deviations of a given boundary
from the nearest geometrically characteristic boundaries (like pure-tilt, pure-twist, pure-
symmetric et cetera). This paper presents a new software package intended to fill this
gap. The purpose of the package is to make geometric analysis of boundaries easy and
efficient. The algorithms used in the program are based on analytical solutions as well
as on purely numerical searches. Several most common parameterizations can be used
to input data of planar boundary segments. The cubic m3̄m and the hexagonal 6/mmm
crystallographic point groups are allowed. Internally, all calculations are performed in
Cartesian coordinate systems. Since the package has been developed in Java technology
(SE 7), it is expected to run on numerous platforms equipped with Java Runtime En-
vironment. It has been tested on Windows (XP and 7) and Linux (Ubuntu) operating
systems.

Preliminaries

Macroscopic boundary parameters: Comprehensive studies of interface geometry de-
mand incorporating all five macroscopic degrees of freedom [2]. Assuming the presence
of inversion center, a planar boundary in a bi-crystal can be specified by the relative
misorientation between semi-crystals and the boundary plane. Following [9], a boundary
can be represented by the 4× 4 interface matrix

B =

[
0 mT

2

m1 M

]
, (1)

where M is the misorientation matrix, and m1 (m2) is the unit vector normal to the
boundary plane expressed in the Cartesian reference frame attached to the first (second)
crystallite. Furthermore, the condition m2 = −MTm1 is satisfied. To extract complete
information about a given physical boundary, all its symmetrically equivalent represen-
tations must be processed. The equivalent representations can be easily obtained using
interface matrices: the representation B given by eq.(1) is equivalent to B− and C1BCT

2 ,
where

B− =

[
0 −mT

2

−m1 M

]
, Ci =

[
1 0
0 Ci

]
(2)

and Ci (i = 1, 2) are proper orthogonal matrices of symmetry operations of the crystals.
Additionally, in the case of homophase interfaces, if an interchange of grains is allowed,
the representation B is equivalent to BT .

Geometrically characteristic boundaries: Several types of boundaries are distinguished
using purely geometric criteria. The concepts of tilt and twist boundaries are widely
known. A boundary is a twist boundary if its plane is perpendicular to the misorientation
axis, while a tilt boundary has the axis in its plane. Since there is some confusion with the
notions of symmetric and quasi-symmetric boundaries [10], they need to be described in
more detail. We adhere to the established definition of a symmetric boundary: its plane
is a mirror between crystal structures separated by the boundary. A boundary is called
properly (improperly) quasi-symmetric if it has a representation given by eq.(1) with the
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vectors m1 and m2 related via m1 = −C2m2 (m1 = +C2m2). There are a number of
relationships between various boundary types. With the assumed crystal symmetries,
every symmetric boundary is a tilt boundary. A properly quasi-symmetric boundary is
also a twist boundary, and vice versa, a twist boundary is properly quasi-symmetric.
In the same sense, improperly quasi-symmetric boundaries are equivalent to 180◦–tilt
boundaries, and symmetric boundaries are equivalent to 180◦–twist boundaries. Proofs
of these statements can be found in [10].

Capabilities of the package

Recognition of a boundary type: One of the main functions of the package is its ability
to classify a given boundary, i.e., to determine whether it belongs to any of the groups of
geometrically characteristic boundaries. Since the program is meant to be applicable to
experimental (i.e., error affected) data, it is necessary to look for boundaries satisfying
the type-defining conditions with certain tolerances limited by user-specified thresholds.

The classification of a boundary can be done in a number of ways. The simplest
method is based on a decomposition of the boundary into tilt and twist components.
With an algorithm proposed by Fortes [11], one obtains the angles corresponding to each
of these components, and a boundary is classified as near-tilt (near-twist) if the angle of
the twist (tilt) component is below a given threshold; if none of the conditions is satisfied,
it is a mixed boundary.

The next technique is analogous to that used in [12, 13]: a given boundary is classified
as near-tilt (near-twist) if it is sufficiently close to a pure-tilt (pure-twist) boundary.
Closeness between two boundaries is determined by a predefined distance function (cf. [9,
14, 15]). For instance, the distance can be given by min(‖B−B′‖/2), where ‖.‖ denotes
the Frobenius norm, B (B′) is a representation of the first (second) boundary, and the
minimization is over equivalent representations of the boundaries. For a given boundary,
the nearest pure-tilt and pure-twist boundaries are calculated via numerical minimization
of the distance function. These procedures have been extended, and they allow for
computing the nearest symmetric and quasi-symmetric boundaries; the computations
are based on the fact that the symmetric and quasi-symmetric boundaries can be also
characterized as specific twist and tilt boundaries.

The program has some other useful capabilities like verification whether a given
boundary has a CSL character, conversion between boundary parameterizations, or gen-
eration of data sets with the random distribution of boundaries.

Searches for all characteristic boundaries: The algorithms implemented in the program
can be combined in many ways. Combining them opens new opportunities for more com-
prehensive boundary analyzes. For instance, one can pursue the concept of cataloging
geometrically characteristic boundaries [13]. In order to deal with significant amount
of data (caused by the large number of degrees of freedom), the catalogs are presented
in the form of stereographic projections of boundary plane normals corresponding to
geometrically characteristic boundaries for fixed misorientations. For brevity, the pro-
jections are called maps. With this representation, our diagrams can be directly linked
to maps of experimental grain boundary distributions like those described in [4].
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Tilt and twist boundaries are determined by, respectively, four and three independent
parameters. Therefore, in maps, tilt and twist boundaries are represented, respectively,
by points and lines (or spots and bands if a tolerance is allowed). Symmetric (quasi-
symmetric) boundaries, as particular cases of twist (tilt) boundaries restricted by extra
conditions occur only for some misorientations.

(a) (b)

Figure 1: Maps with geometrically characteristic boundaries for the Σ27a misorientation.
Points representing all pure-twist boundaries are shown in (a). Miller indices of the boundary
planes of the first grain are given. Additionally, planes of symmetric boundaries are marked
with extra circles. Lines corresponding to all pure-tilt boundaries are shown in (b). Improperly
quasi-symmetric boundaries are drawn with thick lines.

The simplest and most effective algorithms for determining positions of characteris-
tic boundaries in the maps are based on analytical expressions. With misorientations
fixed, formulas for planes of such characteristic boundaries can be derived directly from
their definitions. Example maps obtained using analytical solutions for the Σ27a mis-
orientation1 between crystals of cubic symmetry are shown in Fig. 1. Based on figures
of this type, one can easily identify boundaries which are in a sense more ”special”
than other boundaries. For instance, the boundaries with multiple tilt axes must be
two-dimensionally periodic. Some of them have also the twist character. For the exam-
ple misorientation Σ27a (Fig. 1), the most particular are the boundaries with the planes
(11̄5) and (5̄52); they can be simultaneously qualified as tilt, twist, symmetric and quasi-
symmetric. Such boundaries with distinctive geometries may have special structures and
– consequently – special properties.

Similar maps can be obtained using the Fortes decomposition or the distance min-
imization method. The figures are constructed by testing all boundaries with a fixed
misorientation and boundary normals forming a dense grid of directions; if a boundary

1Here, Σ27a is the 31.59◦ right-hand rotation about [110]. This convention agrees with that of [4].
The opposite handedness was used in [13].
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(a) (b)

Figure 2: Stereographic projections of normals to tilt and twist boundaries for Σ39 misori-
entation (50.13◦ rotation about [123]). The diagram obtained via the Fortes decomposition is
shown in (a). Boundaries with angles of tilt components below 2.5◦ are classified as near-twist,
and those having angles of twist components below 1.5◦ are near-tilt boundaries. The grid of
plane normals with the step 0.2◦ in spherical angles was used. Results obtained by the distance
minimization method are shown in (b). A boundary was classified as near-twist (near-tilt) if
its distance to the nearest pure-twist (pure-tilt) boundary was smaller than 2.5◦ (1.5◦). The
step of the grid was 0.33◦.

turns out to be geometrically characteristic, the corresponding direction is marked on
the map. These methods of getting the maps are not as effective as the method based on
analytical calculations, but they allow for a direct introduction of tolerances, they char-
acterize boundaries from different points of view, and they are useful for cross-checking
various results.

It is interesting to compare directly the maps obtained by the Fortes decomposition
and the distance minimization for the same levels of tolerance. Fig. 2 presents such im-
ages calculated using these two approaches for the Σ39 misorientation between crystals
of cubic symmetry. One should keep in mind that the interpretation of the tolerance
thresholds in these two cases is different: with the minimization method, the tolerance
concerns both misorientation and boundary plane parameters, whereas with the decom-
position technique, the misorientation is fixed. Therefore, the distance minimization
method classifies more boundaries as tilt or twist. Consequently, the bands of near-tilt
boundaries (spots of near-twist boundaries) resulting from the distance minimization
method are generally wider (larger) than those generated by the Fortes decomposition.
It is interesting to note that the distributions of spot diameters and band widths in the
maps obtained by the two methods are different. In the case of the decomposition, the
widths of bands (near-tilt boundaries) and diameters of spots (near-twist boundaries)
differ significantly, whereas with the minimization method, the differences are much
smaller. Smaller spread of sizes of the objects representing tilt and twist boundaries
in the case of the minimization method shows that this approach is less dependent on
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particular geometric configurations. All these differences diminish with the reduction of
the tolerance thresholds.

Final remarks

A software package for geometric characterization of homophase interfaces has been
presented. It is useful for classification of individual boundaries into various geometric
types, and it is capable of creating maps of geometrically characteristic boundaries using
several methods. The package is a step towards creation of a larger framework for grain
boundary characterization. There are a number of possible extensions of its capabilities.
The most basic one is to incorporate other crystal symmetries. Moreover, the software is
planned to be applied to large sets of experimental boundary data in order to estimate
the frequencies of occurrence of geometrically characteristic grain boundaries.
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Abstract

We propose that a weak compatibility condition predicts the elongated directions for
Widmanstätten type precipitates. The distribution of the elongated directions of precipi-
tates lies on a family of crystallographically equivalent cones in 3D determined by a certain
transformation stretch matrix obtained independently. A 3D visualization and digitization
method is developed to show how the cone variants control the preferred growth directions
during precipitation of Sb 3

2Te3 in a (5 μm) PbTe matrix. A series of two-dimensional sec-
ondary electron images are acquired along the direction perpendicular to the imaging plane.
By pixelating all the images and calculating the position vectors on the surface of each pre-
cipitate, the elongation directions are calculated using a 3-dimensional ellipsoidal fitting for
182 precipitates. The 3D plot of the elongation directions shows that their spacial orienta-
tions are close to four predicted cones with a standard deviation of 5.6◦. The length along
the elongation directions reveals an asymmetric distribution with a mean value of about
240 nm. The total volume fraction of the precipitates is 8.3 %. The average area of the
precipitates per volume is 0.68 μm−1 by one point statistical calculation. These results build
on our study presented in [1] by analyzing a significantly bigger data set and by including
the length distribution and 1-point statistics.

Introduction

In martensitic phase transformations, elastic compatibility plays an important role in the
hysteresis and reversibility of the transformation [2–4]. The condition λ2 = 1, where λ2 is the
middle eigenvalue of the transformation stretch matrix, correlates with low hysteresis and
a high degree of reversibility during the transition [2, 4]. The low hysteresis and improved
reversibility, in turn, has been linked to many useful properties of materials, such as an
improved shape memory effect [5], improved thermal stability and fatigue properties [6]
and efficient energy conversion [7, 8]. In coherent martensitic transformations, the lattice
distortion can be represented by a linear transformation F [9]. The eigenvalues of U =√
FTF, physically, represent the three principle stretches. The middle eigenvalue λ2 =

1 is a necessary and sufficient condition for the existence of an undistorted plane across
which the lattice of austenite perfectly fits with the lattice of martensite. According to the
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geometrically nonlinear theory of martensite [10], the symmetry relations between austenite
and martensite reveal all variants of U that contribute to predict the microstructures and
interface configurations of the two phases. In other words, when the compositions of the
alloys Ti50Ni50−xPdx are systematically tuned to satisfy λ2 = 1, HRTEM images show highly
compatible austenite/martensite interfaces [11]. The measured interface normal vector is
parallel to the calculated one given by the predicted perfect interface between austenite and
one variant of martensite [11].

However, for materials that undergo diffusional phase transformations, especially those
showing dislocations at the phase boundaries, the condition of elastic compatibility is not ex-
pected to govern behavior and properties of the interfaces. In our recent paper regarding the
Widmanstätten microstructure of Sb2Te3 precipitates, we postulated a weak compatibility
condition governing the growth of the precipitates in the matrix phase [1]. We assumed that
there still exists a transformation stretch matrix that maps a unit cell of matrix phase to the
corresponding unit cell of the precipitate for a semi-coherent interface, but we did not use the
condition λ2 = 1 to determine the interface. Rather, our postulate implies that precipitates
grow in the unstretched directions, but that otherwise there can be discontinuities in the
deformation in other directions. The unstretched directions lie on a cone where the half-cone
angle depends on the eigenvalues of the transformation stretch matrix. Analogous to the
martensitic phase transformation, the symmetry relations between the lattices of precipitates
and matrix phase imply the existence of crystallographically equivalent cone variants. In the
(5μm)3 sample box revealed by the slice-and-view method [1, 12], the large precipitates are
seen to have a ribbon-like shape with certain elongated directions as shown in Figure 1.
Among these, we selected 27 precipitates for comparison. The measured elongation direc-

Figure 1: 3D microstructures of Sb2Te3 precipitates in a (5μm)3 sample box [1]

tions fit very well with the theoretically predicted cones in reference [1]. From a statistical
point of view, the histogram of angles between measured elongation directions and the cone
axis given by the theory were fitted with a Gaussian distribution with standard deviation
2.94◦ and average half-angle 47.20◦ compared with 49.30◦ calculated by the theory [1]. In
fact, the number of precipitates is much more than 27, and the shapes vary from ribbon-like
to disk-like as they become smaller as shown in Figure 1. Therefore, a comprehensive sam-
ple collection is desirable to understand the applicability of the weak compatibility condition
which is the purpose of this paper.

In this paper, the position vectors of all precipitates in Figure 1 were systematically
digitalized and computed. As a result, the volume fraction and area per volume for the
precipitates were precisely evaluated by one-point statistics. A histogram of the lengths of
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all precipitates reveals an asymmetric distribution peaked at 240 nm. Among all collected
data, we filtered out those having the longest axis less than twice of the second one, leaving
182 precipitates. These are plotted together with four crystallographically equivalent cones
predicted by the theory. Since the orientation relationships between the physical basis of
the sample box and the crystallographic basis of the matrix phase were only roughly deter-
mined, the alignment of the cones, but not their half-angles, were adjusted to fit the measured
elongation directions consistent with symmetry. The histogram of the angles between the
elongation directions and their nearest cone axes are fitted quite well by a Gaussian distri-
bution. The average angle is 48.13◦ and the standard deviation is 5.6◦. From the plot of
normalized elongation directions in 3D, most of them tend to lie on one of the four cone
variants consistent with our result in [1] for 27 precipitates. This consistency is striking
because it shows how elastic fields affect the growth of precipitates during the aging process,
even though there is clearly some loss of coherence. Since the cones are influenced by the
transformation stretch matrix, the weak compatibility condition then gives a potential way
to control the alignment of precipitates using, for example, heat treatment under stress.

Review of The Weak Compatibility Condition

For a precipitation process with an almost coherent phase boundary, a positive definite
symmetric stretch tensor U is used to relate the lattices of the precipitates and matrix
phase. Let M(xTe; e

m
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2 , e

m
3 ) = {xTe + νj

i e
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i ∈ integers} be the tellurium sublattice
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sublattice of Sb2Te3 with the same base position xTe ∈ R
3. In principle, the transformation

stretch matrix is calculated by U =
√
FTF with the linear transformation F which minimizes

the lattice distortion. Based on the orientation relationships that (0001)Sb2Te3 || {111}PbTe
and < 112̄0 >Sb2Te3 || < 110 >PbTe, we derive the transformation stretch matrix

U =
1

3

⎡
⎣ 2λ1 + λ3 λ3 − λ1 λ3 − λ1

λ3 − λ1 2λ1 + λ3 λ3 − λ1

λ3 − λ1 λ3 − λ1 2λ1 + λ3

⎤
⎦ , (1)

with eigenvalues λ1 = λ2 = 0.938269, λ3 = 1.07786 [1] which have been verified to result in
the smallest volume change during the transition by our algorithm [13]. The necessary and
sufficient condition for the existence of an unstretched direction is that the stretch tensor
U has the smallest eigenvalue less than 1 and the largest eigenvalue greater than 1 [1].
Mathematically, this condition is λ1 ≤ 1 ≤ λ3 where λ1 and λ3 are the smallest and largest
eigenvalues of U, and the middle eigenvalue need not be 1. If λ1 ≤ 1 ≤ λ3 the deformation
gradients differ by a rank-two matrix across the phase boundary,

RU− I = a1 ⊗ n1 + a2 ⊗ n2 (2)

for some vectors a1, n1, a2, n2 and a certain rotation tensor R. The unstretched direction
is the direction perpendicular to both n1 and n2. The solution for it is not unique, but can
be obtained from

ê ·Uê = 1, (3)

where ê, |ê| = 1 is the unstretched direction. Geometrically, the solutions of (3) form a lateral
surface of a cone, the base of which is determined by the intersection of the concentric unit
sphere and an ellipsoid whose semi-principal axes of length 1

λ1
, 1

λ2
, 1

λ3
where λ1, λ2, λ3 are

ordered eigenvalues of U. In the case of the Sb2Te3 precipitates in PbTe matrix, the solutions
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of ê lie on a cone with a circular base because U has two equal eigenvalues λ1 = λ2. The
half angle of the cone is calculated by (4),

ψ = arccos(±
√

1− λ2
1

λ2
3 − 1

) = 49.30◦. (4)

The ratio of the number of elements in the symmetry group of parent phase to that of the
produced phase implies crystallographically equivalent variants contributing the same strain
status asU [2, 10]. For example, there are 24 symmetry elements in cubic PbTe matrix phase
while 6 symmetry elements in hexagonal Sb2Te3, thus there exist 24/6 = 4 cone variants with
the same half cone angle ψ but different cone axes [111], [1̄11], [11̄1], [111̄].

Statistics Results

A (5μm)3 sample box was sliced by focused Ga+ ion beam and viewed by scanning electron
beam[1, 12], then a series of SE images were pixelated and reconstructed in 3D. We can
identify the volume fraction as the ratio of the total number of points occupied by precipitates
and that of all points in the sample box, which is 8.3%. Another characterization factor for
this thermoelectric composite - Widmanstätten Sb2Te3/PbTe matrix is the area per volume
in unit of μm−1. We directly calculate it by the reconstructed 3D data. Compare with
the area per volume from 0.5 to 1.8μm−1 calculated by stereological relations converted
from a set of 2D SE images by [14], our direct calculation gives 0.68μm−1. We use position

Figure 2: The distribution of the length along the elongation direction for all collected
precipitates

vectors xJ
i to express the surface points of the J th precipitate in (5μm)3 sample box, where

i = 1, 2, ..., νJ . νJ is the total number of the surface points for J th precipitate with the
average position given by x̄J = 1

νJ

∑
xJ
i . The ellipsoidal equation

(x− x̄J) · (BJ)−1(x− x̄J) = 1, (5)

in which, BJ is defined by Chen [1] is used to fit the J th precipitate. Thus the unit eigenvector
vJ associated with the largest eigenvalue of BJ is considered to be the elongation direction.
The histogram of the length along elongation directions of precipitates all over the sample
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box is shown in Figure 2. The length distribution is asymmetric and concentrated at 240
nm. It is of more interest whether the distribution of the elongation directions agrees with
the prediction by the weak compatibility condition after extending the statistical sampling.

Among all collected data, we rule out those whose longest axis is shorter than twice of
its second longest one. Nearly 180 precipitates are used to compare with the cones that
have been calculated by the method above. Figure 3(a) shows the elongation directions and
their comparison with predicted cones with the half-cone angle 49.30◦. As expected, more
elongation directions appear lying on the lateral surfaces of other cones, however, Figure
3(a) also reveals that there exists a main cone which attracts most of the precipitates. This
distribution partition might be due to the interactions between the stress fields generated
by nearby precipitates. Otherwise, temperature gradients, gravity fields or residual stresses
from previous water quenching are possible influences that may force the precipitates to be
aligned in a certain spatial range. The histogram of angles between the elongation directions
of measured precipitates and their nearest cone axes is shown in Figure 3(b). In the whole
sample space, there are no precipitates found lower than 35◦ or greater than 70◦. Without
omitting any precipitates, this histogram is fitted by a Gaussian distribution. The standard
deviation is 5.6◦ and the mean value is 48.13◦ while the theoretical predicted half-cone
angle ψ = 49.30◦, which shows better agreement than what we did previously for only 27
precipitates [1]. This statistical result convinces that the elastic compatibility, still, plays an
important role in diffusional phase transformations, but in a weaker way.

(a) (b)

Figure 3: (a) The four crystallographically equivalent cones together with elongation direc-
tions for the 182 precipitates in the sample box. (b) Histogram of angles that deviates from
the half-cone angle ψ for all collected precipitates.

Conclusion

In summary, we systematically measured and calculated elongation directions, and the
longest length of a large collection of Sb2Te3 precipitates spread out all over the sample
box. The volume fraction of precipitates and the area per volume were precisely calculated
by one point statistics. The length distribution is asymmetric and concentrated at 240 nm.
The orientations of those elongated precipitates lie on the four cones predicted by the eigen-
values of the transformation strain matrix and governed by a weak compatibility condition
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established in our previous paper [1]. The histogram of angles between the elongation direc-
tions and their nearest cone axis shows even better agreement with the theory. The strong
orientation dependences on elastic compatibility lead us to seek a proper way to do heat
treatment under stresses. The partition of elongation directions indicates the influences of
external elastic fields that can be used to align the precipitates against heat flow, which is
preferred for most thermoelectric materials.
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Abstract 

Entrainment defects occur frequently in aluminium alloy castings during mould filling, and are 
very detrimental to both mechanical properties and reliability. The formation mechanisms and 
influences of these defects have been discussed previously, but the behaviour of the defects in 
the liquid metal and their evolution during solidification has not been studied in detail. In this 
research, samples of Al-Si-Mg alloy A356 that contained entrainment defects were scanned 
using ultra-fast synchrotron-based X-ray tomographic microscopy at the TOMCAT beamline of 
the Paul Scherrer Institut. The samples were directly viewed at both room temperature and in a 
fully liquid state. The reconstructed images showed three different entrainment defect 
morphologies, namely, entrained pores, tangled double oxide films and closed cracks. The 
evolution of the morphology of the entrainment defects was studied to better understand 
morphological changes of the defects, and the relationship between entrainment defects and 
microporosity. 

Introduction

Entrainment defects in light alloy castings, including double oxide films and bubble trails, have 
been identified as major defects and the origin of other significant defects, such as microporosity 
[1]. Oxide films form readily on the surface of the liquid alloy and can easily be broken up and 
folded into the fluid due to the surface turbulence of the liquid during the mould filling process, 
entrapping local atmosphere between the layers. These defects initialize cracks and may 
introduce heterogeneous growth sites for microporosity during solidification. Previous studies of 
the influence of entrainment defects on the mechanical properties of castings have demonstrated 
that the higher contents of entrainment defects in the castings resulted in both  lower mechanical 
properties and lower reliability [2~4].  

Raiszadeh and Griffiths carried out an experiment to mimic the behaviour of a double oxide film 
defect by deliberately trapping an air bubble in liquid Al and monitoring the volume change of 
the bubble by real-time X-ray imaging. The results showed that the trapped air reacted with the 
surrounding liquid metal, reducing  the volume  of the bubble [5]. It was also shown that  double 
oxide films could be initiators of hydrogen porosity [6]. However, the morphology of these 
entrainment defects in three dimensions and their morphological behaviour in the liquid state and 
during solidification require further study. In this research, synchrotron X-ray tomographic 
microscopy was employed to study the morphological evolution and behaviour of entrainment 
defects in aluminium alloy both in the liquid state and during solidification in real time, to try to 
obtain some insight into the behaviour of entrainment defects during casting.     
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Experimental Procedure 
Sample preparation

Castings were made in resin-bonded silica sand moulds using Al-7Si-0.4Mg alloy (A356). A 
specially designed running system was used to generate a high level of surface turbulence in the 
liquid metal during filling the mould; this also contained a 20 ppi ceramic filter to remove 
inclusions and oxides formed during alloy preparation. The alloy was heated to 730 °C and cast 
at 710 ± 5 °C. The filling process was recorded by real-time X-ray radiography and the video 
footage confirmed that surface turbulence and entrainment had occurred in the running system. 

Test bars were then cut off from the running system and examined using film X-ray radiography 
to locate the entrainment defects. Cylindrical samples containing the defects were then cut from 
the test bars by electrical discharge machining (EDM) and ground to the dimensions of 3 mm 
diameter and 6 mm height. The samples were viewed by a desktop-based X-ray micro-
tomography machine to establish the approximately size and position of defects in the samples. 

Synchrotron-based X-ray tomographic microscopy and image processing

Synchrotron-based X-ray tomographic microscopy observations of the entrainment defects were 
conducted at the TOMCAT (TOmographic Microscopy and Coherent rAdiology experimenT), 
beamline of the Swiss Light Source (SLS) at the Paul Scherrer Institut (Villigen, Switzerland). 
The sample was placed in the centre of a pyrex glass tube (3 mm inner diameter, 6 mm outer 
diameter) and scanned using the ultra-fast end station [7], which incorporates a PCO.Dimax 
camera that acquires and reads-out data orders of magnitude faster than traditional CCD 
technology.  Couple this with the use of polychromatic radiation, and a full 3D data set can be 
acquired in a fraction of a second. The adjustable magnification microscope, specifically 
designed for high numerical aperture and polychromatic radiation, provided a 3.15 m pixel size. 
Controlled heating and cooling of the sample was obtained by a general-use laser-based heating 
system [8]. Each sample was scanned initially at room temperature, then heated up to 727 °C 
(1000 K) and scanned in the fully liquid state, and subsequently 6-8 additional times in a 200 s 
interval.  Finally, the sample was scanned during solidification and at room temperature after the 
sample had solidified. The 0.9 s scanning time of each scan offered opportunities to observe the 
evolution of the entrainment defects in real time. The image analysis and segmentation of the 
tomograms collected at TOMCAT were completed in Fiji and ITK-SNAP respectively [9, 10]. 
The volume of the defect was measured based on the quantity of voxels it occupied in the 
segmented images.                                                                                                                                                      

Results and Discussion 
Classification of entrainment defects

Generally the entrainment defects observed in the solidified samples can be classified into three 
types, according to their morphology. They were a). entrained pores, b). closed cracks and c).
tangled double oxide films, as illustrated in Figure 1. The entrained pores found in the 
experiment were usually larger than the other two types in both size and volume, with a diameter 
in the range of 0.1 to 1 mm. They had nearly spherical shapes, trapping a pocket of gas inside the 
void. The closed cracks were much more angular voids, appearing as long and narrow shapes in 
some sections. The tangled double oxide films had very complex geometries in three dimensions, 
and sometimes would be seen as discontinuous pores or cracks in polished sections in the 
castings. All three types of entrainment defects existed as voids and may contain differing 
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amounts of gases depending on their morphology. Such voids might easily be opened up under 
external forces, contributing to low mechanical properties of castings. However, it should be 
noted that the morphology of each entrainment defect would be dependent on two factors. It may 
be due to the formation mechanism, e.g., a captured bubble, or a convoluted double oxide film 
may have been entrained in this form, or it may be due to the subsequent development of the 
defect, e.g., a captured bubble may collapse to become a closed crack.  

(a)  (b) (c) 
Figure 1. Three types of entrainment defects, a). an entrained pore, b). a closed crack and c). a 
tangled double oxide film.  (Top: axial view; Bottom: 3D view).

The evolution of the morphology of entrainment defects

The morphological evolution of entrainment defects may be driven by a combination of two 
factors: the reaction between any interior gases with the surrounding liquid metal, and hydrogen 
diffusion into the defects, as suggested by Raiszadeh and Griffiths [5]. In general, when the 
samples were melted, the defects contracted, changing in both shape and volume. Observation 
then showed that the morphology of the entrainment defects changed little with time in the liquid 
state. During subsequent solidification the defects expanded slightly, probably due to 
solidification contraction. The volume and shape of the defects did not return to their initial state 
when the samples solidified. Figures 2 to 4 show the morphological evolution of the three typical 
entrainment defects. During melting and holding, their volumes reduced to approximately 20%, 
90% and 60% of their initial volumes, respectively. Figures 2(a) and (b) show that the entrained 
pore collapsed and became an irregular shape, illustrating that the large pore, which contained 
most gas, experienced the greatest change in both volume and shape. Figures 3 and 4 show how 
defects that had complex geometries and less trapped gas maintained their general shape in the 
liquid state and after solidification. 

The unfurling of entrainment defects proposed by Campbell [1], i.e., the reopening of a 
convoluted double oxide film in the liquid, was not observed in this experiment. Possible reasons 
for this could be: a). the unfurling of entrainment defects requires longer holding times, b). the 
strength of oxide films hinders shape changes of the defects, and c). the viscosity of the liquid 
metal obstructs the movement or deformation of the defects. 
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(a) T = 25 °C (b) T = 727 °C, t = 0 s (c) T = 727 °C, t = 400 s 

(d) T = 727 °C, t = 1000 s (e) T = 600 °C, t =1640 s (f) T = 25 °C 

Figure 2. Morphological evolution of an entrained pore. The time, t, was measured from the time 
the sample temperature reached 727 °C.

(a) T = 25 °C (b) T = 727 °C, t = 0 s (c) T = 727 °C, t = 415 s 

(d) T = 727 °C, t = 1015 s (e) T = 500 °C, t = 1415 s (f) T = 25 °C 

Figure 3. Morphological evolution of a closed crack. The time, t, was measured from the time the 
sample temperature reached 727 °C. 
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(a) T = 25 °C (b) T = 727 °C, t = 200 s (c) T = 727 °C, t = 270 s 

(d) T = 727 °C, t = 550 s (e) T = 727 °C, t = 730 s (f) T = 25 °C 

Figure 4. Morphological evolution of a tangled double oxide films. The time, t, was measured 
from the time the sample temperature reached 727 °C.

The behaviour of entrainment defects in liquid metal

The experiments showed that entrainment defects, regardless of their size, geometry and their 
volume of entrained gas, could maintain their position in a tranquil liquid metal. This may imply 
that entrainment defects generally have a similar density to that of the liquid metal around them. 
Morphological changes of the defects from simple pores to tangled networks might result in 
greater drag forces on the defects with complex geometries, reducing their mobility further. This 
suggests that the movement of entrainment defects in the liquid metal relies on the external 
momentum. Therefore, the distribution of entrainment defects is determined by the turbulent 
flow of the liquid metal, rather than their buoyancy. Since the oxide film entrainment defects are 
expected to be brittle, turbulent flow during processing may break up the defects and affect their 
behaviour further. 

The relationship between entrainment defects and microporosity

As mentioned previous, the entrainment defects maintained their general morphology during 
solidification, but that morphology was affected by microporosity and solidification shrinkage, to 
some extent. Figure 2(d ~ f) shows that a spherical hydrogen pore nucleated near the entrainment 
defect and that shrinkage porosity originated near and on these voids (double oxide films and 
hydrogen pores). This shows that the entrainment defects could provide heterogeneous sites for 
shrinkage porosity growth, possibly because the presence of the voids retarded heat transfer and 
changed the local solidification rate, as suggested by Lee and Gokhale [11]. However, the 
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relationship between the entrainment defects and hydrogen porosity is still not clear. As shown 
in Figure 2(e), hydrogen porosity did not originate within the large entrainment defect, as has 
been suggested should be the case [1]. Instead, this occurred in an area where very small defects 
were present which were difficult to see clearly in the images (circled in Figure 2(d)). Compared 
with the large defect, these small defects might be oxide films formed in the later stage of mould 
filling, which had less chance to react with their internal atmosphere, and hence, might be thinner 
and weaker, and might have already ruptured. Since the oxide layer formed on the surface of 
large defects could provide a barrier preventing hydrogen from penetrating into the void, as 
suggested by Griffiths and Raiszadeh [6], these small defects might be the preferred sites for 
nucleation and growth of hydrogen porosity. 

Conclusions 

The evolution of entrainment defects in liquid state was observed directly by synchrotron-based 
X-ray tomographic microscopy. This characterisation showed variation in the morphology of 
entrainment defects and their subsequent volume and shape changes in a liquid Al alloy. The 
results suggested that entrainment defects could maintain their position in a tranquil liquid flow 
and could be growth sites for shrinkage porosity. But the relationship with entrainment defects 
and hydrogen porosity requires further research. 
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Abstract 

 
Quantification of shape remains an area of active study in the field of image analysis and 
machine vision. We present a comparative survey of three approaches to shape measurement: 
classical dimensionless ratios, harmonic analysis, and invariant moments, showing their 
suitability for classification of objects and other statistical analyses, including quantitative 
structure-property relationships. We show that for topologically simple shapes and well 
controlled imaging conditions, all three methods can provide robust classification of objects. 
 

Introduction  
There is a growing demand for measures and methods that allow objects to be automatically 
classified. From medical imaging to manufacturing, many processes of immense economic value 
rely on the ability of man or machine to quickly, precisely, and accurately distinguish one class 
of objects from another. Shape descriptors are also important for correlation with processing or 
performance.  Consequently finding a few numbers that robustly describe the shape of objects is 
an important goal for computer vision. [1]  While software that can match numbers or apply 
statistical tests to find similarities between numerical descriptors is efficient and widely used, 
selecting the best set of descriptors to resolve differences between the objects measured and at 
the same time provide some relationship to the cues that human vision uses to distinguish shape 
remains a complex task. 
 
Desirable attributes for a shape descriptor include being robust (stable to minor variations), 
insensitivity to rotation, translation, and scaling, and to image resolution within reasonable 
limits, as well as enabling classification of partially occluded objects. Other traits that are often 
desired are compactness (i.e., a small set of numbers), suitability for statistical analysis, and 
completeness (i.e., containing enough information to reconstruct the original shape.) Obviously, 
these criteria cannot all be met simultaneously. 
 
In this paper we compare three shape measurement techniques in conjunction with linear 
discriminant analysis (LDA) and neural networks to show that each technique can yield robust 
classification of real-world objects. The descriptors that we will compare are classical shape 
descriptors (dimensionless ratios as defined below in Equation 1), invariant moments [2–5], and 
harmonic analysis [6–9].  
 
It is important to note many measurements of shape are not normally distributed, particularly 
dimensionless ratios. Classifiers based on non-normal data may be less accurate unless the non-
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normality is taken into account. This can be accomplished by using rank statistics and 
nonparametric statistics [10]. It is also understood that careful selection of measurements is 
required in order to achieve satisfactory results. This selection cannot be made without some 
knowledge of the objects to be classified. 
 
Although this paper primarily focuses on 2D datasets, there are 3D analogues of all the 
measurement types compared here.  Harmonic analysis of 3D data is often accomplished by 
means of expansion in terms of spherical harmonics, which form a complete basis set for 
describing an object’s shape [11]. The calculation of a 3D moment is a straightforward extension 
of Equation 2 below and invariants have been determined for this case [12].  Dimensionless 
ratios can be easily constructed in analogy to those defined in Equation 1 below, but are used less 
frequently than their 2D counterparts. One potential reason for this is the anisotropic resolution 
of many 3D imaging techniques. This makes the computation of surface area and length more 
complex and directionally biased.  For this reason and a relative lack of available general-
purpose 3D measurement software the primary use of 3D imaging outside of academia is 
visualization [12,13]. 

 
Description of Objects and Methods 

 
Several data sets were used to compare the various shape measurements. These test samples 
were chosen as proxies for classes of imaging problems of interest to researchers in diverse 
fields.  The first data set consists of 654 animal crackers (Trader Joe’s). These crackers are 
produced using a rotary die process and production variables or shipping damage can create 
small defects and variations in the outline of the object. These objects were imaged by first 
sorting manually, relying on syntactical characteristics, into 13 categories, while rejecting broken 
and structurally incomplete objects. All objects of each class were scanned on a flatbed scanner 
at 600 ppi and the resulting images thresholded.  This data set serves as a proxy for a wide range 
of manufactured goods and classification problems where there is limited control of variability in 
the object. 
 
The second data set consists of 146 images of tree leaves from 9 different species of trees native 
to North Carolina. The leaf images were acquired by scanning on a flatbed scanner at 600 ppi. 
The leaves were selected to be complete objects; thus, no partial or damaged objects were 
included in the set. This data set is a proxy for a wide variety of problems in measuring objects 
with complex shapes with detail at multiple scales. 
 
Another data set consists of 28 images of single snowflakes (images courtesy of Dr. Kenneth 
Libbrecht, California Institute of Technology).  The acquisition of these images is covered in 
Ref. [15]. This data set is a proxy for a wide variety of problems in measuring structure-property 
relationships in materials where the crystallization of a material drives final properties, such as 
the structure of graphite in cast irons. In these cases, the morphology may not be precisely 
Boolean, but rather a continuous variation between classes (e.g. dendritic and plate-like). This 
structure is not known a priori for each flake, and  the task is to perform a cluster analysis by 
unsupervised training, typically to correlate with a set of performance data in a quantitative 
structure-property relationship (QSPR).  While each of the objects is unique, there exist many 
structural parameters by which the data set can be quantitatively subdivided. 
 
Lastly, we have used a data set consisting of 38 images of Native American arrow points (images 
courtesy of Dr. Billy Oliver, North Carolina Office of State Archaeology Research Center.) 
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These high-resolution images were thresholded and measured. Only substantially intact points 
were used, representing five recognized styles of point. These objects are proxies for objects that 
are substantially similar on a gross scale, but exhibit large variations due to non-uniform 
processes such as hand-tooling, weathering, or aging. 
 
Statistical analysis, including neural network training and application, was completed using 
JMP® 9 (SAS Institute, Cary, NC). Custom code was written implementing methods for 
calculating invariant moments and the Fourier shape descriptors for the given objects. 
Dimensionless ratios were measured using Fovea Pro® (Reindeer Graphics, Asheville, NC).   
 
Definitions of Measured Parameters 
 
For clarity, the dimensionless ratios used here are defined below: 
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In the relationships in Equation 1, maximum and minimum dimension by convention refer to the 
maximum and minimum caliper dimension of an object. Fiber length is the length of the skeleton 
of an object, corrected to account for the fact that the skeleton does not quite reach the ends of a 
feature. Fiber width is computed from the Euclidean distance map of the object and is the 
average of the dimension perpendicular to the fiber axis. In the relationship for eccentricity, the a 
and b parameters refer to semi-major and semi-minor axes respectively, and are measured as the 
maximum caliper dimension and the dimension perpendicular to the maximum caliper 
dimension. Area fraction as defined here is the ratio between the object’s area and its area 
including internal gaps and voids. 
 
The moments of a feature composed of pixels are calculated as 
 

      (2) 
 
where v is the measured pixel value at location (x,y), if the pixel values have meaning. Usually, 
the moments are normalized by calculating 
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      (3) 

 
After Equation 3, we can express seven invariant moments as derived by Hu [3]. 
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More recent work by Flusser[5] has shown that Hu’s original moments are not independent and 
incomplete. Due to their relative ubiquity, the earlier set of invariant moments was used in this 
analysis. The use of Flusser’s independent invariants in some cases may result in better 
classification of objects. Harmonic analysis is performed by elliptic Fourier descriptors[16],  
taking the boundary points (x,y) of the object and  expressing them as a complex number 

suitable for Fourier analysis. 
 

    (5) 
 
where the amplitudes ck are used as shape descriptors in the analysis. 
 

Results and Discussion 
 

Full Comparison: Measurement Type and Analysis Methods 
 
The cookie data set was measured using dimensionless ratios, invariant moments, and harmonic 
analysis. The measurements were then analyzed by both linear discriminant analysis and a neural 
network. The neural network used consisted of a single layer, with each input representing one 
individual measurement and one node per input. The neural network was trained on two thirds of 
cookies and validated with the remaining one third. The analysis using dimensionless ratios was 
performed with all twelve ratios and with a selected subset of four ratios (formfactor, roundness, 
solidity, and convexity). The harmonic analysis used terms k = 2-7. All seven invariant moments 
m1-m7 were analyzed.  Table I shows the relative error rates of each measurement and analysis 
method. 
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The data indicate that without resort to more complex neural network architectures, there is no 
clear advantage to one method of analysis over the other. Further, it is possible to get to a 
reasonably high level of accuracy using all three measurement types. While the four ratios that 
were selected were insufficient, the full set of twelve ratios provided roughly equivalent accuracy 
to the harmonic coefficients when analyzed by linear discriminants. The highest accuracy was 
achieved by neural network analysis of the harmonic coefficients. Linear discriminant analysis of 
invariant moments provided lower accuracy. 
 

Table I: Summary of results for classification of cookies 

Measurements Analysis Method 
Misclassified 

(N=654) 

Four dimensionless ratios Linear discriminant 16 (2.4%) 
  Neural network 18 (2.8%) 

Twelve dimensionless ratios Linear discriminant 5 (0.8%) 
  Neural network 9 (1.4%) 

Harmonic coefficients 2-7 Linear discriminant 6 (0.8%) 
  Neural network 2 (0.3%) 

Invariant moments Linear discriminant 13 (2.0%) 
  Neural network 8 (1.2%) 

 
The leaf data set was measured using each of the three measurement types and analyzed with 
linear discriminants and a neural network constructed similarly to the one used in the previous 
example. In this analysis, three dimensionless ratios (formfactor, solidity, and radius ratio), a set 
of harmonic coefficients, and all seven invariant moments (Equation 4) were used. The ratios 
used with linear discriminant analysis were selected based on significance analysis of the larger 
full set of ratios; similarly, the choice of Fourier coefficients was made by significance analysis. 
For the neural network analysis of the harmonic coefficients, the subset determined to be 
statistically significant performed poorly (11 misclassifications).  Using a larger set of 
coefficients yielded results comparable to LDA. Table II contains a summary of the results of 
this analysis. 
 

Table II: Summary of results for classification of leaves 
Measurements Analysis Method Misclassified (N=146) 

Three dimensionless ratios Linear discriminant 3 (2.1%) 
  Neural network 1 (0.7%) 
Harmonic coefficients (2,4,5,7,10,14) Linear discriminant 2 (1.4%) 
Harmonic coefficients (2-14) Neural network 3 (2.1%) 
Invariant moments Linear discriminant 3 (2.1%) 
  Neural network 3 (2.1%) 

  
In the case of the leaves, each measurement type performs reasonably well considering the 
smaller population size. Table III contains the actual vs. predicted classifications for invariant 
moments. While the results are similar, the misclassifications provide some insight. Moments 
have the greatest difficulty distinguishing compact shapes (e.g., cherry vs. dogwood), while 
harmonic analysis problems arise for smooth bordered leaves (e.g. hickory vs. dogwood). Some 
of the ratios are more sensitive to one or the other difference (e.g. formfactor for border 
smoothness, radius ratio for compactness. In the cookie data set, all of the shapes were relatively 
compact due to the limitations of the production process. It is thus reasonable to expect invariant 
moments to perform less well for the cookies. 
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 (a) 

(b) 

(c) 
 
Figure 1: 2D & 3D plots of most significant canonical axes from LDA results for the cookie data 
set: (a) dimensionless ratios, (b) harmonic coefficients, (c) invariant moments 
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Table III: Actual (rows) vs. predicted (columns) classification for leaves  
using invariant moments. 

  cherry dogwood hickory mulberry 
red 

maple 
red 
oak 

silver 
maple Sweetgum 

white 
oak 

cherry 16 1 0 1 0 0 0 0 0 

dogwood 0 14 0 0 0 0 0 0 0 

hickory 0 0 16 0 0 0 0 0 0 

mulberry 0 1 0 16 0 0 0 0 0 

redmaple 0 0 0 0 19 0 0 0 0 

redoak 0 0 0 0 0 12 0 0 0 

silvermaple 0 0 0 0 0 0 18 0 0 

sweetgum 0 0 0 0 0 0 0 16 0 

whiteoak 0 0 0 0 0 0 0 0 16 

 
The arrow points (shown in Figure 2) were also well-classified by the three measurement types. 
Of note is the compactness of the harmonic coefficients relative to the dimensionless ratios, 
requiring just 3 terms. While the dimensionless ratios used (formfactor, roundness, aspect ratio, 
solidity, convexity, radius ratio, and elongation) resulted in no misclassifications on this 
relatively small data set, the ratios do not separate the classes as well as the harmonic 
coefficients, indicating the high probability of misclassification on a larger data set.  As in the 
leaf data set, the reduced set of harmonic coefficients resulted in a poor neural net classifier, but 
the addition of a larger number of terms gave satisfactory results. The inclusion of more 
harmonic coefficients reduced the scatter in the LDA analysis as well. Figure 2 shows the two 
most significant canonical axes from the LDA of the arrow points, with 95% confidence ellipses 
shown. Table IV gives the summary of the classification results for the arrow points. 
 

 
 
Figure 2: LDA results for dimensionless ratios (left) and 3 harmonic coefficients (right). Only 
the two most significant canonical axes are shown. 
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Table IV: Summary of results for classification of points 
Measurements Analysis Method Misclassified (N=38) 

Seven dimensionless ratios Linear discriminant 0 (0%) 
  Neural network 0 (0%) 
Harmonic coefficients (4,6,10) Linear discriminant 1 (2.6%) 
Harmonic coefficients (2-6) Neural network 1 (2.6%) 
Invariant moments Linear discriminant 1 (2.6%) 
  Neural network 0 (0%) 

 
Construction of dendrograms based on shape measures 
 
The snowflake data set exemplifies a different type of problem than the previous three sets. In 
the prior data sets, there were a set of a priori groups into which each object was sorted.  In 
contrast, all of the objects in the snowflake set belong to a single heuristic group (“snowflakes”) 
and the goal is to discover classifications on the basis of measurement. Dendrograms provide a 
convenient tool by which to display these classifications. Using two dimensionless ratios and a 
topological measure (number of skeleton end points), it is possible to construct a dendrogram 
that meaningfully sorts the snowflakes (illustrated in Figure 4). In the dendrogram, items or 
groups are joined at the point along the horizontal axis representing the difference in value of the 
first principal component. The threshold selected divides the population into two groups. 
 

 
Figure 4. Images of 28 snowflakes (left) and dendrogram (right) of the snowflakes classified by 
first principal component. 
 
Ward’s method, as implemented by JMP® 9, was used to create the hierarchical clustering based 
on the most significant of the principal components. Ward’s method is a variance minimization 
algorithm; thus, each successive refinement (moving from right to left) reduces the variance in 
each child set.  The dendrogram as constructed in Figure 4 shades the snowflakes on the basis of 
membership in the two highest level groups. From visual inspection, the white (top) group 
appears to be more dendritic in nature while the black (bottom) group appears more platelike.  
 
While dimensionless shape descriptors were used in the construction of this dendrogram, it is 
possible to use either moments or harmonic coefficients to construct a dendrogram. The 
drawback to doing so is that there may not be a clear visual grouping of the objects. This 
consideration can be ignored if there are correlated properties that can be used in lieu of visual 
heuristics. 

144



 
Conclusions  
 
Shape measurements performed using image capture and computer analysis are capable of 
isolating characteristics that can distinguish classes of objects and structures. Dimensionless 
ratios, harmonic (Fourier) coefficients, and invariant moments, are representative of the types of 
measurements available. While these are not capable of fully reconstructing the original shapes, 
they select characteristics that are important for identification, sorting, correlation with 
processing or properties, and many more industrial and research applications. The selection of 
the best measurement set to use in any particular case can be evaluated using standard statistical 
techniques such as principal components analysis, stepwise regression, discriminant analysis, 
and neural nets. 
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Abstract

Segmenting material images into underlying objects is an important but challenging
problem given object complexity and image noise. Consistency of shape, appearance,
and topology among the underlying objects are critical properties of materials images
and can be considered as criteria to improve segmentation. For example, some materials
may have objects with a specific shape or appearance in each serial section slice, which
only changes minimally from slice to slice; and some materials may exhibit specific inter-
object topology which constrains their neighboring relations. In this paper, we develop
new graph-cut based approaches for materials science image segmentation. Specifically,
these approaches segment image volumes by repeatedly propagating a 2D segmentation
from one slice to another. We introduce different terms into the graph-cut cost function
to enforce desirable shape, appearance, and topology consistency. We justify the effec-
tiveness of the proposed approaches by using them to segment sequences of serial-section
images of different materials.

Segmentation via Labeling

In this paper we use the multi-labeling framework outlined in [1, 2, 3, 4] to propagate
a 2D segmentation from one segmented slice Si to another Si+1. A labeling algorithm
simply assigns an integer (label) to each pixel in Si+1, in which we use labels to represent
the phases in a material (e.g. specific crystal structures, or different material states). A
label function in this framework f is formulated as

E(f) =
∑
p∈P

Dp(fp) +
∑

{p,q}∈N
Vpq(fp, fq), (1)

where P is the set of image pixels in Si+1, fp is the label (phase) of pixel p ∈ P , and N
is the set of pixel pairs that are neighbors in Si+1. In this paper, pixels directly above,
below, left, or right of a pixel are considered neighbors.

The phase term, Dp(fp), represents a cost for assigning a particular phase (label fp)
to a particular pixel p; it is propagated from the available segmentation of Si [4]. In
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Figure 1: An example of the phase term Dp(fp). (a) Objects g1, g2, and g3 in slice Si and the regions
near the phase boundaries (dashed lines). (b) Phases propagated to slice Si+1, where the colored regions
are near phase boundaries. (c) Phase term Dp defined for three pixels in (b) in terms of three phase
labels, g1, g2, and g3.

particular, to reflect the phase continuity between Si and Si+1, we can set all the pixels
in Si+1 to be the same phase as Si (e.g. pixel p1 in Fig. 1(b)), except for pixels near the
phase boundaries (e.g. pixels p2 and p3 in Fig. 1(b)), where the pixels have non-infinity
cost for all nearby phases, as shown in Fig. 1(b-c).

The interface term, Vpq(fp, fq), represents the interfacial energy between phases (anal-
ogous to the Potts model for multiphase mixtures). If fp = fq at two neighboring pixels
p and q, then the interfacial energy is zero; otherwise there will be a penalty representing
the energy between the different phases. In [4], if fp �= fq, we define this penalty as

Vpq(fp, fq) =

{ ∞, fp � fq
255

max(Si+1(p),Si+1(q))
, fp ⇔ fq

. (2)

where Si+1(p) and Si+1(q) are the image intensities of pixels p and q in Si+1, respectively.
There is an infinity energy if the phases of p and q are different and these phases were
not adjacent in Si (fp � fq). This prevents non-adjacent phases from being labeled as
adjacent. There is a non-zero finite energy related to image information if the phases of
p and q are different and these phases are adjacent in Si (fp ⇔ fq). As detailed in [4],
this drives phase boundaries toward desired image edges.

In [5], it is shown that finding a globally optimal labeling that minimizes Eq. (1)
is an NP-hard problem, but a locally-optimal labeling can be efficiently found with
the minimum graph-cut algorithm. In this algorithm, a graph model is constructed to
represent pixels, and the phase terms and interface terms are encoded into the edge
weights of the graph. Finding the local optimal labeling is reduced to the problem of
partitioning the graph into two disjoint subgraphs by removing edges with minimum
total edge weight. Furthermore, this problem can be solved by the well-known max-flow
min-cut algorithm [6].

Preserving Shape

According to normal practice, the spacing between serial sections of a material are made
frequently enough that at least roughly 10 slices are made through each object of interest
(e.g. grain, precipitate, etc.). With this high density sampling, successive slices of the
same object usually exhibit consistent shapes, at least through several sections, as shown
in Fig. 2(a-b).
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(a) (b) (c) (d)

Figure 2: (a-b) Gamma′ precipitates in Rene88DT [7]. (c-d) Grains in IN100 superalloy [8], courtesy
of Mike Groeber. (a) Slice Si. (b) Slice Si+1, where the object shows similar shape to the object in Si.
(c) Slice Si. (d) Slice Si+1, where the objects show similar intensity distribution to the objects in Si.

(a) (b) (c) (d)

Figure 3: Dendritic gamma′ precipitates in Rene88DT. (a) Segmentation of slice Si, created manually.
(b) Skeletonizaton of the segmented object in slice Si (morphologically eroded slightly), showing the
shape of the object (red) and background (blue). (c) Segmentation results on slice Si+1 using our
baseline method in [4]. (d) Segmentation result on slice Si+1 preserving shape between slices by assigning
a desired phase to the skeleton pixels.

For the phase term in Eq. (1) we can define a Dirac delta function

Dp(fp) =

{
0, fp = dp
∞, fp �= dp

. (3)

if dp is the desired phase for pixel p, and all other phases are known to be undesired.
In the following, we use this approach to preserve an object shape when propagating a
segmentation from Si to Si+1.

Specifically, we perform a skeletonization [9] of each object of interest in Si, as shown
in Fig. 3(b), and assign a desired phase to the skeleton pixels in Si+1. The desired
phase of a skeleton pixel in Si+1 is defined to be the phase of the same pixel in Si. This
helps preserve the shape of each object of interest when propagating the segmentation
from Si to Si+1. The skeleton is morphologically eroded slightly to account for changes
in the object’s size. Note that for the pixels in Si+1 without desired phases, we still
determine their phases by minimizing Eq. (1). Figure 3 shows a comparison between our
baseline approach using the phase term as in [4] vs. the method outlined in this section
to propagate a manually created segmentation in Si to a new slice Si+1.

Preserving Appearance

The intensity within an object can be another important property which may be desirable
to preserve when propagating a segmentation. As shown in Fig. 2(c-d), an object might
undergo changes in size or shape from one slice to the next while retaining a consistent
intensity, aside from image noise. While the interface term Vpq(fp, fq) in [4] incorporates
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(a) (b) (c) (d)

Figure 4: Grain structure of IN100 superalloy [8]. Image courtesy of Mike Groeber, AFRL. (a) Segmen-
tation of slice Si, created manually. (b) Segmentation result on slice Si+1 using our baseline method
in [4]. (c) Segmentation result on slice Si+1 considering object intensity consistency between Si and Si+1.
(d) Zoomed view of upper-right corner of (c).

(a) (b) (c) (d)

Figure 5: Same IN100 [8] as in Fig. 4. (a) Segmentation of slice Si, created manually. (b-d) Seg-
mentation results of iteratively propagating the segmentation in (a) to subsequent slices by using the
intensity-preserving technique.

pairwise intensity difference between neighboring pixels to determine whether they have
the same phase or different phases, it does not capture the overall intensity of a specific
object. As such, we present a method to incorporate the intensity of an object into the
phase term Dp(fp) in Eq. (1).

Our key observation is that the overall intensity of many objects can be modeled as a
simple Gaussian distribution N (μ, σ2) to account for image noise. By computing such a
Gaussian for every phase in Si, we can determine the probability of a pixel in slice Si+1

belonging to a specific object. For each phase f from slice Si and corresponding Gaussian
N (μf , σ

2
f ), the phase term Dp(fp) can be defined by evaluating all the pixels in slice Si+1

against this distribution by using a Dirac delta function

Dp(fp) =

{
0, (μf + λσf ) > Si+1(p) > (μf − λσf )
∞, otherwise

(4)

where Si+1(p) is the intensity of pixel p in slice Si+1 and λ > 0 is a sensitivity parameter.
As in [4], we add an additional constraint that only pixels within a certain distance
of the original object in Si are considered. Figure 4 shows a comparison between our
baseline approach using the phase term as in [4] vs. the method outlined in this section
to propagate a manually created segmentation in Si to a new slice Si+1. Figure 5 shows
a sample segmentation result after iteratively propagating for several slices.

It is possible to combine the techniques discussed in this paper by first applying the
intensity-based technique in this section, followed by the shape-based technique presented
in the previous section. A sample result is shown in Fig. 6.
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(a) (b)

Figure 6: Martensite lath structure in steel [10]. Image courtesy Dave Rowenhorst, NRL. (a) Rough
segmentation of slice Si created by hand. Notice the boundaries do not correspond well to object
boundaries. (b) Segmentation result on slice Si+1 by using both shape-preserving and appearance-
preserving techniques.

(a) (b) (c)

Figure 7: β-Ti grains in Ti-21S [12], courtesy of Dave Rowenhorst, NRL. (a) Slice Si, where the triple
junctions shown as red dots (manually selected). (b) Slice Si+1, where the triple junctions have been
propagated from the previous slice. (c) Segmentation result of applying our baseline method in [4] to
the region bounded by the points in (b).

Preserving Junction Topology

In addition to propagating a segmentation by minimizing an energy (such as Eq. (1)),
it is possible to instead propagate key topological points in some materials objects. For
example, polycrystalline metals have triple junctions where three objects (grains) meet.
The relationship between triple junctions in two slices is determined by the dihedral
angle that models the interfacial energy between the grains [11]. In some cases, we
may have prior knowledge about this dihedral angle which can help us determine the
location of triple junctions in the new slice Si+1. For example, we can select a number
of candidate points for each triple junction in slice Si+1, and choose the candidate that
leads to dihedral angles that closely conform to the known prior knowledge.

We conducted a simple experiment on a subset of an electron microscopy titanium
volume provided by Dave Rowenhorst, which is shown in Fig. 7. For such material, the
dihedral angles at triple junctions are always close to 120◦. For each triple junction point
in Si, we find a set of candidate corresponding triple junction points in Si+1 by examining
the image intensity gradient in Si+1. We select the candidate that leads to dihedral angles
that are closest to 120◦ for each triple junction. Results are shown in Fig. 7(b). Based
on the identified triple junctions, the multi-labeling techniques described above can be
used to refine the boundaries, as shown in Fig. 7(c).
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Conclusion

In this paper, we have shown how to incorporate both shape and appearance consistency
to improve material science image segmentation by propagating a 2D segmentation from
one slice to another, based on a graph-cut energy minimization framework. For incor-
porating shape, we preserve the topology consistency of the object skeleton between
slices. For incorporating appearance, we model the intensity distribution of the object
of interest, and use this model to segment the same object in the new slice. Finally, we
proposed an approach to incorporate prior knowledge of the dihedral angles to improve
localization of triple junctions, and use this approach to improve segmentation. We have
presented sample results for each approach.
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Abstract

Cellular materials are employed in many fields, ranging from medical technologies to aerospace
industry. In applications, understanding the influence of the microstructures on the physical
properties of materials is of crucial importance. Stochastic models are a powerful tool to
investigate this link. In particular, random Laguerre tessellations (weighted generalizations
of the well-known Voronoi model) generated by systems of non-overlapping balls have proven
to be a promising model for rigid foams. Model fitting is based on geometric characteristics
estimated from micro-computed tomographic images of the microstructures. More precisely,
the model is chosen to minimize a distance measure composed of several geometric charac-
teristics of the typical cell. However, with this approach, inference on the model parame-
ters is time consuming and needs expert knowledge. In this talk, we investigate strategies
leading to an automatic model fitting. Finally, this model fitting approach is applied to
polymethacrylimide (PMI) foam samples.

Introduction

Rigid foams, ceramic and biological structures are only a few examples in the class of cellular
materials. Here, we focus on modeling polymethacrylimide (PMI), a polymer closed-cells
rigid foam employed in many application fields. This material features a variety of interesting
properties, most pronounced are high stiffness and low specific weight, making it particularly
interesting for light weight construction applications. A model reproducing the geometric
features of the microstructures is a powerful tool to investigate the link between microscopic
and macroscopic properties.

Micro computed tomography (μCT) succeeds to capture the complex three-dimensional
cell structure of PMI foams. Processing the resulting images yields the geometric properties
of the material that can be used to fit a model. The randomness embedded in stochastic
models matches the microscopic heterogeneity of the structures. In particular, the system of
cells can be modeled by random tessellations, i. e. space-filling systems of non-overlapping
polytopes.

In the following, we will focus on Laguerre tessellations, presenting the main properties of
this model. Subsequently, a technique to select the model parameters (semi)-automatically
is outlined. The approach is applied to a PMI foam in the last section.
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Laguerre tessellations

We first provide definitions of the model in the d-dimensional real space R
d.

A tessellation is a partition of the Euclidean space in convex cells. Namely, a tessellation
T is a countable set T = {Ci ⊂ R

d, i ∈ N} such that each cell Ci is full dimensional, non
empty, bounded and convex; pairs of cells intersect only in their boundaries; the union of all
cells is equal to R

d; if B is a bounded Borel set, then the number of cells in T ∩ B is finite.
We define k-faces, k < d, of the tessellation T the k-dimensional intersections of adjacent

cells. For x ∈ R
d, define

F (x) =
⋂

C∈T,x∈C

C,

the intersection of cells containing x. Then for k = 0, 1, .., d, F (x) is a k-dimensional poly-
tope. The set of the k-faces of T is

Fk(T ) := {F (x) : dimF (x) = k, x ∈ R
d}. (1)

In three dimensions, there are four types of faces: cells (k = 3), facets (k = 2), edges (k = 1)
and nodes (k = 0).

A tessellation is called face-to-face if the faces of the tessellation coincide with faces of
the cells. Moreover, a face-to-face tessellation is said to be normal if every k-face belongs
almost surely to d− k + 1 cells. In 3D, this means that nodes are shared by four cells, edges
by three and facets by two.

Most rigid foams are face-to-face and normal, thus we will restrict to tessellation with
these properties in the following. Besides, we only deal with tessellations generated by
random point processes.

Let S be a locally finite set of points in R
d, then the Voronoi tessellation generated by

S is the collection of cells

CV (x, S) = {y ∈ R
d : ‖y − x‖2 ≤ ‖y − x′‖2, ∀x′ ∈ S}, x ∈ S.

Each point x in S generates a cell containing all the points that have x as their nearest
neighbor in S. A generalization is possible by assigning a weight to each point. This can be
seen as a sphere with arbitrary radius centered in x. Formally, let S be a locally finite set of
spheres s(x, r) with r ≥ 0, then the Laguerre tessellation generated by S is the collection of
cells

CL(s(x, r), S) = {y ∈ R
d : ‖y − x‖2 − r2 ≤ ‖y − x′‖2 − r′2, ∀s(x′, r′) ∈ S}, s(x, r) ∈ S.

If the radii of the generating spheres are equal, the Laguerre tessellation corresponds to a
Voronoi. However, in the Laguerre case, not all spheres generate a cell in the tessellation and
not all centers are included in the cell they generate. By definition, the cells are all convex
d-dimensional polytopes. Two examples of Laguerre tessellations with the corresponding
sphere systems are displayed in Figure 1. The set S of spheres can be seen as a realization
of a marked point process, i. e. a random variable which takes values in R

d × [0,∞), locally
finite and for which a random weight is assigned to each point, cf. [9]. The properties of the
tessellation are closely related to those of the underlying marked point process. Under mild
assumptions of regularity of the random point process, Laguerre tessellations are face-to-
face and normal. Moreover, each normal tessellation with convex cells in R

d with d ≥ 3 can
be realized as a Laguerre tessellation, see [6]. For a thorough analysis of random Laguerre
tessellations, refer to [4].

154



Geometric characteristics

A first approach to describe a tessellation is by the mean number of k-dimensional faces
per unit volume (γk, k = 0, .., d). Another set of characteristics are those describing the
geometry of the faces. We call typical k-face a random k-dimensional polytope which has
the same distribution as a uniformly randomly chosen k-face of the tessellation, cf. [9]. In
3D, geometric features are

Nkl mean number of l-faces adjacent B3 mean width of a cell,
to a k-face for k, l = 0, .., 3, i. e. mean of Feret diameters

L1 mean length of an edge, L3 mean total edge length of a cell
L2 mean perimeter of a facet, S3 mean surface area of a cell,
A2 mean area of a facet, V3 mean volume of a cell.

Further characteristics for tessellations can be found in [9, 10].
As discussed in [5], a set of features advantageous for modeling consists of the following

mean values of the typical cell: the mean volume V3, the mean surface area S3, the mean
width ¯̄b = B3 and mean number of facets per cell FC = N32. However, mean values do not
carry enough information about the distribution of these characteristics. Thus also empirical
variances have to be estimated.

Geometric features can not be measured correctly on cells intersecting the boundaries.
However, considering only the cells completely contained in the image yields a bias (large
cells are more likely to overlap the boundaries). To avoid this effect, edge corrections are
included in our analysis, see [7, p. 164–166].

(a) VV = 50%, c = 0.2. (b) Laguerre tessellation. (c) VV = 50%, c = 2. (d) Laguerre tessellation.

Figure 1: Sections of 3D sphere packing with different coefficients of variation and cor-
responding Laguerre tessellations. Note that the tessellation in one slice is influenced by
spheres in other not visible layers, too.

Model fitting

Compared to open foams, in closed-cell structures a higher variability in the cell volumes
occurs. We will generate a Laguerre tessellation from a system of non overlapping spheres. In
this case, the cell size distribution depends on the distribution of the volumes of the spheres,
see [2].

Random spheres packing

A way to generate dense systems of non overlapping spheres is the force biased method, see
e. g. [1]. In the initial configuration all the random spheres are inserted and intersection is
allowed. A collective rearrangement begins: spheres are shifted and radii are decreased in
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order to reduce, eventually avoid, overlapping. Up to a scaling factor, the size distribution
is preserved in the final configuration. Dense packing of spheres with arbitrary radii can be
obtained. The parameters of this algorithm are: the intensity, i. e. the number of spheres
to be included, the sphere size distribution, the desired volume fraction to be filled VV and
c, the coefficient of variation of the volume distribution.

Size distribution

Typically, cells size distributions in cellular materials follow gamma or log-normal distribu-
tions, cf. [2]. The gamma distribution depends on a shape parameter a > 0 and a scale
parameter s < 0 and has the following density

f(x) =
xa−1e−

x
s

saΓ(a)
, x ≥ 0. (2)

The mean is as and the variance is as2. The density of a log-normal distribution is

g(x) =
e−

(log x−μ)2

2σ2

√
2πσx

, x ≥ 0, (3)

with mean μ ∈ R and standard deviation σ ≥ 0.
The distribution parameters can be estimated from the observed cell size via the max-

imum likelihood method. The output of a goodness-of-fit test, e. g. Kolmogorov-Smirnov,
tells which distribution fits the data better.

Model parameters

We now assume to have estimated the geometric characteristics of the material from the
three-dimensional image data. The merit of a model is evaluated on how well it reproduces
the features of the original structures. Hence the approach proposed in [5] is to measure the
distance between material and model on the basis of some significative geometric features.
Let m̂ = (m̂1, .., m̂n) be the vector of n features estimated from the material and m =
(m1, ..,mn) the corresponding characteristics of the model. Then the distance is

de(m̂, m) =

√√√√ n∑
i=1

(
m̂i − mi

m̂i

)2

. (4)

In particular, the characteristics used are the first and second moments of volume, surface
area, mean width and mean number of facets per cell.

In [8], it was demonstrated that the moments of characteristics can be expressed as
cubic polynomials in c depending on the volume fraction pVV ,i(c), i = 1, .., 8. Coefficients
also depend on the size distribution of spheres in the sphere packing. Thence two sets of
polynomials are estimated, one for the gamma and one for the log-normal distribution with
parameters depending on VV and c. The distance function can be reformulated as

de(m̂, pVV ,i(c)) =

√√√√ n∑
i=1

(
m̂i − pVV ,i(c)

m̂i

)2

. (5)

For each size distribution, the values of the pair (VV , c) that minimize the distance function
are the parameters of the best fitting model.
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It is now possible to simulate sphere packings with the estimated parameters. Centers
and radii can then be used to construct a Laguerre tessellation.

Simulating sphere packings with the given parameters, we have a collection of spheres
to feed the algorithm for the Laguerre tessellation generation. The algorithm to construct a
Laguerre tessellation given a collection of spheres is based on [11]. The idea is to construct
a four-dimensional convex hull, where the fourth coordinate depends on the sphere radius.
The projection in 3D is a Delaunay tessellation, which is dual to Laguerre tessellation. Some
examples of realizations of the sphere packing and the corresponding Laguerre tessellation
can be seen in Figure 1.

(a) (b) (c) (d)

Figure 2: (a) Section of the reconstructed 3D μCT image, pixel size = 2.73μm, sample
of ROHACELL R© RIST RC71 foam, Evonik Industries AG. (b) Reconstructed cells. (c)
Dilated cells. (d) Model: Laguerre tessellation generated by a force biased sphere packing
with gamma distributed size and parameters VV = 50% and c = 0.6.

Application to a PMI hard foam

In this section, we apply the procedure to a ROHACELLR© RIST RC71 foam sample by
Evonik Industries AG. The sample size is 3.28 x 3.93 x 3.82 mm, that is an image of
1200 x 1440 x 1400 pixels with isotropic pixel size of 2.73 μm. A section is displayed in
Fig. 2(a).

After smoothing, the cell reconstruction requires many processing steps, refer to [5] for
details. The result is shown in Fig. 2(b). The wall system constitutes the 8.84% of the whole
volume. However, it is not modeled by Laguerre tessellation, which is space-filling. Thus to
allow feature comparison, the reconstructed cells are dilated, Fig. 2(c).

Excluding the cells intersecting the border, we have 2507 cells. The cell size distribution
matches well a gamma distribution. The distance function (5) is minimized w. r. t. the
characteristics estimated from the image. The optimal parameters are VV = 50% and c = 0.6.
A realization of the tessellation obtained with these values is shown in Fig. 2(d). To validate
the model, one should compare several tessellation features uncorrelated to those used to
minimize the distance function.

The shape of the cells is not explicitely fitted with our method. However, shape de-
scriptors such as the isoperimetric shape factors [7] depend on the characteristics used to
minimize the distance function. For instance, the first isoperimetric shape factor, also called
sphericity, depends on volume and surface area only. An alternative shape index is the ratio
between the smallest and the largest diameter of a cell. This is independent of the features
used in the fitting precodure, thus can be exploited for model validation.
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The current results are promising. Nevertheless, some optimizations in the parameters
estimate still have to be included in the method. This research is in progress.
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Abstract

FIB tomography yields high quality 3D images materials microstructures at the nanometer
scale combining serial sectioning using a focused ion beam with scanning electron microscopy
(SEM). However, SEM images represent the projection of a slice of unknown thickness. In
FIB tomography of highly porous media this leads to shine-through-artifacts preventing
automatic segmentation of the solid component. To overcome these difficulties, we simulate
the SEM process. Monte-Carlo techniques yield accurate results, but are too slow for FIB-
SEM requiring hundreds of SEM images for one dataset. Nevertheless, a quasi analytic
description of the specimen and acceleration techniques cut down the computing time by
orders of magnitude, allowing the simulation of FIB-SEM data. Based on simulated FIB-
SEM image data, segmentation methods for the 3D microstructure of highly porous media
from the FIB-SEM data can be developed and evaluated. Finally successful segementation
enables quantitative analysis and numerical simulations of macroscopic properties.

Introduction

Figure 1: Single FIB/SEM image of typical
fuel cell MPL from image stack obtained by
serial slicing applying FIB/SEM [1]

Advanced automotive engineering in the last
two decades moved more and more towards
electrified vehicles and electric traction sys-
tems in order to provide sustainable mobil-
ity with reduced or zero tailpipe emissions.
Particularly hydrogen-consuming fuel cells
and lithium ion batteries have been demon-
strated to be electrochemical energy convert-
ers of choice for efficient and environmen-
tally sound vehicles that meet customer ex-
pectations such as performance and range
[2]. The simulation-based virtual vehicle
development process consequently needs to
consider powertrain electrification including

the electrochemical energy converter. Recent technology trends aim at connecting the in-
dividual building blocks of the fuel cell or battery system through multiscale simulation
approaches from the materials scale of the electrochemical cell up to the entire system. With
regard to the former, both fuel cells and batteries comprise mostly carbon-based porous ma-
terials such as porous electrodes or porous transport layers (e.g. fuel cell diffusion media or
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battery separators). In order to predict macroscopic efficient material properties, such as ef-
fective diffusivity, or even the electrochemical performance, such as battery charge/discharge
behavior, so-called μ-simulation approaches have been developed [3, 4, 5]. By nature, these
approaches require computational domains that resolve the solid/pore structure of the porous
material in order to solve the transport equations in the different phases separately. Ideally,
computational domains derived from material imaging data sets which have been image-
processed adequately should be applied. Doing this has been demonstrated successfully with
x-ray tomographical imaging data sets of fuel cell carbon fiber papers [6]. In other areas,
providing processed imaging data sets to the -simulation effort is still challenging. In or-
der to calculate the properties of so-called microporous layer coatings (MPL) of the above
mentioned carbon fiber papers, for instance, virtual model representations had to be used so
far [3]. Due to the length scales of pores and solid carbon particles which form the complex
pore system of an MPL, focused ion beam nanotomography (FIB-SEM) has been identified as
method of choice to resolve the structure sufficiently as typical pore and particle sizes are well
below 100 nm of diameter, and FIB-SEM imaging for these materials has been demonstrated
successfully (Fig. 1). However, specific artifacts caused by the imaging technique applied to
highly porous media prevent efficient and objective identification of the solid/void boundary.
Hence, new methods and processes are desired to adequately and efficiently image-process
the raw SEM images.

FIB tomography

The fact that the SEM image is a parallel projection of the structure onto the image plane
makes it impossible to extract any three-dimensional structural information. Also, stereology
is hampered by the unknown thickness of the imaged slice. FIB tomography was developed
to gain 3D images at the lateral resolution provided by the SEM technique. Usual SEM
imaging is combined with a slicing technique where a focused ion beam mills slices of a block
of material. An SEM image is taken after each slicing step, generating a stack of SEM images
depicting the 3D microstructure of the material.

Unfortunately, for porous media, the reconstruction is hampered by ’shine through’ ar-
tifacts, stemming from the fact that material from deeper slices is visible through pores.
To develop segmentation algorithms that can cope with these difficulties, a simulation of
the FIB-SEM imaging process is needed. In this report we present a simulation method for
FIB-SEM images of highly porous media, which is able to generate hundreds of SEM images
of the highly complex geometries of porous materials in a reasonable amount of time, while
maintaining a great deal of physical accuracy. Available programs for SEM simulation in-
clude CASINO [7], MCSEM [8] and the MONSEL series [9, 10]. However, all these programs
exceed the needed runtime by far. To remedy this, we build our simulation on MONSEL2
[9] as a physical model combined with efficient geometric structure generation and several
acceleration techniques.

FIB-SEM simulation

We use a Monte Carlo technique to simulate the electron diffusion, since it is physically
accurate while using little memory. The diffusion of the electrons is simulated one electron
at a time. The simulation starts at the focus point of the beam, where the primary electron
(PE) enters the specimen and begins to scatter in the material. To simulate a finite width of
the beam, the starting points are sampled from a 2D Gaussian distribution in the XY-plane.
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From the starting point, the electron travels a random distance through the material, the free
path. Then it scatters with an atom/molecule at a random angle, again traveling a random
distance and so on (see Fig. 2, left). This generates an electron track through the material.
The scattering angles and free paths are sampled from a distribution provided by the un-
derlying physical model, both distributions depending on the energy of the electron, which
decreases during the process. Eventually, the electron is either absorbed by the material or
reaches the surface and escapes (back scattered electron (BSE), see Fig. 2, right).

Figure 2: Electrons diffusing through a specimen, schematic (left) and simulated (right)

Physical model

MONSEL2 by [9] is physically well motivated through the use of the Mott cross section
for elastic scattering, which is of special importance for modeling large angle scattering. A
second advantage of the model is, that it also provides a good description for the electron
scattering at low energies by accounting for collective phenomena such as plasmons. This is
of particular significance for the modeling of the generation of secondary electrons (SE). The
energy loss is modeled by a modified version of the continuous slowing down approximation
(CSDA) by Joy and Lou [11]. A distinction from the original MONSEL2 model arises through
the pre-computation technique described later. Since the pre-computed SE are binned with
respect to the energy of their production, the production cross section is approximated by a
piecewise constant function.

Geometric model

We use a Boolean model [12], with spherical or cylindrical grains (see fig. 3, for examples)
to model the solid component of the microstructure. The geometry is described quasi-
analytically, i.e. as a list of vectors, directions, radii etc.. This saves a lot of memory
compared to e.g. a lattice based description and it allows to simulate geometries with
thousands of grains. Moreover, it enables to simulate effects on very different length scales,
such as SE emission (nanometer scale) and specimen sized of hundreds of micrometers. In
vacuum, the electrons, irrespective of their energy, travel along straight lines, neglecting
electrical fields within the specimen as well as charging effects.

Acceleration

In a full simulation MONSEL can calculate several hundred tracks per second. This is
much too slow for our application, thus the simulation needs to be accelerated. A powerful
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Figure 3: Examples of geometries from boolean models with spheres and cylinders; Simulated
SEM images of a Boolean model of spheres BSE signal(left) SE signal (right)

technique developed by Seeger[13] is based on the pre-computation of electron tracks in an
infinite medium. A large number (e.g. 104) of tracks is precomputed and for the imaging
a smaller number (e.g. 103) is sampled randomly for each pixel. If an electron leaves the
specimen no scattering occurs and a straight line segment is inserted into the trajectory until
it enters the material again, then the simulation continues with the pre-computed track. The
pre-computation is done with a modified version of the program MONSEL2.

The SE can only be detected if they are produced within a thin layer below the specimen
surface, hence pre-computing the SE tracks for the whole trajectory is superfluous. Therefore
the primary electron PE and SE are decoupled during pre-computation. For the PE the
complete track is pre-computed and stored, while for the SE only the scattering angle and
free path of every step is stored, together with the energy of the generating PE. The pre-
computed SE tracks are stored in bins, according to the energy of their creation. For a good
approximation with even a low number of bins, we chose non-uniform bins each containing
a given number of SE tracks. This improves approximation of the creation cross section and
prevents bins from having an insufficient number of electron tracks.

Reducing the number of segments can reduce the runtime of the simulation considerably,
since every simulated segment requires a test whether it lies inside the material. Therefore
a compressed version of the pre-computed track is created consisting of segments of a given
length, which is of the order of the escape depth of the SE. It is however necessary to
simulate the parts of the tracks where SE are created very accurately, since the number of
SE created depends on the path length covered by the PE. Hence simulation accuracy is
chosen according to the depth of the simulated electron within the specimen. If an electron
moves deep enough below the surface such that no produced SE can escape to the detector,
the compressed track is used for the simulation. Since the primitives used for the modeling
of the specimen are all convex, the depth test can be performed of the primitives without
loss of accuracy or speed. The depth is even available as a by-product of the test whether a
point is inside the material.

For further acceleration we use a binning technique developed for raytracing. When an
electron leaves the specimen, a straight line segment is inserted into the track. Consequently,
an intersection test has to be performed between the segment and the generated structure.
For complex geometries, this means that thousands of primitives have to be tested each
time. To accelerate these tests we use the uniform spacial subdivision technique [14, 15].
The structure is divided into cubic bins and for each bin the primitives intersecting the bin
are pre-computed and stored. During the simulation only those primitives are tested for
intersection, that lie within the bins intersected by the segment. We chose the algorithm [16]
by Amanatides & Woo for the bin traversing, because it finds the closest intersection without
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extra techniques, such as mailboxing. The speedup factor provided by this technique can be
up to 100 for a complex geometry.

Finally, the speed-up gained from parallelization scales nearly linear with the number
of kernels as every track can be computed independently from the others in a Monte-Carlo
simulation. The simulation runs parallel on multicore CPUs as well as on clusters. Applying
all these techniques, the time needed for the simulation of a FIB scan reduces to the order
of hours or even minutes on a cluster.

Results

The simulation developed for the project allows for the generation of simulated SEM images
of complex geometries in a short time. Examples of results can be seen in fig. 3 with
spherical grains. Both images show a gold sample. Fig. 4 (left) shows a simulated SE image
of a carbon microstructure, and for comparison, a real SEM image of a similar structure.
As can be seen, the material simulated has a great effect on the image, showing the physical
exactness of the simulation. Also the edge effects and overall appearance of the real image
can be replicated very accurately. The simulation took about 2 hours.

Figure 4: left to right: real FIB-SEM slice of carbon structure; simulated image of carbon
structure with same parameters; side view with enhanced contrast of real FIB-SEM stack;
simulated FIB-SEM stack

Fig. 4 (right) shows a side view of a simulated stack of FIB-SEM images and a stack taken
from real FIB-SEM tomography. It can be seen, that the simulated images replicate the shine
through artifacts, which present a major obstacle for image segmentation. The simulation
took 15 minutes per image.

Discussion

We have demonstrated for the first time that simulation of FIB-SEM imaging of porous
media in reasonable computation time is feasible. This enables further research avenues in
image analysis, as methods developed to analyze and segment FIB-SEM data can be tested
and validated on the ground truth of the simulated synthetic data now available. We thus
provide a new tool for analysis and simulation of porous materials as needed e.g. in the field
of electromobility, where new porous materials are developed for the use in fuel cells and
batteries.
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Abstract 
GE Global Research is exploring the 3D reconstruction of high temperature materials to 
understand material behavior in lifing applications.  Large volumes of material are required to 
generate the appropriate statistical understanding of grain morphologies, grain boundary types 
and distributions, and residual plastic strain.  Consequently, GE has adopted mechanical 
sectioning coupled with EBSD analysis as the methodology for investigating regions of interest.  
Among the major factors that affect the accuracy of such a reconstruction are thermal or 
mechanical drift during EBSD measurements and the precision and accuracy of sample 
alignment.  To correct for these unavoidable issues when reconstructing the final volume, an 
algorithm based on grain center-of-mass and various shape factors has been developed and 
applied to a data set.  Results show a significant improvement in slice-to-slice registration. 

Introduction 
It is well-known that thermal and mechanical drift play a role in the accuracy of electron beam 
steering in scanning electron microscopy applications, including electron back-scatter diffraction 
(EBSD).  A result of this drift is a misalignment between the physical coordinate and the 
recorded coordinate of each scanned point.  While standard procedures can reduce misalignment, 
accuracy suffers in quantitative studies and is further exacerbated in successive slice analysis 
(e.g., 3D volumetric analysis) because the misalignment varies independently between slices. 

At GE Global Research, we have developed a methodology to reduce misalignment error in our 
ongoing 3D analytical studies.  This method is comprised of three components.  First, a second-
order polynomial transformation is used to correct misalignment.  Second, the first EBSD slice is 
compared with a companion optical slice to pin the EBSD transformation for that slice to the 
physical coordinate system of the optical slice.  Third, successive EBSD slices are corrected 
iteratively and automatically with a two-step process: (1) shape and orientation information are 
used to identify grain correspondences between successive slices and then (2) the centers-of-
mass of each corresponding pair are used to compute the transformation between slices.  At the 
end of the process, all EBSD slices have been transformed back to the original physical 
coordinate system of the first optical slice. 

Misalignment Correction 
We correct EBSD misalignment due to mechanical and thermal drift with a 2nd-degree 
polynomial coordinate transformation of the following form: 
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where and represent 12 unknown transformation parameters,  is a point in the 
physical coordinate system, and  is the resulting point in the EBSD coordinate frame.  This 
formulation allows for independent drift and also accommodates a linear rate of change in drift, 
all varying with spatial location.  Because it is a linear system, as few as six point 
correspondences between two slices determine the transformation, and additional 
correspondences yield an over-determined transform estimate, which reduces noise in the 
automatic alignment process. 

Automatic Misalignment Correction 
Given the above definition of the polynomial transformation used to correct misalignment, it is 
possible to automatically correct misalignment across the full stack of EBSD slices.  To 
accomplish automatic correction, it is necessary to estimate enough point correspondences 
between successive EBSD slices to permit accurate estimation of the underlying transformation 
between each slice.  While the minimum number of required correspondences is six, in practice 
we identify one or two orders of magnitude more (e.g., 100 correspondences) in order to damp 
estimation noise.  The volumetric correction is then clamped to physical coordinates by manually 
picking correspondences between a single EBSD slice and an optical image of the same slice.  
(Because the human operator can manually choose impactful correspondences, far fewer are 
required at this stage.)  The transformation of a given slice to physical coordinates is the 
aggregate of all preceding slice-to-slice transformations back to this clamped slice. 

Point correspondences are automatically estimated between successive slices by first identifying 
pairs of grains with high similarity, and then using the centers-of-mass of each grain in a pair to 
establish a single correspondence for each pair.  Because this process relies on accurate selection 
of grain pairs, several features are used in combination to assess similarity: shape, size, shape 
orientation, and crystal orientation (from EBSD).  Following this assessment, grain pairs with 
highest similarity are selected for misalignment correction estimation.  The following sub-
sections describe this process in more detail. 

Shape Descriptors 
Shape descriptors such as Shape Context [1] and Histogram of Oriented Gradients (HOG) [2]
have been successfully applied to various problems in shape matching and object recognition.  
However, computing a grain-to-grain similarity based on Shape Context is too time-consuming 
for images containing hundreds or thousands of grains.  Histogram of Oriented Gradients is 
defined in the Cartesian coordinate system of the image, and is therefore not translation-, 
rotation-, or scale-invariant.  For this work, we used a polar-coordinate based shape descriptor 
based on both Shape Context and HOG, as illustrated in Figure 1.  This descriptor is invariant to 
translation, rotation, and scale. 

The first step in computing the shape descriptor is aligning the shape with the axis of least inertia 
(ALI).  The ALI is defined as the line for which the integral of the square of the distances to 
points on the shape boundary is a minimum [3].
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Figure 1: Polar-coordinate-based Shape Descriptor.  Left: an original closed shape. Middle: the 
same shape in a polar coordinate system.  Right: the generated histogram. 

Next, the grain boundary points are extracted with a basic morphological operation. As 
illustrated in Figure 1 (middle), the region is divided into twelve 30o bins.  Each boundary point 
can be represented in the polar-coordinate system by a (θ,ρ) pair, where θ denotes angle and ρ is 
the distance.  To form a histogram of all boundary points, each point is projected into its 
corresponding bin, according to the following formula: 

,

where B(i) denotes a degree interval of the ith bin.  By this definition, our shape descriptor is 
translation-, rotation-, and scale-invariant. 

The χ2 distance function is a standard method used to measure the shape-to-shape distance 
between two histograms H1 and H2:

The χ2 distance function is used in conjunction with the exponential function to score shape 
similarity:

  

where is the mean value of all computed shape-to-shape distances. 

Size and Shape Orientation Descriptors 
The size and shape orientation (ALI) are also considered in the matching process.  These 
quantities are scalars and are directly injected into the exponential function as above, using a 
scalar difference metric like absolute difference. 

Crystal Orientation Descriptors 
EBSD data contain crystal orientation estimates for each scan point.  We compute the minimum 
angle and axis pair, under symmetry, which relate two lattice orientations.  For match 
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assessment, we retain only the absolute angle as a measure of the degree of lattice mismatch and 
compute a normalized exponential score for this mismatch, as above. 

Combined Grain-to-Grain Similarity Score 
We define grain-to-grain similarity by the weighted sum of each of the above similarity scores: 

with 0<λ<1 and the sum of all λ normalized to unity.  This score is used in the following 
matching phase of the algorithm to select the best grain-pair candidates between slices. 
     
Candidate Grain Selection and Matching 
Several potential issues arise when matching grains between successive slices.  These include 
grains that are missing from one slice due to drift or sample translation, rapidly changing grains, 
grains with special boundary planes that move appreciably between slices, and grains that lack 
distinguishing features.  We attempt to mitigate these issues with a heuristic selection of initial 
candidates from the total grain pool. 

Candidate selection begins by discarding the bottom 50% of grains based solely on size.  This 
step is based on the observation that smaller grains have a greater likelihood of vanishing or 
growing rapidly between slices.  Total translation (distance) is also considered.  When 
similarities are assessed, grains are only compared with other grains within a neighborhood of 
some radial distance r < R, where R is specified by the user as a maximum displacement between 
slices (see Figure 2).  Finally, candidates are selected based on the desire to use grains that have 
a distinct similarity to only one corresponding grain.  We exhaustively compute the combined 
similarity between all remaining grains (between slices), building a similarity matrix.  Then we 
compute for each grain the ratio of the highest similarity score to the next highest similarity 
score.  This ratio is highest when a grain matches well to only one grain.  Final candidates are the 
top 20%, ordered by this ratio. 

Matching and pair selection proceeds with a simple greedy selection strategy.  The grain pair 
with the highest similarity is selected, added to the pair list, and removed from the candidate 
pool.  This process continues iteratively until the desired number of pairs (e.g., 100) is selected.  
Figure 3 illustrates an example of matching results.  These pairs are then reduced to point 
correspondences using the center-of-mass of each grain, and a slice-to-slice correction 
transformation is estimated from these correspondences.

Matching and Registration Results 
To validate our procedure, we examined the matching and registration algorithm with six 
sequential EBSD slices.  Although in application the slices would be manually registered to an 
optical slice, we assume for this study that the first EBSD image is already in the physical 
coordinate system and we proceed with correcting the misalignment in the subsequent five slices, 
iteratively as described above.  Figure 4 illustrates the top 30 matching grains between two 
EBSD slices. Figure 5 illustrates the cropped region from Figure 4 (yellow boxes), with a 
comparison of the second slice before and after registration.  In figure 5, the automatic 
transformation matrix was  
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Figure 2: A center of mass of a grain in the left image and its corresponding location in the right 
image. When the centers of grains in the right image do not fall into the red circle (r=R), the 
similarities between these grain and the grain in the left image will be set to 0.  

Figure 3: An example to show local matching result.  Only three matches are illustrated. 
 
 

 
which is a small affine rotation and distortion, with translation of 16.5 pixels in X and -31.5 pixels in Y. 
 

Conclusion 
We have developed a method for automatically correcting misalignment between subsequent 
EBSD slices.  This method can be adapted to different crystal lattices and grain structures, and 
allows the user flexibility in balancing trade-offs between computational complexity and 
performance.  We have demonstrated the successful application of the automatic process to the 
alignment of real, successive EBSD slices.  This method can be used to reconstruct a three-
dimensional volume of material crystal lattice structures, enabling deeper inquiry into three-
dimensional microstructures in material science. 
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Figure 4: Example result from automatic matching process.  Top 30 pairs of grains are shown in 
two adjacent slices. 

Figure 5: Zoom-in examples from the cropped region in Figure 4 (yellow box), with the second 
slice shown super-imposed on the first before and after registration.  Left: comparison of the first 
slice (red) and the second slice (blue) without registration. Right: same comparison, but after 
registration. 
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Abstract 

To improve the efficiency in microstructure reconstruction is critical to build a high 
resolution statistical stable representative volume element practically. Using correlation function 
to reconstruct image using simulated annealing is revisited in this study. Different cooling 
schedules in simulated annealing were utilized and compared. Dramatic increase of computation 
efficiency has been achieved by optimizing cooling schedule, making it feasible for future 
computation intensive study on upscaling prediction.  

Introduction 

Microstructure reconstruction is important in establishing a statistical representative 
volume element (RVE) for effective property prediction. Spatial and statistical structural 
information needed in characterization and performance prediction is a large data set with high 
resolution due to the inherent complexity and heterogeneity. However, in most studies the 
structure information are usually captured from difference views at various positions with 
multiple length scales, either using imaging instrumentation such as scanning electron 
microscope, atomic force microscope, electron back-scattering diffraction,  or scattering facility 
such as X-ray diffraction, nuclear magnetic resonance, neutron scattering. Microstructure 
reconstruction generates microstructure realizations using statistical descriptors measured from 
target microstructures. The reconstruction process is important because it provides a two-
dimensional or three-dimensional signature microstructure for further property prediction from 
limited microstructure information. Moreover, microstructure reconstruction provides insight 
into which statistical descriptors best represent the target microstructure. Once the most relevant 
statistical descriptors are revealed, computational models may use these descriptors and their 
evolution as a function of processing or deformation to improve material property predictions.   

Statistical analysis and pattern recognition were implemented to represent structure 
information of high strength steel, a complex heterogeneous materials system. Fig. 1 
demonstrated the microstructure of a heterogeneous steel sample[1] characterized from different 
locations and directions to thoroughly understand the anisotropic microstructure of steel.  
Furthermore, 3D reconstruction is necessary to characterize the structure information as future 
input into hierarchical upscaling with multiscale modeling. In this paper, we introduced an 
efficient 3D microstructure reconstruction method by using statistical analysis function and 
improved dramatically the computation speed by using different cooling schedules in simulated 
annealing. In this way, it will be practical for future image information fusion and reconstruction 
of images with high resolution and large domain. In this paper we utilized two point correlation 
function (TPCF) in reconstruction. We optimized the calculating of two point correlation 
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functions and dramatically reduced the computation time during stochastic reconstruction. 
Through these improvements in algorithms, 3D microstructure is generated in reasonable time.  

(a) SEM Image             (b)  Binary Image
Figure 1: Statistical microstructure 3D 
Reconstruction from the multiple  images [1]

Figure 2: SEM image and segmented binary 
image of dual phase stainless steel used in 
microstructure reconstruction [1]

Much progress has been made in microstructure reconstruction.  Generally two kinds of 
methods have been used: stochastic method [2-13] and direct computation methods, such as 
Gaussian filter method, fast Fourier transformation inverse method [8], phase recovery algorithm 
[9] and genetic algorithm [14]. Optimization methods have all been applied to expedite the 
regression.  Different sets of statistical descriptors have been applied to reconstruct 
microstructure.  It is still a challenge to generate a large 3D image which enough features for 
microstructure characterization and modeling. This paper is not to propose a new microstructure 
reconstruction approach, but to optimize computational efficiency to make large 3D image 
reconstruction practical in the future. 

Preprocessing of images is required before image reconstruction. Segmentation, island 
removal, boundary smooth and k-nearest neighbor classification are utilized to reach binary 
image for a two phase material system. Figure 2 (a) is a scanning electronic micrograph (SEM) 
of dual phase high strength steel. Due to the different resistance to the etchant, the bright phase 
in Fig. 2(a) is martensite and the gray phase is ferrite. Figure 2 (b) is binary image after the 
preprocessing and noise reduction. 

Two Point Correlation Function 

To represent a random heterogeneous medium, we partition the space V occupied by each 
digitized realization into i (number of phases or components) disjointed subspaces Vi.  For a 
given realization, the indicator function for phase i at position  x ( iVx ) is defined as 

otherwise
if

,0
,1)( ii Vx

x (1)

Information concerning the spatial arrangement of a variety of elements in 
microstructures can be provided from n-point correlation functions. Increase of order n provides 
more detailed microstructure representations [15].  Due to high computation expense, the n-point 
function most commonly used in microstructure reconstruction is the two-point correlation 
function (TPCF).  The standard TPCF [15-16] is defined as 

)()(, 2121
),(

2 xIxIxxS jiji (2)

where the angle brackets denote an ensemble average.  This function is the probability 
that 2 points 1x and 2x are found in phase i and j respectively.  Traditionally, the TPCF is used to 
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calculate the probability that two points separated by a vector 21 xxr , a function of distance  
,  azimuthal angle θ and polar angle . Henceforth, the TPCF 21

),(
2 , xxS ii  for the phase of interest 

(i) is indicated by S2(r, θ, ) for a three-dimensional microstructure.   
Other statistical descriptor functions were also used in microstructure reconstruction to 

supplement TPCF. The two-point cluster function, proposed by Torquato et al.[17], was added in 
microstructure reconstruction approach by Capek et al. [18] to reconstruct porous microstructure 
in order to improve the prediction of pore connectivity.  Jiao and colleagues have shown the 
cluster function’s utility for accurately reconstructing textures [19]. Lineal path functions have 
also been used for reconstructing anisotropic microstructures [20].  

Microstructure Reconstruction 

TPCF have been previously used to study multi-phase composite materials, porous 
materials, and polycrystalline materials. Moreover, these statistical correlation functions are not 
limited to two-dimensional (2D) reconstructions, but can also be applied in three-dimensions 
(3D). In this study of efficiency and accuracy, we investigate a simple material system with two 
phases in a 2D system. The algorithms developed and conclusions observed may be generalized 
into 3D multiple phase materials.   

The reconstruction algorithm in this approach is as follows. First, a target microstructure 
is identified and the relevant statistical descriptors are calculated. Second, a random 
microstructure is generated with the same volume fraction of components as target 
microstructure. Third, a Monte Carlo-based technique is used to switch pairs of vertices of 
different phases to enhance the agreement between the reconstructed microstructure and the 
original microstructure.  An energy function, E, is defined to quantify the agreement between 
microstructures and is given by the sum of square of the difference between statistical descriptors 
for the reconstructed and target microstructures. 
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Here T=2, when only two types of statistical descriptor functions, two point functions is
used. S2r and S2t represent the statistical descriptor functions for the reconstructed and target 
microstructures, respectively. These statistical descriptors are functions of both vector magnitude 
r and vector orientations (θ, φ). The weight tensor, w, controls the relative importance of 
different statistical descriptor functions and is used here to balance the weighting of different 
descriptor functions along different directions, so that the initial contribution of each statistical 
descriptor is equivalent. In other words, in this formulation, the weighting function is only 
applied over the vector orientations, such that the squared difference between the reconstructed 
and target functions at larger distances is given the same weighting as those at smaller distances 
for a particular vector orientation. However, the sum of squares difference over all distances for 
a particular orientation is weighted such that it contributes equally to the total energy function as 
any other orientation.  The initial energy for a purely random image is normalized to a value of 1.   

The overall process for the reconstruction is shown in Figure 4 in which the Monte Carlo 
simulation. First, three orthogonal target images are used to calculate TPCF. Second, multiple 
random initial images are obtained by slicing from generated initial random 3D data structure. 
Third, differential energy (or error) from TPCF are calculated and minimized through stochastic 
process. Fourth, reconstruction data is selected when threshold reached. Various algorithms have 
been adopted to find the minimum of the Eq. (3).  The objective function defined here is 
characterized by many local optima, making it difficult to minimizing energy using traditional 
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mathematical techniques. In these situations, modified heuristic methods like very fast SA with 
image enhancement algorithms offer a power tool to researchers.  

Simulated Annealing (SA) based Optimization 

The basic idea of SA originates from thermodynamics and metallurgy: when molten iron 
is cooled slowly enough it tends to solidify in a structure of minimal energy. The idea of 
applying the annealing principle to optimization problems is due to [21-22]. In both works SA was 
applied to the traveling salesman problem. 

The procedure involves finding a state of minimum “energy” among a set of many local 
minima by manipulating the phase of pixels in the digitized system. The energy of the system is 
defined by Eq. (3). The reconstruction procedure has a number of useful features; it is simple to 
implement, and generally applicable to multi-dimensional, multi-phase, and anisotropic 
structures. Moreover, it is expandable to include any type and number of correlation functions as 
micro-structural information, and therefore can be used to construct unknown structures from 
specified correlation functions even those with physically unrealizable properties [2]. The pixels 
of the digitized medium are manipulated appropriately in order to lead the minimizing E. After 
each pixel manipulation the energy E’ and the energy difference EEE '  between two 
successive states of the system are calculated. The new configuration is then accepted with 
probability EP applying the Metropolis method [23] as: 

otherwiseTE
Eif

EP
/exp

01
(4)

where T is temperature. The cooling schedule, which governs the value and the rate of 
change of T, is chosen to allow the system to evolve to the desired state as quickly as possible, 
without getting trapped in any local energy minima. The starting T should have a value such that 
the initial acceptance rate is 0.5. The algorithm terminates when the energy E given by Eq. (4) is 
less than some small tolerance value or when the number of consecutive unsuccessful phase 
interchanges is greater than a large number.  

And we can control the various cooling condition (CS). The various cooling schedules 
are cascade, ad hoc and exponential decrease cooling schedule. The cascade CS is decrease T at 
each k iteration cycle. The temperature Tt is defined by Eq. (5). The t is time property and λ is a 
constant with a value of less than 1. Although the ad hoc CS is similar with cascade CS, if the 
ΔE didn’t reach the tolerance value Et, it increases T by using λ with a value of more than 1 and 
repeat cooling schedule. 

Results and Discussion

In this experiment, we developed the visual 3D microstructure reconstruction by using 
Visual C++ and OpenGL API on a desktop with Xeon dual core 2.40GHz CPU and 12GB RAM. 
The reconstructed microstructure is then generated using the aforementioned methodology. In 
the Figure 3, we can obtain fast results by using various cooling schedule simulated annealing 
method. The target image is 64×64 pixel, while all the reconstructed images are 128 28 pixels.
Using optimized cooling schedule, the computation time is decreased from 600 seconds to 10 
seconds with energy minimized to 0.02.   

),,2,1(n
otherwiseT

nktifT
Tt (5)
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Figure 3: The processing speed comparison between non-optimized method and various 
simulated annealing (SA) method 

Figure 4 shows 3D microstructure reconstruction result. Figure 4 (a) is a 2D porous 
reconstruction image on the cubic surface, Figure 4(b) shows 3D volume shape with opaque 
visualization and Figure 4(c) with transparent volume. 

(a) 3D reconstruction surface        (b) 3D opaque volume             (c) 3D transparent volume
Figure 4: 3D microstructure reconstruction result.

Conclusion 

We applied optimization on stochastic reconstruction, correlation function recomputation 
to expedite the regression of microstructure reconstruction. The computation time is decreased 
from O(n2) to O(n) for 2D microstructure reconstruction and from O(n3) to O(n) for 3D 
reconstruction. This efficient and accurate method makes large 3D microstructure reconstruction 
practical. It is critical to structure information representation, fusion, reconstruction and 
hierarchical upscaling. 
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Abstract
Underwater shielded metal arc wet welding with coated electrodes is a common procedure for in 
situ repair of structural parts of offshore oil production units. However, there are serious 
difficulties in obtaining sound welds similar to the ones achieved under atmospheric conditions. 
The water environment surrounding the weld pool is usually responsible for very high cooling 
rates and high hydrogen content in the weld metal. These factors may lead to the formation of 
porosity and cracks in the weld metal which are not precisely analyzed by the conventional 2D 
techniques. The 3D visualization and measurement of these defects can contribute significantly 
to a better characterization and prediction of weld metal properties. In the present work wet 
welded steel samples were analyzed by μCT, with the aim of analyzing the presence of pores and 
cracks, their concentration, spatial distribution, and orientation. 

Introduction 
Underwater wet welding suffers from harsh conditions that, in spite of extensive efforts in 
research and development, still make it hard to obtain welded joints with full structural quality 
similar to that obtained under atmospheric conditions [1-5]. The AWS standard D3.6M:2010 
“Underwater Welding Code” [6] classifies welds according to requirements of toughness, 
strength, ductility, hardness and bending. Research in wet welding aims at reaching properties 
similar to welds performed under atmospheric conditions. However, defects such as pores and 
cracks are detrimental to the weld mechanical properties. 
The presence of water during welding creates high cooling speeds and hydrogen absorption by 
the weld pool. In turn, the presence of hydrogen leads to the formation of pores and cracks in the 
weld metal. Moreover the concentration of these defects depends on the welding depth. 
Specifically, the porosity increases with welding depth. On the other hand, crack presence has a 
more complex relationship to depth, which is not a topic of the present paper. 
Additionally, very few studies about cold cracks in the weld metal are available. The occurrence 
and measurement of micro-cracks in the weld metal is rarely reported because usual tests 
required for welding procedure qualification only require macrographic analysis of the cross 
section at 5x. Under these conditions the transversal weld metal cracks are usually not revealed, 
independent of the electrode and equivalent water depth. However, in the longitudinal section, 
cracks have been commonly observed under the optical microscope, depending on the diffusible
hydrogen content (7-9). The same authors correlate the presence of these small transversal cracks 
with low weld metal ductility. 
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In the present paper x-ray microtomography (μCT) was evaluated as a tool to image and quantify 
pores and cracks in underwater welds. Samples and image acquisition conditions were selected 
to allow separating the contribution of the two types of defects. The visibility of these defects 
under different experimental conditions was evaluated and image processing procedures were 
established to segment and measure 3D parameters.  

Experimental 
Welding and Samples
Multipass butt welds were performed on a 19 mm thick A36 steel plate with a 3.25 mm rutillic 
electrode in the flat position. The V preparation had a root opening of 3 mm and 45o angle. 
Two types of samples were cut from the original welded plates: 

Blocks (5S1) – 15x15x19 mm3 blocks containing both base metal (A36 steel) and weld metal 
– these samples were more representative of the material due to their larger volume, but also 
posed resolution limitations to μCT, as discussed below. The welds were performed with a 
mechanized gravity system in a hyperbaric chamber to simulate an equivalent welding depth 
of 20 m. They were mainly used to reveal pores.  
Slabs (1N1) - 2 mm thick slabs containing just weld metal machined from a larger block –
due to their smaller volumes these samples were less representative but allowed achieving 
finer resolution. The welds were performed with a mechanized gravity system in a small tank 
at 0.5 m depth. They were mainly used to reveal cracks, as porosity is essentially nil at this 
depth. 

Details of the samples and their welding conditions are listed in Table 1. 

Table 1 - Welding conditions 
Samples

Conditions 5S1 1N1
Electrode type Rutillic Rutillic

Depth (m) 20 0.5
Diffusible hydrogen measured

in samples welded at 0.5 m (ml/100g) 85.4 88.7

Microtomography

A GE v|tome|x s with a dual tube configuration (microfocus/nanofocus) operating at up to 
240kV/300W – this equipment was used to image both thick and thin samples. Its high energy 
allowed imaging the thick blocks, albeit at a coarser 30 μm voxel size. It was also used for the 
slabs and tensile samples, down to 5 μm voxel size. No further preparation of the samples was 
necessary Image acquisition conditions are listed in the Table 2. 

Table 2 - μCT acquisition conditions 
Samples

Conditions 5S1 1N1
Tomograph VTome|X VTome|X

Source Settings (kV/μA) 240/120 120/60
Pixel Size (μm) 30 5

Acquisition. Time (s) 0.75 0.50
Views/Angular Step (#/o) 600/0.6 800/0.45
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Results and Discussion 
Visualization and Quantification of Pores
Sample 5S1 was welded at 20 m depth and should present high porosity. Moreover, due to its 
high diffusible hydrogen, it should also present cracks. However, when using the welded block 
the resolution was limited to 30 μm, what precludes the visualization of cracks. 
Figure 1 shows a reconstructed slice of the 5S1 sample. The bottom left of the image 
corresponds to the base metal and is free of pores, which are concentrated in the weld metal. The 
left part of Figure 2 is a rendered 3D image obtained after suitably processing the image stack to 
segment pores and the metal matrix (see next paragraph for details). Using the Marching Cubes 
algorithm the 3D models for metal and pores were rendered and superimposed, and the opacity 
of the metal was reduced to allow visualization of the pores. Another view of the same model is 
shown in the right part of Figure 2. In this image certain relevant characteristics of the pore 
distribution are visible, e.g. the alignment between pores, with their main axes pointing towards 
the welded surface with an inclination due to the welding direction. A large elongated melting 
defect is also visible at the bottom of the weld, at the interface with the base metal. 
To evaluate the porosity in the weld the image stack was processed with the following sequence. 
A polygonal region of interest (ROI) was manually drawn to select just the weld metal. This ROI 
was tested in a few a images and extrapolated to the whole stack to create a volume of interest 
(VOI) that was totally included in the weld metal. The pores were segmented with a simple 
threshold and their total volume obtained. The estimated volume fraction of pores was 3.4%. In 
comparison, an area fraction of 2.2% was measured by traditional metallography of cross 
sections of another part of the same weld. These results are hard to compare due the lack of 
homogeneity in the welds and to the difficulty of defining the VOI, but are nevertheless of the 
same order of magnitude. Considering that μCT resolution, in this case, was much coarser than 
for optical microscopy, and thus many small pores were not imaged, the larger volume fraction 
indicates that the sampling used in traditional metallography strongly underestimated the true 
porosity. 

Figure 1 – μCT of sample 5S1. A single reconstructed slice revealing pores. 

Base Metal Weld Metal

2 mm x

z

y

179



Figure 2 – μCT of sample 5S1 revealing pore concentration in the weld metal (left) and  
pore alignment (right). 

Visualization and Quantification of Cracks
Sample 1N1 was welded at 0.5 m depth and should present very low porosity. Still, due to its 
high diffusible hydrogen, it should present extensive cracking. In this case thin slabs were
machined out of the weld metal to allow reaching 5 μm resolution in μCT and visualization of 
cracks. Because cracks are very thin they are strongly affected by noise and by the threshold 
level used in their segmentation. Thus, a pre-processing step with the Kuwahara filter [10] (edge-
preserving low-pass) was applied to reduce noise. Figure 3 shows a before and after view of an 
image slice. Cracks can then be accurately segmented without excessive noise.  
Figure 4 shows the resulting 3D model composed of the solid metal, semi-transparent grey, and 
the cracks, shown in light grey. As expected, cracks are roughly parallel to each other and 
normal to the welding direction. 

Figure 3 – Sample 1N1. Image slice, with cracks, before and after application of Kuwahara filter. 
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Figure 4 – Sample 1N1. 3D model showing cracks. 

Crack quantification, either in 2D or 3D, is not straightforward due to their small thickness and 
mutual alignment. An inadequate selection of cross-section for 2D analysis (e.g. a xz plane in 
Figure 4) may lead to no cracks detected. In a previous work with optical microscopy, Mauricio 
et al. [9], employed careful specimen preparation, large mosaic images, and extensive image 
processing to measure the number of cracks and their total length in different welds. Cross 
sections were selected in the xy plane (Figure 4) to guarantee intercepting cracks. It was shown 
that both parameters correlated well with diffusible hydrogen content. 
In 3D, besides simple measurements such as number of cracks, their volume and surface area, it 
would also be interesting to quantify their alignment orientation relative to the welding direction. 
Other parameters, such as tortuosity, which could correlate to mechanical properties can also be 
useful. This quantification is under development and will be shown elsewhere. 

Conclusions 
In this initial μCT evaluation of underwater wet welded samples it was shown that it is possible 
to visualize pores and cracks, their spatial distribution and orientation. The results are consistent 
with the known behavior of these defects, but substantially extend the traditional 2D analysis 
performed in cross-sections. When the goal is to foresee mechanical properties and the 
qualification of underwater welds under strict requirements, the 3D visualization and 
quantification of the defects is a very powerful tool.  
The main limitations of μCT are the power of the tomograph, necessary to traverse large and 
representative samples of a dense material such as steel, and the compromise between sample 
size and resolution, to allow visualization of small defects. Initial results (not shown) with an 
XRadia MicroXCT tomograph with special x-ray optics reached 2.17 μm resolution in 2 mm 
thick slabs, allowing an even finer visualization of cracks. 
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Abstract 

Image characterization of rocks is generally carried out by optical and scanning electron 
microscopy techniques. In this paper, the non-destructive technique of X-Ray micro tomography 
(μCT) was used in order to obtain microstructural parameters. The experimental program 
consisted in obtaining these properties from three different carbonate rocks: the Roman, Turkish 
and Itaboraí Travertines. The rocks were selected since they possess similar properties to the 
Brazilian oil-bearing pre-salt rocks. The results have shown that μCT is very useful in a) 
determining the porosity and pore size distribution, as compared to traditional porosimetry 
methods, b) establishing the pore arrangement within the rock matrix and c) detecting pore 
connectivity. Additionally, the generation of 3-D models allowed a faithful representation of the 
samples and allowed the selection of regions for thin section preparation of their most 
representative features, which were then analyzed by Digital Optical Microscopy. 

Introduction 

Hydrocarbon reservoirs in carbonate rocks represent circa 50% of worldwide oil & gas 
production. These reservoirs are very complex since they are quite heterogeneous. A striking 
example of these reservoirs is the Ghawar oil field in Saudi Arabia where circa 5 million barrels 
of oil are extracted per day from the Arab D carbonate reservoirs [1]. In Brazil, carbonate rocks 
gained great importance with the discovery of the pre-salt reservoirs.  
In order to understand and characterize microstructural parameters of these reservoirs major 
efforts will be required in research and development. In order to contribute to this goal, the non-
destructive technique of X-Ray micro tomography (μCT) was employed to obtain 
microstructural parameters. This technique has been widely used in the petroleum industry for 
the analysis of reservoir rocks because it provides important microstructural parameters, such as 
porosity, permeability, and pore size distribution [2]. 
This paper aims to contribute in this regard, through the characterization of microstructural 
parameters of carbonate rocks with a focus on drilling optimization. 

Materials and Methods 

Three different carbonate rocks, the Roman, Turkish and Itaboraí Travertines were selected as 
possible analogues to the pre-salt rocks. Figure 1 shows samples from these rocks. 
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Figure 1 – Travertines studied in this research. 

The Roman travertine was chosen since it presents similar texture and porosity to the pre-salt 
carbonate reservoir facies. The Turkish travertine was chosen since it has similar characteristics 
to the Roman travertine. The Itaboraí travertine was selected due to the presence of quartz in its 
composition and its apparent strength, which occurs in the pre-salt reservoir facies. 
The experimental program consisted in digital imaging analysis [3,4] from optical micrographs 
of thin sections and X-Ray microtomography (μCT).

X-Ray Microtomography (μCT)

Microtomographic data of the samples were collected using a Skyscan μCT scanner, model 
1173. The tests were performed in Lagesed (IGEO/UFRJ). This equipment has a X-ray tube with 
a maximum power of 8W. Tests employed 80kV and 100μA in the acquisition of the images, and 
were performed in the samples shown in Figure 2. The samples were cut with a saw frame, then 
with a band saw and finally ground to create smooth surfaces. 

Figure 2 – Samples analyzed in Skyscan μCT scanner. From left to right: 
Itaboraí Travertine, Turkish Travertine and Roman Travertine. 

A 1 mm thick aluminum filter was used for data acquisition with the aim of reducing the effect 
of beam hardening. Spatial resolution was 34 μm for the Itaboraí sample, and 26 μm for Turkish 
and Roman samples. 
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Acquired images were processed with the sequence depicted in Figure 3, developed under the 
CTAn program by Skyscan [3]. After an initial segmentation [3,4] of the rock matrix, with pores, 
a Region/Volume of Interest (ROI/VOI) was adapted to the boundaries of the irregular shape 
samples. Morphological operations [4,5] were applied to the binary image with the goal of 
reducing edge problems and eliminating small objects. Porosity was then measured followed by 
the generation of a 3D Model of the solid rock with pores. The pores were independently 
segmented and a separate 3D model was also created. This allowed the superimposition of the 
two models for more flexible visualization of the result. 

Figure 3 – Methodology of μCT test. 

Digital Optical Microscopy - DOM

Thin sections were prepared in slides and dyed with methylene blue to reveal the pores. The 
digitization of the slides consisted of capturing images in mosaics. For this purpose a Zeiss 
optical microscope, model AxioImager.M2m, with XY motorized stage and automatic focus 
(motorized Z axis), and an AxioCam MRc 5 camera (1292x968 pixels resolution) was used. To 
allow covering full slides while keeping image memory manageable, a 5X objective (2.11 
μm/pixel) was chosen. 
The AxioVision software was used to control the microscope and camera. An image processing 
and analysis procedure was developed to process the large mosaic images and measure the 
porosity [6]. Pores were marked by tinting the thin sections with blue methylene and detected by 
RGB threshold segmentation [4]. 

Results
μCT

Table 1 shows the total, connected and unconnected porosity computed from the 3-D analysis of 
the samples.  
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Table 1 – Results of μCT. 

Sample Total Porosity
(%)

Open Porosity
(%)

Closed Porosity
(%)

Open/Closed
Ratio

Itaboraí Travertine 0.24 0.16 0.08 2
Roman Travertine 6.49 5.38 1.11 4,9
Turkish Travertine 4.26 2.33 1.93 1,2

It can be seen in Table 1 that the Itaboraí travertine sample has lower porosity than the other two 
rocks. The Roman travertine sample showed the highest porosity, and also the largest ratio 
between open and closed pores (~5x). The Turkish travertine presented total porosity between 
the Roman and Itaboraí and a similar amount of open and closed pores.  
A 3-D distribution of pore diameters in the samples was also carried out. Figure 4 shows the 
results for the Roman travertine sample. 

Figure 4 – Histogram distribution of pore diameter in the sample of Roman travertine 

Figure 5 shows the distribution of porosity throughout the 2-D μCT sections of the Roman 
travertine sample. Note that the graph shows a distribution of porosity ranging from 1 to 13%,. 
The average 2-D porosity was found to be 7.04%, showing a good agreement with the results 
derived from the 3-D analysis (6.49%). 

Figure 5 – Profile of porosity of 1550 2-D sections of the Roman travertine sample. 

More
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Figure 6 shows the 3-D reconstructed image of the Roman travertine sample. It is noted that the 
sample is a complex network of connected pores. 

Figure 6 – 3-D reconstructed image of the Roman travertine sample. 

DOM

Table 2 shows the porosity results obtained from the thin sections analyzed by digital optical 
microscopy. 

Table 2 – Results of DOM – Porosity (%) 
Itaboraí Roman Turkish

Thin
section 1 0.02 5.80 0.27

Thin
Section 2 0.21 6.60 0.13

Thin
section 3 0.57 – –

Average 0.27 6.20 0.20

Comparing Tables 1 and 2, it is noted that the porosity of Itaboraí and Roman travertine samples 
measured by μCT and DOM are similar – 0.24% versus 0.27% for Itaboraí, 6.49% versus 6.20% 
for Roman, respectively. For the Turkish travertine samples porosity obtained by DOM is much 
lower than by μCT. This difference could be explained by the fact that some of the pores were 
not completely filled with the methylene blue dye, what could underestimate the value of 
porosity in the thin sections. 
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Conclusions 

The non-destructive technique μCT proved to be useful in the analysis of porosity, pore size 
distribution and observation of the pore arrangement within the rock matrix. μCT also allowed 
detecting the connectivity between pores within the rock matrix. The rendered 3D models 
accurately represented the samples analyzed.  
The total porosity determination by digital imaging processing from thin sections is simple and 
fast. The results are quite similar to the ones from the 3-D analyses performed in Roman and 
Itaboraí travertines.  
The optical resolution (2.11 μm) is much finer than for μCT (34 or 26 μm) what should lead to 
higher porosity values. However, given the wide variation along cross sections, as shown in the 
μCT analysis (Figure 5) it is evident that sampling is a relevant issue that can substantially bias 
the results. 
When comparing μCT results to traditional Hg or BET porosimetry methods (shown elsewhere), 
the open/closed pores ratio is a relevant parameter, as these traditional techniques cannot access 
closed pores. Even though, again, μCT resolution is still much coarser than for porosimetry, it 
can provide unique information that the other techniques cannot. 
Thus, whenever available full 3D μCT analysis should be the technique of choice for porosity 
evaluation in oil-bearing rock samples. 
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Abstract 

 
Complete and accurate characterization of subgrain microstructural features permits study of the 
relationships among loading, microstructure and properties in plastically deformed metals.  3D 
electron backscatter diffraction data can produce reconstructed crystallographic volumes, 
however low angle subgrain boundaries cannot be determined simply with point-to-point 
misorientation thresholding because many are gradual transitions in orientation.  We demonstrate 
a novel 3D implementation of the data segmentation technique Fast Multiscale Clustering, which 
uses a quaternion representation of orientation and a corresponding distance metric.  Examples of 
the 3D segmentation of microbands and morphological analysis from the results are presented 
for die-compressed nickel single crystal and uniaxially loaded commercially pure aluminum. 

Introduction  
Subgrain microstructural features in deformed metals play important roles in dictating 
mechanical and physical properties of the materials and their use in a wide range of applications. 
There is ample evidence that two-dimensional analysis of microstructural features is insufficient 
for characterizing true geometries and crystallographic relationships (for example [1,2]). An 
understanding of these features calls for three-dimensional crystallographic investigation. 

Three-dimensional electron backscatter diffraction (EBSD) is a technique that uses a focused ion 
beam (FIB) as a serial sectioning tool together with EBSD to map each section and generate 
crystallographic volumes of material at submicron resolution. The resulting 3D dataset can be 
processed to generate the shapes and distributions of features of a microstructure. While 
preliminary reconstruction may be done using commercial software tools, they do not allow the 
accuracy in low angle boundary identification, skew correction, fitting of surfaces or local 
surface analysis needed for this particular problem. Methods in this paper address all of these 
issues, with a focus on a novel algorithm for repeatable identification of subgrain boundaries. 
Although the misorientation thresholding capabilities of commercial software can be used to 
determine grain boundaries, subgrain features may have gradual boundaries with pixel-to-pixel 
misorientations of a few degrees or less. As demonstrated in Figure 1, there may be no single 
threshold value that is effective for boundary identification [3]. The presence of noise further 
diminishes the effectiveness of thresholding. The method presented here uses a Fast Multiscale 
Clustering (FMC) algorithm that incorporates regional information from multiple length scales, 
rather than relying on pixel-to-pixel misorientation, to segment the data. 
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Figure 1: Inverse pole figure (IPF) color maps showing misorientation 
thresholding of an EBSD data set containing microbands in a cold rolled Al 
sample. Black boundaries indicate pixel-to-pixel misorientations of a) 1 degree, 
which produces boundaries dominated by noise, and b) 2 degrees, which does not 
capture important boundaries.   

Fast Multiscale Clustering 

Clustering algorithms are tools for determining the structure of a data set using regional 
information. Fast Multiscale Clustering (FMC) is an established image segmentation method 
introduced by Sharon et al. [4], inspired by algebraic multigrid solvers. FMC uses a graph 
representation of the data, which begins with each pixel as its own node at the finest resolution. 
The adjacent nodes of the graph are related to one another by weights representing the similarity 
between the two nodes. The graph is recursively simplified, in a process known as coarsening, by 
combining nodes based on a similarity metric to create lower and lower resolution 
representations of the data. At each level of resolution, each coarse node represents a potential 
segmentation of the original graph.  The quality of a particular segmentation is indicated by a 
saliency value, defined as the ratio between the similarities relating a node and its neighboring 
nodes (external weights) and the similarities among data points within a node (internal weights). 
At the end of the recursive process, the nodes with the lowest saliency are selected as the 
segmentation solution.    

Use of FMC with EBSD orientation data is more complex than for image processing, because of 
the nonlinear nature of orientation data. For this work, FMC has been generalized with a 
similarity metric based on misorientation computed from a quaternion representation of 
orientation [3]. This version of FMC incorporates two aggregative properties to assist in 
segmentation. Aggregative properties are scale-dependent features of coarsened nodes, in this 
case the quaternion mean of points within a node and the variance in orientation or points within 
a node. A generalization of Mahalonobis distance DMaha_gen is computed from these properties 
and is used to adjust the graph weights after each coarsening step (Equation 1). 

 
 

(1)

Where the distance function dmisorien is the misorientation between node mean orientations and σ2

is the distance function variance. The segmentation results for a single slice of 3D-EBSD data 
within a single grain of cold-rolled aluminum sample containing microbands with gradual 
orientation variations is shown in Figure 2.  

(a) (b) 
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Figure 2: The data set segmented by FMC with a novel distance function metric.  

Three-dimensional reconstructions of microbands have been created by stacking 2D 
segmentation of EBSD data slices [5]. However, FMC can be generalized to perform a true 3D 
segmentation. Three-dimensional analysis offers the significant advantage of consistent analysis 
slice to slice, with all segmentation done in a single process. All spatial directions are equivalent, 
meaning that clustering equally takes into account regional information in slices above and 
below a point and within the 2D slice.  FMC clusters and their boundaries therefore encapsulate 
a continuous and smooth volume of crystallographic data. However, treatment of the data as a 
single complete point cloud requires additional pre-processing prior to FMC analysis. First, the 
3D data must be reconstructed with corrections for instrument drift and skew within each slice. 
Second, the nearest neighbors to each point must be known for creation of the initial graph. 

Formation of Initial Graph from 3D Data 

The volumes studied contain no grain boundaries, so have no internal markers such as triple 
points that can be used to guide slice alignment. As shown in Figure 3a, a rectangular pillar 
created with FIB provides an external reference. In processing the data, a bilinear transformation 
of the data in each slice corrects for skew and offset that come from inexact stage positioning 
during EBSD data collection. The transformation uses four features, in most cases the corner 
points of the pillar as shown in Figure 3b, that form a general convex quadrilateral. This is then 
transformed to a biunit square with corners at ( 1, 1) and then scaled to the physical dimensions 
of the pillar measured using ion beam imaging (Figure 3c). Fiducial marks (Figure 3a) that 
produce non-indexed points in each data slice are used to confirm alignment when the data set is 
reconstructed (Figures 3d and 3e).  

The result of this transformation is that data points are no longer on a uniform rectangular grid. 
Construction of the initial graph for FMC requires knowledge of the nearest neighbors for each 
point. This is accomplished with a lookup table for the full 3D data set, which provides the 
indices of all neighboring points within a fixed radius of each point. To find these neighbors, 
each point is first mapped to the nearest node of the original uniform rectangular grid. The grid 
organization allows immediate identification of all points in a local region from the adjacent 
graph nodes. For each point, the distance between itself and the local regional points is easily 
compared. For this analysis, the radius criterion was chosen to give an average of six neighbors, 
the same number that would be used in the case of a rectangular grid. 

Results 

The FMC algorithm has been applied to a 18 (RD)  19 (TD)  3 (ND) micron volume of a 3D 
EBSD data set taken with 0.1 micron resolution from a channel die-compressed nickel single 
crystal sample. The volume is built from 30 slices and contains just over one million points [6,7]. 
Results are shown in Figure 4, with clusters given random colors for differentiation. Unlike the 
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aluminum shown in Figure 1, almost no variation in orientation can be discerned from the IPF 
colormap. Center to center microband misorientations vary in the range of 2.5 to 7 degrees [6]. 

    

Figure 3: a) Pillar formed by FIB in a Ni single crystal die-compressed sample with 
area 18 x 19 microns. b,c) Pillar corner points are identified and skew and offset are 
corrected by a bilinear transformation. d,e) Corrections are verified by alignment of 
fiducial marks through the data set, which has a depth of 6.7 microns. 

Figure 4: a) IPF color map of one slice in an EBSD data set containing 
microbands in a channel die-compressed Ni single crystal sample. b) 
Segmentation of a volume of the 3D EBSD data set.  Note that while the distinct 
clusters appear similar to grain identification performed in commercial software, 
the method is very different.  The boundaries are low angle and many are gradual. 

10 m
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The 3D segmentation algorithm was also applied to a 12 (RD)  5 (TD) 2 (ND) micron volume 
of the cold-rolled aluminum sample of Figure 1, which was built from 20 data slice and contains 
roughly 120,000 points (Figure 5a). The boundary points encapsulating a cluster are easily 
determined. Microband surfaces can be reconstructed from the bordering boundary points 
between two clusters, shown in Figure 5b. 

Figure 5: a) Segmentation of a volume of 3D EBSD Al data set. b) Isolation of 
points in adjacent clusters for analysis of local boundary properties. 

These continuous boundaries and surfaces allow quantitative analysis of microstructural features. 
Applications include determination of point-to-point misorientation across the boundary, local 
boundary curvature and width, local orientation with respect to crystallographic planes, and 
overall cluster to cluster misorientation. As an example, local curvature of the isolated 
microband surface on Figure 5b is shown in Figure 6. These studies can provide insight into 
microstructural features and their formation. 

 

 

Figure 6. A microband surface isolated from the rolled aluminum sample, 
showing local curvature which is accented by color.  

Discussion 

FMC is a novel approach to determine low angle boundaries, for which traditional thresholding 
is insufficient. In order to validate the results of the method a 3D EBSD data set from a multi-
grain data set is being used.  The grains in this 3D data set may be found by thresholding in 
commercial software and their boundaries compared to those produced by FMC, which can 
detect these clear boundaries as well as more subtle ones. In more challenging subgrain data sets 
tuning of several well-understood algorithm specific parameters is required, for example to 
specify the level of segmentation. 
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Implementation of FMC on large data sets is currently limited by memory consumption and run 
time. A million point data set requires over sixteen gigabytes of RAM and over a day to run on 
an 8 core processor. FMC is theoretically an O(N) algorithm, but the implementation is slowed 
by large memory processes. Future work includes modification of the algorithm's coarsening 
steps to reduce the growth of the graph in the first few recursive runs.  

Acknowledgements 

This work was supported by grants from the National Science Foundation (DMR-0907240), the 
Australian Research Council Centre of Excellence for Design in Light Metals (CE 05611574), 
and the Harvey Mudd College Department of Engineering.  We thank the Harvey Mudd College 
and University of New South Wales students working on related projects: Cassie George, 
Ayyappa Vemulkar, Andrew Loeb and Nasima Afrin, and Scott Sitzman at Oxford Instruments 
for collaboration on validation of methods with commercial software. 

References

[1] A.D. Rollett et al., “Three-dimensional characterization of microstructure by electron back-
scatter diffraction,” Annual Review of Materials Research 37 (2007), 627-658.

[2] G. Rohrer et al., “Deriving grain boundary character distributions and relative grain boundary 
energies from three-dimensional EBSD data,” Materials Science and Technology,  26 (2010),  
661-669.

[3]  C. McMahon et al., “Segmentation of three-dimensional EBSD data through fast multiscale 
clustering,” Proceedings of The Minerals, Metals & Materials Society 140th Annual 
Meeting, (2011). 

[4]  E. Sharon et al., “Hierarchy and adaptivity in segmenting visual scenes,” Nature, 442 (2006), 
810-813.

[5] L. Bassman et al., “Study of the true nature of microband boundaries in aluminum with 3D 
EBSD,” Proceedings of the 16th International Conference on Textures of Microstructures. In 
Materials Science Forum 702-703 (2012), 558-561. 

[6] N. Afrin et al., "The three-dimensional nature of microbands in a channel die compressed 
Goss-oriented Ni single crystal," Scripta Materialia 64 (2011) 221-224. 

[7] N. Afrin et al., “On the bumps and curves in the microband boundaries in a channel-die 
compressed Goss-oriented Ni single crystal,” Proceedings of the 16th International 
Conference on Textures of Microstructures. In Materials Science Forum 702-703 (2012), 
101-104. 

194



An Automated Multi-Modal Serial Sectioning System for Characterization of 
Grain-Scale Microstructures in Engineering Materials  

Michael Uchic1, Michael Groeber1, Megna Shah2, Patrick Callahan1,3, Adam Shiveley4,
Michael Scott2, Michael Chapman4, and Jonathan Spowart1

1Air Force Research Laboratory, Materials & Manufacturing Directorate, Wright-Patterson AFB, 
OH 45433 

2 UES, Inc, Dayton, OH 45432 
3Carnegie Mellon University, Department of Materials Science and Engineering, Pittsburgh, PA 

15213
4 SOCHE, Dayton, OH 45433 

Keywords: serial sectioning, 3D microscopy, EBSD, EDS 

Abstract 

This paper describes the development of a new serial sectioning system that has been designed to 
collect microstructural, crystallographic, and chemical information from volumes in excess of 1
mm3.  The system integrates a robotic multi-platen mechanical polishing system with a modern 
SEM that enables the acquisition of multi-modal data—scanning electron images, EBSD and 
hyperspectral EDS map—at each section. Selected details of the system construction as well as 
an initial demonstration of the system capabilities are presented. 

Introduction 

For the past two decades the materials research community has sustained research and 
development of hardware and software to enable 3D characterization of microstructural features 
across the wide range of length scales that are observed in many engineering materials.  The list 
of dedicated laboratory-scale instrumentation for structural materials includes serial sectioning 
devices such as those based on micromilling [1], mechanical polishing [2,3], and femtosecond 
laser ablation [4], the 3D Atom Probe [5], x-ray microtomography systems, as well as 
instruments that have been adapted for this purpose like dual-beam Focused Ion Beam Scanning 
Electron Microscopes (FIB-SEM) [6] and Transmission Electron Microscopes outfitted with 
specialty tomographic sample holders. 

Nonetheless, there remain capability gaps with regards to the type of data and the spatial 
coverage/resolution that can be achieved with the aforementioned list of current instrumentation.  
The 3D characterization system described in this paper attempts to fill one of these gaps through 
the collection of multi-modal information (local crystallographic, chemical, and image data) over 
a key range of length scales with regards to optimizing structural material performance, i.e., from 
micrometer-to-centimeter scale volumes. 

The development of the system described herein was motivated by the success of FIB-SEM 
microscopes to rapidly characterize complex engineering alloy microstructures.  These versatile 
microscopes have been used to perform serial sectioning experiments on a host of disparate 
material types: metals, ceramics, polymers, electronic materials, and biological materials.  One 
of the key capabilities of FIB-SEM microscopes is the ability to incorporate advanced analytical 
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methods such as Electron BackScatter Diffraction (EBSD) and Energy Dispersive Spectrometers 
(EDS) systems.  These methods provide more information regarding the local material state, and 
importantly, allow for segmentation of grains or second phases from complex microstructures 
using physically-meaningful parameters, such using a misorientation threshold to aggregate 
neighboring voxels into grains [7].  However, the limited material removal rate of liquid-metal 
ion sources has restricted the role of FIB-SEM microscopes to the study of nano- and 
micrometer-scale features in volumes that have dimensions on the order of tens-of-micrometers. 

The multi-modal serial sectioning device described in this paper addresses the issue of 
volumetric coverage by replacing ion-beam sectioning with automated mechanical lapping and 
polishing.  Mechanical polishing methods have been the traditional pathway for preparing the 
surface of materials for quantitative 2D microstructural analysis, and such methods have also 
been commonly employed for manual ‘macro-scale’ serial sectioning experiments [8], including 
those that incorporate multi-modal data [9].  Note that for the intended application there is the 
critical issue of preparing samples with minimal subsurface damage because of the stringent 
surface finish requirements of EBSD-based analysis.  Unlike other automated serial sectioning 
instruments that employ mechanical polishing and optical microscopes [2,3], the device 
described in this paper has the ability to use multiple polishing platens to sequentially remove 
material using successively finer polishing media, thus enabling the use of EBSD. Although the 
system is still under development and full integration of the individual sub-systems is still in-
progress, the basic layout of the device and a demonstration of its capabilities are presented in 
the following sections. 

System Design and Capabilities 

The initial system configuration consists of a three primary subsystems that reside within a 15’ x 
12’ safety enclosure: a Mitsubishi transfer robot, a RoboMet.3D serial mechanical polishing 
instrument, and a Tescan SEM outfitted with EBSD and EDS detectors and a motorized load 
lock.  An image taken from outside of the enclosure that shows the relative position of the three 
subsystems is shown in Figure 1. 

Figure 1.  Image that shows the arrangement of the three main sub-systems that comprise the 
serial sectioning instrument. 
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These subsystems are controlled by a master computer that dictates the sequence of operations 
for the various sub-systems, which will also be eventually responsible for storing the multi-
modal information and all other metadata into a single 3D data file in HDF5 format [10].  The 
following sections describe the key features for each of the three main sub-systems. 

The Mitsubishi RV12SVL 6-axis robot arm has a 54’’ reach, which allows it to readily move a 
2” diameter stainless steel sample holder, Figure 2A, between sample exchange points on the 
Robo-Met.3D, the Tescan SEM, and an additional sample transfer stand that enables the robot to 
switch between two gripping configurations, as shown in Figures 2B and 2C.  Custom end-of-
arm-tooling enables two gripping modes.  The top-gripping mode is used to place the holder in 
the SEM load lock with the sample surface facing up, while the side-gripping mode is used to 
insert the holder in the RoboMet.3D with the sample surface facing down.  Half-cylindrical 
locating features on the top and bottom surfaces of the sample holders are used with mating 
features at the sample transfer positions ensure that the sample orientation and position is 
roughly maintained during hand-offs.  In addition, the Mitsubishi robot will also be used to 
completely immerse the sample holder into beakers containing ethanol for ultrasonic cleaning, 
followed by articulating the sample in front of a nitrogen gas nozzle to dry the sample prior to 
SEM analysis.   Robot arm movements are controlled remotely using executable scripts written 
in a manufacturer-supplied programming language (RTToolbox2). The flexibility for re-
programming the motion of the 6-axis robot allows for easy reconfiguration of the 
characterization system in the future, such as adding additional sample preparation or analysis 
stations. 

Figure 2.  A) Schematic of the sample holder, B) Side-gripping mode for the Mitsubishi robot 
and end-of-arm-tooling, C) Top-gripping mode.   

RoboMet.3D (www.ues.com/content/robomet3d), shown in Figure 3, is used to automatically 
perform the serial mechanical polishing step, removing a notionally planar section of material 
while obtaining a high-quality surface finish that is suitable for both imaging and EBSD 
characterization in the SEM.  Note that surface planarity is not currently monitored, although 
planned expansion of the system will include a non-contact surface profiling capability to track 
the full 3D shape of the as-polished surface.  The RoboMet.3D installed on this system has been 
customized with a multi-platen exchange arm, which allows the use of up to eight 12-inch 
diameter platens in the polishing cycle.  At present, at least two platens are used for EBSD-
inclusive experiments, where typically a 1 micron diamond media (Allied High-Tech 1μm 
Polycrystalline Diamond Suspension) along with a low-nap cloth (Buehler Texmet C) is used to 
minimize differential polishing during the majority of material removal (for ~ 1 micrometer 
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sections).  This step is followed by nm-scale polishing media on a high-nap cloth, either colloidal 
silica (Allied High-Tech 40 nm Non-Stick/Rinsable Colloidal Silica Suspension), or a two-step 
combination of alumina (Buehler 50nm alpha-Alumina Micropolish) followed by colloidal silica, 
to minimize subsurface deformation. Figure 4 shows the difference in BSE images and 
representative backscatter Kikuchi patterns between the 1 m removal step (Figure 3a) and sub-
50 nm polishing steps. Good quality indexable patterns are observed after the sub-50nm 
polishing step, illustrating the need for a multi-step polishing sequence. Water-soluble polishing 
media and additional lubrication (distilled water) are automatically dispensed, and the 
application rates of all fluids as well as other polishing parameters such as wheel speed and 
sample oscillation are user-defined. Between polishing steps, current experiments use additional 
platens with high-nap cloths (Buehler Chemomet) and distilled water to mechanically clean 
abrasives from the surface prior to ultrasonic immersion in an ethanol bath.  Just before this 
cleaning step, the sample surface is dipped into a chemical well on the RoboMet.3D that is 
originally-intended to be used for selective etching of the sample surface for optical microscopy.  
Rather than an etchant, the well is filled with diluted micro-organic soap to aid the cleaning 
process. 

Figure 3.  View of the front of the RoboMet.3D mechanical polishing system.   
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Figure 4. A) BSE image of a polycrystalline Ni superalloy (LSHR) after mechanical polishing 
for 2 minutes with 1 μm diamond slurry.  The inset in the figure shows a representative EBSD 
pattern from the sample using the following conditions: 20 kV, 5 nA probe current, acquisition 
time of 2 ms, and pattern size of 128 x 96 pixels.  B) BSE image and EBSD pattern from the 
same sample after additional polishing for 2 minutes with 50 nm alumina, followed by 1 minute 
of polishing with a 40 nm colloidal silica. 

After mechanical polishing, a Tescan Vega 3 XMH microscope outfitted with a Bruker e-Flash 
1000 EBSD and a X-Flash Quad 5040 EDS is used for characterization of the section surface.  
An OEM-constructed motorized load lock assembly is used to quickly transfer the sample holder 
into and out of the SEM chamber within approximately one minute.   This process—as well as 
all other aspects of stage movement, detector insertion, beam optimization, image optimization, 
image collection, EDS and EBSD analysis—are controlled through the use of custom-developed 
Python scripts that use OEM-supplied application programming interfaces for the Tescan 
microscope (SharkSEM API) and the Bruker detectors (ESPRIT API).  

To illustrate the type of algorithms that are used to control the operation of the microscope, the 
optimization of imaging conditions is performed using two scripts that determine the best focus 
and brightness/contrast values.  At present, best focus is obtained by calculating the edge content 
within selected images over a user-defined range in focus settings: 
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where Sx and Sy are the Sobel kernels.  A Gaussian curve is fit to the edge-content data as a 
function of focus/working distance, and the peak value from the fit corresponds to the best focus 
and the actual specimen-to-column working distance.  The sample stage is raised or lowered to 
bring the sample surface to the desired working distance (e.g., 10 mm), and the focus is re-
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checked to confirm both accurate vertical positioning of the sample and optimal focus.  The 
brightness and contrast of images are optimized using an ad-hoc algorithm that compares the 
mean and standard deviation of the current image histogram to a user-defined reference image.  
The microscope brightness and contrast values are iteratively adjusted until the mean and 
standard deviation of the current image closely match those of a user defined reference image.  
At present, most of the algorithms used for automated instrument control are similar to the latter
example and are somewhat basic in design.  Nonetheless, the images and data maps returned by 
the microscope are quite suitable for post-processing and analysis, although further advancement 
of these methods is desired.  Figure 5 shows a representative backscattered electron (BSE) image 
that has been collected without human intervention, which highlights the image quality that has 
been achieved to date. 

Figure 5.  A representative BSE collected by the Tescan SEM using automation scripts.  Field of 
view is 1 mm x 0.75 mm with pixel dimensions of 250 nm.  Microscope operating conditions are 
an accelerating voltage of 30 kV, probe current of ~ 1 nA, and a pixel dwell time of 100 s.
Material is an IN100 superalloy that has undergone a supersolvus heat treatment. 

Table 1 provides a summary list of current capabilities for the multi-modal serial sectioning 
system.  Desired improvements for the future include obtaining finer sectioning processes to 
directly overlap with meso-scale FIB-SEM experiments, and faster cycle times to improve data 
throughput.  Reductions in the cycle time will come through both evolutionary improvements in 
instrument operation, for example, faster optimization of the electron imaging/analysis 
environment or minimizing the number of polishing pad operations, as well as by more radical 
methods, such as the use of real-time analysis to guide the efficient collection of EBSD and EDS 
data via sparse sampling.  The volume of material that can be interrogated by the system can be 
easily in excess of 1 mm3, and the main restriction on size is that the sample must clear the load-
lock opening, which corresponds to a cylindrical-shaped maximum volume of 38 mm diameter x 
25 mm in length. 
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Table 1: Demonstrated and goal capabilities for the novel multi-modal serial sectioning system. 

Example Application 

As mentioned previously, the serial sectioning system is still in development and is not fully 
operational.  However, each of the individual sub-systems can be operated in an automated 
fashion, and preliminary experiments have been conducted to help identify issues that need to be 
addressed during the final phase of development.  These experiments have primarily consisted of 
performing semi-automated serial sectioning studies where the polishing and imaging sub-
systems have been run without human intervention, while sample cleaning and microhardness 
indentation have been performed manually. Microhardness indents are used to ‘frame’ the area 
for microstructural analysis, and a few indents can be observed in the lower right portion of 
Figure 5.  These features are useful as temporary reference marks that enable section-to-section 
registration that is unbiased by the morphology of internal microstructural features [11], as well 
as provide a measure of the local material removal rate [8].

Figure 6 shows a 3D reconstruction from a preliminary serial sectioning experiment of an IN100 
superalloy that was previously described in Figure 4.  The limited data set contains only 15 
sections that have an average spacing of approximately 1 micrometer.  Both BEI and EBSD 
maps have been collected at each section, and the total cycle time per section from polishing 
through SEM imaging and analysis was a little over two hours.  Note that only the EBSD maps 
have been used to create the 3D reconstruction shown in Figure 5, which was generated using the 
DREAM.3D software environment (http://dream3d.bluequartz.net).  This data set is too small to 
perform an unbiased analysis of the grain structure, as almost all of the grains touch one of the 
bounding surfaces of the data volume.  However, once development of the automated serial 
sectioning system is completed, such analysis should become commonplace as suitable volumes 
could be collected within a few weeks, and the system will be capable of processing multiple 
samples at the same time. 
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Figure 6.  3D reconstruction of an IN100 superalloy microstructure that was interrogated by the 
multi-modal 3D characterization system. Volume is 500 x 500 x 15 micrometers in size, and 
grain coloring corresponds to a unique grain ID. 
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Abstract

X-ray tomography has become a widely used 3D characterization technique in materials
science using either laboratory tomographs or large X-ray facilities. The two main improve-
ments in the last decade are the decrease of the spatial resolution down to tens of nanometers
and also the decrease in acquisition time of a complete scan down to 1 second with 2 μm
spatial resolution. The aim of this presentation is to focus on the second point. We will
present the technical problems arising due to ultra fast acquisition (development of specific
sample environment) and its application in material science. We will show, that thanks
to ultra fast tomography, it is now possible to investigate material science problems in 4D
(crack propagation in metals and high temperature deformation).

Introduction

In situ experiments carried out inside a tomograph have shown their unique potential to
collect non destructive observation of the internal 3D structure of materials. With this
technique, damage evolution can be precisely described as a function of the local strain
field in bulk materials [1]; local deformation and damage mechanisms can be observed and
thus better understood in architectured materials such as foams [2, 3] or fibrous materials
[4]; fatigue crack propagation can be measured and related with the local grain orientation
thanks to complementary 3D-XRD techniques [5]. Most of these studies can also now be
carried out inside any laboratory tomograph, provided that the test can be interrupted during
the scan without any perturbation of the phenomena at play. But, if these phenomena are
time dependant, it becomes difficult to pause the test without inducing any artefact. For
example, in the case of solidification of aluminum alloys, [6] showed that quenching induces
some perturbation into the system and that the quenched microstructure is not the same
as the one at high temperature. In the case of high temperature deformation of magnesium
alloys, interruption of strain loading during the scan can lead to an enhanced ultimate strain
due to restauration mechanisms having a first order influence simply because of the extra
time required for X-ray observation. In order to avoid all these artefacts, an ideal method
would be to use continuous tomography. In a continuous mode, the tests are no longer paused
for scanning. This requires that the acquisition time is reduced so that the microstructure do
not to evolve ”too much” during the scan. On the contrary, the term interrupted tomography
is used when the test is paused during the acquisition. For a tomographic scan with a voxel
size of 1 or 2 μm and a final volume size of the order of 10243 voxels, we will refer to classical
tomography if a scan is recorded with a set of parameters that give a 3D image (one scan) in
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more than 600 seconds. Fast tomography will refer to a scan acquired in 10 to 600 seconds.
Below this limit of 10 seconds per scan we will refer to Ultra-fast tomography. Continuous
tomography is not necessarily associated with ultra-fast tomography. Nevertheless in the field
of materials sciences, if we consider either phase transformation or mechanical testing, the
domains of interest involve short characteristic times. In the case of phase transformation,
the interesting domain of thermal cooling or heating rate ranges from 0.1 to 10◦C/s. It
is admitted that for an exploitable 3D image, temperature should not change more than
1◦C during the time required for a scan. Thus each scan should be acquired in 0.1 to 10
s. [7]. In the case of mechanical loading, an interesting strain rate domain ranges between
10−4 and 10−1s−1. If a test is carried out at room temperature and if the material is very
ductile, one can consider using interrupted tomography [8, 9]. Nevertheless the testing device
must be stiff enough to avoid any relaxation. This condition is often not fulfilled in actual
in situ devices. If tests are carried out at high temperature, or if the matrerial to test is
fragile and breaks very fast, continuous tomography must be considered and one scan must
be acquired in 0.01 to 10 s in order to limit the displacement of the sample to less than
1 voxel during the scan (i.e. less than about 1 μm). Thus for phase transformation, for high
temperature deformation and for fragile samples, in situ continuous tomography requires
ultra-fast conditions. The aim of this paper is to present ultra-fast microtomography and a
selection of applications in material science.

Ultra-fast tomography

Acquisition

Optimization of all the acquisition parameters is required to reduce the acquisition time.
The first element of the acquisition chain is the X-ray source and its brightness. A syn-
chrotron pink beam (i.e. not completely monochromated) or even a white beam (i.e. fully
monochromated) delivers a very high flux. Specific scintillators, adapted to the high energy
range and more efficient, give a better ratio of transformation of X-rays to visible light. Op-
tics aperture also has to be maximized.
The second element is the camera. On the one hand, standard CCD cameras usually exhibit
a very good signal dynamic range, but they require a shutter and downloading the acquired
image from the CCD to a computer can be rather slow. On the other hand new CMOS
cameras can be operated without the use of a shutter and can achieve acquisition time for a
single image as short as 1/40000s. They are usually equipped with an on board memory of
several tens of gigabytes so that the recorded images can be quickly stored in this memory
during the test and transferred to the computer at the end of the total acquisition. If the
on board memory is not large enough to store all the scans, downloading rates have to be
reduced as much as possible to limit the time between scans.
One should also consider the mechanical limitations. The rotating stage must be fast and
stable enough to ensure that the sample performs half a turn at constant speed during the
time for one scan. Acquisition times of 4 scans per second require a minimum rotation ve-
locity of 720◦/s. Classical methods that consists in accelerating, acquiring, decelerating and
rotating back to the initial position cannot be used in such conditions. Continuous rotation
of the rotating stage should rather be prefered. The rotating stage is often a key element,
because of the stability of the velocity and of induced vibrations that arise when the upper
bound of the velocity is reached.

204



Sample environment

Because of the continuous rotation, classical in situ devices for mechanical loading at high
temperature such as the one previously used for fast tomography and described in [10] are no
more usable. Devices must be designed to allow an unlimited number of turns. Such a con-
strain has a large impact on the design of in situ devices that can impose thermomechanical
loading to a sample within controlled conditions.

Applications

We will present three applications in the field of damage studies in materials were ultra-fast
tomography has been applied showing the great potential of this technique. The experimental
conditions for the tests are :

• damage at low temperature during mechanical testing of reinforced and unreinforced
aluminium alloy : experiments were performed in situ on ID15A beamline at the
ESRF in white beam conditions on an Al/Al2O3 composite (provided by A. Mortensen,
EPFL) and on an Al-Mn alloy 3103. The strain rate imposed to the sample was about
10−3s−1. The camera used was a PCO Dimax with a field of view of 864x488 and an
optic leading to a pixel size of 2.2 μm. During each scan 600 projections have been
acquired. The acquisition rate was of one scan every 0.15 second.

• damage at high temperature during mechanical testing of magnesium alloys : experi-
ments have been performed on a commercial Magnesium alloy AZ31 at 400◦C with a
strain rate of 5.10−4s−1. The imaging camera was a DALSA with a field of view of
10242, and an optic leading to a pixel size of 1.2 μm. During each scan, 300 projections
were acquired. The irradiation time for one scan was about 5 seconds [11] and 2 scans
were acquired every minute.

Room temperature damage of reinforced aluminium matrix composites

(a) t = 0 (b) t = 0.6 s

(c) t = 0.75 s (d) t = 0.9 s

Figure 1: Evolution of a longitudinal cross section with time and evolution of a 3D view of
the crack with time.

Al/Al2O3 composites presents a very low ductility at room temperature. When submitted
to tension, a crack initiates and propagates through the sample. The crack path can be
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observed post mortem, but informations on the crack velocity can only be obtained thanks
to in situ observations. The high velocity of the crack tip requires the use of ultra-fast
tomography. Figure 1 presents the evolution of a longitudinal cross section of the sample
and of a 3D view of the crack. All the phenomena presented in the series of images appended
in less than 1 second.

From the sequence of 3D images the crack tip velocity could be estimated. Figure 2
presents the evolution of the crack tip velocity with time. The front velocity is stable around
40 μm/s and accelerates when the cracks becomes longer leading to the rupture of the sample.
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Figure 2: Crack tip velocity as a function of time

Room temperature damage evolutin in the unreinforced aluminium alloy

(a) t = 0 (b) t = 1.2 s

(c) t = 1.5 s (d) t = 1.95 s
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Figure 3: (a-d) Evolution of the sample shape (green) and of pores (red) with time. (e)
Pores volume fraction (red square) and Coalescence index (blue cross) as function of time.

Al-Mn alloys generally present a very goo ductility at room temperature. When submit-
ted to strain, damage appears and evolve. Pores nucleate, grow and coalesce. The volume

206



fraction of pores and the size of the largest pores are important informations for the quan-
tification of damage. The evolution of these parameters with strain could be used as a useful
validation tool to refine the prediction of standard damage models.
Figures 3.a-d present 3D views of the shape of the sample (green) and of the presence of in-
ternal pores (red, closed porosity). The pores concentrate in the necked region. The volume
fraction of these cavities increase with time (strain) up to the separation between the upper
and lower parts of the sample (between image b and image c). The pore volume fraction
and the coalescence index, defined as the ratio between the volume of the largest cavity and
the total volume of porosity inside the sample, ware calculated for each strain step and are
plotted in figure 3.e as a function of time.

Damage is mainly induced by growth and local coalescence of the cavities leading to
final rupture. The low value of the coalescence index indicates that only growth and local
coalescence are involved up to t = 1.2 s. The change of increasing rate for the coalescence
index after t = 1.2s is a signature of global coalescence of cavities leading to the rapid
fracture of the sample in less than 1 s .

High temperature damage in magnesium alloy

Depending on the strain rate and the temperature, Magnesium alloys can present a super-
plastic behavior. During such a large plastic deformation, both growth and coalescence of
cavities occur. There should also be some interaction between cavities and intermetallic
particles that are present in the bulk material. Global quantities would hardly allow us
to clarify the respective proportion of growth and coalescence on the global pores volume
fraction evolution. Moreover the interaction with particles cannot be globally measured.
Thus some pores (about 60) have been tracked during the deformation. Figure 4 presents
the evolution of some cavities with strain. Among the varied mechanisms, one can observe

Figure 4: Evolution of cavities with strain. The main cavity (yellow), isolated cavities (blue)
and particles (red) are presented.

growth of cavities with complex shape, coalescence of cavities and interaction between pores
and cavities growth.
Such high temperature experiments show that coalescence mechanisms are active even at
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relatively low strain and that the shape of the cavities is often far to be elliptic as assumed
in most of the models. In situ experiments could now be conducted at higher strain rates,
and would thus allow to investigate the superplastic transition.

Conclusion and outgoings

Ultra fast tomography extends the field of observable phenomena during in situ experiments.
The short time required for acquisition allows us to perform tests without any interruption.
The technique allows to follow the evolution of important parameters of the structure.
We have presented some technical points, mostly based on devices and hardware, that per-
mits to reduce the acquisition time. A simple way to reduce the time for one scan is to reduce
the number of projections. Up to some extends, classical filtered back projection reconstruc-
tion is effective. An order of magnitude on the acquisition time would be achievable with new
reconstruction algorithms : either discrete tomography and its extension to multimaterials
[12], or bayesian iterative techniques [13]. Another way to observe phenomena with short
characteristic times is to accept some evolution of the microstructure during the time for
one scan. Depending on the evolution of the microstructure, interpolation of the projections
based on strain fields obtained by digital image correlation allow to correct large motions
(such a technique have been used for the reconstruction of two of the examples presented).
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Abstract 

Transmission electron microscopes play a critical role in building our knowledge base of the 
atomic structure and composition as well as the electronic and magnetic state of materials.  This 
information is a two-dimensional snapshot of the material state and requires a posteriori analysis
to reveal the reaction or processing pathway, or to correlate with a macroscopic property. 
However, using electron tomography it is feasible to recover the information lost in the electron 
beam direction and obtain a three-dimensional view of the internal structure in an electron 
transparent foil. In this paper, example applications of diffraction-contrast electron tomography 
to understand various dislocation-obstacle interactions are presented and discussed. 

Introduction 

Traditional transmission electron microscopy (TEM) techniques allow direct imaging of defects, 
but present the information as a two-dimensional projection, thus losing information on the 
spatial relations of the defects within a material. Electron tomography, developed initially for 
application in the life sciences [1], seeks to overcome this problem by combining a number of 
images collected at a single location in a material but over a wide angular range into a three-
dimensional (3D) representation of the probed volume. The tomogram resolution depends on the 
number of images collected and the angular range over which they are acquired - ideally an 
image should be acquired every degree over an angular range of 120 - 140 degrees with the 
variation in intensity across and between images varying uniformly.  Consequently, most 
applications have used scanning transmission electron microscopy modes to acquire the input 
data [2]. 

Recent efforts have extended the application of electron tomography to defect studies in 
crystalline materials using diffraction contrast imaging conditions, including two-beam bright 
field as well as weak-beam dark-field imaging conditions [3-9]. These imaging conditions 
introduce additional challenges as the image contrast can vary during the sample tilting 
operation, e.g., thickness fringes, elastic strain centers and bend contours. Nevertheless, 
acquiring some 120 images while maintaining constant diffraction contrast imaging conditions 
represents an experimental challenge. To overcome the need to capture 120 or more images, Liu, 
Kacher and Robertson developed a method whereby a lower resolution tomogram served as the 
basis for constructing via tracing three-dimensionally the defect structure. In creating the model, 
prior knowledge about defect image theory and about dislocation properties was used to improve 
the fidelity of the model. An added advantage of this approach is that two such models, based on 
tomograms reconstructed using images acquired with different diffraction vectors, can be 
combined to resolve the defect invisibility issue.  
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This paper will illustrate the development of diffraction contrast electron tomography for studies 
of defects, illustrating the fidelity of the model with respect to the tomogram and the consequent 
reduction of the number of images and the angular range. The enhanced interpretability of 
dislocation-defect interactions enabled by having the tomogram or dislocation model will be 
achieved by presenting examples of recent applications: characterization of dislocation 
interactions with twin boundaries in austenitic stainless steel [5], the dislocation structure 
produced in channels from which the irradiation produced defects have been annihilated [4], and 
dislocation/precipitate interactions in an aluminum-copper alloy [10]. 

Experimental Methods 

In the following analysis, all samples were prepared using standard TEM sample preparation 
techniques of grinding to an appropriate thickness and jet-polishing to electron transparency. A
JEOL 2010 LaB6 transmission electron microscope operating at 200 keV was used for the 
electron microscopy. The tomography techniques used for reconstruction of a tomogram as well 
as construction of a high fidelity 3D model from it have been explained elsewhere [6]. 

Results and Discussion 

The first example considers the interaction of dislocations with twin boundaries in 304 stainless 
steel. The sample was deformed ex situ and interactions of interest identified. In the example 
shown, three sets of perfect dislocations interacted with a twin boundary, each interaction 
resulted in a different transfer product being ejected into the twinned area, and these new product 
dislocations crossed the twinned region and intersected the other twinned boundary, which 
resulted in slip being transferred across it. The resultant interactions are shown with different 
diffraction vectors for two different bean directions; the different views each provide information 
obscured in the other (Fig. 1). Diffraction analysis was used to characterize the twin boundary 
and the Burgers vectors of the dislocations. A tilt series of the interaction was collected by 
maintaining the tilt axis parallel to the plane normal of the twin boundaries and collecting an 
image every 2  in bright-field mode over an angular range of 74 . Once collected, the images 
were aligned and used to reconstruct of tomogram from which a 3D model was created. 
Snapshots taken from the model as viewed from different vantage directions and with the 
dislocations colored with respect to the Burgers vector are presented in Figure 2. The real space 
coordinate systems, in the form of Thompson tetrahedra, are included for the matrix and twinned 
regions. The final model can be used for simple identification of the line direction of the slip 
planes, as well as the plane on which they reside. In the following analysis, the subscripts in and 
out are used to identify the frame of reference and refer to the grains containing the incoming 
and outgoing dislocations, respectively. 

System labels, the number distinguishes between the three interactions and the letter specifies 
elements within an interaction, are given in Figure 1. The twin boundaries reside on (1̄11̄)in. The 
incoming dislocations reside on the slip system ± a/2[1̄10]in(1̄1̄1)in and have a line direction 
parallel to the [112]in, making them pure edge dislocations. Each of the three incoming slip 
systems leads to a unique transmission event. System 1 results in two sets of dislocations being 
emitted into the twinned region on the ± a/2[101]out (1̄1̄1)out slip system (1a), but with line 
directions of [12̄ 1̄]out and near [13̄ 2̄ ]out, making them pure edge and mixed character 
dislocations, respectively. A partial dislocation emerges from the boundary back into the grain of 
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the incoming dislocations, but its character could not be determined due to its near proximity to 
the boundary. Similarly, System 2 results in the emission of 
perfect dislocations into the twinned region on the slip 
system ± a/2[101]out(1̄1̄1)out (2a), but in this case the 
dislocations have a line direction parallel to the [12̄ 1̄]out
direction, making them pure edge dislocations. Also similar 
to System 1, there is back emission of Shockley partial 
dislocations (2c). These partial dislocations are fully 
emitted and reside on (11̄1̄)in. There is a second dislocation 
system emitted into the twinned region (2b); both Shockley 
partial and perfect dislocations are emitted in about equal 
numbers; they reside on the ± a/2[110]out(1̄11)out system.  
The third system is more complex than the first two, 
resulting in the emission of multiple systems into the 
twinned region (3a, 3b) as well as two separate dislocation 
systems back emitted into the original grain (3c, 3d). Due 
to overlapping dislocations, the dislocations in the twinned 
region could not be characterized. Apart from the three 
visible systems in the image, a large number of dislocations 
are mobile in the twin boundary; these migrated from 
interactions elsewhere on the boundary. 

The full system characterization 
allows for comparison with the slip 
transfer criteria put forth by Lee et 
al. [11].  These state that the emitted 
dislocation system from a grain 
boundary, instigated by an incoming 
dislocation system, can be predicted 
by considering the Burgers vector of 
the residual dislocation left in the 
system after the interaction, the local 
resolved shear stress acting on the 
emitted system, and the angle made 
by the incoming and outgoing slip 
planes on the boundary plane. 
Burgers vector characterization can 
be used to determine the residual 
dislocation, but the local resolved shear stress has been more difficult to estimate. The full
characterization of the dislocation system, including the line directions of the dislocations, can be 
used to calculate the stress fields surrounding the dislocations, and thus estimate the stress state 
in the neighboring grain. Here the presence of extrinsic grain boundary dislocations from an 
outside source complicates the analysis, but analysis of the interactions suggests that the 
observed emitted dislocations minimize the magnitude of the Burgers vector of the residual grain 
boundary dislocation. 

Figure 2. Three-dimensional model of interaction shown in Fig. 1. 
Dislocations are color-coded according to the Burgers vector.

Figure 1. Bright-field TEM micrograph with 
associated diffraction pattern of dislocations 
interacting with twin boundaries. Arrows show 
direction of dislocation motion.
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The second example considers the microstructure of deformed irradiated metals that are typified 
by channels from which the irradiation-produced defects have been annihilated.  These channels 
are envisioned as being created by mobile dislocations interacting with and annihilating the 
defects. Understanding their formation has important consequences for understanding the 
degradation of the properties of materials due 
to irradiation environments. In situ irradiation 
and straining in the TEM has shown that 
channel formation is complex and evolves with 
increasing strain. Initially, dislocations move in 
a stochastic and uncoordinated manner as they 
annihilate the defects. With increasing strain 
the processes become more complex with 
dislocation cross-slip becoming more common 
and with long dislocations extending along the 
channel forming a boundary between the 
unslipped and slipped volumes [12]. An 
example of such a microstructure forming in 
stainless steel that had been bombarded with 1 
MeV Kr+ ions to a fluence of approximately 
3x1017 ions m-2 is shown in the images presented 
in Figure 3; the original primary channel is the 
lighter region that extends across the image. The 
dislocation density is low in this region although 
there are clear signs of debris in the form of 
complete as well as half loops. With continued 
straining, cross-slip from the primary channel 
occurs and new dislocations are generated from 
the boundary between the primary channel and 
the defect-hardened matrix; arrowheads indicate 
examples of expanding half loops. The 
deformation is now concentrated outside the 
primary channel with new sources of 
dislocations being responsible for widening.

As the sample was originally in the form of a bar with dimensions of 12.5x2.5 mm, a section of 
interest was removed from the electron transparent region by using focused ion beam (FIB) 
machining and attached to a copper grid using a platinum weld. Images were collected in bright-
field mode every degree over an angular range of 76 . As before, the images were reconstructed 
into a tomogram, which was then used to form a 3D model of the interaction with the 
approximate location of the channel-matrix boundary included as blue planes (Fig. 4).  

Inspection of the tomogram itself shows a high density of defects from the FIB machining 
process concentrated on one surface of the sample and extending approximately 35 nm from it
(Fig. 4a). Notable features of the model include the complex dislocation shapes, including 
helical-shaped dislocations within the primary channel indicative of dislocations cross-slipping 
to overcome strong barriers. Also seen in the tomogram are elongated dislocations lining the 

Figure 3. Evolution of defect free channel with half loop 
tracked by arrow head. The half loop eventually comes into 
contact with the foil surface in panel c, splitting into 
dislocation segments that continue on a path parallel to the 
original slip system. Snapshot times are 19.6, 20.1, and 85.7 s.

Figure 4. Views of tomogram and model of a defect free 
channel. a highlights the FIB induced damage. b highlights the 
elongated dislocations in blue. A helical dislocation is 
indicated in c. Blue planes indicate the channel boundaries.
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channel boundaries and occupying different slip planes 
(Fig. 4b). These dislocations can increase the complexity 
of the channel-matrix boundaries by tangling with 
dislocations cross-slipping from the channels. The 
interactions between these dislocations and other cross-
slipped dislocations could serve as the source of the half-
loops seen in Figure 3. Significant dislocation debris is still 
present in the channel interior, perhaps instigating the 
dislocation cross-slip from the channel. 

A final example shows dislocation/precipitate interactions 
in an Al-4.5%Cu alloy. The TEM micrograph in Figure 5 
shows that the dislocation/precipitate interactions are highly complex and cannot be resolved 
using only two-dimensional projections. A tilt series with an image acquired every 2  over a tilt 

range of 82  was used in the reconstruction. Figure 6 
shows a view from the 3D model, with select 
interactions shown at higher magnification and 
precipitates colored according to their respective {001} 
habit planes. 

The model shows that dislocations are often pinned at 
the ends at precipitates, obstructing their motion 
through the matrix and leading to entanglement of the 
dislocations. Extensive cross-slip and bowing is 
observed around the precipitates, suggesting the 
mechanisms by which the dislocations bypass the 
precipitates. The dislocation shown in Figure 6c appears 
to lie on an (001) plane, which varies from the {111} 
planes that dislocations in an FCC matrix are expected 

to occupy, presumably due to the high levels of stress associated with the dislocation/precipitate 
interactions. 

Conclusions 

Diffraction-contrast electron tomography can be profitably applied to understanding complex 
dislocation interactions with a number of obstacles, including, as shown in this paper, 
precipitates, twin boundaries, and irradiation defects. Further clarity and versatility can be added 
to these tomograms by constructing a 3D model using the tomogram as a base for the model. 
Details of dislocation interactions, such as complex morphologies, line directions, slip planes, 
and interaction points, while difficult to resolve in two-dimensional projections traditionally 
associated with electron microscopy, can become a simple matter to resolve once a proper model 
of the interaction is constructed. 
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Abstract

Nickel-base superalloys are aerospace materials that exhibit exceptional mechanical prop-
erties and corrosion resistance at very high temperatures. RR1000 is used in discs in gas
turbine engines, where temperatures reach in excess of 650◦C with high mechanical stresses.
Study of the microstructure at the micron and sub-micron level has conventionally been
undertaken using scanning electron microscope images, often meaning the underlying 3D
microstructure can be inferred only with additional knowledge. Using a dual-beam work-
station, we are able to interrogate directly the 3D microstructure using a serial sectioning
approach. The 3D data set, typically (10μm)3 in volume, reveals microstructural detail
with lateral resolution of circa 8nm and a depth resolution dictated by the slice thickness,
typically 50nm. Morphological and volumetric analysis of the 3D reconstruction of RR1000
superalloy reveals microstructural details hitherto unseen.

Introduction

Analysis of the microstructure of nickel-base superalloys, at the micron and sub-micron level,
has been traditionally undertaken using images acquired on a scanning electron microscope.
Whilst this gives 2D information of the revealed surface, the 3D microstructure has to be
inferred with additional knowledge. Many 3D characteristics of a material, such as the num-
ber of precipitates and precipitate size distribution, can be measured in 2D, but require
assumptions for the full 3D estimates to be obtained. There are, however, many morpho-
logical characteristics that can be measured only in 3D, such as the true shape of individual
precipitates.

Serial sectioning is a technique where successive slices of material are removed with images
recorded of the revealed surface, slice-by-slice. This process is repeated until the required
volume of the sample is investigated giving a stack of 2D images that represent the 3D
material. This can be achieved using a dual-beam focused ion beam (FIB) scanning electron
microscope (SEM), with the FIB used to remove the slices of the material and the SEM
capturing images of the revealed surfaces [1]. If this is a manual process the technique is
very time consuming and prone to errors especially with the slice thickness [2]. However,
in recent years there has been an increase in the application and use of FIB-SEM serial
sectioning for 3D microstructural characterisation as technology has advanced allowing fully
automated data acquisition. There has been an increase in of desktop computing power to
allow rapid processing of the large data sets gathered via serial sectioning [3].

RR1000 is a nickel-base superalloy used for high pressure disc rotors in gas turbine en-
gines in which temperatures can reach in excess of 650◦C and where high mechanical stresses
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are commonplace [4]. The microstructure of the material is linked intrinsically to the me-
chanical properties it possesses; 3D analysis should offer new insights into the relationships
between the different microstructural elements. In this work, different methods for image
acquisition, image processing and 3D reconstruction are investigated to determine the feasi-
bility and value of imaging nickel-base superalloys in 3D. Using nanoscale serial sectioning,
the 3D microstructure is reconstructed post-facto, allowing for subsequent 3D volumetric
and morphological analysis.

Sample Material and Equipment

RR1000

Table I. RR1000 Chemical Composition (Weight Percent)
Element Ni Co Cr Mo Ta Ti Al B C Zr Hf
Wt% bal 18.5 15 5 2 3.6 3 0.015 0.027 0.06 0.5

RR1000, with a composition shown in Table I, exhibits Ni3Al γ
′ precipitates, with an

L12 structure dispersed within a Ni γ matrix with an A1 structure. The alloy is produced
via powder metallurgy using argon gas atomisation, with the γ′ varying in size from 1μm to
5nm depending on the heat treatment and cooling rates applied [5]. In this investigation,
forged material was given a super-solvus heat treatment: forged RR1000 was solution heat
treated at 1170◦C for 4 hours, cooled at 1◦C/min, and then aged for 12 hours at 800◦C.
The cooling rate, notably slower than than those in disc forgings, was chosen to yield large
precipitates that show dendritic morphology at a scale suitable for testing the 3D imaging
capabilities of the FIB-SEM, Figure 1.

Figure 1: Secondary electron 2D micrograph of the RR1000 sample used in this investigation.
The γ′ are visible as the “flower-like” shapes. An electrolytic etch has been applied to
preferentially remove the γ phase, leaving the γ′ in relief.

Dual-Beam FIB-SEM

The microscope used in this investigation is an FEI Company Helios Nanolab 600, which
features a field emission gun SEM and a FIB column, using Ga+ ions, at 52◦ to the vertical [6],
see Figure 2. The electron column has a quoted resolution of 1.6nm at 5kV at the coincident
working distance of 4mm, while the FIB gives a resolution of 5nm at 30kV with a working
distance of 16.5mm.
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Experimental Techniques

Sample Preparation, Image Optimisation and Serial Sectioning

The samples were prepared using a precision saw to slice off small slices from the bulk material
before being mounted on standard aluminium SEM stubs. As the experimental technique
does not require a smooth surface, no further polishing is required and the samples are
mounted in the Helios for the fine scale sample milling.

Before the serial sectioning can commence, a volume of interest needs to be prepared
that will have an imaging surface that is parallel to the FIB and visible to the SEM for
imaging. The preparation method involves tilting the sample to 52◦ so that the surface is
perpendicular to the FIB. A region of interest 15μm x 20μm was selected and a protective
layer of platinum deposited to protect it during the rough milling stage. Trenches are then
milled out around three edges of the region of interest to stop redeposition of material
during the serial sectioning and to allow an unobstructed view of the imaging face by the
SEM, Figure 2.

Figure 2: Left : Schematic geometry of the fine sample preparation for serial sectioning in a
FIB-SEM. Right : FIB image of the region of interest after rough milling.

Various detectors can be used while imaging with the electron beam during serial sec-
tioning. The simplest signal in principle for detecting the contrast between the γ and γ′ is
from backscattered (BS) electrons, as this gives contrast directly dependent on the elemen-
tal composition of the features being imaged. However, due to the geometry of the imaging
conditions, there is a significant loss of imaging signal as some BS electrons do not reach
the in-column Thru-the-Lens Detector (TLD). To counter this, the Helios is used in the
ultra-high resolution (UHR) mode in which a magnetic immersion lens helps to focus type-II
secondary electrons (SE) up the column to the TLD detector. Type-II secondary electrons
are generated by interactions of the electrons with the sample and this signal contains the
compositional information. The best imaging conditions were found to be with an electron
beam current of 0.69nA, accelerating voltage of 5kV , an image size of 2048x1768 pixels,
dwell time of 30μs and horizontal field width of 17μm.

The serial sectioning consists of two main stages. Firstly the Ga ion beam is used to
remove a thin layer of material from the imaging face, 50nm in this investigation, with the
aid of a fiducial marker to counter any drift of the stage. Once the slice has been milled,
the electron beam is used to capture an image of the revealed surface using the conditions
described above. In total, 283 slices were acquired over 22 hours, of which 224 were used in
the final reconstruction.

217



Image Processing, Segmentation and 3D Reconstruction

Figure 3: An unprocessed secondary electron image from the serial sectioning of RR1000
alloy. The inset shows a magnified part of the image. The “flowers” are γ′, the white dots
are likely to be carbides/oxides and the black regions are pores. The image is recorded at
52◦ tilt.

Figure 3 shows one of the unprocessed images taken from the serial sectioning run. The
first step is to align all the slices to remove any stage drift and crop the images to include
only the area of the face that is of interest. With a data set of 224 images, and without
any drift correction on the SEM images, the drift of the sample with regards to the field of
view is such that the total stack needs to be split up into smaller stacks of approximately
50 images. The StackReg plugin for ImageJ can then be used to align the smaller stacks
before they are combined. These are then cropped to the area of the face that is free from
any “curtaining“ in the middle of the imaging face. The final stage is then to adjust the
image brightness and contrast, and the whole stack normalized to get comparable intensities
throughout the stack.

Figure 4: The segmentation and binarisation process to enable the 3D reconstruction of the
γ′ precipitates of RR1000.

For segmentation and reconstruction, specialist software Avizo R©Fire is used. The pro-
cessed images need to be segmented into their separate components, primarily here the γ′

precipitates and the bright spots (carbides/oxides) that appear in each slice. Due to the
complex nature of the variations in intensities across the imaging face, simple global thresh-
olding could not be used, and the data set had to be segmented manually, see Figure 4. Once
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the features were segmented, binary image stacks were produced individually for both the
γ′ and carbides/oxides.

The next stage is to reconstruct the surfaces of the γ′ and this is delivered by linking the
precipitate features in sequential slices and forming 3D representations; the use of a built-in
smoothing algorithm accounts for the lost data between the slices. Finally, the voxel size
needs to be input to give the correct relationship between the three dimensions and care
must be taken to account for the angle of the imaging face to the electron beam. The final
reconstruction was generated for both the γ′ and carbides/oxides separately, giving a total
volume of 9.5μm x 8.7μm x 11.3μm, Figure 5.

Figure 5: Reconstruction of the γ′ and ”bright spot“ microstructure of RR1000. The bound-
ing box measures 9.5μm x 8.7μm x 11.3μm, the precipitates are coloured to distinguish
individual precipitates. The small precipitates on the right are most likely tantalum and/or
hafnium carbides and/or oxides.

Results and Discussion

Aviso R© Fire offers a great deal of built-in functionality in terms of 3D analysis of the
reconstructions. The software is able to separate each individual precipitate and perform
volumetric measurements. This is important as at this stage there are many single voxel
precipitates that are artifacts of the segmentation and reconstruction process; these can be
removed by filtering out precipitates under a minimum, physically meaningful, size. This is
also useful for the study of individual precipitates, or groups of precipitates. By overlaying the
reconstruction of the bright spot features, the relationship between the two microstructural
elements can be visualised. The volumetric data can be used quantitatively, for example, by
plotting the surface area of the precipitates against precipitate volume, Figure 6. This plot
shows that the smaller precipitates follow the growth expected for a spherical precipitate
with A ∝ V 2/3. As the precipitates get larger, their growth becomes more dendritic with
the surface area increasing at a faster rate, alluded to by the linear nature of the graph at
high volumes. Future work will include full characterisation of the dendritic growth and the
implications this has on the mechanical properties of the alloy.

Conclusion

We have demonstrated how FIB-SEM can be used to reconstruct 3D morphology and dis-
tribution of precipitates in RR1000 nickel-bas superalloy. Quantitative 3D analysis of the γ′

precipitates has given insight into the development of dendritic morphology. Other image

219



Figure 6: Graph showing the precipitate volume plotted against the surface area (data
points). The standard of a sphere of increasing radius is used as a reference (dotted line).
Two precipitates are shown (not to scale), and their corresponding data points are indicated
by arrows.

modes and acquisition conditions need to be explored more fully, but already the wealth
of data provided by the FIB-SEM technique is enabling a better understanding of the mi-
crostructural development of RR1000 and its relationship with the underlying mechanical
properties.
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Abstract 

The embrittlement of ferritic stainless steels during low temperature aging is attributed to the 
phase separation with Fe and Cr demixing. The small scale of the decomposed structure with 
only minor compositional fluctuations and short distances between the enriched and depleted 
regions has been a challenge for quite some time. A wide selection of experimental and modeling 
tools have been used to quantify these types of structures. These analyses often focus on rather 
late stages of decomposition where the mechanical properties are already seriously affected. The 
recent advance in 3D tools like phase-field and atom probe tomography have created a need for 
good quantitative procedures of evaluating the structure and also to link results from the 
continuum approach to the individual atom measurements. This work aims at addressing this 
need. 

Introduction 

The phase separation of Fe-Cr alloys at low and intermediate temperatures, historically known as 
the 475 C embrittlement, has been studied extensively both experimentally and theoretically, see 
e.g. [1-4] and the references therein. Due to the small difference in atomic size between Fe and 
Cr and the nanoscale structure experimental investigation of phase separation in the early stages 
using electron microscopy and XRD has been a challenge. However, atom probe tomography 
(APT) has opened up possibilities to perform atomic-scale studies of short-range ordering and 
clustering effects [5]. On the theoretical side phase separation has been modeled with the Cahn-
Hilliard equation [2,4,6,7] and the Monte Carlo (MC) technique, see e.g. [8]. Both the continuum 
and atomistic treatments have their advantages and disadvantages: for the Cahn-Hilliard equation 
additional elements and the effect of stress are easily added, but a quantitative comparison with 
APT is more challenging. On the other hand, in the MC technique simulation of higher order 
systems and the influence of stress are not so straightforward to handle while comparison with 
APT is easier.      

In the present work phase separation in one binary Fe-Cr alloy is simulated using the Cahn-
Hilliard approach coupled with a recently improved thermodynamic description of Fe-Cr [3]. A 
quantitative comparison of the wavelength of compositional fluctuations in simulations and APT 
is estimated using different methods. 
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Atom Probe Tomography (APT) 

Experimental Details
The Fe-Cr alloy was produced by vacuum arc melting and casting of a 600g ingot. Before any 
aging treatments the sample was homogenized at 1100 C for 2h under argon and subsequently 
quenched in brine. Aging treatments were performed at 500 C for up to 1000h. Samples for APT 
were cut into square sectioned rods 20 x 0.3 x 0.3 mm3 and subsequently sharp needle-like 
samples were prepared using the standard two-stage electro-polishing method. A LEAP 3000X 
HRTM (Imago Scientific Instruments, USA) equipped with a reflectron for improved mass 
resolution was used for all APT measurements. The ion detection efficiency is about 37% and 
the experiments were made in voltage pulse mode (20% pulse fraction, 200 kHz, evaporation 
rate 1.5%) with a specimen temperature of 55K. 

Methods of Analysis

In the present work focus was on the evaluation of the wavelength of the compositional
fluctuations in Fe-36 at.% Cr after aging at 500 C for 100 h using three different methods: the 
autocorrelation function (ACF) [9], fast fourier transform (FFT) and the radial distribution 
function (RDF) available in the software IVAS 3.4.3. 

3D Simulation Of Phase Separation In Binary Fe-Cr

In order to simulate phase separation in binary Fe-Cr the ordinary diffusion equation needs to be 
modified to account for local gradients in composition which enters through the Gibbs energy 
functional 

2
21 ( , )

2m Cr Cr
m V

G G x T x dV
V

(1) 

Where the integration is taken over the volume V of interest, mV  is the molar volume here 
assumed to be constant, mG  is the molar Gibbs energy, Crx is the mole fraction of Cr and are 
the so-called gradient energy coefficient. The variational derivative of eq. (1) with respect to Crx
inserted into the Onsager linear law of irreversible thermodynamic gives us   

2 2CrCr m
Cr CrCr Cr

Cr m Cr

L GGJ L x
x V x

(2) 

Where Cr and Fe are the chemical potentials for Cr and Fe respectively. CrCrL denotes the 
phenomenological coefficient which are related to the atomic mobilities [10]. Eqs. (1) and (2) 
combined with the continuity equation results in a modified diffusion equation usually called the
Cahn-Hilliard equation [6,7].

1 Cr
Cr

m

x J
V t

(3) 
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It should be emphasized that no linearization of eq. (3) was performed and the atomic mobilities 
were allowed to change with composition. Eq. (3) was solved numerically using a semi-implicit 
Fourier-spectral method [11] on an equidistant grid. The derivatives of the chemical potentials 
were obtained from Thermo-Calc through a Fortran based programming interface using a 
recently improved thermodynamic description for the Fe-Cr system [3]. Cahn and Hilliard [6]
assumed that the gradient energy coefficient was proportional to the regular solution parameter. 
This was adopted also in the present work, i.e. 

2

2
CrFel (4) 

Where CrFe is the regular solution parameter, taken from [3], l is the interatomic distance set to 
0.25nm. The atomic mobilities were estimated from a fit between composition amplitudes from 
APT and simulations using a newly developed technique described elsewhere [12]. Simulation 
results for Fe-36 at.% Cr aged at 500 C during 0, 10, 100 and 180 h are shown in Fig. 1. 

Fig. 1. Simulation of the evolution of phase separation in Fe-36 at.% Cr during aging at 500 C. 
The red and blue color denotes Cr-rich and Fe-rich areas respectively. 

Quantitative Comparison Between Simulation And APT 

The results from evaluation of the wavelength from simulation and APT data using ACF, FFT 
and RDF are shown in Figs. 2-4. In Fig. 2 the ACF in 1D was used, but it was applied 
continuously throughout the simulated and experimental volume by stepping in the y and z 
direction while measuring in the x-direction. The results from each step was then added together, 
hence the smooth curves in Fig. 2. This procedure thus involves the full 3D data and should give 
a considerably more accurate estimation of the wavelength compared to a 1D ACF in a random 
direction. In fact, if the 1D ACF was applied to a couple of random directions in the 
experimental data the estimated wavelengths were in the range 3-5 nm. The first maxima of the 
ACF indicate the wavelength of the compositional variation [1]: 5 nm and 1.2 nm for APT and 
simulation respectively, see Fig. 2. 
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a) b) 

Fig. 2. Results from the autocorrelation function (Rk) for a) APT: 5 nm and b) Simulation: 
1.2 nm. After aging Fe-36 at.% Cr at 500 C for 100 h. 

The same procedure as for the ACF was used for the FFT i.e. the FFT in 1D was used repeatedly 
in the whole volume, see Fig. 3. In order to find the most dominant wave from the spectrum i.e. 
the fastest growing wave, integration under the different peaks was performed. For APT it was 
found that the spatial frequency should be between 0.2044 and 0.2166 nm-1, and 0.7032 and 
0.7172 nm-1 for the simulation, see the magnified spectrum in Fig. 3. The arithmetic mean for 
each case was chosen to represent the frequency of the fastest growing wave i.e. 0.21 nm-1 for 
APT and 0.71 nm-1 for the simulation corresponding to a wavelength of 4.8 nm and 1.4 nm 
respectively. 

In Fig. 4 only the RDF for the APT data is shown since no information on the position of 
individual atoms is available from the simulation. The RDF represents the average radial 
concentration profile measured from each atom of the species selected; in Fig. 4 the RDF for Cr-
Cr is shown. The high values at short distances is an indication that Cr wants to cluster to Cr i.e. 
there is phase separation of Fe and Cr. If the concentration is normalized with the bulk 
concentration the RDF will approach unity for a random distribution of Cr atoms. 

a) b) 

Fig. 3. Results from FFT for a) APT: 4.8 nm and b) Simulation: 1.4 nm. After aging Fe-36 
at.% Cr at 500 C for 100 h. 

It is interesting to note that the estimated wavelength from the APT data is rather consistent 
around 5 nm for all three methods and 1.2-1.4 nm for the simulated data using ACF and FFT. 
The ACF in 1D applied with the stepping procedure described above seems to perform just as 
well as the more advanced RDF method, which is believed to be a more accurate method. 
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Under the assumption of sinusoidal compositional fluctuations, small in amplitude, Hillert [13]
introduced the concept of a critical wavelength ( c ), such as below this wavelength fluctuations 
would decrease and disappear. For the present case this assumption gives c =0.98 nm. Hillert 
also showed that the wavelength of the fastest growing wave is given by max 2 c . Inherent in 
this result is the assumption of an isotropic material. Inserting the calculated c gives max 1.4
nm, in good agreement with the FFT result for the simulation. This good agreement should not 
come as a surprise since the effects of coherency stresses and anisotropy in elastic properties 
were not included in the modeling. In reality the fluctuations should be more pronounced in the 
elastically soft direction. However due to the small misfit between Fe and Cr this effect should 
be small. 

Fig. 4. Results from RDF for APT: 5.2 nm. After aging Fe-36 at.% Cr at 500 C for 100 h. 

Concluding Remarks 

In the present work a quantitative comparison of the estimated wavelength of compositional 
fluctuations during phase separation of a Fe-Cr alloy from APT and simulations has been 
performed. The large difference in the wavelength estimated from APT and simulation could be 
due to several reasons. For example, the gradient energy coefficient is assumed to be constant in 
the simulation, see eq. (4). The gradient energy coefficient is a weight factor that determines how 
large the energy penalty will be for having a too sharp interface between Fe-rich and Cr-rich 
regions i.e. the whole gradient term is a measure of the interfacial energy. It is possible that a 
composition dependent gradient would bring the estimated wavelength from simulations closer 
to the experimental values. In addition, the Cahn-Hilliard equation is deterministic in the sense 
that no noise due to thermal fluctuations is accounted for when time > 0, instead a stochastic 
variant of the eq. (3) should be solved. All this will be explored in future studies. 
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MICRO-COMPUTED TOMOGRAPHY, A 3D TOOL FOR NON-
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Abstract 
Micro-Computed Tomography (microCT) is a powerful technique to visualize the 
microstructure of various materials, both biological as non-biological, in a non-destructive 
way. By means of x-rays the internal structure is revealed on a micro- or nanometer scale. As 
an example this paper will focus in the study of pores and pore networks in rocks for oil 
exploration. The resulting dataset of a micro-CT scan is a set of thin, virtual slices through 
the object. 3d analysis software can extract unique numerical characteristics, such as internal 
porosity, size distribution for pores or grains, etc. Visualisation software shows a realistic 3D 
object on the screen, Micro-CT has an added value and can provide new information in 3D, 
leading to new insights in materials and processes.  

Introduction 
In many applications (foods, packaging materials,..) open and closed porosity, pore networks 
and pore connectivity are crucial parameters requiring 3D evaluation. Obtaining 3D 
information of the internal microstructure of an object is possible by means of micro-CT. A 
material that is placed between an x-ray source and detector, can partially absorb or transmit 
x-rays, depending on its density. In this way a 2D radiographic projection image is created. 
By rotating the sample, a series of 2D projection images is acquired. Backprojecting these 
projection images allows the reconstruction of the crossectional slices of the sample, now 
containing spatially resolved information. The stack of crossectional images, i.e. virtual slices 
true the object, reveals true 3D information of the internal microstructure of the material. 3D 
image analysis of this image stack can provide answers to all porosity questions, but results 
should be carefully interpreted. To this end, 3D analysis offers plenty of tools as will be 
shown by means of 2 rocks as example datasets.  

Methods 
The SkyScan 1173 (Kontich, Belgium) is a desktop micro-CT scanner with a polychromatic 
x-ray source of 130 kV. A flatpanel detector of 2400 pixels allows achievement of pixel sizes 
down to 5-6 micrometers. The samples were scanned at 12 micrometer/pixel. Projection 
images have been reconstructed by means of NRecon software with an NReconServer 
engine. SkyScan software CTAn is used for image analysis. Surface rendering is performed 
by means of SkyScan software CTVol.  

Results & Discussion 
Figure 1 shows the reconstructed crossections of the 2 sandstone samples. Sandstone 2 
(bottom) shows a significantly larger connectivity between the pores and an increase in 
overall porosity in comparison with sandstone 1 (top). A basic porosity analysis is already 
sufficient to illustrate this, as shown in methodology 1.  
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Figure 1. Reconstructed view of cylindrical sandstone samples, the inset of the 
crossection on the left is shown at higher magnification on the right. 

Methodology 1: Analysis of open and closed porosity 
Firstly, a region of interest (ROI) is selected to avoid air outside the sample negatively 
impacting porosity analysis results. Note that all operations are shown on a 2D slice, but are 
performed on a 3D dataset. 
By means of thresholding raw images are converted to binary images (figure 2), in which the 
object pixels are white, and the pixels, representing pores, black. Images have been 
despeckled to remove black speckles due to noise. White speckles have been removed by 
means of a sweep operation which removes all objects except the largest one, i.e. the 
sandstone matrix. Image analysis is performed by CTAn on selected pixels, i.e. white, better 
known as “object”. Within this object, CTAn can identify pores, as being a number of black 
pixels, surrounded by white pixels. It can distinguish between bubbles (closed pores) or 
connecting channels (open pores), giving you information about the porosity network. A 3D 
analysis of this data is presented in the table below, confirming the higher open porosity and 
larger overall porosity.  

Figure 2. Crossection before and after image analysis steps in methodology 1. 

Table 1. 3D Analysis 
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Sandstone 1 Sandstone 2
Total VOI volume 52.8 mm3 50.7 mm3

Object volume 50.0 mm3 43.8 mm3

Number of closed pores 22074 2410

Volume of closed pores 2.32 mm3 0.33 mm3

Closed porosity 4.43 % 0.75 %

Volume of open pore space 0.45 mm3 6.59 mm3

Open porosity 0.85 % 13.0 %

Total volume of pore space 2.77 mm3 6.92 mm3

Total porosity 5.25 % 13.6 %

Methodology 2: Distribution of Open Porosity 

To focus on the distribution of open porosity throughout the sample, CTAn offers a built-in 
plugin by means of which the closed pores can be removed. Only open pores, which are in 
contact with the image boundary, will remain present in the dataset (see figure 3 below).  

Figure 3. Crossection before and after removing the closed pores by means of CTAn. 

A 2D analysis will calculate porosity parameters for each individual slice of the dataset. The 
remaining pores are open in 3D, but when considering a 2D crossection, they can be either 
open or closed. Therefore in this 2D analysis the total porosity is considered, defined as the 
pore volume with respect to the object volume. The distribution of the (3D) open pores 
throughout the sample is shown in following figure. 

Figure 4. Open porosity in function of the height of the sandstone samples. 

In sandstone 1 the open porosity is especially present at the upper and lower slices of the 
sample. For sandstone 2 the open porosity is homogeneously distributed throughout the 
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sample, representing a bulk material property. The effect in sandstone 1 is caused by virtually 
cutting the sample with the VOI, cutting through the closed pores. By reslicing the dataset the 
2D analysis can be repeated on the new stack of slices, resulting in a distribution of open 
pores in function of any desired direction. The figure below shows the result for 2 
perpendicular directions throughout the diameter of the cylindrical shape (referred to as width 
and depth). The open porosity is no characteristic of the bulk material, but an artifact caused 
by the finite dimensions of the sample. 

Figure 5. Open porosity distribution throughout the diameter in sandstone 1. 
The percentage of closed porosity is calculated with respect to the object volume, being the 
binarized object and the closed pores, excluding the open pores. It is a material property, as 
opposed to open porosity or total porosity, which are calculated with respect to to entire VOI 
volume. From the formulas below (1-3) can be seen that the total porosity does not equal the 
sum of open and closed porosity. A different methodology is required to reduce the 
artificially opened pores. 

 (1) 

     (2) 

   (3) 

Methodology 3: Advanced Porosity Analysis 

In this section we will eliminate the open porosity artifact in sandstone 1 Firstly, the ROI is 
eroded by one pixel in 2D, meaning that the boundaries of the circle shaped ROI will move 
one pixel inward In this way a slightly smaller ROI is created. Secondly, a bitwise operation 
is performed to replace the image with a copy of the smaller ROI (image=copy ROI). Next, 
the original ROI is reloaded (2). The smaller circle can now be subtracted from the bigger 
circle to create a one-pixel boundary for our object by means of the bitwise operation 
“ROI=ROI sub image’(3). The original image can now be reloaded (4) and thresholded and 
despeckled (5) as discussed in the basic porosity analysis. When considering the ‘image 
inside the ROI’, one can see black speckles. These are the pores in the sample boundary,
causing incorrect open porosity value. Now the crucial step in removing this unwanted effect 
merges the one-pixel boundary with the image by means of the operation ‘image=image OR 
ROI’ (6). No more open pores are present. Finally, before proceeding to the analysis, the 
original ROI can be reloaded (7). A 3D analysis can now be performed with the results in the 
table below.
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Figure 6. 3D image analysis steps in methodology 3. 
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Table 3. 3D analysis. 

Total VOI volume 52.8 mm3

Object volume 50.1 mm3

Number of closed pores 23857

Volume of closed pores 2.58 mm3

Closed porosity 4.90 %

Volume of open pore space 0.12 mm3

Open porosity 0.23 %

Total volume of pore space 2.70 mm3

Total porosity 5.11 %

By adding the closed one-pixel boundary to the image, open pores are transformed into 
closed pores, increasing the open porosity. The remaining ‘artificial’ pores, located at the top- 
and bottom slices, can be removed by adding a slice on the top and bottom of the dataset. 

Surface rendered 3D models can be created in between the analysis steps. These models can 
be loaded into CTVol and in this way a distinct visualization of the sample is possible. Figure 
7 illustrates the difference between the two sandstone samples. Open pores are visualized in 
green and closed pores are colored red. The matrix of the sandstone has been made slightly 
transparent. For the first sample the open pores (green) are only present at the boundaries of 
the sample The 2nd sandstone sample shows the open porosity (green) is present throughout 
the sample, not just at the edges. Some closed pores (red) can be found inside the matrix of 
the sandstone. 

Figure7. 3D model of the 1st (left) and 2nd (right) sandstone sample. 

Conclusion 
SkyScan Micro-CT is a useful tool to gather information on porosity networks, pore size, 
pore distribution,… In this work different methodologies to perform specific porosity 
analysis, have been explained by means of a demonstrative example. Additionally, 3D 
surface rendering using CTVol, proved to be a useful asset in order to visually interpret the 
data. 
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SEM-BASED ELECTRON TOMOGRAPHY OF TURFS COMPRISED OF 
LINEAL STRUCTURES 
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Washington 99164-2920 

Abstract 

In recent years, electron tomography (reconstruction of three-dimensional information from a tilt 
series of bright field images obtained in the TEM) has attracted the attention of electron 
microscopists and materials researchers. In this research the electron tomography technique has 
been extended to imaging loosely intertwined lineal structures from secondary electron images in 
the SEM. The expected application is to investigate the structure of carbon nanotube turfs before 
and after deformation.  For imaging, the specimen was tilted from -10 to 60 degrees by one 
degree steps. Three dimensional images were reconstructed for a test sample of fine steel fibers 
by conventional electron tomography software. The technique is shown to be able to reasonably 
reconstruct the three dimensional features of the turfs and to extract features such as density and 
tortuosity.  

Introduction 

Recent developments in nanostructures have brought to light exceptional electromagnetic, 
thermal, and optical properties of a class of nanostructures formed of disordered, intertwined, 
one-dimensional, structural units (nanowires, nanobelts, nanotubes) of carbon nanotubes, and 
GaN and SiO2 nano-wires, springs, and others.  Such disordered assemblies are named turfs [1].  
Applications include thermal switches, flat panel displays, hard disc drives, solar collectors, and 
chemical and biological sensors. Complete topological characterization of such structures 
requires either stochastic and stereological approaches [2], or three-dimensional imaging.  Dual 
beam, SEM/FIB instruments have made remarkable progress in recent years and have enabled 
three-dimensional imaging of a multitude of structures.  Because of the small scale of the nano-
structured turfs and their relatively fragile nature, it is not possible to image these features using 
standard three-dimensional, parallel serial sectioning techniques. Even if the structures were 
somehow impregnated first with a polymer based space-filler, the morphology of the structures 
would be altered by the impregnation and subsequent ion beam milling required for imaging.  
Finally, simple imaging of stereo pairs, as is often done in the SEM to recreate the surface 
topography of a bulk specimen, cannot be performed with reasonable results on such specimens 
because the technique necessarily assumes a fully connected surface structure.  A typical 
secondary electron image of a carbon nanotube turf obtained using a field emission SEM is 
shown in Figure 1. In recent years, electron tomography has enabled the three-dimensional 
characterization of features observed in TEM foils by tilting the specimens about an axis and 
reconstructing the 3-D images from a reduced tilt series [3].   
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Figure 1. Typical SE image of a carbon nanotube turf structure [2]. 

In electron tomography there are three steps in obtaining three-dimensional images. First, data 
acquisition in obtaining a tilt series of images is required. The tilt series might consist of single 
axis tilt, dual axis tilt, or conical tilt. The second step is alignment and reconstruction of the 
images to construct the tomogram.  Most alignment methods are cross-correlation using fiducial 
markers.  There are also many methods for constructing the projected images such as the 
weighted back projection (WBP) method, the algebraic reconstruction technique (ART), and the 
simultaneous iterative reconstruction technique (SIRT). The final requirement is image 
enhancement that consists of two steps: de-noising and image filtering.  After these methods are 
performed, the three dimensional model can be obtained [4]. 

The main target of this work is to develop a tool that can reconstruct three dimensional (3D) 
images from a tilt series of projected 2D SEM images and to get three dimensional data from the 
constructed images. EM3D is powerful software developed for use in standard TEM based 
tomography and is used in 3D image reconstruction and Chimera software will be used in 3D 
image visualizing and getting 3D data.  Here in the technique is demonstrated using a steel wool 
sample. Characterization of the steel wool sample is demonstrated by finding tortuosity, tube 
diameter, and lineal density.  

Experimental Details 

The procedure uses three steps:  1) take images by SEM, 2) construct a three dimensional image 
by EM3D electron tomography software [5] and 3) visualize the created three dimensional 
images.  After obtaining the images the positions of the lineal features are identified in a semi-
automated way, getting the (X,Y,Z) position at various locations along the feature.  From the 
information obtained we determine fiber diameter and calculate the tortuosity of each fiber 
analyzed.  It is also often possible from these data to fit an equation to each feature so that the 
structures may be included in mathematical models of structure evolution .We have adopted an 
approach that uses a single axis tilt series of images. The construction method is a filtered back 
projection algorithm. In an imaging system, the point-spread function describes the image of a 
single point as it results after using a perfect point as input to the system. An imaging system 
should be a combination of optical and digital systems. In this system the image of the object is 
created on a photographic plate or CCD camera. The image will then be transferred to the 
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computer by the digitizer, will be processed by the algorithms, and finally the processed images 
will be saved [6]. 

A series of seventy images were obtained over a range of 70 degrees about a single axis by 
taking a secondary electron image every one degree.  Figure 2 shows representative images at 
tilting angles of -10° and 35°.  The incomplete tilt series necessarily results in a lack of 
information in certain parts of the structure that are shaded by the features to the point that the 
back part of the feature is not viewed.  For lineal structures such as those in steel wool and also 
in CNT turfs, the cross-section of the fiber can be considered to be circular and the mid-line of 
the feature is used to obtain measures of the path followed by each fiber.  Using these rather 
reasonable assumptions, the complete 3D information of the structure can be obtained from the 
partial tilt series. The tilting angle range should be as high as possible to avoid a missing wedge 
effect on the reconstructed 3D image. In the ideal case the tilting range should be 360̊. In TEM 
tomography the tilting range of 360 ̊ provides a perfect 3D image. It is possible to have this range 
because the sample stage is able to rotate 360̊ [7]. In SEM tomography the tilting angle range is 
180̊, but the maximum tilting angle range is 70 degrees. Because the sample stage can’t rotate 
over a range of more than 70 degrees there is a missing wedge around 110̊ caused by the 
limitations of SEM tomography. 

 
 

Figure 2. (a) Steel wool sample at tilting angle (-10) 
 

 
 

Figure 2. (b) Steel wool sample at tilting angle (35)
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Three dimensional images were constructed from an imported series of projected 2D SEM 
images. Visualization software (Chimera) was used in visualizing the created three-dimensional 
images and in obtaining (X, Y, Z) coordinates of various points. Figure 3 shows a representative 
reconstructed 3D image of the steel fibers [8]. 

 

Figure 3. Projected image of the steel wool structure.  

Results and Analysis

Various features of the structure are potentially of interest.  These include lineal density, fiber 
diameter distribution, and tortuosity.  Each of these measures will have an influence on the 
mechanical response of the turfs.  The fiber diameter distribution can be obtained from 2D 
images so the under-determined regions in the image have no consequence. In the present 
analysis tortuosity, , is defined simply as the ratio of the total length along the curved fiber (G)
versus the minimum point to point distance (L):  

L
G        (1) 

To measure the tortuosity of a given lineal feature, the length along the feature must be 
determined.  This is done by using a semi-automated, point and click, procedure to indicate 
several points along a feature at which the coordinates in three-dimensions are identified.  The 
length between each pair of points is summed up and divided by the shortest distance between 
the first and last point indicated along the feature.  In the following example, there were 17 
points identified along a given steel fiber in the steel wool sample.  One definition of tortuosity is 
given by Eq. (1) and results in a value of 1.4 for the fiber analyzed in the present example (using 
the obtained data).  .   

The density of the structure can be determined by using the fiber diameter to obtain cross-
sectional area and multiplying by the total length to find the volume of the features.  This is 
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divided by the total volume analyzed to obtain a density.  One definition of tortuosity is given by 
Eq. (1) and results in a value of 1.4 for the fiber analyzed in the present example.  The density of 
the structure can be determined by using the fiber diameter to obtain cross-sectional area and 
multiplying by the total length to find the volume of the features.  This is divided by the total 
volume analyzed to obtain a density.   

To quantify the structure such that it can be used in models of structure evolution and mechanical 
response, each of the features discussed must be quantitatively determined and represented.  One 
simple way of identifying the positions of all fibers is to represent them in some equation such as 
a cubic spline or polynomial fit.  Matlab was used to fit the data from Table 1 to an equation to 
obtain a mathematical representation of the fiber. One equation that had a reasonable fit has the 
form: 

2expsin wycxymbaz ,     (2) 

For the fiber analyzed, the coefficients were determined (with 95% confidence) as: a = 43.89,    
b = -0.398, c = 0.9755, m = 0.5097, and w = 0.2446.    

Summary 

In this research the electron tomography technique has been extended for use on analysis of 
lineal structures in the SEM.  The technique has three main steps, taking partial tilt series of 
images, reconstructing the projected images and obtaining the 3D images.  From these images a 
wealth of information can be obtained in quantifying the character of the lineal features.  This 
includes measurement of true tortuosity and local curvature as well as obtaining density and 
distributions of various additional measures.  These can be used in tracking the evolution of the 
turf structures or in comparing against models of structure evolution.  
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