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Abstract. A critical aspect of rational belief revision that has been neglected by
the classical AGM framework is what we call the principle of kinetic consistency.
Loosely speaking, this principle dictates that the revision policies employed by a
rational agent at different belief sets, are not independent, but ought to be related
in a certain way. We formalise kinetic consistency axiomatically and semanti-
cally, and we establish a representation result explicitly connecting the two. We
then combine the postulates for kinetic consistency, with Parikh’s postulate for
relevant change, and add them to the classical AGM postulates for revision; we
call this augmented set the extended AGM postulates. We prove the consistency
and demonstrate the scope of the extended AGM postulates by showing that a
whole new class of concrete revision operators introduced hererin, called PD
operators, satisfies all extended AGM postulates. PD operators are of interest in
their own right as they are natural generalisations of Dalal’s revision operator. We
conclude the paper with some examples illustrating the strength of the extended
AGM postulates, even for iterated revision scenarios.

1 Introduction

The classical AGM postulates for belief revision, named (K*1) - (K*8), [1], although
immensely successful, [10], have left certain crucial aspects of the revision process
unattended. One of them is the notion of relevant change discussed by Parikh in [9].
Parikh argues that during belief revision a rational agent does not change her entire
belief corpus, but only the portion of it that is relevant to the new information. This
intuition is formally captured by means of a new postulate called herein (wP).

Another aspect of rational belief revision, that surprisingly has received little atten-
tion in the literature, if any, is what we call the principle of kinetic consistency. Loosely
speaking, this principle dictates that the revision policies of a rational agent over differ-
ent theories, are not independent, but ought to be related in a certain way.

Our aim in this paper is, firstly, to formally capture the principle of kinetic consis-
tency, and secondly, to investigate the implications of combining the AGM postulates
for revision, together with the postulates for kinetic consistency and Parikh’s postulate
for relevant change; we call this combination the extended AGM postulates.

More precisely, in the first part of the paper we discuss the intuition behind the prin-
ciple of kinetic consistency and we formulate two new postulates, named (KC1) - (KC2),
to encode it. We also characterise kinetic consistency semantically and a representation
result is provided connecting the new postulates with the semantic characterization.
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We then proceed to investigate the extended AGM postulates; i.e., the postulates
(K*1) - (K*8), (wP), and (KC1) - (KC2). A by-product of our investigation is the intro-
duction of a whole new class of concrete revision operators, called parametrised dif-
ference revision operators, or PD operators for short, that are of interest in their own
right. PD operators are natural generalisations of Dalal’s revision operator, with a much
greater range of applicability.

We prove that every PD operator satisfies all extended AGM postulates. This result
not only establishes the consistency of the extended AGM postulates but also sheds
light into the scope and nature of the revision functions satisfying these postulates. The
latter is an important contribution since hitherto it was clear how many, and what kind,
of classical AGM revision functions survive the addition of postulate (wP) (let alone
the addition of (wP) and (KC1)-(KC2)).!

We conclude the paper by illustrating the strength of the extended AGM postulates
in a number of examples that are out of reach for vanilla AGM. These include (some)
iterated revision scenarios, [12].

The paper is structured as follows. In the next section we introduce the necessary
notation and terminology. Section 3 gives a brief overview of the AGM framework. In
Sect. 4 we introduce and formalise the kinetic consistency principle; we also provide a
representation result connecting the new postulates and semantics. Section 5 provides a
brief review of relevant change. In Sect. 6 we introduce the class of PD operators and
we prove that they all satisfy the extended AGM postulates. Section 7 lists a number
of examples that demonstrate the strength of the extended AGM postulates. The last
section contains some concluding remarks.

2 Preliminaries

Throughout this article we shall be working with a propositional language L built over
finitely many propositional variables. The finite, nonempty set of all propositional vari-
ables is denoted by P. A literal is a variable in P or the negation of a variable. For a
variable g € P we shall often write g instead of —g. The set of all interpretations over P
is denoted M. Interpretations will also be called possible worlds. We will often identify
a possible world with the set (or sequence) of literals it satisfies. Moreover, we will
sometimes abuse notation and use a possible world as a sentence, namely, the conjunc-
tion of all the literals it satisfies; for example, for possible worlds w, r, we may write
“worwVvr.

For a set of sentences I" of L, we denote by Cn(I') the set of all logical consequences
of I'yie.,,Cn(I") ={p € L: I = ¢}. A theory K of L is any set of sentences of L closed
under |, i.e., K = Cn(K). We shall denote the set of all theories of L by T. The set
of all consistent theories of L is denoted by K. A theory K of L is complete iff for all
sentences ¢ € L, ¢ € K or —¢p € K.

For a set of sentences I" of L, [I'] denotes the set of all possible worlds that satisfy I".
Often we shall use the notation [¢] for a sentence ¢ € L, as an abbreviation of [{¢}]. For
a theory K and a set of sentences I" of L, we shall denote by K + I the closure under =

!"'In fact in [9], Parikh conjectured that no classical AGM revision function survives (wP). This
was later refuted in [11].
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of KUTI,ie.,, K+ I = Cn(KUT).For a sentence ¢ € L, we shall often write K + ¢
as an abbreviation of K + {¢}. For any two sentences ¢, i, we shall write ¢ =  as an
abbreviation of Cn(¢) = Cn(y).

3 The AGM Framework

In the AGM framework, [1], an agent’s belief set is modelled as a theory of L. Epistemic
input is represented as a logical sentence of L, and the process of belief revision is
modelled as a function * mapping a theory K and a sentence ¢ to a new theory K * ¢.

An AGM revision function, [1], or revision function for short, is any function * :
T x L — T that satisfies certain constraints known as the AGM postulates for revision.
There are eight such postulates, numbered (K*1) - (K*8). They are widely considered
to have captured the essence of the revision process:

(K=*1) K=*¢isatheory of L.

(K*2) @peK=*ep.

(K+*3) KxoCK+o.

(K+4) If-p¢ Kthen K+ ¢ CK * .

(K *5) If pis consistent then K * ¢ is also consistent.
(K+6) Ifgo=ythenK=*¢=K=y.

(K+T7)  Kx(p ") C(K*@)+y.

(K+8) If-yw¢K=xpthen(K=*¢)+yy CK=*(pAy).

In addition to the postulates, a constructive model for revision functions based on
possible worlds was proposed in [4]. Katsuno and Mendelzon, [6], subsequently simpli-
fied this model by constraining it to propositional logic over finite variables. In partic-
ular, to every belief set K, Katsuno and Mendelzon assign a fotal preorder <k over the
set of possible worlds M.? We recall that a preorder <x over M, is any binary relation
in M that is reflexive and transitive. The preorder is total iff for all w,w’ € M, w <g w’
or w < w (we shall be using infix notation throughout this paper). As usual, <x denotes
the strict part of <g;i.e., w <x w’ ifft w <¢ w’ and w’ £x w. Moreover, we shall write
w g w iff w <g w and W' <g w.

The preorder < is assumed to satisfy the following constraints:

(i) Ifwy, wy € [K], then wy =g wy.
(i) Ifwy € [K] and w, ¢ [K], then wy <g w.

For any theory K and total preorder <x over M, we shall say that < is faithful to
K iff it satisfies the constraints (i) - (ii) above.

When < appears without a subscript, it represents a function, mapping a theory K to
a total preorder <g over M. If for all K € K, the preorder <y is faithful to K, then the
function < is called a faithful assignment.

2 To be precise, Katsuno and Mendelzon represent an agent’s beliefs by a sentence rather than
a theory. Hence they assign preorders to sentences rather than to theories. We use theories in
order to adhere more closely to the original AGM approach. Since we deal only with languages
built over finitely many variables, the difference is immaterial.
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Intuitively, <x represents comparative plausibility: w <g w’ iff given the agent’s
current beliefs K, w is at least as plausible as w’. Based on this reading, Katsuno and
Mendelzon define K * ¢ as follows:

(<) [K * @] = min([¢], <x).

In the above definition, min(S, <) is the set of minimal elements of the set S with
respect to <g; i.e., min(S,<g) ={w € § :forallw € S, if w <g w, then w <g¢ w'}.
Katsuno and Mendelzon proved the following representation theorem:

Theorem 1 [6]. A revision operator * satisfies postulates (K*1) - (K*8) iff there exists
a faithful assignment < such that (<+) holds for every K € T and ¢ € L.

For ease of presentation, in the rest of the paper we shall focus only on revision of
consistent theories by consistent input. Hence from now, unless explicitly stated other-
wise, we assume that the initial belief set K is a consistent theory, and that the epistemic
input ¢ is a consistent sentence.

4 Kinetic Consistency

Consider a rational agent whose current belief set is K and who uses the revision func-
tion * to respond to new information. We stress that * is defined as a binary function
in the AGM framework; = : T X L +— T. Hence, in view of Theorem 1, the agent
is equipped with faithful preorders, not just for K, but for every other theory as well.
Through these preorders, the agent is able to answer hypothetical questions like “would
Y be true after revision by ¢, had the initial belief set been H instead of K?7”

Should the faithful preorders assigned to different theories be related? Or does every
collection {<y}per of faithful preorders correspond to a rational revision policy? The
AGM postulates support the latter view, since they place no constraints on the preorders
assigned to different theories. This is too liberal for a wide range of applications where
there needs to be some kind of consistency in the epistemic choices that a rational agent
makes across different belief sets.

Consider for example two different consistent complete theories K and H. Then for
some distinct worlds wy, wo, [K] = {w;} and [H] = {w»}. Let r, ¥’ be another two distinct
worlds, different from w;, w,. Moreover assume that from the perspective of w; as well
as from the perspective of wy, r is at least as plausible as 7’; in symbols, r <x r’ and
r <y r’. Consider now the preorder <gny assigned to the theory K N H. As far as the
agent knows at K N H, the real world can be either w; or w,. Since in both cases r is
at least as plausible as ', we argue that it is unreasonable to reverse their plausibility at
K N H. This is the main intuition for what we call the principle of kinetic consistency.

Generalising this simple intuition to arbitrary consistent theories K, H leads us to
the following constraints:

(KS1) Ifr<gr andr<yv, thenr<gnyr.
(KS2) Ifr<gr andr<gr,thenr <gng .
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The two constraints deal with different cases of the same intuitive idea: since the
preorders assigned to K and H encode (part of) the revision strategy of a single agent,
then if <k and <y agree on the relative plausibility of two worlds r, r’, then <gny should
also agree. This is because [K N H] = [K] U [H], and since the view that, say, r is more
plausible than #’, has prevailed among the K-worlds and moreover it has also prevailed
among the H-worlds, it would be unreasonable to have a reversal of this perception
when the K-worlds and the H-worlds are grouped together in [K N H].

Depending on the class of scenarios under investigation, additional constraints
between faithful preorders may be required. However, (KS1) - (KS2) are the core
domain-independent constraints for kinetic consistency.

The postulates corresponding to the above constraints are listed below:

(KC1) IKT=x(@VY)UH=*(@VY)E @, then —p ¢ (T N H) * (¢ V ¥).
KC2) If-yweTx(@Vy), e Hx(@Vy),andT = (V) UH == (pVy)is
consistent, then — € (T N H) % (¢ V ¥).

Theorem 2. Let * be an AGM revision function and < a faithful assignment corre-
sponding to * via (<x). Then = satisfies (KCI) - (KC2) iff < satisfies (KSI) - (KS2)
respectively.

Proof

=)

Assume that * satisfies (KC1). We show that < satisfies (KS1). Let 7, H be any
two theories of L and w,w’ € M any two worlds such that w <y w’ and w <y w'.
Clearly then w € min([w V w'],<r), and w € min([w V w’],<g). Hence by (%), w €
[T «(wvVvw)INI[H = (wVw)], and therefore T « (W VW)U H x (wV w) F —w.
Consequently, from (KC1), -w ¢ (T N H) = (w Vv w’). This again entails that w <pnyg w'.
Hence (KS1) is satisfied.

Assume that = satisfies (KC2). We show that < satisfies (KS2). Let T, H be any
two theories of L and w,w’ € M any two worlds such that w <7 w’ and w <y w'.
Then clearly, w # w’ and moreover, min([w V w'],<7) = min([w V w’],<y) = {w}.
Hence, T = (w V w’) is consistent with H = (w V w’). Moreover, -w’ € T x (w V w’) and
-w’ € H % (w Vv w’). Therefore by (KC2), -w’ € (T N H) = (w vV w’). This again entails
that w <7~y w’. Hence (KS2) is satisfied.

(=)

Assume that < satisfies (KS1). We show that = satisfies (KC1). Let T, H be any two
theories of L and ¢, € L any two sentences such that Ts(oVy)UH (Vi) F —¢. Then
there is a world w € [T * (@ V)N [H = (¢ V)] such that w = ¢. Fromw € [T = (¢ V)]
we derive that w <7 w’ for all w € [p V ¢]. Similarly, from w € [H * (¢ V ¢)] it
follows that w <y w’ for all w € [¢ V ¢]. Hence from (KS1), w <rnyg W for all
w’ € [ Vy]. This again entails that w € [(T N H) = (¢ V ¢)], and since w = ¢, we derive
that —¢ ¢ (T N H) = (¢ V ).

Assume that < satisfies (KS2). We show that = satisfies (KC2). Let T, H be any two
theories of L and ¢, ¥ € L any two sentences such that — € Tx(o V), ~ € Hx(o V),
and T = (¢ V ¢) is consistent with H = (¢ V ¢). If ¢ is inconsistent, then by (K*1) we
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immediately derive that - € (T N H) = (¢ V ¥) as desired. Assume therefore that y
is consistent. Since T = (¢ V ¥) is consistent with H = (¢ V ), there exists a world
we [T *(@VY)]N[H = (¢ V)] Moreover, from - € T = (¢ V ) and (K*2) we derive
that ¢ € T = (¢ V ). Consequently, w | ¢ and w | —. From w € [T * (¢ V ¢)] and
- € T+(pVy)itfollows that w <7 w’ for all w’ € []. Similarly, from w € [H*(o V)]
and - € H = (¢ V ¢) it follows that w <y w’ for all w' € [y]. Hence by (KS2),
w <pag W, for all w € [¢]. Therefore, since w = ¢, =y € (T N H) = (¢ V ). Hence
(KC2) is satisfied. O

5 Relevant Change

As already mentioned, relevant change is also not properly addressed in the classical
AGM framework. In this section we briefly review recent work on the subject; in the
following section relevant change will be combined with kinetic consistency.

Relevant change was studied by Parikh in [9], where a new postulate for it was
introduced, called (P). Postulate (P) was further analysed in [11] and two different inter-
pretations of it were identified, called the weak and the strong version of (P). The weak
version of postulate (P), which we denote (wP), is much more general and intuitive, and
it is this version we shall use herein.

Before presenting (wP) we need some more notation: for any sentence x, L, denotes
the (unique) smallest language in which x can be expressed. Moreover, L, denotes the
complement language, that is the language built from the propositional variables that
do not appear in L,. With this additional notation we can now present (wP):

(WP) IfK = Cn({x,y}), LyNL, = @,and ¢ € L,, then (K *¢) N L, = KNL,.

Postulate (wP) essentially says the following. Suppose that the initial belief set K
is divided into two disjoint compartments x, y, in the sense that the minimal languages
in which the two sentences x and y can be expressed, do not share any propositional
variable. If the epistemic input ¢ happens to be expressible solely within the language of
the first compartment, then the second compartment remains unaffected by the revision
of K by ¢, since arguably, it is not relevant to the epistemic input.

In [11], (WP) was characterised semantically in terms of constrains over faithful
preorders. This semantic characterisation of (wP) will be used later in the proof of
Theorem 4 and is therefore presented below. First however we need some additional
terminology and notation.

The difference between two possible worlds w, r, denoted Diff (w, r), is defined to be
the set of variables over which the two worlds disagree. Formally, Diff (w,r) ={g € P :
wEkgandrE —q}U{ge P:wkE —gand r E g}.

The definition of Diff can be extended to include the difference between a theory K
and a world r, [11]. For this however we need some more notation: for any nonempty
set of propositional variables S C P, by L’ we denote the propositional language built
from the variables in S .

Consider now a consistent theory K, and let Q = {Qy,..., Q,} be a partition of P;
ie,UQ =P Q0 # @,and O;NQ; = @, forall 1 <i # j< n Wesaythat Q =
{01,...,0,) is a K-splitting iff there exist sentences ¢; € L', ..., ¢, € L, such that
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K = Cn({¢y, ..., ¢,}). Parikh has shown in [9] that for every theory K there is a unique
finest K-splitting, i.e., one which refines every other K-splitting.’

We can now define the difference between an arbitrary consistent theory K and a
world r using the finest splitting of K, call it F, as follows: Diff (K, r) = \|U{F; € F : for
some ¢ € LF', K = ¢ and r = —¢)} (see [11] for a detailed discussion on this definition).
With the extended definition of Diff, it was shown in [11] that (wP) can be semantically
characterised by the following two constraints:

(Ql) If Diff(K, r)  Diff (K, ") and Diff(r, ') N Diff(K,r) = @, then r < r".
(Q2) If Diff(K,r) = Diff (K, ") and Diff(r, ') N Diff (K, r) = @, then r ~ r".

Theorem 3 [11]. Let = be a revision function satisfying (K*1) - (K*8), K a consistent
theory, and <k a preorder faithful to K, that corresponds to * at K by means of (<x).
Then = satisfies (wP) at K iff <k satisfies (Q1) - (Q2).

It was furthermore shown in [11] that (wP) is consistent with the AGM postulates
(K*1) - (K*8). Our next aim herein is to show that (KC1) - (KC2) can also be added
consistently to (K*1) - (K*8) and (wP). This is the subject of the next section.

6 Parametrised Difference Operators

To prove the consistency of the extended AGM postulates it suffices to show that there
is at least one concrete revision function that satisfies them all. A good candidate would
be Dalal’s revision operator, [2], since it is already known to satisfy (K*1) - (K*8) and
(wP), [11].

Yet consistency would be all that such a result would demonstrate; the scope of
the extended AGM postulates would still be undetermined. We will therefore prove
something stronger. We shall introduce a whole new class of revision operators, called
parametrised difference operators, or PD operators for short, and show that each one of
them satisfies (K*1) - (K*8), (wP), and (KC1) - (KC2). By doing so, we would not only
prove the consistency of the extended AGM postulates, but we will also shed light to the
scope and nature of the revision functions satisfying these postulates. This is important,
since up to now it is not known how restrictive the addition of (wP) to (K*1) - (K*8)
might be.

The PD operators are natural generalizations of Dalal’s operator, so we will look at
Dalal’s operator first.

Dalal defines his operator, which we denote O, as the function induced by means of
(<%), from the following preorders (one for each theory K):

rCg ' iff thereisaw € [K] such that for all w’ € [K], |Diff (w, r)| < |Diff W', r")|

3 A partition Q' refines another partition Q, iff for every Q! € Q' thereis Q; € Q, such that
0, <0,
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Let us examine the above definition in more details through an example. Consider a
language L built from only three variables a, b, ¢, and suppose that K is the theory K =
Cn({a, b, c}). Then the preorder that Dalal attaches to K is the following:

abc abc
abc CTx abc Cg abc Cx abc
abc abc

According to Dalal, the plausibility of a world r is determined by the number of
propositional variables on which r differs from the initial world abc. A silent assump-
tion in Dalal’s approach is that all variables have the same epistemic value; hence for
example, a change in the variable a is assumed to be as plausible (or implausible) as a
change in variable b. In many scenarios though this is not true. Suppose for example that
K describes our beliefs about a circuit consisting of a multiplier and two adders. Vari-
able a represents the fact that “adderl is working”, variable b that “adder?2 is working”,
and variable c that “the multiplier is working”. Given that multipliers are less reliable
than adders, if we observe that the circuit is malfunctioning, it is plausible to put the
blame on the multiplier rather than on one of the adders (this is a modified version of an
example in [3]). In other worlds, a change in a or b is less plausible than a change in c.
We can represent this with a preorder < over variables, were variables appearing latter
in the preorder are more resistant to change than the ones appearing earlier: ¢ < a,
c<b,asgb,b<a,a<a,b<b,andcZc.

Given < we can now refine Dalal’s preorder in a way that takes into account the
difference in epistemic value between the three propositional variables. The resulting
preorder is denoted T} (with =} denoting its strict part), and it is shown below:

abc abc
abc Cy abc Cy C
abc abc

Eg

—_7 g —_
P abc Cx abc

= A

Observe that according to T}, abc is more plausible than abc, although both worlds
differ in only one variables from the initial world abc. This is because, according to <,
a change in a induces greater epistemic loss than a change in ¢. For similar reasons, abc
is more plausible than @bc, although both worlds differ in two variables from abc.

The example above illustrates the basic idea in our generalisation of Dalal’s app-
roach with PD preorders. Given a user-defined preorder <, the comparative plausibility
of any two worlds r and 7’ relative to an initial belief set K, is determined, firstly, by the
number of switches in the sign of variables that are needed to take us from a K-world
to r and to 7’ respectively. If the number of necessary switches for » is smaller than
the number of necessary switches for 7/, then r is defined to be strictly more plausible
that ’. This first step is identical to Dalal’s definition. The differentiation appears when
the two worlds r and r’ require the same number of switches: Dalal defines them to be
equally plausible, whereas we take into account <0 to order them. More precisely, we
define r to be more plausible than 7’ if the set of variables that need to be switched to
reach r from K, lexicographically proceeds (with respect to <) the set of variables that
need to be switched to reach ' from K. Below we present this more formally.
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Let < be any total preorder over P (the set of propositional variables). For a set of
propositional variables S and a variable g € P, by S, we denote the set S, = {x €
S : x < g}. We can now extend the definition of < to sets of propositional variables.
In particular, for any two sets of propositional variables S, S’ C P, we define § << " iff
one of the following three conditions holds:

@ ISI<I8']
() ISI=18"], and forall g € P, ISyl = |S}].
(¢) ISI =18, and for some g € P, |S | > |S/|, and for all p<a g, |S | = IS

In the above definition, condition (b) states that S and S’ are lexicographically indis-
tinguishable with respect to <, whereas (c) states that S lexicographically proceeds S’
(wrt <). It is not hard to verify that < is a total preorder over 2¥; moreover the empty
set precedes every other set with respect to <.

We can now define the PD preorder Ef over M, induced from <0 and associated to
a theory K, as follows:

r Cx r'iff thereisaw € [K]such that forallw’ € [K], Diff (w, r) < Diff (W', r').

Observe that when <<= P X P, then Ef reduces to Dalal’s preorder Cg. In what
follows we will prove that, for any total preorder <t over P, the revision function induced
by the PD preorders {Ef} kek satisfies all the extended AGM postulates. To this aim we
recall the following lemma from [9]:

Lemma A [9]. Let K be a theory and {Q,, ..., Q,} a partition of P. If {Q1,..., 0y} is
a K-splitting, then for any ry,...,r, € [K], Mix(ri,...,ry; O1,..., Q) belongs to [K].
Conversely, if Mix(ry,...,rn; O1,...,0,) belongs to [K] for all ry,...,r, € [K], then
{O1,...,0,} is a K — splitting.

In the lemma above, Mix(ry,...,7r,; Q1,...,Q,) denotes the unique world r that
agrees with r; on the variables in Q;, with r, on the variables in O, ..., and with r, on
the variables in Q,,.

We can now prove the theorem alluded earlier.

Theorem 4. Let < be a total preorder over P and * the revision function induced from
the family of PD preorders { E;, }kek. Then * satisfies (K*1) - (K*8), (wP), and (KC1) -
(KC2).

Proof. To prove that * satisfies (K*1) - (K*8), it suffices to show that for any consistent
theory K, T, is a total preorder and moreover that it is faithful to K.

For reflexivity, let r be any possible world. Define Q to be the set Q = {Diff(z,r) :
z € [K]}. Since K is consistent, Q # @. Let Diff(w, r) be a minimal element of Q with
respect to <4 Clearly then, w € [K] and Diff(w,r) < Diff(w’,r), for all w € [K].
Hence r £ r as desired.

For transitivity, let r,7’,r” be any three worlds such that » Ty ' T r”. From
r E? r” we derive that there is a world w’ € [K] such that Diff(w’, ¥") < Diff(w”, "),

4 Since < is a total preorder and [K] is finite (because P is assumed to be finite), such a minimal
element always exists.
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for all w”’ € [K]. Moreover, from r Ef r’ it follows that there is a w € [K] such that
Diff(w,r) < Diff(w’, r"). Hence, since < is transitive, Diff (w, r) < Diff(w”, r"), for all
w” € [K]. Consequently, r ¢ r”, and therefore T, is transitive.

For totality, let r,7 be any two worlds and assume that r’ ,E_§ r. Let O be the
set O = {Diff(z,r) : z € [K]}. Since K is consistent, Q # @. Let Diff(w,r) be a
minimal element of Q with respect to <<. Then w € [K] and Diff(w,r) < Diff(z,r),
for all z € [K]. Next consider any world w' € [K]. From r’ LZ? r, it follows that
there is a z € [K] such that Diff(w’,r") & Diff(z,r), and consequently, since <1 is
a total preorder, Diff(z,r) << Diff(w’,r’). On the other hand, by the definition of w,
Diff(w, r) < Diff (z, r). Consequently, by the transitivity of <1, Diff (w, r) < Diff(w’, r’).
Since w’ was chosen arbitrarily, it follows that r Ef r’, and therefore E§ is total.

Next we show that Ef is faithful to K. Let r, ’ be any two worlds. Moreover assume
that » € [K]. Clearly, Diff(r,r) = @ and consequently, Diff (r,r) < Diff(w’, r’) for all
w’ € [K]; thus, since r € [K], r E? r’. This clearly entails the first condition for
faithfulness. For the second condition, assume that r, " are two worlds such that r € [K]
and 7’ ¢ [K]. Then Diff(r,r) = @ and Diff(w’,r) # @ for all w' € [K]. Hence, for all
w’ € [K], |Diff (r, r)| < |Diff(w’r")|, which again entails r Ef r’ as desired.

We have thus shown that £ is a total preorder that is faithful to K. By Theorem 1
it then follows that the induced revision function = satisfies (K*1) - (K*8).

For (KC1), consider two arbitrary consistent theories K, H. It suffices to show that
(KS1) is satisfied. Let r,7” be any two worlds such that r T " and r T, . From
r C¢ 1 it follows that there is a w; € [K] such that Diff (wy,r) < Diff(w’, "), for
all w € [K]. Similarly, form r ;ﬁ r’ it follows that there is a w, € [H] such that
Diff(wy, r) < Diff(w”,r"), for all w” e [H]. Since < is total, Diff (wy, r) < Diff (w,r)
or Diff(w,,r) < Diff(wy,r). We assume without loss of generality that Diff (w;,r) <
Diff (w,, r). Then from the transitivity of << we derive that Diff (w,, r) < Diff (z,r"), for
all z € [K] U [H]. Given that [K] U [H] = [K N H], we then derive that r r’ as
desired.

For (KC2), consider two arbitrary consistent theories K, H. It suffices to show that
(KS2) is satisfied. This is done with a totally symmetric argument as the one above. In
particular, let r, 7’ be two worlds such that r C¢ 7 and r C3; #’. From r C} it follows
that there is a w; € [K] such that Diff(wy, r) < Diff(w’, r"), for all w’ € [K]. Similarly,
form r Efl r’ it follows that there is a w, € [H] such that Diff (w,, r) < Diff(w”, "), for
all w” € [H]. Since < is total, Diff(wy,r) << Diff (wy,r) or Diff (wy,r) << Diff (wy, ).
We assume without loss of generality that Diff (w,,r) << Diff(w,,r). Then from the
transitivity of << we derive that Diff (wy, r) < Diff (z, '), for all z € [K] U [H]. Given that
[K]U [H] = [K N H], we then derive that r Efn y 1 as desired.

Finally for (wP), we shall prove instead that conditions (Q1) and (Q2) are satisfied.
The proof of (Q1) follows that same line of reasoning used in the proof of Theorem 7
in [11]; the proof of (Q2) is somewhat different.

Starting with condition (Q1), let K be a consistent theory and let 7, r’ be any two
possible worlds such that Diff (K, r) ¢ Diff (K, ') and Diff (r,r") N Diff (K, r) = @. Then
clearly, P — Diff (K,r) # @. Let u be a world in K that agrees with r on all variables in

<
EKﬁH
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P-Diff (K, r).> Moreover, let z be a K-world that differs in the least number of variables
from r when restricted to Diff (K, r); i.e., |Diff (z, )NDIiff (K, r)| < |Diff (z’, r)NDIff (K, r)|
for all 7/ € [K]. Define w to be the world that agrees with z on the variables in Diff (K, r)
and agrees with u on the remaining variables. Clearly, Diff (w, r) C Diff (K, r). Moreover,
by the definition of Diff, {Diff (K, r), P — Diff (K, r)} is a K-splitting, and consequently
from Lemma A and the fact that z, u € [K], we derive that w € [K].

Consider now any world w’ € [K]. Since Diff (K, r) C Diff (K, "), there is at least
one sentence x, built entirely from variables in P — Diff (K, r), such that K | x and
r" E —x. Hence from w’ € [K], we derive that Diff (w’, r')N(P—-DIiff (K, r)) # @ and con-
sequently, |Diff W', ¥ )N (P—DIiff (K, r))| > 0. Moreover, since r and 7’ agree on the vari-
ables in Diff (K, r) it follows that |Diff (w’, ") N Diff (K, r))| = |Diff(w’, r) N Diff (K, r))|.
Consequently, |Diff (w’, )| = |Diff(w’, ¥") N Diff (K, r))| + |Diff W', ') N (P — Diff (K, r))|
> IDiffw', ") N Diff (K. )| = IDiff W', r) N Diff (K, r)| = IDiff (z,r) N Diff (K, r)|
= |Diff(w,r) N Diff (K, r))| = |Diff(w, r)|. Hence we have shown that |Diff(w,r)| <
|Diff w’, r")| for all w’ € [K]. This again entails that r Ef r’ as desired.

For (Q2), let K be a consistent theory and let r, ¥’ be any two possible worlds such
that Diff (K, r) = Diff (K, r") and Diff (r, " )NDiff (K, r) = @.If Diff (K,r) = Pthenr = v’
and (Q2) trivially holds. Moreover, if Diff (K, r) = @, then r, ¥’ € [K] and therefore (Q2)
follows from the fact that Ef is faithful to K. Assume therefore that @ # Diff (K, r) C P.

Let Q be the set, Q = {Diff (z,r) : z € [K]} and let Diff (w, r) be a minimal element
of O with respect of <. Then, w € [K] and for all z € [K], Diff(w, r) < Diff (z, r).

Next we show that Diff (w, r) C Diff (K, r). Assume on the contrary that Diff (w,r) N
(P - Diff (K, r)) # @. Since r does not differ from K in any variables in P — Diff (K, r),
we derive that there is a u € [K] that agrees with r on all variables in P — Diff (K, r) (see
Footnote 5). Define z to be the world that agrees with w on the variables in Diff (K, r)
and agrees with u on the remaining variables. Then Diff (z, r) € Diff (w, r) and moreover,
since {Diff (K, r), P — Diff (K, r)} is a K-splitting, by Lemma A, z € [K]. This however
contradicts our assumption that Diff (w, r) is <-minimal in Q. Hence we have shown
that Diff (w, r) C Diff (K, r); i.e., w agrees with r over all variables in P — Diff (K, r).

Now pick a world w' € [K] such that Diff(w’,r’) is <<-minimal in the set Q' =
{Diff(',r") : Z € [K]}. By a similar argument as the one above, we derive that
Diffw',r") C Diff (K, r).

Next we show that Diff(w,r) << Diff(w’,r’). Assume towards contradiction that
Diff(w’,r") < Diff (w, r). Define z to be the world that agrees with w’ over the variables
in Diff (K, r), and it agrees with w over all remaining variables. By Lemma A, z € [K].
Moreover by construction, Diff(z,r) € Diff (K, r). Hence, since r and r’ agree over
the variables in Diff (K, r), and so do z and w’, we derive that Diff(z,7) = Diff(w’, 7).
From Diff(w’, ') < Diff (w, r) we then derive that Diff(z, r) < Diff (w, r). This of course
contradicts our initial assumption that Diff (w, r) is <-minimal in {Diff (', r) : 7’ € [K]}.

5 To see that such a world indeed exists, consider the sentence ¢ defined as the conjunction of
all literals in r that are built from variables in P — Diff (K, r). Clearly then, r = . Moreover,
- ¢ K, for otherwise Diff(K,r) would include variables from P — Diff (K, r), which is of
course a contradiction. Hence there is a u € [K] such that # |= . By the construction of y it
follows that u agrees with r on all variables outside Diff (K, r).
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Thus we have shown that Diff (w, r) < Diff(w’,r"). Since Diff (w’, r’) is <-minimal
in {Diff (z',r") : 7 € [K]} we derive that Diff (w,r) < Diff(z’,r’), for all 7/ € [K].
Consequently, r C¢ 7.

By a totally symmetric argument we also derive that »’ £¢ r, thus proving (Q2). O

7 Examples

The extended AGM postulates are clearly stronger than the original ones. In [9], Parikh
has already demonstrated the benefits of adding (wP) to (K*1) - (K*8). In this section
we provide further examples in support of the extended AGM postulates.

Yet instead of following the path set by Parikh, we choose a different direction which
better illustrates the diversity of the implications of adding (wP) and (KC1) - (KC2) to
the classical AGM postulates. In particular, the first two examples below, introduced
in [5,7] respectively, relate to iterated revision scenarios, [12], which are known to be
out of reach for vanilla AGM. It is shown below that the extended AGM postulates,
although not specifically designed to deal with iteration, are nevertheless strong enough
to produce the desired conclusions in these examples.

Example 1 [7]. “Consider a circuit containing an adder and a multiplier. In this exam-
ple, we have two atomic propositions, adder_ok and multiplier_ok, denoting respec-
tively the fact that the adder and the multiplier are working. We have initially no infor-
mation about this circuit (¥ = T) and we learn that the adder and the multiplier are
working (u = adder_ok A multiplier_ok). Then someone tells us that the adder is not
working (@ = —adder_ok). There is, then, no reason to “forget” that the multiplier is
working.”

The extended AGM postulates turn the right results: since initially ¥ = Cn(@), u
is consistent with ¥, and therefore ¥ * u = Cn({adder_ok, multiplier_ok}); (WP) then
entails that ¥ * u * @ = Cn({—~adder_ok, multiplier_ok}) as desired.

Example 2 [5]. “We encounter a strange new animal and it appears to be a bird, so we
believe the animal is a bird. As it comes closer to our hiding place, we see clearly that
the animal is red, so we believe that it is a red bird. To remove further doubts about the
animal’s birdhood, we call in a bird expert who takes it for examination and concludes
that it is not really a bird but some sort of mammal. The question now is whether we
should still believe that the animal is red.”

Once again the extended AGM postulates deliver the anticipated results. Let us
denote by a the proposition “the animal is red” and by b the proposition “the animal
is a bird”. Our initial belief set is K = Cn({b}). Since a is consistent with K it follows
that K * a = Cn({a, b}). Hence (WP) entails that K = a « =b = Cn({a, —b}) as desired.

It should be noted that, not only classical AGM, but even Darwiche and Pearl’s iter-
ated revision approach, [3], has trouble dealing such examples (see [5,7, 8] for details).

In Examples 1 and 2, the addition of (wP) alone to (K*1) - (K*8), suffices to produce
the desired results. The last example is new and requires the full strength of the extended
AGM postulates.
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Example 3. A circuit consists of a multiplier and two adders. Let us denote by m the
proposition “the multiplier is working”, and by ay, a, the propositions “the first adder is
working” and “the second adder is working” respectively. After performing some tests
on the circuit, we discover that the multiplier or adder 1 is malfunctioning; in symbols,
-m V —a;. Suppose that our initial belief set is Cn({m, a;, a,}). Since it is known that
multipliers are less reliable than adders, we end up with the belief set Cn({m, a;, a}).
For the same reason, if our initial belief set was Cn({m, a;, a,}), then —-m VvV —a; would
have taken us to Cn({m,a;,a»}). What would then be our response to -m V —a; had
our initial belief set been Cn({m, a;})? Given our past preference to adder 1 over the
multiplier (regardless of the status of adder 2), we argue that it is reasonable to once
again put the blame on the multiplier. Moreover, since adder 2 is independent from
the other two components, our beliefs about adder 2 should not be effected. Indeed
from (KC2) (or rather (KS2)) and (wP) we derive that the resulting belief set is indeed
Cn({m, a,}) as desired.

8 Conclusion

There are three main contributions in this paper. Firstly, we identified and formalised
an aspect of rational belief revision that has been neglected in the classical AGM
framework. We call it the principle of kinetic consistency. We modelled this principle
axiomatically and semantically and proved a representation result connecting the two.

Secondly, we investigated the model that results from combining the AGM postu-
lates for revision (K*1) - (K*8), with the postulates for kinetic consistency (KC1) -
(KC2), and Parikh’s postulate (wP) for relevant change. The extended AGM postulates
were shown to be consistent and their strength was demonstrated in a number of exam-
ples that are out of reach for vanilla AGM.

Thirdly, we introduced a whole new class of concrete revision operators, called PD
operators that are natural generalisations of Dalal’s revision operator. We proved that
every PD operator satisfies all extended AGM postulates. This result not only estab-
lished the consistency of the extended AGM postulates, but also sheds light into the
nature and scope of the revision functions satisfying these postulates.

We conclude with a note on future work. Firstly, we intend to examine more thor-
oughly the relationship revealed by the examples of the previous section, between the
extended AGM postulates and iterated revision. Secondly, in future work we will inves-
tigate the possibility for an axiomatic characterisation of PD operators. Theorem 4
shows that all PD operators satisfy the extended AGM postulates; the converse however
may not be true. If so, new axioms need to be formulated to characterise parametrised
difference revision.

Acknowledgements. We are grateful to Fanis Aravanis and to the anonymous reviewers for
valuable comments on this work.
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