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Abstract. This work is related to the development of a personalised
machine learning algorithm that is able to classify food images for food
logging. The algorithm would be personalised as it would allow users to
decided what food items the model will be able to classify. This novel con-
cept introduces the idea of promoting dietary monitoring through clas-
sifying food images for food logging by personalising a machine learning
algorithm. The food image classification algorithm will be trained based
on specific types of foods decided by the user (most popular foods, food
types e.g. vegetarian). This would mean that the classification algorithm
would not have to be trained using a wide variety of foods which may
lead to low accuracy rate but only a small number of foods chosen by the
user. To test the concept, a range of experiments were completed using 30
different food types. Each food category contained 100 images. To train
a classification algorithm, features were extracted from each food type,
features such as SURF, LAB colour features, SFTA, and Local Binary
Patterns were used. A number of classification algorithms were used in
these experiments; Nave Bayes, SMO, Neural Networks, and Random
Forest. The highest accuracy achieved in this work was 69.43 % accuracy
using Bag-of-Features (BoF) Colour, BoF-SURF, SFTA, and LBP using
a Neural Network.

Keywords: Obesity · Machine learning · Classification · Food logging ·
Photographs

1 Introduction

Obesity is increasing globally [1] and is the cause of many chronic conditions
such as diabetes, heart disease, hypertension, and some cancers [2]. Within the
UK, 61 % of adults are classified as either obese or overweight. Within the period
from 1993 to 2013 obesity levels in men increased from 13.2 % to 26 % and 16.4 %
to 23.8 % for women [3]. The main cause of obesity is a result of a high fat/calorie
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C.R. Garćıa et al. (Eds.): UCAmI 2016, Part I, LNCS 10069, pp. 178–190, 2016.
DOI: 10.1007/978-3-319-48746-5 18



Towards Personalised Training of Machine Learning Algorithms 179

diet and when the energy is not burned off through physical activitiese, then the
excess energy will be stored as fat around the body [2].

The high prevalence of obesity also puts an economic burden on govern-
ments and health institutions around the world [3–5]. Information Communica-
tion Technologies (ICT) have been developed to allow individuals to self-manage
their diet. There is a plethora of Smartphone applications available that allows
users to document their energy intake. These applications allow the user to
search for a food item and to determine the energy intake, however this can be
cumbersome and time consuming for the user since they are required to navigate
through numerous drop down menus to identify the correct food item [6]. A con-
venient approach would be to take photograph of a meal using a Smartphone
camera and use the touch screen to draw around the food portion which can be
automatically classified using computer vision methods. The amount of calories
in a food item can also be estimated by taking in account the geometric area
of the food portion, which can correlated with the amount of calories. The food
item’s area can be calculated using reference such as a coin in the photograph or
a shape (area of reference shape is known to the user). Work has been completed
in this area by using a reference point to determine portion size [7]). The food
portion classification would then be used to search for the calorie content and
portion size.

This paper focuses on using computer vision methods to extract features
from a food image dataset and then used to train machine learning models to
classify food items within the images. The rationale for the work presented in this
paper is to inform the development of a personalised classification model that is
tailored to the user’s food selection. Much of the research completed in this area
[10–12] use a multitude of classification models to classify a large range of food
categories. Moreover, these models result in inaccuracies due to the large number
of food classes the model can classify, this can be seen as wasteful since many
of these food classes are not needed within an individuals diet. For example, a
user may be vegetarian and would only be interested in using a system that is
able to classify a selection of vegetables or meals that would be in their diet.
We envisage that a user would select these foods and submit their selections
to a cloud service where a classification model would be trained using features
extracted from the chosen food categories. The personalised classification model
would be downloaded onto the users device. The work presented in this paper
uses a smaller number of food categories that are hypothetically selected by
the user to classify food items. This system is described in Fig. 2. This work
will consist of a range of experiments using a food image dataset (representing
foods from typical food groups) and using feature combination and classification
techniques to predict the food type. The remainder of this paper will discuss
related work in this area; the methods used in the experiment which relate to
feature detection and descriptors; the machine learning classification techniques
used and the statistical methods used for evaluation.
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2 Related Work

Much research has been conducted that use computer vision techniques for clas-
sifying objects in images. In [8] a classification technique using Random Forests
was trained to mine images for discriminative parts (e.g. super-pixels). The dis-
criminative components that were identified were then shared in order to improve
accuracy. A challenging food image dataset was also constructed in [8]. This
dataset is described as challenging as most of the images may contain multi-
ple items and food types within each image. The dataset provided consisted of
101 food categories with 1000 images in each food category. The research pre-
sented in [8] also used Bag-of-Features (BoF), Histogram of Oriented Gradients
(HOG), and LAB colour values were used. An accuracy of 50.76 % was achieved
when using this dataset [8]. In [9] food texture and local gradient features were
used to identify and classify food categories for dietary assessment. The texture
and local gradient features used were entropy-based categorization and frac-
tal dimension estimation (EFD), Gabor-based image decomposition and fractal
dimension estimation (GFD), and the third descriptor is based on the spatial
relationship of gradient orientations (GOSDM). GOSDM is obtained by finding
out of the occurrence rate of pairs of gradient orientations of neighbourhood
scales. The number of food categories used in this work is 46. The food items
used in this experiment were segmented from the scene from feature extraction.
Results from this work show that EFD with Neural Network achieved 79.2 %,
GFD with Neural Network achieved 72.2 %, and also GOSDM with Neural Net-
work achieved 65.3 % [9]. Also in [13] a real time food classification system was
developed that utilises bounding boxes as an adjunct to segment the food area
within an image in order to classify the region. In [13] two types of features
were utilised; (1) BoF with a colour histogram and (2) a HOG patch and colour
patch descriptor with Fisher-vector representation. As a result, the classification
model [21] achieved 79 % accuracy for the top 5 categories. The work presented

Fig. 1. Diagram describing proposed system that would allow users to download clas-
sification models.
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in this paper seeks to explore the use of conventional machine learning classi-
fiers for non-segmented food images to inform the development of a user tailored
classification model.

3 Aim and Objectives

The aim of this work is to classify different images of foods using a combination
of feature types with different machine learning algorithms. The number of food
classes used in the image dataset for this work is 30. We also used different
machine learning algorithms classifying the food items. This work will combine
global and local features to classify images of food. To achieve this aim, a number
of objectives need to be completed; (1) an image dataset would need to be
collected consisting of different food categories, (2) different types of feature
descriptors need to be extracted and represented as feature vectors for each image
in the image dataset, (3) a number of supervised classifiers need to be used and
evaluated using 10-fold cross validation. The extracted feature vectors will then
be encoded into the classifiers. The final objective is (5) which involves evaluation
metrics to assess the performance of each classifier and feature combination, and
in turn to determine the best classifier and feature combination.

4 Methodology

4.1 Image Dataset

There has been much research dedicated to constructing food image datasets
for the purpose of research computer vision classification methods [10–12]. The
images used in this work was taken from [10]. Thirty food item types was used
for this work.

4.2 Feature Selection

This section will discuss feature types used in this work. The feature types
used in this work will consist of global and local features. LAB colour space
statistics will be extracted from the image dataset and a standard bag-of-features
(BoF) method will be applied to the extracted colour features to create a visual
dictionary. Local features will also be extracted from the image dataset; Speed-
Up-Robust-Features (SURF) will be used to extract features from the food image
dataset. Again a BoF model will be applied to the SURF features to create a
visual vocabulary to classify images. Segmented Fractal Textual Analysis (SFTA)
and Local Binary Patterns (LBP) will also be used in this work. This section
will give a brief overview of these methods.
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4.3 Bag of Features

Bag-of-features (BoF) or bag-of-visual words (BoVW) is a technique that is used
to describe an image through a series of visual word occurrences using a visual
dictionary. A vector is then produced after using a feature extraction method
which represents features in an image. The vector is created through using an
interest point extractor and then applying a descriptor such as SURF or SIFT
to represent or describe the area around these points. BoF technique uses a code
book or a visual dictionary that is created using features extracted from the
training image set. Each visual word in the visual dictionary represents patches
in a visual dictionary. An image can be classified by counting the amount of
visual word occurrences that are present in the visual dictionary. The results
feature vector can then be quantified using a histogram to represent the number
of visual word occurrences in an image.

4.4 Speeded-Up-Robust-Features (SURF)

In this work, SURF feature descriptor was used. SURF is based on using a
Hessian matrix to determining interest points. BLOB (large binary object) ele-
ments, used in SURF algorithm, are detected at a location where the determinant
of Hessian is at maximum. The determinant of Hessian can also be used to for
scale selection [14]. The following Eq. (1) defines the Hessian matrix at point X
in an image.

H(x, σ) =
[

Lxx(x, σ) Lxy(x, σ)
Lxy(x, σ) Lyy(x, σ)

]
(1)

Lxx(x, σ), Lxy(x, σ) and Lyy(x, σ) represent the convolution of the Gaussian
second order derivative in image I at point x [4]. The SURF algorithm uses
Hessian matrix and integral images to allow for quicker calculations. Convolu-
tions are accelerated using the integral images method. In an integral image, a
location represents the sum of all pixels in an image within a certain region. This
is described in (2) [14].

I(x, y) = i(x, y) + I(x − 1, y) + I(x, y − 1) − I(x − 1, y − 1) (2)

(x,y) represents a point in a rectangular region. The remaining points
I(x−1,y), I(x,y−1) and (1,1) represent the remaining points in the rectangular
region. This process only requires three operations to compute the value of the
region [14]. In this work, a grid feature detection method was used. An 15× 15
pixel grid was placed across each image and the SURF features were extracted
from the locations where each horizontal and vertical grid connected. Features
at these points were extracted at different scales to promote scale invariance.

4.5 Segmentation Based Fractal Textual Analysis (SFTA)

SFTA is a feature extraction method that is able to extract texture informa-
tion from an image [15]. The algorithm accepts an input image and the images
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are then decomposd into multiple binary images using a Two-Threshold Binary
Decomposition (TTBD) method.

Ib(x, y) =
{

1 if tl < I(x, y) ≤ tu
0, otherwise

(3)

where I(x, y) is a set of binary images. Binary images are computed by using
thresholds from T and using the Two-threshold segmentation as described in (1)
[15]. tl and tu represent a pair of upper and lower thresholds. Pairs of thresholds
are applied to the input image to obtain a set of binary images. The reason for
applying pairs of thresholds to obtain binary images is to ensure that objects
in the input images are segmented. The binary images that are outputted from
the TTBD method can be described as a sub set of binary images that would
have been outputted using a single threshold algorithm. SFTA feature vector is
constructed using the binary images by extracting the pixel count (size), gray
level and boundaries fractal dimension [15]. These measurements are used to
describe object boundaries in each input image. The SFTA feature vector size
is directly related to the number of binary images generated using the TTBD
algorithm, for example if eight images were computed after using the TTBD
algorithm on an input image, the SFTA feature vector would be 8× 3 (3 being
the number of measurements extracted from the binary images: size, fractal
dimension, and mean gray level).

4.6 LAB Colour Space

Global colour features were extracted from the food image dataset and used
within a BoF model to create a visual dictionary to classify test images. Lab
colour space is described as a 3 axis colour system; L representing lightness and
A and B representing colour dimensions [16]. There are several advantages to
using LAB colour space as a method to represent colour in images; it provides
a precise means of representing colour and LAB is device independent and also
LAB colour space can easily be quantified to compare images. [16]. In this work,
RGB images are converted to LAB colour space. The image is divided in 16× 16
pixel blocks and the average value of each block is computed. The image is then
scaled down in order to compute the average LAB colour value over the entire
image. The average LAB values are then stored in a matrix and normalised.
The location from where the colour feature was extracted and appended to the
feature.

4.7 Local Binary Patterns (LBP)

Local Binary Patterns (LBP) is a visual descriptor that has been used for texture
classification. To create an LBP vector the following method is used, firstly, the
area in question is divided into a number of the cells. The cells in the area are
measured 3× 3 pixels usually. The center pixel in the cell is compared with its
neighbours. If the center pixels value is greater than the neighbour, then the
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neighbouring pixel is assigned as 0 or if the neighbouring pixel value is greater
than the center pixel then it is assigned 1. After this process is completed, a
binary sequence is then computed for each pixel within the cell. The binary
sequence is computed to reveal an LBP code. A histogram is then generated to
statistically measure the occurrence of LBP codes in an image. This histogram
can then be used to classify an image [17].

4.8 Classifiers

In this work a range of classifiers were used to assess the performance using
the extracted features types extracted. Table 1 is a list of the machine learning
classifiers used in this work.

Table 1. Summary of classifiers and parameters used in this work.

Machine learning classifiers Parameters used

Naive Bayes (NB) Weka default parameters

SMO [19] Polynomial Kernel

Neural Network (NN) [24] 1 layer, 100 neurons, 1000 iterations

Random Forest Tree (RF) [18] 300 trees

4.9 Evaluation and Statistical Analysis

Metrics were used to evaluate the performance of the machine learning algo-
rithms. Ten-fold cross validation was used to accurately calculate the perfor-
mance metrics. The output of the 10-fold cross validation included the kappa sta-
tistic for each experiment. This also included the mean percentage accuracy rate
(number of correct classifications) as computed from each of the folds. Cohens
Kappa was used to measure the agreement between the predicted class and the
actual class for each food image. Initial experiments consisted of increasing the
visual word count in the BoF model using 500 increments. This was done for
BOF-SURF and BoF-colour. This was to find out other optimum visual word
count for each classifier by using percentage accuracy as a measurement. The
highest accuracy achieved for each classifier (using the 500 visual word incre-
ments) would be combined with the remained feature sets extracted from the
image dataset. The labelled feature set combinations were extracted to a CSV
file format using Matlab (R2016a) [22] and the Weka Analysis (v3.7.13) [23] plat-
form was used to train machine learning algorithms using the features extracted.

5 Results

Experiments were completed using the image dataset described in Sect. 4. The
image dataset consisted of images with other food items and other objects in
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them i.e. noise and unrelated food items. Various combinations of BoF-SURF
and BoF-Colour were fused together with SFTA and LBP features to achieve
the highest result. Table 2 shows the percentage accuracy of increasing the visual
words using BoF-SURF and BoF-colour features in a BoF model using for each
machine learning classifier.

Results from the visual word experiments show the percentage accuracy
achieved for each classifier. The results from these experiments were incorpo-
rated into future classification tests. Future experiments were carried out by
combining feature types for each machine learning algorithms. SURF and colour
visual words that achieved the highest accuracy were combined together for each

Table 2. Results from increasing the visual word count by 500 for SURF and colour
features using BOF method. SMO classifier (SMO) and Naive Bayes (NB) was used in
these experiments.(a denotes highest accuracy achieved).

Visual Words SMO SURF SMO Colour NB SURF NB Colour

500 46.30 34.67 22.73 19.20

1000 48.17 33.43 23.87 21.37

1500 48.87 34.00 24.67 21.83

2000 50.17 34.73 25.13 22.90

2500 50.27a 35.67 25.63 24.00

3000 50.27 36.43 25.47 24.40

3500 49.90 35.60 26.40a 24.53

4000 49.70 35.87 25.70 24.67

4500 49.50 36.57a 25.17 24.73

5000 49.47 35.80 25.23 25.37a

Table 3. Initial results from increasing the visual word count by 500 for SURF and
colour features using BOF method. Neural Network (NN) and Random Forest (RF)
classifier were used in these experiments. (a denotes highest accuracy achieved).

Visual Words NN SURF NN Colour RF SURF RF Colour

500 49.80 38.67a 36.43a 40.87a

1000 52.37 37.93 35.47 40.27

1500 54.43 37.00 34.93 38.40

2000 54.33 36.33 35.07 38.23

2500 55.70 36.83 34.13 38.00

3000 54.47 35.53 33.90 38.03

3500 55.53 36.87 33.90 37.83

4000 56.33a 36.70 33.27 37.07

4500 55.97 36.37 32.80 37.33

5000 55.90 36.66 33.40 36.23
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Table 4. Results from combining features together. (a denotes highest accuracy
achieved).

Classifier Colour+ SURF+Colour SURF+Colour+ SURF+LBP

SURF SFTA SFTA+LBP

SMO 61.9 63.23 64.57 52.1

Naive Bayes 33.63 33.7 34.00 28.26

Neural Network 67.00a 68.73a 69.43a 60.03a

Random Forest 48.90 50.30 48.07 37.63

Table 5. Further results combining different feature types together. (a denotes highest
accuracy achieved).

Classifier SURF+SFTA Colour+SFTA

SMO 53.8 40.53

Naive Bayes 27.1 25.56

Neural Network 59.26a 44.43a

Random Forest 40.33 43.53

Fig. 2. Diagram showing final results from combining features across different machine
learning classifiers.

classifier e.g. SURF and colour features that achieved the highest accuracy for
SMO were combined. Figure 2 shows the results of using feature combinations
trained using the machine learning classification algorithms. The results from
the 10-fold cross validation show that Neural Network trained with BoF-Colour,
BoF-SURF, SFTA, and LBP feature combination achieved the highest accuracy
with 69.43 %. From the combination feature results, Neural Network achieved
the highest accuracy in all feature combination experiments (Table 4).
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Fig. 3. Diagram describing the change in percentage accuracy when incrementally
adding food classes to an image dataset. For this experiment SMO classifier was used
with BoF-SURF, BoF-colour, and SFTA.

Fig. 4. describing the change in Cohen’s Kappa when incrementally adding food classes
to an image dataset. SMO classifier was used with BoF-SURF, BoF-colour, and SFTA

Further experiments were conducted to depict the decline in accuracy when
incrementally increasing the number of classes. Cohen’s Kappa was noted from
each experiment to measure the performance of each iteration. Figures 3 and 4
shows the results from these experiments. Figure 3 is a graph showing the per-
centage accuracy change when food classes were adding incrementally to the
dataset. Figure 4 is a graph that depicts the Kappa Statistic change when classes
were incrementally added.
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6 Discussion

This work uses a feature combination approach to train several machine learn-
ing models. The motivation for this work was to inform the development of a
personalised machine learning model approach to classify food images. Relating
to Fig. 1, the user would be able to select their favourite foods for classifica-
tion to predict the food meal in the image. The performance of this work was
assessed using a 10-fold cross validation approach and results show that Neural
Network trained with BoF SURF, BoF colour, SFTA, and LBP achieves the
highest accuracy with 69.43 % accuracy. Neural Network consistently achieved
higher accuracy across all feature combinations, and Nave Bayes achieved the
lowest accuracy in each feature combination test. Table 6 is a comparison table
from other works completed along with the accuracy and feature types, this
shows that the results achieved in this work is comparable with other results
achieved in this area. It is important to note that the images used in this work
were not segmented but the entire image was used for feature selection. From the
experiments, it is revealed that a reasonable degree of accuracy can be achieved
through classifying non-segmented meal images. This could be increased by seg-
menting the meals to promote feature selection accuracy and ultimately classifi-
cation accuracy. This work shows that there is potential to utilise conventional
based feature extraction and machine learning classifiers to classify entire food
meal images with reasonable accuracy however more comparative research is
needed to compare further feature extraction methods (CNN feature extraction)
(Table 6).

Table 6. Table showing highest accuracy achieved in other work in food classification.

Method % Accuracy

SVM + mixture of global and local
features [20]

0.861 (average across all tests,
39 classes)

BoF/Fisher-Vector [21] 79.2 % (top 5 classes)

Random Forest for component
mining [8]

50.76 (101 classes)

Texture Features + Neural
Networks [9]

79.2 % (segmented food images,
46 classes)

Neural Network (this paper) 69.43 % (30 classes, unsegmented
images)

7 Future Work and Conclusion

Several limitations have been identified in this work. Some of the images used
in this work for each category include other objects or food items are present in
the image. Certain non-food features may be selected and used in the training of
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the machine learning process, which can result in a number of misclassifications.
Future work will be to address this issue by creating an image dataset using food
images that focus in on the food item and texture directly and to ensure that no
other non-food items or other food items are present in the scene. In future work,
the food items would be segmented from the image and then feature types would
be extracted from the segmented image. This would improve the algorithms
accuracy by allowing relevant interest points to be selected. The number of
images in this work was 100 per category, which can be considered to be a low
number in comparison to other works. Future work would address this issue by
increasing the amount of images in each category and ensure that these images do
not contain any other food or non-food item. As a result, the increase in training
data for each food category should also increase the accuracy of the algorithm.
Other machine learning models would also be considered in future work; further
analysis could be undertaken by changing different parameters for each model
used, e.g. changing the number of layers in neural network structure along with
the amount of neurons or changing kernels used in SMO classifier. Other machine
learnings could be applied to the image dataset such as Self-Organizing Maps
(SOM) or utilise multi-class classifier approaches and document the performance
of these techniques (one vs one, one vs rest). For feature extraction, other feature
types could be used such as Gabor Filters to extract textual information from the
dataset. Research would also focus on developing an hierarchical classification
approach to classify food type and then pinpoint exact food item.
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