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Preface

Welcome to the proceedings of the 17th International Conference on Web Information
Systems Engineering (WISE 2016), held in Shanghai, China, during November 8–10,
2016. The series of WISE conferences aims to provide an international forum for
researchers, professionals, and industrial practitioners to share their knowledge in the
rapidly growing area of Web technologies, methodologies, and applications. The first
WISE event took place in Hong Kong, China (2000). Then the trip continued to Kyoto,
Japan (2001); Singapore (2002); Rome, Italy (2003); Brisbane, Australia (2004); New
York, USA (2005); Wuhan, China (2006); Nancy, France (2007); Auckland, New
Zealand (2008); Poznan, Poland (2009); Hong Kong, China (2010); Sydney, Australia
(2011); Paphos, Cyprus (2012); Nanjing, China (2013); Thessaloniki, Greece (2014);
Miami, USA (2015); and this year, WISE 2016 was held in Shanghai, China, supported
by Fudan University, China.

A total of 233 research papers were submitted to the conference for consideration, and
each paper was reviewed by at least three reviewers. Finally, 39 submissions were
selected as full papers (with an acceptance rate of 16.7 % approximately), plus 31 as
short papers. The research papers cover the areas of social network data analysis, rec-
ommender systems, topic modeling, data diversity, data similarity, context-aware rec-
ommendation, prediction, big data processing, cloud computing, event detection, data
mining, sentiment analysis, ranking in social networks, microblog data analysis, query
processing, spatial and temporal data, graph theory and non traditional environments.

In addition to regular and short papers, the WISE 2016 program also featured a
special session on Data Quality and Trust in Big Data (QUAT-16) and a medical big
data forum.

QUAT is a forum for presenting and discussing novel ideas and solutions related to the
problems of exploring, assessing, monitoring, improving, and maintaining the quality of
data and trust for big data. It aims to provide researchers in the areas of web technology,
e-services, social networking, big data, data processing, trust, and information systems
and GIS with a forum for discussing and exchanging their recent research findings and
achievements. This year, the QUAT 2016 program featured eight accepted papers on data
cleansing, data quality analytics, reliability assessment, and quality of service for domain
applications. As the organizers of QUAT 2016, Prof. Deren Chen, Prof. William Song,
Dr. Xiaolin Zheng, Dr. Johan Håansson, and Prof. Shaozhong Zhang, we would like to
thank all the authors for their enthusiastic high-quality submissions, the reviewers
(Program Committee members) for their careful and timely reviews, and the Organizing
Committee, Dr. Roger Nyberg, Dr. Zukun Yu, Dr. Xiaofeng Du, and Dr. Xiaoyun Zhao,
for their excellent publicity.

The medical big data forum aims to promote the analysis and application of big data
in healthcare. Experts and companies related to the domain of big data in healthcare



were invited to present their reports in this forum. Many hot research points of big data
in healthcare were discussed, including analysis and mining, application and value
exploration, interoperability standards, security and privacy protection. The objective
of this forum is to provide forward-looking ideas and views for research and appli-
cation of big data in healthcare, which will promote the development of big data in
healthcare, accelerate practical research, and facilitate the innovation and industrial
development of mobile healthcare. The forum was organized by Prof. Yan Jia, Prof.
Weihong Han, and Prof. Hua Wang.

We also wish to take this opportunity to thank the honorary conference chair, Prof.
Maria Orlowska; the general co-chairs, Prof. Hong Mei, Prof. Marek Rusinkiewicz, and
Prof. Yanchun Zhang; the program co-chairs, Prof. Wojciech Cellary, Prof.
Mohamed F. Mokbel, and Prof. Jianmin Wang; the special area chairs, Prof. Xueqi
Cheng, Prof. Yan Jia, and Prof. Jianhua Ma; the workshop co-chairs, Prof. Zhiguo
Gong and Prof. Yong Tang; the tutorial and panel chair, Prof. Xuemin Lin; the pub-
lication co-chairs, Prof. Hua Wang and Dr. Rui Zhou; the publicity co-chairs, Dr. Jing
Yang and Dr. Quan Bai; the website chair, Dr. Rui Zhou; the local arrangements chair,
Prof. Shangfei Zhu; the finance co-chairs, Ms. Lanying Zhang and Ms. Irena Dzuteska;
the sponsor chair, Dr. Tao Li; and the WISE society representative, Prof. Xiaofang
Zhou. The editors and chairs are grateful to Ms. Sudha Subramani and Mr.
Sarathkumar Rangarajan for their help in preparing the proceedings and updating the
conference website.

We would like to sincerely thank our keynote and invited speakers:

– Professor Maria Orlowska, Fellow of the Australian Academy of Sciences,
Vice-President of the Polish-Japanese Institute of Information Technology, former
Secretary of State in the Ministry of Science and Higher Education, Poland

– Professor Binxing Fang, academician of CAE (Chinese Academy of Engineering)
and the former president of BUPT (Beijing University of Posts and Telecommu-
nications), China

– Dr. Phil Neches, Advisor, Member of National Academy of Engineering, Chairman
of Foundation Ventures LLC, founder of Teradata Corporation, USA

– Professor Ramamohanarao (Rao) Kotagiri, Fellow of the Institute of Engineers
Australia, Fellow of the Australian Academy Technological Sciences and
Engineering, and Fellow of Australian Academy of Science, The University of
Melbourne, Australia.

In addition, special thanks are due to the members of the international Program
Committee and the external reviewers for the rigorous and robust reviewing process.
We are also grateful to Fudan University, China, Victoria University, Australia, and the
International WISE Society for supporting this conference. The WISE Organizing
Committee is also grateful to the QUAT special session organizers and medical big
data forum organizers for their great efforts to help promote web information system
research to broader domains.

VI Preface



We expect that the ideas that emerged at WISE 2016 will result in the development
of further innovations for the benefit of scientific, industrial, and social communities.

November 2016 Wojciech Cellary
Mohamed F. Mokbel

Jianmin Wang
Hua Wang
Rui Zhou

Yanchun Zhang
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Abstract. Many of today’s online news websites and aggregator apps
have enabled users to publish their opinions without respect to time
and place. Existing works on topic-based sentiment analysis of product
reviews cannot be applied to online news directly because of the fol-
lowing two reasons: (1) The dynamic nature of news streams require
the topic and sentiment analysis model also to be dynamically updated.
(2) The user interactions among news comments can easily lead to inac-
curate topic and sentiment extraction. In this paper, we propose a novel
probabilistic generative model (DTSA) to extract topics and the speci-
fied sentiments from news streams and analyze their evolution over time
simultaneously. DTSA incorporates a multiple timescale model into a
generative topic model. Additionally, we further consider the links among
news comments to avoid the error caused by user interactions. Finally, we
derive distributed online inference procedures to update the model with
newly arrived data and show the effectiveness of our proposed model on
real-world data sets.

Keywords: Topic-based sentiment analysis · Topic model · User
interaction · Online inference

1 Introduction

With the growing popularity of both the social media and mobile news apps, an
increasingly amount of significant information concerning user opinions and sen-
timents is being stored online. As important platforms used to describe events
happening around the world, online news and comments are the efficient means
of conveying positive or negative emotions underlying an opinion and also com-
municating an affective state, such as happiness, fearfulness, or surprise. It is
valuable to extract topics as well as sentimental information from these texts.
The governments can detect public sentiments toward policies and emergencies
and give feedback in time. The marketers are able to acquire knowledge about
the public sentiment environment which supports further analysis and decisions.
However, the analysis is impossible to complete manually due to the huge amount
of data, and the unstructured data increases the difficulty of machine analysis.

Most earlier studies [1–3] embrace topics or domains into sentiment analysis
model, to improve the accuracy of sentiment classification. To a large extent,
c© Springer International Publishing AG 2016
W. Cellary et al. (Eds.): WISE 2016, Part II, LNCS 10042, pp. 3–18, 2016.
DOI: 10.1007/978-3-319-48743-4 1
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it is due to the tightly reliance on domains or topics of sentiment description.
The same word in different topics may convey various sentiment polarities. For
instance, the word “offensive” is used as positive orientation in the phrase “offen-
sive player” when discussing sports news, whereas it also has negative orienta-
tion when used in the phrase “offensive behaviour” referring to political news
comments. Thus, sentiment analysis based on topic or domain has far-reaching
significance.

In recent years, among the many researches on the approaches to extract
topic-based sentiments, most works have focused on analyzing product com-
ments, which are very different from the comments on news and events [4].
More specifically, current studies assume that words in documents have sta-
tic co-occurrence patterns, which may not be suitable for the task of capturing
topic and sentiment shifts in a time-variant data corpus. What is more, the most
popular topic models for sentiment analysis rely on batch mode learning which
assumes that the training data are all available prior to model learning. When
fitting large-scale news streams, the time and memory costs of such approaches
will scale linearly with the number of documents analyzed. In addition, many
algorithms regard comments as independent individuals, ignoring their connec-
tions. In fact, the socialized characteristic of the media platform makes it easier
for users to interact with each other, which will result in more connections.

To have a better understanding of user interaction, we list some real com-
ments with interactions of the WALB News website and their corresponding
polarities and types in Fig. 1. The first comment shows a negative sentiment
towards the shooting news. The second comment agrees with the first comment’s
opinion using positive expressions whereas the third person has a little disagree-
ment with the first one. The last comment is based on the previous critiques.
In such a situation, we find some drawbacks in the existing methods. First,
for example, in the comment “Well said”, the existing methods cannot extract
the corresponding topics unless considering the interaction with the original
news comment. Second, the normal sentiment polarities of positive and negative
cannot precisely describe the sentiment polarities of news comments between

Fig. 1. News comments and the interactions between them.
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interactions, so the sentiment classification results will be inaccurate using exist-
ing methods. Therefore, user interaction affects both the extraction of topics and
sentiments, which renders existing methods less useful.

In this paper, we propose a dynamic topic-based sentiment analysis model
(DTSA) which is capable of extracting topics and topic-specific sentiments from
the online news comment and tracking their evolution over time simultaneously.
The DTSA model incorporates the links among new comments to avoid the error
caused by user interactions. To efficiently handle streaming data, we derive online
inference procedures based on a stochastic Expectation Maximization (EM) algo-
rithm, in which the model is sequentially updated using newly arrived data and
the parameters of the previously estimated model. We applied our model to
several real data sets and the experimental results demonstrate promising and
reasonable performance of our approach.

This paper makes the following contributions:

– It proposes a DTSA model where the generation of current sentiment-topic-
word distributions are influenced by the multiple timescale word distributions
at the previous epoch. Considering both the long-timescale dependency and
the short-timescale dependency improves the robustness of the model.

– Two special sentiments which represent the transformation of user sentiments–
approval and disapproval are introduced to model the links among news com-
ments, which could improve the accuracy of topic-based sentiment classifica-
tion.

– The proposed DTSA approach adopts a distributed online inference procedure
to update the model with newly arrived data, which can be generalized to
perform dynamic topic-based sentiment analysis on other large-scale social
media streams.

The remainder of the paper is organized as follows. Section 2 introduces the
related work. In Sect. 3, we present our new model. We describe the data sets,
experiment settings and the prior information we use in Sect. 4. Section 5 shows
our experiment results. Finally, we present the conclusions and future work in
Sect. 6.

2 Related Work

Although much work has been done in detecting topics [5–7], these works mainly
focused on discovering and analyzing topics of documents alone, without any
analysis of sentiments in the text, which limit the usefulness of the mining results.
Other works [8,9] addressed the problem of sentiment detection at various levels
(i.e. from word/phrase level, to sentence and document level). However, none of
them can model the mixture of topics and sentiment classification, which again
makes the results less informative to users.

Some of the recent works [1–3] have been aware of this limitation and tried
to capture sentiments and the mixture of topics simultaneously. Lin and He [1]
introduced sentiment polarities into topic modeling and presented a model called
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JST which can extract the mixture of aspects and different sentiment polarities
for products and services. Aspect-and-Sentiment Unification Model (ASUM) [2]
and Sentiment-Topic model with Decomposed Prior (STDP) [3] are all based on
LDA, which extract sentiments about topics in a static way without consider-
ation of the dynamic nature of documents. Besides, these methods do not take
into account the sentiment polarity transformation caused by user interactions.

In recent years, there has been a surge of interest in developing topic mod-
els to explore topic evolutions over time. The continuous time dynamic topic
model (cDTM) [10] used Brownian motion to model the latent topics through a
sequential collection of documents. [12] proposed online multiscale dynamic topic
models (OMDT) which could trace the topic evolution with multiple timescales.
It was on the basis of the Dirichlet-multinomial framework by assuming that
current topic-specific distributions over words were generated based on the mul-
tiscale word distributions of the previous epoch. Wang et al. [13] proposed a
Temporal-LDA or TMLDA method to mine streams of social text such as the
Twitter stream for an author, by modeling the topics and topic transitions that
naturally arised in such data. Different from the work of [10], it focused more on
learning the relationship among topics.

None of the aforementioned models take into account time-aware topic–
sentiment analysis. Mohamed et al. [14] proposed an LDA based topic model
for analyzing topic-sentiment evolution over time by modeling time jointly with
topic and sentiments, and derived inference algorithm based on Gibbs Sampling
process. However, this time-aware topic-sentiment (TTS) model could not con-
sider adjusting model parameters in realtime and process online news streams.
[15] presented probabilistic model called topic sentiment trend model (TSTM),
based on probabilistic latent semantic analysis (PLSA) model. Thus it exists the
problems of inferencing on new documents and overfitting the data.

Our model DTSA is partly inspired by the previously proposed multiscale
topic models [12] and explores the generation process of online comments, con-
sidering the co-effects caused by user interactions and the time factor for the first
time. The results show that the DTSA model makes a significant improvement
on both topics and topic-specific sentiments extraction.

3 The DTSA Model

In this section, we propose a novel dynamic topic-based sentiment analysis model
(DTSA) for large-scale online news. Firstly, the problem is defined, including
the relevant general terms and notations. Then a multiple timescale model and
a graphical model are presented in detail. Finally, we describe the estimation
and prediction of parameters.

3.1 Problem Definition

For convenience of describing the graphical model, we here define the following
terms and notations:
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In a time-stamped news comments collection, we assume comments are sorted
in the ascending order of their time stamps. At each epoch t where the time
period for an epoch can be set arbitrarily at an hour, a day, or a year. A stream
of comments Ct = {ct1, c

t
2, c

t
3, ..., c

t
D} are received with their order of publication

time stamps preserved.
In Ct, D is the number of comments, K is the number of topics, S1 is the num-

ber of normal sentiments (positive and negative), S2 is the number of special sen-
timents (approval and disapproval), and M = S1+S2 is the total number of senti-
ments. ns

d is the number of sentiment words in comment d and no
d is the number of

topic words in comment d. There are K topic models ϕo
z=1...K which denotes the

multinomial distribution of words specific to topic z. For each topic z, there are S1

topic-specific normal sentiment models ϕn
l=1...S1,z

, which denotes the multinomial
distribution of words specific to normal sentiment label l and topic z. There are
S2 special sentiment models ϕs

m=1...S2
, which is the multinomial distribution of

words specific to special sentiment label m. The variable θ denotes the distribu-
tion of topics in comment d, the variable π denotes the distribution of sentiments
in comment d. Let d

′
be the comment that d interacts with, then the variables θ

′

and π
′
denote the distribution of topics and sentiments in comment d

′
.

In particular, we define an evolutionary matrix of topic z and sentiment label
l, Et

l,z, where each column is the word distribution of topic z and sentiment label
l, σt

l,z,s, generated for comments received within the time slice specified by s. We
then attach a vector of weights μt

l,z = {μt
l,z,0, μ

t
l,z,0, μ

t
l,z,0, ..., μ

t
l,z,s}, each of which

determines the contribution of time slice s in computing the priors of βt
l,z.

The Key Task of Dynamic Topic-based Sentiment Analysis (DTSA) is to
estimate the model parameters σt, μt, θt, π, ϕo, ϕn and ϕs using a stochastic
EM algorithm, then to extract topics and topic-specific sentiments of the online
news and analyze their evolution over time simultaneously. Table 1 summarizes
the notations of frequently used variables.

3.2 Multiple Timescale Model

Following the previous work [12], we could account for the influence of the past
at different timescales to the current epoch. For example, we set time slice s
equivalent to 2S−1 epochs. Hence, if S = 3, we would consider three previous
sentiment-topic-word distributions where the first distribution is between epoch
t − 4 and t − 1, the second distribution is between epoch t − 2 and t − 1, and
the third one is at epoch t − 1. This would allow taking into consideration of
previous long and short timescale distributions. However, this model would take
more time and memory spaces and effective algorithm needs to be performed in
order to reduce time/memory complexity.

Figure 2 illustrates the relationship among μ, E and β when the number
of historical time slices accounted for is set to 3. Here, σt

l,z,s, s ∈ 1...3 is
the historical word distribution of topic z and sentiment label l within the
time slice specified by s. As a form of smoothing to avoid the zero probabil-
ity problem for unseen words, we set σt

l,z,0 for the current epoch as the uniform
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Table 1. Notations used in the paper.

Symbol Description

t The index of timestamp

K Number of topics

D Number of comments

S1 Number of normal sentiments (positive and negative)

S2 Number of special sentiments (approval and disapproval)

M The total number of sentiments

Ns
d Number of sentiment words in comment d

Nt
d Number of topic words in comment d

γ Symmetric prior for sentiment labels

α The prior for the topic distribution

β The prior for the word distribution conditioned on sentiment labels and topics

ϕo
z The multinomial distribution of words specific to topic z

ϕn
l,z The multinomial distribution of words specific to normal sentiment label l and

topic z

ϕs
m The multinomial distribution of words specific to special sentiment label m

λ The word prior for sentiment polarity information

θ The distribution of topics in comment d

π The distribution of sentiments in comment d

θ
′

The distribution of topics in the comment that d interacts with

π
′

The distribution of sentiments in the comment that d interacts with

Et
l,z Evolutionary matrix of sentiment label l and topic z at epoch t

μt
l,z Weight vector which determines the contribution of time slice s in computing the

priors of βt
l,z

σt
l,z,s The multinomial word distribution of sentiment label l and topic z with time slice

s at epoch t

Fig. 2. The relationship among μ, E and β.

distribution where each element takes the value of 1/(vocabulary size). The
evolutionary matrix Et

l,z = {σt
l,z,0, σ

t
l,z,1, σ

t
l,z,2, σ

t
l,z,3}, and the weight matrix

μt
l,z = {μt

l,z,0, μ
t
l,z,1, μ

t
l,z,2, μ

t
l,z,3}T . The Dirichlet prior for sentiment-topic-word

distributions at epoch t is βt
l,z = μt

l,zE
t
l,z.
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3.3 Graphical Model

According to the real-world observation, we give two assumptions on sentiments
as follow: (1) The sentiments of a comment do not exist independently, but
depend on the comment it replies to and their relationship. (2) News comments
can be divided into the reply comments and the original comments. The reply
often omits the topic information, because it has the same topic with the original.
We call this characteristic of user interaction “Topic Consistency”.

The graphical representation of DTSA is shown in Fig. 3. The parameter
definitions are shown in Table 1.

Fig. 3. DTSA model.

Assuming we have already calculated the evolutionary parameters {Et
l,z, μ

t
l,z}

for the current epoch t, the formal generative process of DTSA model as shown
in Fig. 3 at epoch t is given as follows:

1. For each normal sentiment l ∈ {1, ..., S1}:
i. For each topic z ∈ {1, ...,K}:

Compute βt
l,z = μt

l,zE
t
l,z

2. For each topic z ∈ {1, ...,K}:
i. Choose a distribution ϕo

z ∼ Dir(βo
z)

ii. For each normal sentiment l ∈ {1, ..., S1}
Choose a distribution ϕn

l,z ∼ Dir(βn
l,z)

3. For each special sentiment m ∈ {1, ..., S2}:
Choose a distribution ϕs

m ∼ Dir(βs
m)

4. For each comment d ∈ {1, ...,D}:
i. Choose a distribution θtemp ∼ Dir(α):

Create a new distribution θd by combining θtemp and θ
′

d′

ii. Choose a distribution πtemp ∼ Dir(γ):
Create a new distribution πd by combining πtemp and π

′

d′

iii. For each topic word wo
d,i where i ∈ {1, ..., no

d}:
(a) Choose a topic zoi ∼ Mult(θd)
(b) Choose a word wo

d,i from the distribution ϕo over words defined by
the topic zoi .
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iv. For each sentiment word ws
d,j where j ∈ {1, ..., ns

d}:
(a) Choose a topic zsj ∼ Mult(θd)
(b) Choose a sentiment label lj ∼ Mult(πd)
(c) If lj is a normal sentiment, choose a sentiment word ws

d,j from the
distribution ϕn over words defined by the topic zsj and sentiment lj .
Otherwise, choose a special sentiment word ws

d,j from the distribution
ϕs over words defined by the sentiment mj .

In the proposed model, we divide the words into topic words and sentiment
words. A sentiment lexicon and POS tagging are used to identify the sentiment
words. There are two kinds of sentiments in the model-normal and special ones.
The normal sentiments are topic-sensitive, where users use different words to
express the same sentiment in different topics. However, the special sentiments
are not topic-sensitive. According to [16], there are some patterns in approval and
disapproval. Therefore, we choose the distributions of all k topics for each normal
sentiment Sn, but only one distribution is chosen for each special sentiment Ss.

The topics and sentiments of the comment are affected by the comment a
user interacts with, so we introduce the topics distribution θ

′
and sentiments

distribution π
′

of the interacted comment to reflect this effect. Intuitively, we
expect the two distributions θ and θ

′
are linear correlation, where θ = pθ

′
+(1−

p)θtemp. The greater p value means a better topic consistency, which depends
on the data set. We also expect π = qπ

′
+ (1 − q)πtemp. Approximately, a larger

q represents more weight on user interactions. The setting for p and q was
determined empirically.

3.4 Online Inference

We use a stochastic EM algorithm to sequentially update the model parameters
at each epoch using the newly arrived data and the parameters of the previously
estimated model. At each EM iteration, we infer latent sentiment labels and top-
ics using the collapsed Gibbs sampling and estimate the hyperparameters using
maximum likelihood [17]. Due to the space limit, we leave out the derivation
details and only show the sampling formulas.

Model Parameters Estimation. The sampling formulas of model parameters
θt, πt, ϕo

t , ϕ
n
t and ϕs

t at epoch t given the evolutionary parameters Et, μt are
follow:

θtd,k =
No

d,k,t + Ns
d,k,t + αt

k
∑K

k=1(N
o
d,k,t + Ns

d,k,t + αt
k)

(1)

πt
d,m =

Ns
d,m,t + γt

m
∑M

m=1(N
s
d,m,t + γt

m)
(2)

ϕo
k,v,t =

No
k,v,t +

∑
S μt

k,s,vσ
t
k,s,v

∑V
v=1(N

o
k,v,t +

∑
S μt

k,s,vσ
t
k,s,v)

(3)
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ϕn
k,m,v,t=

Nn
k,m,v,t+

∑
S μt

k,m,s,vσ
t
k,m,s,v

∑V
v=1(N

n
k,m,v,t+

∑
S μt

k,m,s,vσ
t
k,m,s,v)

(4)

ϕs
m,v,t =

Ns
m,v,t +

∑
S μt

m,s,vσ
t
m,s,v

∑V
v=1(N

s
m,v,t +

∑
S μt

m,s,vσ
t
m,s,v)

(5)

where No
d,k,t is the number of topic words assigned to topic k in document d

at epoch t. Ns
d,k,t is the number of sentiment words assigned to topic k in

document d at epoch t. Ns
d,m,t is the number of sentiment words assigned to

sentiment m in document d at epoch t. Other variables containing N are defined
similarly.

Evolutionary Parameters Estimation. There are two sets of evolution-
ary parameters to be estimated, the weight parameters μ and the evolutionary
matrix E. The update formulas are:

(μt
k,m,s)

new ← μt
k,m,s

∑
v σt

k,m,s,vA

B
(6)

where A = ψ(N t
k,m,v +

∑
s′ μt

k,m,s′ σt
k,m,s′ ,v) − ψ(

∑
s′ μt

k,m,s′ σt
k,m,s′ ,v) and B =

ψ(N t
k,m +

∑
s′ μt

k,m,s′ ) − ψ(
∑

s′ μt
k,m,s′ ), N t

k,m,v is the number of times word v
assigned to sentiment label m and topic k at epoch t, N t

k,m =
∑

v N t
k,m,v.

The evolutionary matrix Et accounts for the historical word distributions
at different time slices. The derivation of Et therefore requires the estimation
of each of its elements, σt

k,m,s,v, the word distribution in topic k and sentiment
label m at time slice s, which can be calculated as follows:

σt
k,m,s,v =

Ct
k,m,s,v∑

v Ct
k,m,s,v

(7)

where Ct
k,m,s,v is the expected number of times word v is assigned to sentiment

label m and topic k at time slice s. For the Multi-scale model, a time slice s
might consist of several epochs. Therefore, Ct

k,m,s,v is calculated by accumulating

the count N t
′

k,m,v over several epochs. The formula for computing Ct
k,m,s,v is

Ct
k,m,s,v =

∑t−1
t′=t−2s−1 N t

′

k,m,v.

Distributed Model Training. To handle large scale data sets, we design a
parallel training program for DTSA model on Hadoop, which is a Java-based
open source distributed computing framework. Hadoop implemented the MapRe-
duce framework proposed by Jeffrey et al. [18], and it can effectively handle a
large amount of data. In Hadoop, all data are stored as key-value pairs. For our
proposed model training program, the key is document id, and the value is the
words and sentiments in the comment with their corresponding latent topics.
The global model parameters include the Dirichlet prior αt, γt, the weight para-
meter μt and the element of evolutionary matrix σt. Initially, a comment set is
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randomly split into N equal parts for N parallel executing processes. In the Map
stage, every process loads the global model parameters from the last iteration,
and uses them to sample the comments in its own part. The posterior distribu-
tion of hidden variables θt, πt, ϕo

t , ϕn
t and ϕs

t are computed. In the Reduce stage,
the posterior distribution θt, πt, ϕo

t , ϕn
t and ϕs

t from all processes are aggregated
to generate a new version of global model parameters.

4 Experimental Setup

We evaluate our proposed model on two kinds of datasets: news and twitter.
For news datasets, we crawl the comments of four hot news events occurred
from February 2014 to April 2014 using the Guardian Open Platform API1.
(1) MH370 event: Malaysia airlines MH370 B777-200ER loses contact with air
traffic control. (2) Crimea event: Russia dispatches troops to Crimea. (3) Sochi
event: Sochi 2014 Winter Olympics are held successfully. (4) India event: India
holds the largest president election ever. In order to evaluate our model’s gen-
erality, we also crawl the tweets of Facebook events occurred on February 2014
from Twitter Search API2. Facebook event: Facebook buys WhatsApp for 19
Billion US Dollars. Each dataset contains the comments interacted with other
comments by reply. Detail statistics of the datasets and sentiment distribution
are shown in Table 2.

Table 2. Some statistics of the datasets and sentiment distribution.

Dataset MH370 Crimea Sochi India Facebook

Documents 351041 46722 405000 289900 101900

Tokens 2565490 382419 3518923 2359761 1026950

# of positive/negative documents 7/12 3/8 7/2 5/4 4/7

DTSA is an unsupervised model. As preprocessing, we first perform stem-
ming and remove stopwords. Then we use Stanford POS Tagger3 to tag the
comments. In prior information, we use the sentiment lexicon SentiWordNet4,
containing 2290 positive and 4800 negative words with score over 0.6, as normal
sentiment. Words contained in the sentiment lexicon are automatically labeled as
sentiment words. For special sentiment, we use some seed words as prior informa-
tion for approval, such as “praise”, “agree”, “support”, and we use the discourse
markers and swear words as prior information for disapproval, such as “what?”,
“nonsense” [16]. Other words, which are not labeled as normal/special senti-
ment words, are regarded as topic words. To quantitatively evaluate our model,
1 http://open-platform.theguardian.com/.
2 http://apiwiki.twitter.com/.
3 http://nlp.stanford.edu/software/tagger.shtml.
4 http://sentiwordnet.isti.cnr.it/.

http://open-platform.theguardian.com/
http://apiwiki.twitter.com/
http://nlp.stanford.edu/software/tagger.shtml
http://sentiwordnet.isti.cnr.it/
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we randomly select 500 comments from five datasets separately, and manually
label each word as topic, normal and special sentiment word.

In our experiments, the unit epoch is set to daily. The number of topics K is
set to be 20, the number of normal sentiments S1 is set to be 2, the number of
special sentiments S2 is set to be 2. We set the Gibbs sampling iterations to be
5000. Following [6], we fix α = 50/K, γ = 50/(S1 + S2).

5 Experiments

In this section, we evaluate the performances of our proposed models with three
experiments. In the first experiment, we show the topics and topic-specific sen-
timents extracted by DTSA with some qualitative analysis. The second experi-
ment evaluates the computational time of our models. In the third experiment,
we apply a document-level sentiment classification task to compare our models
with several baselines.

5.1 Qualitative Results

In Table 3 we show the evolution of topics and topic-specific sentiments identified
by the DTSA model with the number of time slices set to 4. Due to space limit,
we only take an example of news comments on the MH370 event. For each topic,
we list the top 5 topic words and the related sentiment words.

We can see that DTSA can extract topics and topic-based sentiments well.
For example, the topic words are “MH370” and “disappeared” while the specific
negative sentiment words are “painful” and “cruel”. We also notice that the evo-
lution of topics is well consistent with the actual news stories in real world. In
addition, one improvement of the proposed model is that DTSA could automat-
ically adjust the polarity of sentiment words. For example, in Epoch 9, the word

Table 3. News MH370 lose contact.

Time Epoch 5 Epoch 6 Epoch 7 Epoch 8 Epoch 9 Epoch 10

Topic MH370

Malaysia

flight

missing

search

MH370

disappeared

passenger

plane

terrorism

officials

MH370

search

scientists

Australian

MH370

military

sea

evidence

found

Boeing

fuel

MH370

died

people

MH370

aircraft

underwater

Sumatra

search

Senti Positive hopeful

prospective

extreme

promising

optimistic

optimistic

hopeful

cheerful

confident

huge

advanced

optimistic

sophisticated

powerful

support

support

hopeful

sustained

sufficient

powerful

hopeful

promising

likely

confident

high

prospective

optimistic

strong

huge

advanced

Senti Negative sad

bad

dangerous

unbelievable

tragic

cruel

sorrily

ruefully

painful

tearing

miserable

painful

tearing

sorrily

fierce

tragic

unwilling

hate

cruel

sorrowful

hopeless

sad

despairing

suffering

believe

hopeless

ruefully

painful

sad

misery
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Fig. 4. Sentiment dynamics of MH370 event.

“believe” becomes negative while it is positive in lexicon. In the comment “So
what? We just believe they are alive!”, “believe” should have labeled this com-
ment positive, but the prior information “what?” makes this comment labeled as
disapproval. And because this comment is a reply to a comment which approves
of the news topic, we change the sentiment distribution of this comments to
disapprove of the topic, which makes “believe” becomes negative words.

In Fig. 4, we plot and compare the topic life cycle and its sentiment dynam-
ics on MH370 event, where the strength distribution of a sentiment l in docu-
ment d associated with the topic z, over the comment set Ct in each epoch t is
calculated as:

P (z, l) =
1

|Ct|
∑

d∈Ct

P (z|l, d)P (l|d) (8)

From Fig. 4, we can see that in the first 2 days, the neutral sentiment domi-
nates the opinions, for everyone talks about the facts during that time. However,
the positive sentiment rises obviously over the next 2 days, reaching the peak at
day 4, since the search and rescue operations. After that, the negative sentiment
shoots up for 24 h, peaking at day 5. This is mainly because the Boeing 777 has
run out of fuel and passengers have little chance of survival. All these results
show that DTSA is effective to extract topics and topic-specific sentiments.

5.2 Evaluation of Computational Time

In order to evaluate the effectiveness of DTSA in modelling dynamics, we com-
pare the computational time of the DTSA model with the non-dynamic version
of LDA [5] and JST [17], namely, LDA-one, JST-one, and JST-all. LDA-one and
JST-one only use the training data in the current epoch whereas JST-all uses
all the past data for model learning.

According to the previous work [10,11], we also compare our proposed model
with the other two different ways of setting the history influence on the genera-
tion of documents at current epoch: sliding-DTSA and skip-DTSA.

– sliding-DTSA: the current sentiment-topic-word distributions are dependent
on the previous sentiment-topic specific word distributions in the last S epochs.
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– skip-DTSA: we take history sentiment-topic-word distributions into account
by skipping some epochs in between. For example, if S = 3, we only consider
previous sentiment-topic-word distributions at epoch t − 22, t − 21 and t − 20.

Figure 5 shows the average training time per epoch with the increasing num-
ber of time slices. sliding-DTSA, skip-DTSA and DTSA have similar average
training time across the number of time slices. JST-one has less training time
than the DTSA models. LDA-one uses least training time since it only models
3 sentiment topics while others all model a total of 20 sentiment topics. JST-
all takes much more time than all the other models as it needs to use all the
previous data for training.

Fig. 5. Computational time per epoch with different number of time slices.

5.3 Sentiment Classification

In this section, we present the results of sentiment classification with the number
of time slices fixed at S = 4. We use the above mentioned datasets (see Table 2)
to do the experiment. DTSA is a probabilistic model, we run 10 times for each
experiment, and list the average F1-score in Table 4.

We compare the performance of our model with JST-one and JST-all [17].
In order to prove the importance of user interactions, we introduce two special
sentiments to JST-one and JST-all, making the new model called JST-one+
and JST-all+ which could identify approval and disapproval. For evaluating the
advantage of using multiple timescale model, we also compare the DTSA model
with sliding-DTSA and skip-DTSA.

As can be seen from Table 4, the performance of DTSA, sliding-DTSA and
skip-DTSA are better than JST-one and JST-one+ method on all data sets.
This is because JST-one and JST-one+ only use the data in the previous epoch
for training and do not model dynamics. While our models take into account the
influence of history sentiment-topic-word distributions, which can improve the
sentiment classification metrics. Compared to sliding-DTSA and skip-DTSA, our
model DTSA achieve the highest F1-score, which proves the effective of multiple
timescale model.
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Table 4. The F1-score of sentiment classification results.

Dataset DTSA sliding-DTSA skip-DTSA JST-one JST-one+ JST-all JST-all+

MH370/Topic 0.865 0.811 0.859 0.674 0.683 0.786 0.790

MH370/Senti 0.831 0.792 0.803 0.613 0.679 0.715 0.767

Crimea/Topic 0.837 0.793 0.828 0.607 0.615 0.776 0.782

Crimea/Senti 0.812 0.733 0.769 0.579 0.631 0.727 0.731

Sochi/Topic 0.896 0.795 0.869 0.683 0.690 0.765 0.765

Sochi/Senti 0.853 0.763 0.783 0.602 0.668 0.734 0.760

India/Topic 0.879 0.815 0.853 0.657 0.662 0.790 0.803

India/Senti 0.848 0.778 0.793 0.613 0.659 0.716 0.765

Facebook/Topic 0.857 0.806 0.848 0.637 0.637 0.753 0.762

Facebook/Senti 0.828 0.749 0.776 0.591 0.629 0.687 0.733

In addition, we can see that JST-one+ and JST-all+ significantly improve
the accuracy of sentiment classification on all data sets. This suggests that the
special sentiments have a significant impact to the sentiment classification result.
Furthermore, the DTSA outperforms the JST-all and JST-all+ methods on all
data sets. JST-all+ could detect the user interactions, but does not use the
user interactions to adjust the topic and sentiment distribution of comments,
making them can not avoid the error caused by user interaction on both topic
and sentiment.

We also analyze the influence of the topic number settings on the DTSA
model performance. With the number of time slices fixed at S = 4, we vary the
topic number T ∈ {1, 5, 10, 15, 20, 25}. Figure 6 shows the average sentiment clas-
sification accuracy over epochs with different number of topics. As can be seen
from Fig. 6, increasing the number of topics leads to a slight drop in accuracy.
This trend is more evident on the twitter data set.

Fig. 6. Sentiment classification accuracy with different number of topics.
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6 Conclusion

In this paper, a novel dynamic topic-based sentiment analysis model (DTSA)
is proposed to extract topics and topic-specific sentiments from online news
stories and comments. It could be used to decrease the error caused by user
interactions, handle long-term and short-term dependency and automatically
adjust model parameters in real time to improve the accuracy of classification
based on sentiment recognition. The model is deployed on distributed online
systems thus making improvements of efficiency of data process. The model has
been tested on two kinds of data sets and displays promising results.

In the future, more semantic information such as relationships between terms
and more features like sarcasm could be used into this model to further improve
the accuracy of sentiment analysis. Besides, we should study the performance of
the various evaluation methods in topic words extraction tasks.
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Abstract. Personal users on Twitter frequently post observations about
their immediate environment as part of the 500 million tweets posted
everyday. These observations and their implicitly associated time and
location data are a valuable source of information for monitoring objects
and events, such as earthquake, hailstorm, and shooting incidents. How-
ever, given the informal and uncertain expressions used in personal
Twitter messages, and the various type of accounts existing on Twit-
ter, capturing personal observations of objects and events is challeng-
ing. In contrast to the existing supervised approaches, which require
significant efforts for annotating examples, in this paper, we propose an
unsupervised approach for filtering personal observations. Our approach
employs lexical analysis, user profiling and classification components to
significantly improve filtering precision. To identify personal accounts,
we define and compute a mean user profile for a dataset and employ dis-
tance metrics to evaluate the similarity of the user profiles under analysis
to the mean. Our extensive experiments with real Twitter data show that
our approach consistently improves filtering precision of personal obser-
vations by around 22 %.

Keywords: Twitter · Microblog content classification · User profiling

1 Introduction

Micro-blogging services such as Twitter have become widely used in recent years.
Twitter allows its users to create and publish short messages of maximum 140
characters, called tweets. Currently, around 284 million active Twitter users
generate 500 million tweets every day1, and around 80 % of Twitter users use
their mobile phones to create tweets1. The use of mobile platforms for tweeting
implies that users can report observed events and objects in their physical vicin-
ity. For example, personal tweets have been used for tracking the movements of
earthquakes and typhoons in Japan [12]; tweets about flood, hurricane, and riots
have also been used for crime and disaster location [7]. In a previous work, we

1 https://about.twitter.com/company.
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showed that news generated based on personal observation messages on Twitter
can often be hours earlier than the first news appearing in traditional media,
even for the most newsworthy events such as shooting incidents [19].

Current work on microblog and short text analysis mostly relies on super-
vised machine learning methods [2,12], which require the manual preparation of
training samples. This has several drawbacks, such as the need for significant
manual effort for annotating examples, and a lack of quality guarantees of the
classification solutions, when the classifier is applied to a wider pool of tweets
beyond its training data. Unsupervised methods have the potential to address
these issues. In the domain of microblogs and short texts, however, due to the
complexity and uncertainty of human user data, works on unsupervised methods
are still at an early stage [1,17]. The informal and unstructured text messages
used on microblogs creates uncertainty for any kind of classification models, and
solutions and models effective in one application often will not be as effective in
another application. For example, the work in [8] has shown that the effect of
user roles in Twitter rumor classification varies significantly for different rumor
instances. Thus a challenge for a specific application using unsupervised methods
is to find a particular model that is effective for that application and domain.

In this paper, we focus on filtering personal observations of objects and
events on Twitter using an unsupervised method. To address the challenges
discussed above and provide high classification accuracy, we advance a novel
approach that employs lexical analysis and user profiling. The lexical analy-
sis module filters observation messages based on two attributes, part-of-speech
(POS) tag and message objectivity. The user profiling module separates personal
accounts from other types of accounts based on four analyzed attributes, namely,
objectivity, interactivity, originality, and topic focus. We conduct extensive
experiments using real Twitter data collected for a variety of events, with sig-
nificantly improved results over the existing works. Our main contributions are:

– We propose a novel unsupervised method for filtering personal observations on
Twitter. Our method utilizes various natural language processing techniques
in lexical analysis and user profiling.

– We propose a novel model for profiling Twitter users based on four dimen-
sions, including objectivity, interactivity, originality, and topic focus. We
also propose algorithms that can effectively distinguish personal accounts from
specific-purpose accounts.

– We test our method extensively with real Twitter datasets. For controlled
datasets, our method consistently improves the precision by around 22 %. We
obtain even higher improvement for crowd-sourced datasets. Our method also
out-performs some of the most effective supervised techniques.

2 Related Work

Twitter as a public media and news source has been studied in several works. Wu
et al. [18] investigated the demographics of influential Twitter users, whom they
grouped into media, organization, celebrity, and blogger. Their study concludes
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that bloggers are popular personal accounts that produce the most influential
tweets. Kwon et al. [5] investigated supervised methods for identifying rumors
on Twitter using a number of prominent features, including propagation peaks,
friendship network graph, and linguistic properties based on LIWC (Linguistic
Inquiry and Word Count). They found that selecting the right features is crit-
ical to classifier accuracy. Sriram et al. [14] similarly studied supervised tweet
classification for five types of tweets: news, opinions, deals, events, and private
messages. Although various machine learning techniques are compared, they also
found selecting the right features is the key factor for classification accuracy.

Despite the fact that messages on Twitter are very often informal and incom-
plete [3], researches have used Twitter information for disaster location [6], object
tracking [12], and event detection [16]. For example, Lingad et al. [7] studied loca-
tions mentioned in disaster-related messages in order to identify the position of
natural disasters and affected areas. However, accurately classifying object or
event-related messages is a challenging task. Sakaki et al. [12] developed a sys-
tem that tracks the movement of earthquakes and typhoons based on personal
reports detected on Twitter. They compared a number of features for building
the event-related message classifier, with the best-performing feature set achiev-
ing a precision of 63.64 %. Li et al. [6] studied the use of tweets for detecting
crime and disaster events (CDE) as they were reported on Twitter. They trained
a classifier based on the words present in identified CDE tweets, and achieved a
precision of 30 % and a recall of 85 %.

Due to the amount of effort required for manually annotating a large num-
ber of messages, a supervised method, however, is in many cases impractical.
Unsupervised methods have the advantage of needing less manual effort. Cur-
rent unsupervised methods for microblog analysis are still at an early stage of
research. Carroll et al. [1] developed an unsupervised method for determining the
objectivity of in Chinese microblog texts. They defined objectivity as sentiment
neutrality, but the application is limited to brand and company reputation analy-
sis. Unankard et al. [16] developed a framework for predicting election results
using Twitter messages, in which message and user sentiments are calculated
based on positive and negative word counts. Since observation messages are not
strongly related to message sentiments, filtering personal observations, however,
requires technique beyond sentiment analysis.

3 Filtering Methodology

Our method filters observations of objects and events from personal accounts,
by performing the following steps. First, we identify observations from collected
tweets for a specific keyword. Second, using also the collected tweets, we distin-
guish personal accounts from other types of accounts. A personal account is a
Twitter account employed for personal use, and is assumed to be free from busi-
ness or propaganda interests. Our insight is that tweets from personal accounts
often contain realtime and localized observations of objects and events. Finally,
from the observation tweets identified in the first step, we retain only those made
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from personal accounts. These personal observations of objects and events have
proved useful in previous works for scenarios such as disaster location and rumor
detection [5,12].

An overview of our method is shown in Fig. 1. To identify observation tweets,
we run lexical analysis on tweet texts based on the par-of-speech (POS) tag-
ging, objectivity analysis, and originality test. To identify personal accounts,
we first analyze four attributes for each user, namely, objectivity, interactivity,
originality, and topic focus. Then we use a clustering algorithm for classifying
personal accounts based on the attribute values. We describe our method below.

Fig. 1. Method overview

3.1 Observation Filtering

After using the Twitter Filter API2 to obtain tweets that contain the object or
event keyword such as “rainbow” or “car accident”, our lexical analysis method
focuses on extracting observation tweets. Not all tweets containing the keywords
are observations of objects and events, since in some cases the keywords can
have another semantic, context-based meaning, and the objects and events can
be mentioned in general comments instead of specific observations, e.g., “I dis-
like car accidents”. We address this by utilizing three techniques, namely, par-
of-speech (POS) tagging, objectivity analysis, and originality test. POS tagging
allows filtering of messages in which the object or event keyword is not used as
a subject of observation. Objectivity analysis allows filtering of uncertain mes-
sages, such as questions and general comments. Originality test removes messages
that are not originally created by the user, such as retweets or quotations.
2 https://dev.twitter.com/streaming/public.

https://dev.twitter.com/streaming/public
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Filtering Based on Part-of-Speech Tagging. Our insight is that the objects
and events mentioned in an observation are most likely to be nouns and gerunds,
such as in “I just saw a rainbow”, or “A shooting outside my home”. On the
other hand, keywords not used as nouns and gerunds often indicate that the
tweet is not a specific observation. Some examples of non-observation tweets are
shown in Table 1, with the role of the keyword determined by POS tagging.

Table 1. Non-observation tweets filtered by POS tagging, for monitoring flight delay,
shooting incidents, and rainbows

Tweet text POS

Keep praying for the typhoon to magically delay my flight a day VB

Can we pretend that airplanes, in the night sky, are like shooting stars? JJ

This guy got on a rainbow colored LV belt JJ

VB= base form verb, JJ = adjective.

POS tagging is a technique that matches words in a text with their part-
of-speech categories, such as modal, noun, verb, and adverb [13]. We use a
filtering rule on top of POS tagging to effectively remove a portion of tweets
that are clearly not observations. After performing POS tagging for a tweet, we
accept it if the POS tag for the keyword is NN (Noun, singular or mass), NNP
(proper noun, singular), and VBG (verb, gerund or present particle). The tweet
is rejected if the keyword has other POS tags.

Filtering Based on Objectivity Analysis. Our insight is that a specific
observation of an object or event usually is written in a more objective tone
than a general tweet. Generally, the objectivity of a message is affected by senti-
mental words and uncertain words, such as “great”, “bad”, “maybe”, “anyone”.
Sentimentality and uncertainty as factors for determining message objectivity
has already been proposed in existing works [1,10]. We calculate tweet objectiv-
ity based on both sentimentality and uncertainty, using the following formula:

objectivity(t) = 1 − [sentip(t) + 0.5 × sentin(t)]

×(1 − √
uncertainty(t))

where sentip is the positive sentiment and sentin is the negative sentiment. In
our previous works, we have found that negative sentiments have a large presence
in observation messages [20]. We follow this insight here and we weight down the
effect of negative sentiments on reducing the objectivity in the formula. Further-
more, since uncertainty plays an important role in determining the objectivity of
a message, as discovered in [10], we increase the effect of uncertainty by scaling
it to a larger value.

For sentiment analysis, we employ previously proven effective methods, which
employ a positive/negative words dictionary and the slang sentiment dictionary
[16]. The positive and negative sentiments of a tweet text t are measured as:
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sentip(t) =
countp(t)
countw(t)

sentin(t) =
countn(t)
countw(t)

where countp(t) and countn(t) are the word count for positive and negative
words in t, and countw(t) is the word count of t.

For uncertainty analysis, we use a dictionary of uncertain words based on the
LIWC category of hesitation words [15]. To measure the uncertainty of tweet t,
we consider the number of uncertain words in the text, and whether it is a
question.

uncertainty(t) =

{
0.5, if t ends with a question mark
countu(t)
countw(t) , otherwise

where countw(t) is the word count for uncertain words in t.

Originality Test. Our analysis of various datasets show that sometimes per-
sonal users may repeat some messages created by other users, which do not count
as their own observations. The repeated messages not only produce redundancy,
but also generate noises for analysis. Thus it is crucial to determine message
originality. We proposed a set of rules to determine non-original messages based
on message content, as shown in Table 2. A message satisfies any of the rules in
the table is considered non-original, and will be filtered out.

Table 2. Originality test rules

Rule Explanation

Retweet Contains the word RT

Quotation Contains quotation marks

Speech Mention or capitalized word before colon

News title All words capitalized before link

Repeat Contains “says”, “claims”, “via”, or “according to”

News mention Mention contains “news”, “radio”, or “breaking”

News agent Mention contains news agent name such as “ABC” or “CNN”

Some repeated messages are easy to identify, such as retweets, which have
“RT” at the beginning of the messages. Other forms of repeated messages can be
more difficult to spot, such as indirect quotes, which often but not necessarily
contain the word “says” or “claims”. Given the various ways a message may
be repeated, the rules listed in Table 2 do not cover all non-original messages.
Nevertheless, we found these rules to filter out most of the repeated messages.
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Algorithm 1. Lexical Analysis on Single Tweets
INPUT: keyword w, tweet set T , objectivity threshold θ
OUTPUT: obervation labels O
1: set all o ∈ O as false
2: for each t ∈ T do
3: run POS tagging for t
4: if POS tag for w ∈ {NN,NNP,VBG} then
5: pp ← true
6: end if
7: if objectivity(t) > θ then
8: po ← true
9: end if

10: if t fails all rules in Table 2 then
11: pt ← true
12: end if
13: ot ← pp ∧ po ∧ pt
14: end for

Lexical Analysis Algorithm. Algorithm 1 describes our lexical analysis
method. The input is a keyword w, and a set T of tweet texts containing the
keyword. The output is a set of predictions of whether each tweet text t ∈ T is an
observation, O. In line 7, we use a parameter θ to control the level of objectivity
a tweet requires to meet to be considered an observation. The default value for
θ is the first quartile of overall objectivity in the tweet set.

3.2 User Profiling for Personal Account Classification

Previous works have shown that news generated from personal observations on
Twitter can be much faster than traditional media, and the implicitly-associated
location data can be used for localizing the object or the event [12,19]. However,
there are many Twitter accounts that are not for personal use, and do not have
the same time and location association for their observation messages, and while
they add noises to the data collected, it is usually difficult to distinguish them
from personal accounts. The main issue is that all accounts on Twitter uses the
same format to store data, and usually there is no effective way to judge the
type of account other than looking at the content of the account posts directly.
These accounts include news, business, activist and advertisement accounts. We
call these latter types of accounts specific-purpose accounts, and show some well-
known examples in Table 3.

Table 3. Examples of specific-purpose accounts

News @cnnbrk @wsj @foxnews @huffingtonpost @bbcworld @politico

Business @AdamDenison @GMblogs @MarriottIntl @chicagobulls @Marvel

Activist @Greenpeace @femmajority @OU Unheard @freedomtomarry
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Our study of personal and specific-purpose accounts leads to the following
observations:

– News accounts tweet about various topics in a strictly objective tone. Their
tweets usually contain links to Web articles. Depending on the specialty, a
media account can cover a wide range of topics.

– Business accounts contain conversations, observations, and product promo-
tions, but the range of topic is limited to the specific business.

– Activist and advertisement accounts rarely use objective tone, and their range
of topics is also limited.

A personal account, however, does not have such clear-cut characteristics as
specific-purpose accounts, and usually contains a mix of information sharing,
conversation with other users, and original content that covers various topics.
We propose that:

Conjecture 1. A personal account has moderate levels in objectivity, interactiv-
ity, originality, and topic focus.

We use various statistics generated from Twitter data to calculate the levels
of objectivity, interactivity, originality, and topic focus for Twitter users. Here
we assume these user qualities are consistent over time and do not easily change.
There are rare cases that the profile of a user changes drastically, for example,
caused by a job change, but currently we do not consider such cases. To profile
a user, first we collect a set of past tweets made by the user, H. Then we select
the original tweets in H based on the rules described in Table 2, as OH =
{oh1, oh2, ..., ohl}, where |OH| = l.

The objectivity of a user is calculated based on the objectivity of each tweet
in OH:

uobjectivity =

l∑

i=1

objectivity(ohi)

l

The interactivity of a user is calculated based on the number of tweets containing
mention mark “@” in H:

uinteractivity =
count@(H)

|H|
The originality of a user is calculated based on the fraction of original tweets

in H.
uoriginality =

l

|H|
To calculate a user’s topic focus, we count the frequency of each topic word

for all topic words appearing in OH. For simplicity, we consider a topic word
as a word that starts with a capital letter. The first word in a sentence is
ignored. Once we have a descendingly-sorted list of topic word occurrences
{nt1, nt2, ..., ntk}, the topic focus of a user is calculated based on the fraction of
the first quarter of the most frequent topic words:
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ufocus =

n/4∑

i=1

nti

n∑

j=1

ntj

A user is thus profiled by the quadruple:

u = {uobjectivity, uinteractivity, uoriginality, ufocus}

3.3 Personal Account Classification with Profiles

We propose an algorithm for automatically identifying personal accounts based
on the user profile. First we define the difference between two user profiles u1

and u2 as the Euclidian distance between two profiles:

d(u1, u2) =
√∑

(u1 − u2)2

where
∑

(u1 − u2)2 = (uobjectivity1 − uobjectivity2)2

+(uinteractivity1 − uinteractivity2)2

+(uoriginality1 − uoriginality2)2

+(ufocus1 − ufocus2)2

Following Conjecture 1, we see that the attributes of a personal account are
usually closer to a set of mean values while a specific-purpose account usually
holds more extreme values. Therefore we propose that:

Conjecture 2. Given a set of user profiles U , which contains personal account
profiles P and specific-purpose account profiles S, there exists a mean profile ū,
such that

∑

p∈P

d(p, ū) <
∑

s∈S

d(s, ū).

While it is difficult to prove Conjecture 2, we find it generally true in our
analysis, as we will show with our experiments. Given a set of user profiles U ,
and a mean profile ū, we can separate from U a subset C that is more likely to
contain personal accounts, by selecting profiles that have shorter distance to ū.

We devise an iterative algorithm for finding the mean profile ū. Intuitively,
we can use the mean attribute values of all profiles in U . However, the extreme
attribute values of the specific-purpose account profiles can bias the mean sig-
nificantly, making it inaccurate for deciding personal accounts. In Algorithm2,
we use an iterative approach and a cluster size threshold δ for selecting a cluster
of |U | × δ profiles that are close to an unbiased ū. Starting from an initial mean
profile ū0, the algorithm alters between cluster updating (line 2, 6) and mean
updating (line 4 and 5). In the cluster updating step, a number of profiles close
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to the mean are selected. In the mean updating step, a new mean is calculated
based on the selected profiles. If there are extreme values that cause a bias in the
cluster, the mean will move away from the bias, and replace the extreme value
profiles with more average profiles in the cluster. The output of the algorithm,
F , is a set of personal account predictions.

Algorithm 2. Predicting Personal Accounts
INPUT: user profiles U , mean profile ū0, selected cluster size δ
OUTPUT: F
1: set all f ∈ F as false
2: C ← |U | × δ profiles closest to ū0

3: while C �= C′ do
4: C′ ← C
5: ū ← mean attribute values of profiles in C
6: C ← |U | × δ profiles closest to ū
7: end while
8: for each u ∈ U do
9: if u ∈ C then

10: fu ← true
11: end if
12: end for

While Algorithm 2 generally finds a good mean profile that separates personal
accounts and specific-purpose accounts. However, depending on the choice of
the initial mean ū0, the algorithm sometimes produces undesirable results. To
address this issue, we derive a particle swarm optimization (PSO) algorithm for
finding the optimal ū0.

PSO is an optimization technique that takes a population of solutions, and
iteratively improves the quality of the solutions by moving them toward the best
solution in each iteration [4]. A solution in our PSO algorithm is an initial mean
ū0 to be given to Algorithm 2. A PSO algorithm requires the definition of the
quality measure and the solution movement. To define the quality of a solution,
we rely on our initial observation that personal accounts exhibit higher variance
than any types of specific-purpose accounts. Therefore we propose that:

Conjecture 3. Given two user profile clusters C1 and C2, if the profiles in C1 are
more diverse than C2, than C1 is more likely to contain personal accounts.

We use pairwise profile differences to calculate the diversity of profiles in a
cluster, C = {c1, c2, ..., ck},

div(C) =

2 ×
k−1∑

i=1

k∑

j=i+1

d(ci, cj)

k · (k − 1)

For the solution movement in PSO, we set a moving speed v so in each
iteration, a solution p moves towards the best solution pb as:

p ← p + (pb − p) · v (1)
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Our PSO algorithm is shown as Algorithm3. It starts with a number of
random solutions (line 1) and for each solution, a profile cluster is generated
using Algorithm 2 (line 2 to 4). Then iteratively, the PSO algorithm moves the
best solution towards an optimal solution by comparing the cluster diversity
with each solution (line 5 to 13).

Algorithm 3. PSO for Finding Optimal ū0

INPUT: user profiles U , selected cluster size δ, number of particles n, speed v
OUTPUT: pb

1: randomly choose n solutions P in the solution space
2: for each p ∈ P do
3: generate a cluster Cp using Algorithm 2
4: end for
5: pb ← p with highest div(Cp)
6: while pb �= p′

b do
7: p′

b ← pb

8: for each p ∈ P do
9: p ← p + (pb − p) · v

10: generate a cluster Cp using Algorithm 2
11: end for
12: pb ← p with highest div(Cp)
13: end while

The optimal initial mean produced by Algorithm3 can then be used in
Algorithm 2 for selecting the cluster of personal account profiles. Although
Algorithm 3 requires two more parameters, during our experiments we find the
effect of changing n and v negligible for any n > 1, 000 and v < 0.2, as the
solution already reaches optimal values. Therefore we can confidently set n and
v to fixed values. The only parameter that still affects the classification result is
the cluster size parameter δ, which controls the portion of profiles in the data
to be selected as personal account profiles.

Algorithm 4. Filter Observations from Personal Accounts
INPUT: keyword w, messages M , objectivity threshold θ, selected cluster size δ
OUTPUT: R
1: set all r ∈ R as false
2: T ← tweet text from M
3: U ← user profiles from M
4: O ← run Algorithm 1 with w, T , θ
5: pb ← run Algorithm 3 with U , δ
6: F ← run Algorithm 2 with U , pb, δ
7: for each m ∈ M that has text t and user profile u do
8: if ot ∧ fu then
9: rm ← true

10: end if
11: end for
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3.4 Overall Algorithm

Algorithm 4 identifies observations from personal accounts. Given the input of a
keyword w and a set of tweets M , and the control parameter θ and δ, the output
is a set of predictions, R, of whether each respective tweet is an observation of
the object or event of interest from personal accounts.

4 Experimental Analysis

We tested the effectiveness of our method for filtering personal observations on
Twitter with two real Twitter datasets, comprising of a controlled dataset and
a crowd-sourced dataset. In this section, we present the setup, measurement,
baseline methods, and results of our experiments in detail.

4.1 Experiment Setup

We implemented the algorithms presented in the previous section in Java. The
experiments were run on a MacBook Pro laptop computer, with 2.3 GHz Intel
Core i7 CPU and 8 GB 1600 MHz DDR3 memory. We deployed an existing
implementation for POS tagging. After comparing several existing POS tagging
implementations including OpenNLP and LingPipe, we chose StanfordNLP POS
module to run our POS tagging because it is relatively fast and provides a high
tagging accuracy of around 95 % [9].

For parameter θ in Algorithm 1, we chose the first quartile of overall objectiv-
ity in the dataset for all experiments, which generally provides good results. For
parameter δ, we compared three different values, including 0.7, 0.8, and 0.9. To
ensure the consistency of the experiments, instead of randomly choosing initial
values for the particles in Algorithm3, we chose combinations of evenly distrib-
uted values for the four attributes as the initial values, i.e., 0.2, 0.4, 0.6, 0.8, and 1.
Our analysis shows that randomly initialized particles provide similar results. For
user profiling, up to 1,000 recent tweets were collected for each user using Twitter
Timeline API.

4.2 Baseline Methods and Comparison Metrics

We compared our approach with three baseline filtering strategies, namely,
Accept All, Sakaki filter, and Sriram. Accept All takes all tweets in the dataset
as the positive for personal observations. Sakaki classifier, proposed by Sakaki
et al. in [12], is a supervised method that deploys a Support Vector Machine
(SVM) classifier with linear kernel built on manually annotated training data.
Among the three feature sets proposed in [12], we implemented the reportedly
most effective set, Feature Set A, which is based on word counts and keyword
positions. We deployed an existing SVM implementation in an R language pack-
age called e10713. We used a weighting function according to class imbalance to
ensure optimal performance of the classifier. The performance of the Sakaki clas-
sifier was measured using the three-fold cross validation. One drawback of the
3 https://cran.r-project.org/package=e1071.

https://cran.r-project.org/package=e1071
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Sakaki classifier is that it requires the presence of a keyword. The user profiling
in our approach, though, does not have this requirement.

The Sriram classifier, proposed by Sriram et al. in [14], is also a supervised
method that is based on eight features and the Naive Bayes model. The eight
features include author name, use of slang, time phrase, opinionated words, and
word emphasis, presences of currency signs, percentage signs, mention sign at
the beginning and the middle of the message. The evaluation is based on the five-
fold cross validation. The Sriram classifier is shown to be effective in classifying
tweets into categories such as news, opinions, deals and events, but has not been
tested in other applications.

All datasets for evaluation were manually annotated according to whether
each tweet is a personal observation of an object or event of interest, which were
considered ground truth in our experiments. The output of the filtering methods
were compared with the manual annotations. If a filtering output is positive in
manual annotations, it is considered a true positive. We use precision, recall
and f − value as the measurements of filtering accuracy, where given the set of
positive filtering results P and the set of true positives in the dataset TP , The
precision = |P ⋂TP |

|P | , recall = |P ⋂TP |
|TP | , and f -value = 2 · precision·recall

precision+recall .

4.3 Effectiveness on Controlled Datasets

We first tested our method on two controlled datasets. We collected a dataset
of around 5,000 tweets containing the keyword hailstorm during August, 2015,
and a dataset of around 5,000 tweets containing the keyword car accident during
September, 2015. After removing retweets and tweets containing links, we man-
ually labelled the remaining tweets as positive or negative examples, according
to whether the message is about a direct observation of a hailstorm or a car
accident. The resulted hailstorm dataset contains 675 tweets, with 251 positive
examples and 424 negative examples. The labelled accident dataset contains 954
tweets, with 347 positive examples and 607 negative examples.

We tested the filtering methods on the two datasets. Accuracy results for
the baseline methods, lexical analysis-only filtering (LX), and lexical analysis
combined with personal account filtering using three δ values, PA(δ = 0.9),
PA(δ = 0.8), and PA(δ = 0.5), are presented in Table 4.

As shown in the table, the Accept All strategy captured all the positives in
the annotations and had the maximum recall of 1. All other methods improved
the precision by sacrificing the recall to some degree. Personal account filtering
with δ set to 0.9 achieved the highest overall performance, indicated by the
highest f-value. Using lexical analysis only and PA with δ = 0.9 and delta = 0.8
all performed better than the Sakaki classifier and the Sriram classifier, the latter
of which provided almost no filtering effect in the hailstorm dataset. Setting δ to
a lower value improved the precision but also lowered the recall. When setting
δ to 0.5, PA achieved the highest precision, while still held a relatively high
f-value. The performance of all methods were consistent across two datasets,
with LX improving precision from the Accept All strategy by around 15 % and
PA(δ = 0.9) further improved it by 5 %–7 %.
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Table 4. Filtering accuracy for hailstorm and car accident datasets

Accept all Sakaki Sriram LX PA(δ = 0.9) PA(δ = 0.8) PA(δ = 0.5)

Hailstorm dataset

Precision 0.37 0.43 0.37 0.53 0.62 0.64 0.70

Recall 1 0.70 0.98 0.80 0.76 0.71 0.46

f-value 0.54 0.53 0.54 0.63 0.68 0.67 0.56

Car accident dataset

Precision 0.38 0.50 0.44 0.53 0.58 0.59 0.60

Recall 1 0.73 0.84 0.76 0.74 0.69 0.43

f-value 0.55 0.60 0.57 0.63 0.65 0.64 0.50

4.4 Effectiveness on Crowd-Sourced Dataset

We tested our approach on a publicly available dataset produced by Castillo
et al. [11], and is available online4. The dataset contains around 20,000 tweets
related to crisis events, such as the Colorado wildfires and the Pablo typhoon in
2012, and the Australia bushfire and New York train crash in 2013. These crisis
tweets were manually annotated by hired workers on Crowdflower, a crowd-
sourcing platform5. The tweets were labelled according to their relevance to
the crisis event, and the type of information they provide into four categories,
namely, related and informative, related but not informative, not related, and not
applicable. The seven information types include Eyewitness, Government, NGOs,
Business, Media, Outsiders, and Not applicable.

We consider that the Eyewitness-type tweets in the dataset are personal
observations, while other types of tweets are not. Hence we expect our approach
to filter Eyewitness tweets from other tweets. With this goal, we re-organized the
dataset. First we selected two categories of related tweets from the dataset. Then
we selected five information types of tweets: Eyewitness, Government, NGOs,
Business and Media. We then produced a list of labels, with Eyewitness tweets
as positives, and other types of tweets negatives. We also removed retweets from
the data. Our labelled dataset had 3,646 tweets with 528 positives.

Since the tweets do not contain a specific keyword, we did not run POS and
objectivity analysis. The Sakaki classifier is not applicable without a keyword. As
such we ran the originality test in the lexical analysis and the personal account
classification, and compared only to the Sriram classifier (Table 5).

The results are similar to previous experiments, where PA(δ = 0.9) achieved
the highest f-value and PA(δ = 0.5) achieved the highest precision. The lexical
analysis was particularly effective for this dataset, improving the precision by
around 38 %, mainly because the dataset includes a large portion of news mes-
sages, which failed the originality test. After the lexical analysis, PA(δ = 0.9)
further improved the precision by 12 %. Both LX and PA(δ = 0.9) significantly
outperformed the Sriram classifier.

4 http://crisislex.org/.
5 http://www.crowdflower.com/.

http://crisislex.org/
http://www.crowdflower.com/
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Table 5. Filtering accuracy for the crisis dataset

Accept all Sriram LX PA(δ = 0.9) PA(δ = 0.8) PA(δ = 0.5)

Precision 0.14 0.32 0.52 0.64 0.64 0.65

Recall 1 0.52 0.47 0.50 0.48 0.27

f-value 0.24 0.40 0.47 0.56 0.55 0.38

5 Conclusion

Personal observations of objects and events published on micro-blogging plat-
forms such as Twitter are an invaluable information source, and can be utilized
in applications such as natural disaster tracking and crime monitoring. However,
given the various ways users post messages and the large variety of account types,
information about a particular object or event is usually noisy and misleading.
Thus it is critical to develop a novel approach that filters out noises before
the information can be further utilized. Current filtering approaches based on
supervised machine learning techniques require large manual efforts and thus are
impractical in many scenarios.

In this paper, we propose an unsupervised message filtering approach that
consists of a lexical analysis module, which examines the message, and a per-
sonal account classification module, which examines the message history of the
user and determines if the user account is a personal account. We tested our
approach extensively on real Twitter datasets. For the controlled dataset, our
method consistently improves the precision by around 22 %, with the lexical
analysis module improves it by 15 %, and personal account classification fur-
ther improves it by 7 %. We see even higher improvement in a crowd-sourced
dataset, increasing the precision from 14 % to 65 %. Compared with the Sakaki
classifier and the Sriram classifier, our approach was able to achieve more than
10 % higher accuracy. In the future, we will continue to investigate unsupervised
methods for further filtering accuracy improvement by incorporating location
and name-entity analysis.
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Abstract. With its ever growing amount of user-generated content, the
Web has become a trove of consumer information. The free text for-
mat in which most of this content is written, however, prevents straight-
forward analysis. Instead, natural language processing techniques are
required to quantify the textual information embedded within text. This
research focuses on extracting the sentiment that can be found in con-
sumer reviews. In particular, we focus on finding the sentiment associ-
ated with the various aspects of the product or service a consumer writes
about. Using a standard Support Vector Machine for classification, we
propose six different types of patterns: lexical, syntactical, synset, sen-
timent, hybrid, surface. We demonstrate that several of these lexico-
syntactic patterns can be used to improve sentiment classification for
aspects.

Keywords: Lexico-semantic patterns · Support Vector Machines ·
Aspect-based sentiment analysis

1 Introduction

With its ever growing amount of user-generated content, the Web has become a
trove of consumer information. Consumers everywhere are invited to share their
experiences with products or services they bought and these experiences are in
turn shared with prospective buyers to inform their decision making. In this, the
Web has transformed the marketplace, putting the electronic word-of-mouth at
the core of the decision making process. While reviews are marketed as being
useful for prospective consumers, companies are even more interested in all of the
expressed opinions toward their products and services. That information enables
them to improve their products and optimize marketing strategies.

Unfortunately, the free text format of reviews prevents direct analysis of
sentiment. Hence, data mining and natural language processing techniques are
used to extract the highly valuable sentiment information. Before sentiment can
be extracted, however, the sentiment scope has to be determined, since sentiment
can be extracted for complete documents, sentences, or aspects. The advantages
c© Springer International Publishing AG 2016
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of the first two options are that they are easier to do. The disadvantage is that
they can not cope with situations where within the unit of analysis (i.e., the
document or the sentence), two or more things are discussed that have conflicting
sentiment values. To deal with this, sentiment analysis has moved to the aspect
level, where sentiment is associated with actual characteristics of the product or
service under review. This naturally solves the problem of conflicting sentiment,
but the process becomes more complex since the aspects themselves have to be
found first. In our research, we focus on the sentiment analysis only, using the
aspects that are already provided in the labeled data.

More specifically, we want to investigate the use of lexico-semantic patterns
for sentiment analysis, based on the hypothesis that people tend to use similar
linguistic structures to express sentiment. For this, we look at lexical patterns,
Part-of-Speech (i.e., word types like nouns, verbs, etc.) patterns, and synset (i.e.,
a set of synonyms that have a single meaning) patterns, and, in addition, at com-
binations of these. For example, a pattern like ‘low’ followed by ‘quality’ denotes
a different sentiment than ‘low’ followed by ‘price’. This shows the difficulty
of sentiment analysis and it forms the basis why we want to consider various
combinations of attributes. We pose that an extended analysis of patterns will
contribute to the existing sentiment analysis literature.

The paper is structured as follows. We start by discussing some of the related
work in Sect. 2, followed by the description of the types of features we want to
investigate in Sect. 3. We then describe our methodology and its evaluation in
Sect. 4. We give our conclusions and possible directions for future work in Sect. 5.

2 Related Work

This work is a continuation of [7], which argues that patterns, either over adja-
cent words or over the grammatical structure of a text, can be employed together
with a classifier to perform sentiment analysis. The scope in that work is still
the sentence level, with all the advantages and disadvantages as discussed in the
previous section. The features used are synset-based features, lexical features,
and features that use the grammatical structure instead of word adjacency. We
extend this research by first moving to the aspect level. Furthermore, we investi-
gate n-grams up to n = 4, including some hybrid patterns like a synset followed
by a Part-of-Speech tag. However, we only use word adjacency for our patterns,
so grammatical relations are not employed to create patterns of non-adjacent
words.

Using n-grams instead of just unigrams has been shown to increase perfor-
mance and it is straightforward to implement [2,4]. For example, [4] uses both
unigrams and bigrams to estimate aspect sentiment. However, the unigram fea-
ture still proved to be the most important in the ablation experiment, where this
feature was left out to measure the drop in performance compared to including
it in the feature set.

Part-of-Speech information, or grammatical word categories, has been used
in text classification for a long time. In [3], for example, Part-of-Speech is used to
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filter out certain words, as this research focuses on the sentiment orientation of
adjectives. One of the main conclusions from this research is that adjectives that
are linked to each other with a conjunction like ‘and’ often have the same or at
least a similar sentiment value. The opposite is true when adjectives are linked
with ‘but’. Furthermore, Part-of-Speech can to some extent be used to detect
negated information. Negations are crucial for proper sentiment analysis. People
are more likely to use negations with negative sentiment than with positive
sentiment, so positive words are negated to become negative, but negative words
are usually not negated to get positive words [5].

In [5], the authors investigated Part-of-Speech patterns for sentiment analysis
on Twitter data. For example, sequences such as “I just”, “I seriously”, “I never”,
etc., are all patterns of the form ‘Personal Pronoun followed by Adverb’. In their
research, this pattern proved to be associated with negative sentiment. The top
100 best patterns, ranked by their Information Gain score, is included as features,
which significantly improves the performance compared to only using unigram
features.

3 Lexico-Semantic Patterns

The various features we investigate in this research can be placed in six cat-
egories: synset, lexical, syntactical, sentiment, hybrid, and surface features.
Synsets are a part of semantics, and are sets of synonyms that have a single
meaning. Hence, synsets are more specific than the original words, since any
ambiguity is eliminated. Both unigrams and bigrams are used here, with the
caveat that for synset bigrams we ignore the order of the adjacent synsets. We
believe this will make the features more robust, at only a small cost to accuracy.
Hence, seeing synsets A and B is the same as seeing synsets B and A.

The lexical category consists of word patterns, where we use the lemma, or
dictionary form, of each word in the patterns. We investigate unigrams through
quadgrams, since n-grams with n larger than four are too sparse to be of practical
use. The syntactical patterns are all sequences of Part-of-Speech (POS) labels.
These labels match with any word in that particular word group (i.e., the ‘Noun’
label will match any noun). As such these patterns are more generic than lexical
patterns, making them more robust, but less descriptive. We investigate POS
patterns ranging from bigrams to quadgrams.

Furthermore, we look at negator-POS bigrams, which are in fact hybrids
between syntactical and lexical features. The bigram consists of a negator, from
a list of negator words like ‘not’ and ‘never’, followed by a Part-of-Speech label.
It effectively splits the Part-of-Speech bigrams that start with an adverb into
negating and non-negating bigrams, since words like ‘not’, ‘very’, and ‘highly’
all have the same Part-of-Speech label. We also look at hybrid patterns that
combine a Part-of-Speech label and a synset in one bigram.

Since the task is sentiment classification, it makes sense to include sentiment
related features as well. For that we use the SentiWordNet dictionary [1], where
synsets are given a positive, negativity, and objectivity score that always sum
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up to one. We compute a sentiment score from those by subtracting the nega-
tivity score from the positivity score. This is denoted as a sentisynset. We also
look at negator-sentisynset bigrams where a negator is followed by a sentisynset,
since this will invert the influence it has on the sentiment classification.

The surface feature is actually not related to patterns, but instead it deter-
mines how much of the surrounding context in a sentence is taken into account
when creating features for a given aspect. Whenever the exact location of an
aspect within a sentence is provided in the annotated data, we use that to cre-
ate a window of words around that aspect. The words within that window are
the only source of information from which to create features for that specific
aspect. This allows us to predict different sentiment classes for aspects that are
in the same sentence. Unfortunately, for some aspects, the exact location within
a sentence is not provided, in which case we cannot specify a specific window
and are limited to use the whole sentence as a source for features. The window
is defined as k words before the aspect and j words after the aspect, but bound
to be within the same sentence.

4 Methodology

For the experiments, we use a linear multi-class Support Vector Machine (SVM).
We perform a 10-fold cross-validation to ensure stable results, and from the 90 %
training data, we designate 20 % as validation data. The latter is used to perform
feature selection. The rest is used to train the SVM model itself. The final results,
as reported in Table 5, are obtained by training on 80 % of the training data,
using 20 % of the training data as a validation set, and evaluating on the official
SemEval2015 test data for both data sets.

To determine which types of features perform the best, a forward feature
selection is performed. In each round the effect of adding just an isolated feature
type is measured. The feature type that gives the highest increase in performance
is added to the selected set of features. Again, all remaining types of features
are tested, until no increase in performance is measured. The baseline score is
simply the majority class. For our data, the ‘positive’ sentiment class is the most
prevalent, as can be seen in Table 1.

The two datasets that are used in our experiments are the English restaurant
review data set and the English laptop review data set from SemEval 2015 [6].

The first part of the evaluation is dedicated to the feature selection, showing
the effect of each type of feature on performance. First, starting with no features
at all, the baseline always predicts positive (the majority class). Every type of

Table 1. Sentiment value distributions for the two used data sets.

Positive Neutral Negative Total

Restaurants 1198 53 403 1654

Laptops 1103 106 765 1974



Aspect-Based Sentiment Analysis Using Lexico-Semantic Patterns 39

Table 2. The effect of using an additional particular feature type versus the majority
baseline for both data sets.

Laptops Restaurants

Baseline 0.497 0.637

+ word unigram 0.754 0.694

+ word bigram 0.738 0.713

+ word trigram 0.572 0.637

+ word quadgram 0.500 0.637

+ POS bigram 0.599 0.634

+ POS trigram 0.602 0.640

+ POS quadgram 0.525 0.637

+ synset unigram 0.696 0.669

+ synset bigram 0.597 0.672

+ synset-POS bigram 0.663 0.675

+ negator-POS bigram 0.555 0.637

+ sentisynset unigram 0.580 0.637

+ negator-sentisynset bigram 0.497 0.637

feature is added in isolation and the performance is measured. This is the first
step in the forward feature selection and the results of this step are presented
in Table 2. As expected, word unigrams and word bigrams are the two strongest
types of features in this setup. Interestingly, the various feature types perform
differently on the two data sets. Features that are useful for the laptop data are
not beneficial for the restaurant data and the other way around. This shows how
domain dependent sentiment analysis is.

Carrying out the forward feature selection procedure results in an optimal set
of word unigram, synset bigram, sentisynset unigram, and synset unigram for the
laptop domain and an optimal set of word unigram, synset bigram, sentisynset
unigram, POS bigram, and negator-POS bigram for the restaurant domain.

Table 3. Results of the ablation experiments for both data sets. The ‘-’ in the first
column denotes set difference.

Laptops accuracy Restaurants accuracy

Using optimal feature set 76.80 % 73.18 %

- word unigram −9.95 % −0.99 %

- synset bigram −2.49 % −2.20 %

- sentisynset unigram −1.94 % −1.58 %

- synset unigram −0.29 % Not selected

- POS-bigram Not selected −2.21 %

- negator bigram Not selected −0.95 %
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Reversing the above process is known as an ablation experiment. Here we
start with the optimal set of features, and record the effect of removing one of
the feature types. These results are shown in Table 3. Of interest is that while
the word unigram features are very important for laptops, this is less true for
restaurants, where synset bigrams and POS bigrams are the most important. In
contrast, the sentisynset unigram feature is about as equally important for both
domains.

Subsequently, the optimal window size is computed that limits the words
from which features are extracted for a given aspect. This is only of interest
for the restaurant data, since only there exact aspect locations are provided for
many of the aspects. We find that the optimal window size is 8 words before
and 8 words after the aspect (but always limited by sentence bounds). However,
with k = j = 7 and k = j = 9, roughly the same performance is achieved, losing
only 1.27 % in accuracy.

To go one level deeper, we looked at the weight of individual features as
assigned in the trained SVM model. To make interpretation of these weights
easier, we removed the ‘neutral’ class, resulting in a binary classifier (i.e. positive
and negative only). Note that some words only appear with or even have just
a single meaning. In that case, the (senti)synset feature has the same weight
as the lexical feature of the same word (e.g., ‘amazing’ in the first column). Of
interest are the domain specific words that appear with high weights, such as
‘soggy’ which is obviously negative for the restaurant domain, but is not used in
the laptops domain, and ‘Dell’ which for this data set is an indicator of negative
sentiment for laptops, but of course irrelevant for restaurants (Table 4).

The scores of the best performing feature sets for each data set are reported
in Table 5. These use the optimal window size as discussed above. Overall, we
obtain an F1-score of 69 % for restaurant reviews and 73.1 % for laptops reviews.
Looking at the precision and recall values for the different sentiment values, we
can see that on the restaurant data, the SVM tends to classify too many aspects
as positive, since both the precision for positive and the recall for negative is
relatively low. This seems less the case for the laptops data, resulting in a higher
overall score.

Table 4. The most influential features, according to the weight (positive or negative)
assigned by the SVM. The feature types are denoted as folows: W is word unigram, SS
is synset unigram, and SSS is sentisynset unigram. The SVM is run using the optimal
set of feature types.

Restaurants Laptops

Positive Negative Positive Negative

Best (SSS) 0.348 Be (SSS) −0.639 Be (SS) 0.893 Not (W) −0.621

Be (SSS) 0.317 Not (SSS) −0.562 Love (W) 0.696 Be (SS) −0.593

Amazing (W) 0.31 Soggy (W) −0.473 Amazing (W) 0.564 Worst (W) −0.503

Amazing (SSS) 0.31 Worst (W) −0.408 Great (W) 0.516 Worst (SS) −0.503

Love (W) 0.304 Worst (SSS) −0.408 Love (SS) 0.508 Dell (W) −0.458
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Table 5. Overview of classifications on the SemEval 2015 restaurants and laptops test
data using the optimal features.

Restaurants Laptops

Precision Recall F1-score Precision Recall F1-score

Positive 68.1 % 87.4 % 76.6 % 76.5 % 86.7 % 81.3 %

Neutral 33.3 % 4.4 % 7.8 % 22.2 % 10.1 % 13.9 %

Negative 72.7 % 53.2 % 61.4 % 72.6 % 66.0 % 69.1 %

All 69.0 % 69.0 % 69.0 % 73.1 % 73.1 % 73.1 %

5 Conclusion

In this work we employ and investigate lexico-semantic patterns for aspect-based
sentiment analysis. We show that some of the investigated patterns improve the
sentiment classification. For laptops the combination of word unigrams, synset
unigram, synset bigrams, and sentisynset unigrams prove to be the best perform-
ing from amongst the feature types included in our experiments. It is interesting
to see that semantical features such as synsets are preferred over other types of
features such as the more syntactical Part-of-Speech (POS) bigrams. For restau-
rants, the best performing combination of feature types is word unigrams, synset
bigrams, sentisynset unigram, POS-bigram, and negator-POS bigram. Again, the
synset bigram is included, but additionally, the POS bigram and negator-POS
bigram are included as well. Evidently, in the restaurant reviews, sentiment is
expressed using more consistent syntactical patterns. This points to a difference
in language use for reviews about laptops compared to reviews about restau-
rants. Exactly what these differences entail and why this phenomenon occurs is
an interesting avenue for future research.

Another option for future work is to include even more feature types, as
there are types of features that, as of yet, were not included in our experiments.
Examples of these include additional lexicons and features based on grammatical
relations. In conclusion, lexico-semantic patterns prove to be powerful predictors
for sentiment analysis, as shown by the 69.0 % and 73.1 % F1-score for restaurant
and laptop reviews, respectively, but more research is needed to provide definitive
answers.
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Abstract. This paper describes how to extend the usual one-level tag selection
navigation paradigm in folksonomy-based digital collections to a multilevel
browsing one, according to which it is possible to incrementally narrow down
the set of selected objects in a collection by sequentially adding more and more
filtering tags. For this purpose, we present a browsing strategy based on finite
automata. As well, we provide some experimental results concerning the
application of the approach in Clavy, a system for managing digital collections
with reconfigurable structures in digital humanities and educational settings.

Keywords: Multilevel browsing � Folksonomy � Indexing � Navigation
automata

1 Introduction

Folksonomies are cataloguing schemes defined and applied collaboratively by com-
munities of users. In this way, users not only apply folksonomies to organize digital
resources, but also actively contribute to their creation and maintenance [12]. In this
context, accommodating any but the simplest interaction models can become a sub-
stantial technical challenge.

An example of a particularly difficult-to-achieve interaction model is general,
unconstrained, multi-level browsing [5]. In this setting, users sequentially select tags,
and, in each stage, the set of objects tagged by all the selected tags is filtered. Even for
collections of moderate size, computing these sets of objects can in some cases be too
costly to be achieved within acceptable response times. By establishing predefined
orders in which tags can be selected and by using these orders to create and maintain
navigation trees, response times can be dramatically enhanced, but this rigid and
aprioristic organization is contrary to the dynamic and agile nature of folksonomies,
where tag sets are continuously changing. In this paper we address this interaction style
in its most unconstrained and general form.

The rest of the paper is organized as follows. Section 2 introduces the basis of
folksonomy-like organizations of digital collections. Section 3 introduces the multi-
level browsing paradigm for this kind of collections and describes how to enable such a
browsing style efficiently. Section 4 presents some related work. Finally, Sect. 5 out-
lines the final conclusions and some lines of future work.
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2 Folksonomy-Based Digital Collections

Collections organized with folksonomies typically comprise the following parts (see
Fig. 1 for an example):

– On one hand, there are the resources in the collection. For instance, the small
collection depicted in Fig. 1 includes six image archives as resources, corre-
sponding to photographs of artistic objects from the Prehistoric and Protohistoric
artistic periods in Spain (Fig. 1 actually shows thumbnails of these images).

– On the other hand, there is the annotation of the resources. This annotation consists
of associating descriptive tags with resources. These tags are useful when cata-
loguing resources and, therefore, they enable future uses of the collection (navi-
gation, search, etc.). For instance, in Fig. 1, resource number 1 has the tags Cave-
Painting, Cantabrian and Prehistoric associated.

– Finally, there is a tag cloud that groups all the tags that can be used to annotate the
resources. Thus, the tag cloud shown in Fig. 1 groups all the tags that annotate
resources in the collection. As usual, the size of tags in this cloud represents the
presence (number of tagged resources) of the tag in the collection.

Consequently, the internal organization of this kind of collection is very similar in
appearance to classic keyword-based systems [15]. However, what distinguishes these
collections from classic keyword-based systems is the social and inductive nature in the
creation of the cataloguing schemata (i.e., the tag clouds). Indeed, folksonomy-based
systems actively involve user communities that add, modify, delete and tag resources,
using existing tags or creating new ones as needed. In this way, tag clouds are not
explicitly defined nor explicitly maintained, but emerge from the collaborative behavior
of communities of practice [12]. While this somewhat uncontrolled and anarchic
approach to tagging digital resources can additionally bring up some relevant concerns
and critiques from a cataloguing point of view (e.g., existence of synonymous, irrel-
evant or very generic tags, etc.) [14], the fact is that these systems are extensively used
in many scenarios (and especially in computer-mediated social ones) [3]. Therefore, in
this paper we will not focus on the critiques and potential shortcomings of the
approach, but on efficient ways of enabling sophisticated interaction strategies
(multi-level browsing, in particular).

Folksonomy-like systems support a simple one-level browsing strategy in a
straightforward way. According to this strategy, it is possible to select one tag in the tag
cloud and recover all the resources tagged with said tag. Figure 2(a) illustrates this
approach with the small collection from Fig. 1.

One-level browsing can be accomplished efficiently in a straightforward way by
using and maintaining an inverted index [19], i.e., a data structure that provides a
reference to the set of resources tagged by each tag and therefore directly links to the
results for each selection. This simple and efficient implementation explains why most
folksonomy-based systems include this interaction style as a primary browsing strat-
egy. However, this style prevents more sophisticated exploratory behaviors involving
two or more tags simultaneously. In the rest of the paper we will examine how to deal
with more than one browsing level.
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3 Multilevel Browsing in Folksonomy-Based Systems

This section addresses the multi-level browsing style in folksonomy-based systems.
Subsect. 3.1 introduces the basic interaction behavior. Subsect. 3.2 characterizes this
behavior as a finite state machine. Finally, Subsect. 3.3 gives some experimental
results.

3.1 The Browsing Model

Conceptually, the extension from one-level to multi-level browsing in folksonomy-like
systems is simple. Basically, when a tag is selected, not only is the set of resources
narrowed down but also the tag cloud: the resulting tag cloud will be the one induced
by the set of filtered resources R. Such a tag will contain all the tags annotating some
resource in R with the exception of those tags annotating all the resources in R (since,
in this case, the selection would not refine the set of resources). This makes it possible

Fig. 1. A small digital collection
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to carry out new selections successively on the narrowed tag clouds until a state
containing an empty tag cloud is reached. The expected behavior is partially illustrated
in Fig. 2(b), which shows the set of resources and the associated tag clouds after some
browsing actions on the collection in Fig. 1.

As in the case of one-level browsing, multi-level browsing behavior can also be
accomplished by using inverted indexes. However, now an evaluation of a conjunctive
query in each interaction state is needed in order to determine the resources to be
filtered. Although extensive research has been carried out on how to speed up these
operations [2], in some cases the time inverted can negatively impact the user’s
interactive experience.

3.2 Navigation Automata

In order to accelerate multi-level browsing, it is necessary to have a suitable index
structure. Ideally this structure should link to the set of resources selected by each
meaningful set of tags t1, …, tn, in the same way, an inverted index directly provides
the set of resources selected by a tag in the one-level approach. A way of providing
such a structure is by using a finite state machine characterizing all the possible
interactions and interaction states. This state machine will be called a navigation
automaton. This automaton will consist of states labelled by sets of resources, and
transitions labelled by tags (as an example, Fig. 3a shows the navigation automaton for
the collection of Fig. 1). More precisely:

– There will be an initial state labelled by all the resources in the collection.
– Given a state S labelled by a set of resources R, for each tag t in the tag cloud

induced by R there will be a state S’ labelled by all the resources in R annotated by
t, as well as a transition from S to S’ labelled by t.

Since the navigation automaton contains all the possible ways of multi-level nav-
igation, it can support multi-level browsing in a straightforward way. Unfortunately, in
some cases the number of states in this automaton can grow very quickly (in the worst
case, exponentially with respect to the number of resources). The most extreme case, in
which the number of states is 2n–1 (with n the number of resources), arises, for
instance, by distinguishing each pair of resource annotations in a single tag. In order to

(a) (b)

Fig. 2. Examples of (a) one-level browsing; (b) multi-level browsing
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avoid this potential exponential factor in the explicit construction of navigation auto-
mata, it is possible to maintain non-deterministic versions of these automata, in such a
way that only states representing disjoint partitions of their parent states are maintained.
Figure 3b shows a feasible non-deterministic automaton equivalent to the one shown in
Fig. 3a (it is worthwhile to point out that this solution may not be unique).

3.3 Experimental Evaluation

In order to evaluate our multilevel browsing approach, we have implemented it in
Clavy, an experimental system for managing digital collections that lets users define
organization schemata in a collaborative way.1 In order to provide some structure to
facilitate navigation, Clavy makes it possible to group tags in categories that are
organized hierarchically. Nevertheless, this hierarchy is not pre-established, but can be
edited by Clavy users at any time (see Fig. 4). Therefore, backstage, multi-level
browsing support in Clavy must resort to the basic model described in Sect. 3, since the
hierarchy is also subjected to continuous change and evolution. In addition to the
automata-based browsing framework described in this paper, we have also imple-
mented an inverted index-based solution in Clavy, using Lucene [13], a robust and
highly optimized framework for implementing information retrieval applications.

In this context, we set up an experiment consisting of adding the resources in
Chasqui [17],2 a digital collection of 6283 digital resources on Pre-Columbian

(a) (b)

Fig. 3. (a) Navigation automaton for the collection in Fig. 1; (b) A non-deterministic version of
the automaton in (a)

1 http://clavy.fdi.ucm.es/Clavy/.
2 http://oda-fec.org/ucm-chasqui.
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American archeology, to Clavy and simulating runs concerning hierarchy reconfigu-
ration and browsing operations.

Each run was customized as follows. We interleaved resource insertion with
hierarchy reconfiguration/browsing rounds. Each insertion round consisted of 100
resource insertions (with the exception of the last one, in which all the remaining
resources where inserted). In turn, each browsing/reconfiguration round consisted of
executing 0.1n browsing operations randomly interleaved with 0.01n reconfigurations
(n being the number of resources inserted so far). Each browsing operation in turn
consisted of selecting a feasible tag and computing the next set of active objects, or of
establishing the initial state as the active one in case of unavailability of feasible tags;
once the next interaction state was determined, all the filtered resources were visited. In
both the cases of inverted indexes and automata, in-memory indexes were used in order
to avoid the side effects of persistence that might disturb the experiment.

Figure 5 shows the results obtained from the two runs. The experiment was run on
a PC with Windows 10, with a 3.4 GHz Intel microprocessor, and with 8 Gb of
DDR3 RAM. The horizontal axis corresponds to the number of operations carried out
so far. The vertical axis corresponds to cumulative time (in seconds). As is made
apparent, the automata-based approach clearly outperforms inverted indexes (regard-
less of the fact that we are using a highly optimized framework, like Lucene, for
inverted indexing vs. our own in-house experimental implementation for navigation
automata).

4 Related Work

There are several systems that, like our proposal, implement several sorts of multi-level
browsing onto folksonomy-based systems. Systems like the one described in [7, 9] are
supported by inverted index approaches. Other systems, like that described in [11], are
supported by extensible data adapters that interface between synchronized tag clouds
and underlying database management systems. Instead of relying on inverted indexes
and/or conventional database layers, our approach starts by characterizing the intrinsic
behavior of multi-level browsing onto a folksonomy-like system in terms of navigation

Fig. 4. Editing a hierarchy of tag categories with Clavy.
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automata, and then tries to approximate this model with a non-deterministic version
that provides reasonable time and space tradeoffs. In [4] we propose a representation of
these non-deterministic automata inspired by dendrograms such as those used in
hierarchical clustering settings [8].

Our navigation automata model is actually similar to lattice-based proposals to
browse information spaces, as described in the seminal work of [5]. This organization
is actually the main subject of the fertile theory of formal concept analysis [16].
Similarly, there are several proposals on using lattices as the underlying indexing
structures for enabling multi-level browsing [6, 18]. However, all these approaches are
limited by the intrinsic complexity of formal concept analysis [10]. This is why we
have proposed a simpler but still practical approximation based on non-deterministic
versions of navigation automata.

5 Conclusions and Future Work

Folksonomy-based digital collections are living entities in which not only digital
resources, but also organization schemata, are subject to continuous change and evo-
lution. This changing and evolving nature makes the accomplishment of sophisticated
interaction paradigms particularly challenging. In this paper we have addressed the
efficient inclusion of multilevel browsing strategies in these settings, in which sets of
selected resources can be successively refined through the selection of sequences of
tags. For this purpose we have modeled this behavior as a finite state machine, the
navigation automaton, taking into account all the possible ways of navigating
the collection by using tags. Unfortunately, we have also showed how, in some cases,
the number of states in this automaton can increase exponentially with respect to the
collection’s size. In order to address this potential exponential factor we have proposed
using non-deterministic versions of these automata. Some experiments with a real
collection gave us evidence on how the automata-based technique can outperform more
conventional and widely used ones, like those based on inverted indexes.

Fig. 5. Cumulative time of inverted indexes vs. automata
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We are currently working on further optimizing our navigation automata repre-
sentation. We are also looking for efficient ways to make all this information persistent,
either by using standard relational databases or alternative NoSQL approaches. Finally,
we also hope to include support for arbitrary Boolean queries and for alternative ways
of exploring the resources selected.
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Abstract. User reputation is a crucial indicator in social networks,
where it is exploited to promote authoritative content and to marginal-
ize spammers. To be accurate, reputation must be updated periodically,
taking into account the whole historical data of user activity. In big
social networks like Twitter and Facebook, these updates would require
to process a huge amount of historical data, and therefore pose serious
performance issues. We address these issues in the context of Twitter, by
studying a technique which can update user reputation in constant time.
This is obtained by using an arbitrary ranking algorithm to compute user
reputation in the most recent time window, and by combining it with a
summary of historical data. Experimental evaluation on large datasets
show that our technique improves the performance of existing ranking
algorithms, at the cost of a negligible degradation of their precision.

Keywords: Reputation · Social networks · Performance

1 Introduction

The global growth of electronic communication facilities like peer-to-peer and
social networks brought out two major problems: how to filter out low quality
information, and how to enforce safe interactions. In many contexts, these issues
are not completely disjoint: e.g., interacting safely in peer-to-peer networks may
correspond to only download trusted contents or files. A possible way to address
these issues is to associate each object (peer, user or resource) with an index,
usually called reputation, which reflects the opinion the network has towards
such object. The underlying assumption is that, by analysing the past interaction
history of an object, one can predict the quality of its future interactions [10,22].

In the specific context of social networks, like e.g. Twitter and Facebook,
reputation has several applications: for instance, it has been exploited to rank
users [1,21], to marginalize spammers [26] and dishonest services [5], to distrib-
uted moderation among users [13,14], to maximize information spread in viral
marketing strategies [11], and to refine search results [18].

Designing effective reputation systems for social networks is not an easy task,
for two main reasons. First, they have to deal with the impressive amount of data
generated by social networks: for instance, Twitter counts ∼10 M daily active
c© Springer International Publishing AG 2016
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users and ∼500 M tweets per day [2], while Facebook counts ∼900 M daily active
users, ∼44 M comments and ∼4.5 B likes per day [3]. Second, reputation sys-
tem must protect themselves from misbehaving users who try to undermine the
ranking mechanism in order to obtain unwarranted service or to prevent honest
participants from obtaining legitimate service [8]. Although some defence tech-
niques against these attacks have been proposed over the years [6,17,23,29,30],
currently there is no reputation system which is (either provably or empirically)
resilient to all kinds of attacks.

To make the situation even more complex, the problem of efficiency and that
of security are strictly related. On the one hand, if a system tries to improve
efficiency by reducing the frequency of reputation updates, an adversary could
easily build a positive reputation in a first period of time, and then exploit it to
carry on attacks in the time window where reputation is not updated. On the
other hand, frequently recomputing reputation gives rise to a performance prob-
lem: ideally, for each update we have to process all the historical data, besides
the new data. A possible approach to mitigate this issue is to truncate data older
than a certain time: for instance, Klout—a popular reputation aggregator—only
considers the last 90 days of user interaction [21]. However, this mechanism can
be subject to whitewashing attacks where an adversary abuses the system for a
while, and then simply waits some time before rebuilding a fresh reputation.

Contributions. In this paper we propose and evaluate a technique to reduce
the overhead of keeping updated the reputation of Twitter users. Instead of
näıvely truncating historical data, our technique aggregates it in constant time
and space, by adapting the fading memories technique of [23]. The actual repu-
tation of a user is computed by taking into account its recent (raw) behaviour,
its behaviour in the aggregated history, and the gradient of behaviour change. In
this way, we reach two goals. First, since the amount of data to be processed at
each update is (on average) constant, the average execution time of an update is
constant as well. Second, since the past interaction history is taken into account
(although in aggregated form), we mitigate whitewashing attacks like the ones
outlined above. A further feature of our technique is that it is parametric with
respect to the reputation algorithm used to process raw data. Overall, one can
choose the algorithm which offers the required defences on raw reputation, and
calibrate the weights of the raw/aggregated/gradient components to obtain sim-
ilar properties on the optimized algorithm.

We validate our technique, called Faderank, using two raw reputation algo-
rithms: TURank [28], and a variant of PageRank [20] suited to rank Twitter
users. In our experiments we use three real datasets, obtained by crawling
Twitter for several weeks. Our datasets contain tweets, retweets, and follow
relations of ∼10 K users, spanning over a period of eleven months. Assuming
a monthly reputation update, we compare the completion time of FadeRank,
TURank and PageRank, showing that Faderank is a constant-time algorithm,
while the computation time of the raw algorithms grows linearly on the size
of the input. To evaluate the precision of Faderank we use the Kendall τ rank
distance [12]. More precisely, for each dataset, for each iteration, and for each
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raw algorithm (TURank and PageRank), we measure two distances: the distance
between the ranking obtained by Faderank and the raw algorithm, and the dis-
tance between the latter and its forgetful version, where the history is truncated
every month. Our experiments show that, in all datasets, there is a little degrada-
tion of the precision of Faderank w.r.t. the raw algorithms, but Faderank is still
more precise than their forgetful versions. Further, we show that, compared with
the forgetful algorithms, Faderank is more resilient to whitewashing attacks.

The sources of our FadeRank tool, as well as the experimental data used for
its validation, are available online at tcs.unica.it/software/faderank.

2 Related Work

In this section we briefly survey the literature on reputation systems, with special
emphasis on those used for ranking users of social networks.

Pagerank. Many reputation systems are based on PageRank [20], an algorithm
originally introduced by Google to rank web pages. PageRank models the web
as a directed graph (V,E), where V is the set of web pages, and E is the set
of hyperlinks (i.e., references) from a page to another. The reputation of a web
page is proportional to the reputation of the web pages that reference it. Being
based on a single object-object relation, the PageRank model does not precisely
capture the rich topology of social networks. In Twitter, for instance, users can
follow other users, and send “tweets” which can be “retwitted” by other users.
Designing a reputation system which flattens this structure to a single user-user
relation may affect the precision of the results; hence, subsequent works have
refined the PageRank model to take into account more complex structures.

ObjectRank. ObjectRank [4] generalises the PageRank model by considering
different kinds of edges and nodes. Each node gives a part of its reputation to
the nodes linked to it. The exact amount of this reputation is determined by
(i) the weight on the edge which links the two nodes, and (ii) the reputation
of the source node. To account for the fact that different kind of relations may
affect the reputation in different ways, ObjectRank allows to associate a different
weight to each kind of edge.

To apply ObjectRank to a new domain, one has to instantiate an authority
transfer schema graph (VS , ES , wS), where VS is the set of node kinds, ES is
the set of edge kinds, and wS : ES → R associates weights to edge kinds. From
this schema graph and the dataset, ObjectRank constructs an authority transfer
graph (V,E,w, k), which is used to compute the reputation. The component V
is the set of nodes (the actual objects in the dataset), while E is the set of
edges (associated to an edge kind by k : E → ES). The component w : E → R

associates a weight to each edge as follows:

w(e) =
wS(k(e))

OutDegk(e)(u)
(1)

http://tcs.unica.it/software/faderank
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Fig. 1. In 1a, the user-tweet schema graph; in 1b, a user-tweet graph.

where OutDegeS (u) = # {e ∈ E | fst(e) = u and k(e) = eS} is the number of
edges of type eS originating from the node u.

Similarly to PageRank, the reputation is a vector r ∈ R
|V |, defined as the

fixed point of the following equation:

r = d A r +
(1 − d)

|V | [1, . . . , 1]T (2)

where d is a real constant (called damping factor), and A = (auv) is the transition
matrix where each element auv is given by

auv =

{
w((u, v)) if (u, v) ∈ E

0 otherwise
(3)

ObjectRank computes r through an iterative algorithm, which converges
whenever the transition matrix A is irreducible and aperiodic [19]. The first
condition is guaranteed by a suitable choice of the damping factor d, while the
second one happens to be true for real-world datasets.

TURank. The reputation system proposed in [28], called TURank, instantiates
the authority transfer schema graph of ObjectRank into a user-tweet schema
graph UTGS = (VS , ES), displayed in Fig. 1a. The set of nodes VS comprises
just two elements (user and tweet). The set of edges ES renders the fact that
Twitter users can: (i) dispatch tweets, (ii) follow users (i.e., when a user A
follows B, she will receive all tweets posted by B), and (iii) retweet the messages
they receive (i.e., if B retweets a message of A, this message will be received
by all the followers of B). The weights associated to edges reflect the following
assumptions: (i) authoritative users tend to follow other authoritative users;
(ii) tweets retweeted by many authoritative users are likely to be interesting;
(iii) users who post many interesting tweets are likely to be authoritative.

The authority transfer graph instantiated from the schema and the dataset is
called user-tweet graph, a minimalistic example of which is displayed in Fig. 1b.
TURank analyses this graph, using Eq. (2) to compute the reputation of Twitter
users. Note that, as anticipated in Sect. 1, to update the reputation one must con-
sidering both historical data and new data to reconstruct the user-tweet graph
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and analyse it. We discuss in Sect. 3 how our proposal reduces the computational
overhead of this operation.

Other Adapations of Pagerank. Several other papers propose reputation systems
for social networks by taking inspiration from PageRank and ObjectRank. Weng
et al. [27] propose an algorithm also takes into account the topic similarity
between the users (i.e., two users are similar to the extent they tweet on similar
topics). More precisely, the algorithm in [27] can associate to each user many
reputation values, i.e. one for each topic. To this aim, the PageRank model
is modified in [27] so to have a different transition probability between each
node (i.e. the values of the transition matrix), depending on the topic similarity
between them. Haveliwala [7] propose a similar algorithm to improve PageRank
using topics, but they use a different “teleportation” vector (the [1, . . . , 1]T vector
in Eq. (2)) for each topic, instead of changing the transition matrix.

Time-Sensitive Algorithms. Mariani et al. [16] investigate the problem of how
temporal aspects affect reputation systems based on PageRank, reaching the
conclusion that not considering these aspects undermines their accuracy. Hu
et al. [9] address this issue in the field of social networks, by adapting PageRank
to take into account three time factors: the age of an edge, the frequency with
which edges are created, and the topic similarity of the nodes linked by new
edges in a certain amount of time, under the assumption that trustworthy users
focus their activity in a certain topic for a period of time.

Algorithms Based on Other Techniques. Many works propose reputation sys-
tems for social networks which do not employ the link-structure analysis with
the PageRank model, and exploit instead machine learning techniques. Uysal
and Croft [24] compute a reputation for the incoming tweets of a user. The
reputation of a tweet is proportional to the probability that the recipient will
retweet it, and it is computed using a decision tree. To do that, they propose
several features, like e.g. the number of followers of the author, the number of
retweets, and the contents of the tweet itself. Wang [26] proposes a similar app-
roach, using a Bayesian classifier to detect spam tweets. Differently from [24], the
algorithm in [26] uses features obtained from a graph similar to the user-tweet
graph of TURank. Vosecky et al. [25] propose a filter model that uses a SVM
classifier to discard low quality tweets, and a rank model that uses Rank SVM
to order tweet by reputation. They use two sets of features: content-based (like
e.g. punctuation, spelling, grammatical indicators), and link-based, that utilizes
the implicit relations between tweets, hyper-links, and users. Ma et al. [15] asso-
ciates a reputation to tweets, rather than users. The reputation of a tweet is a
measure of its popularity, and it is computed using a sigmoid function, taking
into account the number of retweets, the number of possible views (i.e., number
of user that can see the tweet because they follow the author or other users that
retweeted it), and a model of the temporal dynamics of a tweet.



60 M. Bartoletti et al.

3 FadeRank

In this section we illustrate our technique, which is obtained by suitably com-
bining three basic ingredients:

– an arbitrary ranking algorithm, used to compute the raw reputation from the
data collected in a time interval;

– the dependable trust model, used to compute the aggregated reputation from
the raw reputation and the historical data;

– the fading memories technique, used to aggregate the historical data in con-
stant time and space.

Overall, we call FadeRank the combination of these three ingredients. Before
introducing in Sect. 3.3 our algorithm, we present in Sects. 3.1 and 3.2 the
dependable trust model and the fading memories technique.

3.1 Dependable Trust Model

We exploit the dependable trust model of [23] to compute the aggregated rep-
utation of users, taking as input the raw reputation obtained by an arbitrary
ranking algorithm. The aggregated reputation of a given user at time interval
i ≥ 0, denoted by AR[i], is the weighted sum of three components:

AR[i] = α · R[i] + β · H[i] + γ(i) · D[i] (4)

where:

– R[i] is the raw reputation of the user at time interval i;
– H[i], defined by Eq. (5) below, aggregates in a single value the history of the

user reputation over the time intervals 0, . . . , i − 1;
– D[i], defined by Eq. (6) below, represents the change of reputation of the user

in the last time interval.

More precisely, the value H[i] is computed as follows:

H[i] =
n∑

k=1

R[i − k] · wk∑n
j=1 wj

where n =

{
maxH if i � maxH

i otherwise
(5)

and where maxH is the number of past raw reputation values stored by the
system, and wk is a weight. Some possible choices for wk (taken from [23]) and
their effects are displayed in Fig. 2.

The value D[i] is computed as the difference between the aggregated history
and the current raw reputation as follows:

D[i] = R[i] − H[i] (6)

The weights α, β, and γ in Eq. (4) can be tuned to change the response of
the reputation system to attacks. A larger value of α gives more weight to the
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Fig. 2. The figures show a simulation of a whitewashing attack. We compare the trend
of the history values H[i] (solid lines) to the raw reputation values R[i] (dashed lines),
i.e. the behaviour of the attacker, for two different choices of wk. Figure 2a shows an
optimistic choice, i.e. wk = ρk−1 (with ρ < 1), for which Eq. (5) becomes an exponen-
tially weighted sum. Instead, Fig. 2b shows a pessimistic choice, i.e. wk = 1

R[i−k]
, which

yields a harmonic mean.

recent behaviour, while a larger value of β gives more weight to the past history
(to address e.g., whitewashing attacks [10]).

The weight γ(i) at time interval i is given by:

γ(i) =

{
γ1 if D[i] � 0
γ2 otherwise

(7)

where γ1 and γ2 are two constants. A possible choice of these constants, as
suggested by [23], could be γ1 < β < γ2. In the first case (D[i] ≥ 0) we reward
by a factor γ1 an amelioration of the user behaviour, while in the second one
(D[i] < 0) we penalise by a factor γ2 its deterioration.

3.2 Fading Memories

When computing the history value H[i] in Eq. (5), we assume that the system
stores the raw reputation values for a user for the past maxH intervals. If, to
account for the distant past, we were storing a large number maxH of values, we
would cause a large memory footprint, as well as an increase of the time needed
to compute H[i] upon each update. On the other hand, a small value of maxH
would make the malicious behaviour of a user forgotten after maxH intervals,
so paving the way to whitewashing attacks.

To cope with this issue, we exploit the fading memories technique of [23],
which allows to compute a bounded digest of the whole past history, and so
to compute the value H[i] in constant time and space. To do that, we store
only the most recent raw reputation values exactly, while we aggregate (fade)
the older values, with an accuracy that decreases proportionally to their age.
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Fig. 3. Fading memories with b = 2 and m = 3, which aggregate bm − 1 = 7 past raw
reputation values into m values. The faded values FAR[i] (for i ∈ 0 . . . 2) are obtained
by aggregating b0 = 1, b1 = 2, and b2 = 4 past raw reputation values.

More precisely, fixed two strictly positive integer constants b and m, the fading
memories aggregate into m values the past reputation values: the i-th value is
the digest of bi reputation values. The 0-th fading memory is a digest of the b0

most recent reputation value (i.e., just R[i]), the 1-th is a digest of b1 values (i.e.,
R[i−1], . . . , R[i−b]), and so on. Since

∑m−1
i=0 bi = bm−1, the m fading memories

actually represent a digest of the last bm − 1 reputation values. Figure 3 shows
an example of fading memories with b = 2 and m = 3. The memories for the
recent past aggregates a smaller number of raw reputations than the one for the
old past, thus making the former more precise.

To update the fading memories at the stroke of a new time interval we use
Eq. (8) below, where we denote with FARt[i] (for 0 ≤ i ≤ m − 1) the i-th faded
past reputation value at interval t of a given user:

FARt+1[i] =
FARt[i] · (bi − 1) + FARt[i − 1]

bi
(8)

3.3 The FadeRank Algorithm

Our FadeRank algorithm is illustrated in Algorithm 1. The main routine is
FadeRank (lines 1–7), which takes as input newData , the user-tweet graph
corresponding to the interactions in the most recent time interval. This graph
is then passed to a ranking algorithm (line 2), which computes the raw reputa-
tions on newData (i.e., the ranking algorithm considers newData as the whole
history of interactions). The call to ComputeReputation (line 4) updates the
reputation of a user, exploiting the dependable trust model described in Sect. 3.1.

The function ComputeReputation takes as input the current fading mem-
ories vector far , and the score for the interval computed before. At line 9 we
aggregate the far values into a single value to compute history , according to
Eq. (5). The score and history values are then used to compute the change of
reputation diff (line 10) according to Eq. (6). At line 11 we compute the weight
γ as in Eq. (7), and then at line 12 we compute the new reputation of the user,
exploiting Eq. (4). The last step is the update of far (line 5), performed by the
function UpdateFAR, that employs Eq. (8) (line 16).
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Algorithm 1. FadeRank
1: procedure faderank(newData )
2: rawScores ← reputationAlgorithm(newData )
3: for i=1 to |users | do
4: usersi.score ← computeReputation(usersi.far , rawScoresi)
5: usersi.far ← updateFAR(usersi.far , rawScoresi)
6: end for
7: end procedure

8: function computeReputation(far , score )

9: history ←
|far |∑

i=1

far i · wi

|far |∑

k=1

wk

10: diff ← score − history
11: γ ← if diff � 0 then γ1 else γ2

12: return α · score + β · history + γ · diff
13: end function

14: function updateFAR(far , score )
15: for i=1 to m do

16: newFARi ← far i · (bi − 1) + far i−1

bi

17: end for
18: return newFAR
19: end function

4 Validation

In this section we validate FadeRank in terms of its performance and precision
with respect to two raw ranking algorithms, i.e. TURank [28] and a variant
of PageRank [20] tailored to Twitter1. Additionally, we compare the precision
of both instances of FadeRank with the forgetful versions of the raw ranking
algorithms, which truncate the history every month.

Hereafter, we shall denote with:

– FadeRankT: the instance of FadeRank which uses TURank as source of raw
reputation;

– FadeRankP: the instance of FadeRank which uses our variant of PageRank;
– ForgetT: the forgetful version of TURank;
– ForgetP: the forgetful version of PageRank.

Datasets. To the purpose of validation we have constructed three datasets,
obtained by a custom crawler which downloads data (i.e., the tweet, retweet
1 Note that we cannot use PageRank as is because of limitations of Twitter APIs,

which do not allow to obtain temporal information about the “follow” relation. To
circumvent this limitation, our variant of PageRank operates on the “tweet” and
“retweet” relations, by assigning to each user the sum of the score of its tweets.
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and follow relations) exploiting the Twitter APIs. Table 1 shows the details of
the datasets; all of them cover a time-span of 11 months. The datasets D1 and
D3 contain data of Italian users (the former has a relevant portion of influential
users; the latter contains mostly normal users), while the dataset D2 contains
data of American users.

In the rest of this section we present the validation results only for dataset D1;
the analysis of the other datasets leads to very similar results, so to save space
we make it available online at tcs.unica.it/software/faderank.

Table 1. Datasets details.

Dataset #Users #Tweet #Follow #Retweet

D1 ∼11 K ∼14 M ∼15 M ∼5 M

D2 ∼12 K ∼12 M ∼15 M ∼4 M

D3 ∼12 K ∼11 M ∼11 M ∼3 M

Partitioning the Datasets in Time Intervals. We are interested in evaluating
and relating the performance and the precision of incremental algorithms (i.e.
FadeRankT, FadeRankP, ForgetT, and ForgetP) with respect to non-incremental
ones (i.e., TURank and PageRank). To this purpose, we partition each dataset
in 11 time intervals, each one comprising data spanning over 30 days. Then, we
execute the algorithms to update user reputation, with the following criteria:

– incremental algorithms: for each time interval, process only the data contained
in such interval;

– non-incremental algorithms: for each time interval i, process the data from
the first to the i-th time interval.

Choice of the Parameters. For the purpose of the validation, we have to fix
actual values for several parameters:

– the weights α, β, γ1, γ2 of the function AR in Eqs. (4) and (7);
– the weight function wk in Eq. (5);
– the values for the parameters b and m of the fading memories (Eq. (8)).

The choice of the parameters for the dependable trust model aims at equal-
izing the scale and behaviour of FadeRank and of the raw reputation algorithm
(TURank and PageRank). To this purpose, we choose wk = ρk−1 as in Fig. 2a
(with ρ = 0.9), and we compute the weights α, β, γ1, γ2 as follows:

1. we start by executing FadeRankT (resp. FadeRankP) on dataset D1, simu-
lating an update of the user reputation in 30-days intervals;

2. for each update, we save the raw reputation (denoting with Rn
t the raw rep-

utation of user n at interval t) and the history values (denoting with Hn
t the

history value of user n at interval t);

http://tcs.unica.it/software/faderank
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3. we execute TURank (resp. PageRank) with the data from interval 0 to t, so
to compute the reputation of each user (denoting with Tn

t the reputation of
user n at the interval t);

4. we solve the over-determined linear system obtained with the equations in
the form α · Rn

t + β · Hn
t = Tn

t , using the minimum least squares method;
5. finally, we use the solution of the linear system as initial values of α and β,

which we fine-tune to mimic the behaviour of TURank (resp. PageRank);
using the same criteria we choose the parameters γ1 and γ2

2.

For the fading memories parameters we choose b = 2 and m = 3, so to have
a small number (i.e., 23 − 1 = 7) of values to store. Note that, by increasing
the number of fading memories (i.e., choosing bigger values for b and m), the
FadeRank algorithm would take account for the past more precisely. Table 2
summarizes the choice of parameters used in the validation.

Table 2. Choice of the parameters of FadeRankT and FadeRankP.

Algorithm α β γ1 γ2 wk ρ b m

FadeRankT 0.3 0.9 0.1 0.1 ρk−1 0.9 2 3

FadeRankP 0.3 1.2 0.1 0.1 ρk−1 0.9 2 3

Performance Analysis. Figure 4 shows the execution time of FadeRankT vs.
TURank (Fig. 4a), and of FadeRankP vs. PageRank (Fig. 4b). As expected, the
experimental results show that the execution time of the non-incremental algo-
rithms grows linearly with time (because the amount of data to be analysed
grows at each update), while the execution time of FadeRank remains more
or less constant. Note that the execution time of FadeRank cannot be exactly
constant, because the size of the partition of the dataset is not constant (e.g.,
the monthly number of tweets may vary). The execution time of the forgetful
versions of the algorithms (not shown in the figure) are very close to that of
FadeRank.

Precision Analysis. To evaluate the precision of FadeRank, we consider rankings,
i.e. list of Twitter users sorted by their reputation (computed each month). More
precisely, we compare the ranking of FadeRankT (resp. FadeRankP) with the
ones obtained by TURank and ForgetT (resp. PageRank and ForgetP). To com-
pare two rankings we use the Kendall’s τ [12], similarly to [27]. The Kendall’s τ
is a value in the range [−1;+1] which measures the correlation between two
rankings: in particular, τ = +1 indicates that the two rankings perfectly agree
(i.e. they are the same), while τ = −1 indicates perfect disagreement (i.e., a
ranking is the inverse of the other), and τ = 0 denotes no correlation.
2 Note that we cannot compute the γ-weights by solving the linear system, because

the value Dn
t is a linear combination of the other two (i.e., Dn

t = Rn
t − Hn

t ).
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Fig. 4. In 4a, the execution time of FadeRankT (dashed line) and TURank (solid line)
for dataset D1. In 4b, the same for FadeRankP and PageRank.

Figure 5 shows the results of our experiments on dataset D1. We see that,
despite its constant-time execution, FadeRankT loses a small amount of precision
with respect to TURank, but it is still more precise than ForgetT on the long
term. The comparison of FadeRankP and PageRank shows similar results: in this
case, the gain of precision of FadeRank with respect to the forgetful algorithm
is evident from the starting time intervals.

Fig. 5. In 5, the Kendall’s τ correlation between the rankings of FadeRankT vs.
TURank (solid line), and ForgetT vs. TURank, on dataset D1. In 5b, the same for
FadeRankP, ForgetP and Pagerank.

To further compare the precision of FadeRank with that of the forgetful algo-
rithms, we have experimented on an artificial dataset which represents a white-
washing attack scenario. The dataset, containing 500 users and 400 K tweets
spanning over 11 months, contains 30 % of spammers, who—after being ranked
low in the past—begin to share high-quality content in the attempt to white-
wash their reputation. Since TURank and FadeRank process the whole past
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behaviour of users, they can address this attacks, by letting the reputation of
spammers increase slowly. Conversely, the forgetful algorithms discard the past
history every month, hence they are susceptible to such whitewashing attacks.

The results of our experiments, reported in Fig. 6, show that the hybrid
approach adopted by FadeRank, which only records a bounded digest of the
past history (namely, bm − 1 = 7 fading memories), is enough to address the
whitewashing attack. More precisely, the diagram in Fig. 6a shows the expected
drop of precision for ForgetT with respect to TURank starting at the seventh
month, while the precision of FadeRank remains within τ > 0.9.

Fig. 6. In 6a, the precision of FadeRankT and ForgetT for the whitewashing dataset.
In 6b, the same for FadeRankP and ForgetP.

5 Conclusions

We have proposed an incremental reputation algorithm for Twitter, which
updates the user reputation in (roughly) constant time. In this way we address a
performance issue of reputation algorithms, which typically either consider the
whole historical data at every update (so suffering from a huge computational
overhead), or just discard the past (so being subject to whitewashing attacks).

Our algorithm, named FadeRank, exploits the technique introduced in [23] to
summarize the past history in a bounded number of values—the fading memo-
ries. FadeRank combines the fading memories with the raw reputation computed
in the most recent time interval, obtained (in constant time) by an arbitrary rep-
utation algorithm. The actual behaviour of FadeRank depends on the weights
associated to these components. A dominant weight on the raw component makes
the reputation adapt very quickly to the most recent behaviour: a consequence
of this choice is that spammers, i.e. malicious users that frequently tweet unin-
teresting or misleading content, could adopt a strategic oscillation behaviour,
leading to a whitewashing attack [10]. A user who adopts this behaviour oscil-
lates between building reputation, behaving non-maliciously, and then “milking”
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reputation, behaving maliciously. Instead, a dominant weight on the historical
component makes the reputation adapt more slowly to the recent behaviour, so
offering a defence against the above-mentioned attack.

We have validated FadeRank by comparing its performance and precision
with those of two standard ranking algorithms, i.e. TURank [28] and a variant
of PageRank [20] tailored to rank Twitter users. To perform the validation we
have developed a crawler, through which we have downloaded from Twitter three
large datasets of tweet/retweet/follow data, spanning over a period of 11 months.
Our experiments show that, although the execution time of FadeRank is nearly
constant at each reputation update (while, as expected, the execution time of
TURank and PageRank grows linearly at each update), the loss in precision
with respect to the raw algorithms is very limited. Further, FadeRank outper-
forms in precision the forgetful versions of the raw reputation algorithms, which
näıvely truncate the past history. In particular, our experiments show that these
algorithms suffer from a huge loss of precision in the presence of whitewashing
attacks, while the ranking obtained by FadeRank is still quite close to that of
the raw algorithms.
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Abstract. In microblogs, the problem of information overload has trou-
bled many users especially those with numerous followees. Users receive
hundreds of tweets in chronological order and have to scan through pages
of tweets to find useful information. In this paper, we propose a person-
alized tweet re-ranking framework for re-ranking the tweets received by
a user based on his preference such that interesting tweets are ranked
higher for the user. With the personalized re-ranked tweets, the user can
find his interesting tweets conveniently. Modeling users’ preference in the
context of tweet streams is more challenging than modeling that in the
context of long documents as it is difficult to capture users’ interests
with sparse short text documents like tweets. To address this challenge,
we propose a media awareness tweet re-ranking model, MATR for short,
to incorporate WeMedia accounts (WeMedia is a type of accounts in
microblogs that only has media attributes publishing original and valu-
able messages), and explicitly calculate the influence of the publishers of
these tweets. Experimental results demonstrate the effectiveness of our
method compared to state-of-the-art baselines.

Keywords: Personalized tweet re-ranking · Topic modeling · Microblog

1 Introduction

With the rising of social media, microblogs such as Twitter1 and Sina Weibo2

have become increasingly popular for their important roles in information shar-
ing and interpersonal communication. When a user logs in with his own account,
there would be a large amount of tweets shown to the user especially when he
has many followees. Almost half of the tweets pushed to him are pointless bab-
ble while the rest of them are news, conversations, self-promotions and trashes
[8,9,13,16,18]. Some important and useful tweets would be flooded by other
tweets that the users do not care. This problem of information overload problem
troubles the users, since all tweets are posted to them in chronological order and
considered equally important regardless of the users’ personalized interests.

1 http://twitter.com.
2 http://weibo.com.

c© Springer International Publishing AG 2016
W. Cellary et al. (Eds.): WISE 2016, Part II, LNCS 10042, pp. 70–84, 2016.
DOI: 10.1007/978-3-319-48743-4 6

http://twitter.com
http://weibo.com


Personalized Re-ranking of Tweets 71

One effective solution to assist a user to access the tweets he is interested
in is to re-rank the tweets posted to him based on his personal interests. Users’
interests modeling has been widely studied including [4,7,15,19,22,24,26,28],
who model users’ interests in terms of topics. Tweet ranking and recommenda-
tion [2,5,11,25,30], integrate tweet contents and other features including tweet
history and social relations to infer users’ preferences. All of these methods
do not consider media attributes of microblogs and big data behind the users’
followees.

To effectively retrieve interesting tweets for a specific user, we propose a
personalized media awareness tweet re-ranking model, abbreviated as MATR.
We estimate a user’s personalized preference based on the tweets he posted and
the WeMedia accounts he is following. Our approach builds on the previous
work [7,17,26–28,30], but we explicitly consider the big data behind the users’
followed WeMedia accounts and the influence of tweet publishers. We briefly
describe our model in the following two paragraphs.

Users’ media attributes have been discussed in [8,10,12,14,20,29].
WeMedia [20,29] is a type of accounts which focuses on vertical specialization
areas such as technology, finance, automobile etc. These WeMedia accounts do
publish lots of original and valuable contents [20]. In general, WeMedia accounts
publish a large amount of tweets and the texts obey common text rules with
more meaningful nouns, phrases and universal grammars. Intuitively speaking,
the reason why a user follows a WeMedia accounts is that there are some topics
the user concerns in the contents he published. We then incorporate the tweets’
texts published by the WeMedia accounts the user is following and the user’s
published tweets to infer a global topic mode (GTM), via which we can infer the
user’s topic distribution.

Words can have different meanings in different contexts. For example, if a
user often tweets about IT, iphone, coding, android, we need the word “apple”
to indicate a product of Apple Inc. instead of fruit when he says “Apple is
amazing”. In order to solve this problem of word ambiguity, for each document
(tweet), we use all the tweets published by the WeMedia account who is the
original publisher of the tweet, to build a local topic model (LTM). We use two
hierarchical topic models (GTM and LTM) to infer the topic distributions of
each tweet and the user’s interests. We calculate the user’s preference score on
a tweet based on the topical similarity between the user and the tweet. And,
we calculate the influence of the tweet publisher, including the authority of the
publisher, the quality of tweets and social interactions between the user and
the publisher. Experimental results show that our approach captures each user’s
interests more accurately and recalls more useful tweets.

The main contributions of this paper are as follows:

(1) We propose a personalized media awareness tweet re-ranking model (MATR)
to re-rank the tweets posted to a user based on the his preference for these
tweets.

(2) We alleviate sparsity of data, topic coarse in modeling users’ interests by
incorporating those large amount of WeMedia accounts the user is following.
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(3) We propose to use the local topic models for the tweets to alleviate word
ambiguity and understand what the tweets talk about better.

(4) We compute the influence of the publishers of tweets on the user’s preference
for these tweets explicitly.

The rest of this paper is organized as follows. We review related work in
Sect. 2. We give our proposed framework in Sect. 3. Section 4 shows experiments
and evaluation. We give conclusions in Sect. 5.

2 Related Work

Our approach builds on the earlier work in automatic WeMedia accounts detec-
tion, topic modeling, tweet ranking and tweet recommendation.

2.1 WeMedia

Kwak et al. [8] and Shayne and Willis [29] prove that the microblog service is
not only a social network but also a news media platform, while some accounts
exist as media accounts and publish many valuable tweets. These accounts who
publish vast original and useful messages, are regarded as WeMedia accounts [20].
Liu and Zhang [20] study WeMedia accounts from posting behaviors and posting
contents and then propose a method to detect WeMedia accounts automatically,
while the method of WeMedia accounts detection is used in our work.

2.2 Topic Modeling

Topic models [1,6] are widely used to project high-dimensional words into low-
dimensional latent topics, where each document and each word are viewed as
multinomial distributions over a set of topics. The latent topics extracted from
users’ documents and words are used to infer users’ interests [15,19,24,28,35].
When dealing with short texts, Wan and Xiao [31,32] add extra neighbor docu-
ments for topic decomposition. But the finding of neighbor documents are usually
arbitrary. These methods introduce too much noise and result in topic drift when
the document and its so-called neighbor documents do not talk about the same
topics. Liu et al. [21] and Matthew and Macskassy [23] aim to find the topics to
represent interests for users in Twitter by identifying the entities they mentioned
in the tweets. Zhao et al. [4] extract representative key words from tweets with
considering the setting of Twitter and classify latent topics into “back-ground”
topics and “personal” topics. Inspired by these methods, we represent a user’s
interests and a tweet in both topic level and word level.

2.3 Tweet Ranking and Recommendation

Weng et al. [33] propose a graph-based ranking strategy to rank tweets posted
to each user based on the relevance between users’ interests and tweet contents.
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Duan et al. [3] use a learning-to-rank approach for general tweet ranking. Feng
and Wang [5] incorporates all sources of information like users’ profile, tweet
quality, interaction history to rank the tweets for each users. Vosecky et al.
[30] utilizes topic models and language models to represent words in both topic
level and word level, which gives an efficient method to calculate topic affinity
between users and tweets. Chen et al. [2] propose to recommend tweets based
on collaborative ranking strategy and other useful contextual information. Sim-
ilarly, recommending “novel” tweets to users are studied in [25]. These methods
consider many information including social relations and other explicit features
to represent the user’s preference for each tweet, but when to infer each user’s
interests they still decompose the user’s tweet contents into topic level using tra-
ditional topic models simply without solving the coarse topics and the problem
of word ambiguity.

Our work is different from the above related works in the following important
ways: (1) We incorporate long tweets published by WeMedia accounts which have
meaningful nouns, meaningful phrases and universal grammars to alleviate data
sparsity when infer users’ interests in the setting of microblogs and (2) we then
explicitly calculate the influence of the tweet publisher on the users’ preference
for a tweet.

3 Media Awareness Tweet Re-ranking

3.1 Overview

Table 1. Main notations used in this paper
Notation Gloss

K Number of topics

V The vocabulary size

u A user

i A new posted tweet (item, document)

d A tweet or retweet

w A word presenting in a tweet, w ∈ d

Mu Multinomial distribution of user u

Qi Multinomial distribution of item i

bi Influence of publisher of tweet i

r̂u,i Estimation of u’s preference on item i

Nu The WeMedia accounts user u followed

θd Multinomial distribution of tweet d

φk Multinomial distribution of topic k

zw, zd Topic assignment on word w and tweet d

α, β Hyper parameters in our topic model

μ, λ, η Hyper parameters in MATR

We aim to re-rank the tweets that
are posted to each user during
a certain time period for each
user. That is: our task is to esti-
mate each user’s preference on
each tweet. We use u to represent
a user and i to indicate an item (a
tweet posted to the user u). A user
u’s interests are represented as a
multinomial distribution of topics
Mu, and an item i is represented
as a multinomial distribution Qi.
The score r̂u,i of user u’s prefer-
ence on tweet i is obtained as fol-
lows:

r̂u,i = bi + sim(Mu, Qi), (1)

where sim(Mu, Qi) represents the similarity between a user’s topic distribution
and the distribution of item i. bi is the influence of the publisher of tweet i. The
main notations we use in this paper is summarized in the Table 1.

We show the method to calculate topical similarity between a user and an
item in Subsect. 3.2. Then we detail the influence of the publisher of tweet i on
the user u’s preference for tweet i in Sect. 3.3.
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3.2 Topical Similarity Between a User and an Item

We split the user u’s set of published tweets into two subsets. The first subset Du

contains all the user’s original tweets, while the second subset Ru contains tweets
that are retweeted from other users. In order to represent the user’s interests
Mu, we need to infer topic distribution MDu

and topic distribution MRu
. They

relationship of these three multinomial distributions is the following:

Mu = λMDu
+ (1 − λ)MRu

, (2)

where λ is free parameter that measures the importance of original tweets in
inferring user u’s interests. We use Jelinek Mercer smoothing method [34] to
incorporate topic distributions of original tweets and retweets.

Topic Distribution of Original Tweets MDu : We use LDA [1] to infer
a topic distribution of each document, in our case, tweet, and then average
all distributions to infer MDu

. We use a tweet set Du published by the user’s
followees and himself to build a global topic model abbreviated as GTM. We
use GTM to infer the topic distribution on tweet d as θd, θd,k representing the
k-th dimension of θtj , d ∈ Du, k ∈ [1,K]. w is a word in tweet d. φGTM

k is a
topic-word distribution being the probability of a set of words generated under
topic k. P (w|φGTM

k ) indicates the probability of word w being generated under
topic k. θGTM

d,k represents the probability of a document d being assigned to topic
k in GTM. The user’s original tweets topic distribution Mu,Du

on topic k can
be formulated:

MDu,k =
1

|Du|
|Du|∑

j=1

θGTM
dj ,k . (3)

Then we introduce how to incorporate the WeMedia accounts the user is follow-
ing to infer topic distributions of retweets.

Topic Distribution of Retweets MRu
: For each user u, we identify the

WeMedia accounts user u followed as Nu using the method [20]. Inspired by [30],
we use both words and topics to represent the user’s interests. For each tweet
d ∈ Ru, there is a publisher Nud

∈ Nu, Nud
�= u. We use the tweets published

by the WeMedia account Nud
to train a local topic model LTMd. Then we get

document-topic distribution θLTMd

d for document d and topic-word distribution
φLTMd

k for each topic k.
We assign the document d a single topic by choosing the topic that maximizes

the probability of θd,k. Then the topic assignment on tweet d is zd:

zd = arg max
k

θLTMd

d,k = arg max
k

∏

w∈d

P (w|φLTMd

k ). (4)
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Similarly, one single topic assignment zw on word w ∈ d is obtained by
choosing the topic that maximizes the probability of φLTMd

k,w :

zLTMd

w = arg max
k

P (w|φLTMd

k ). (5)

For each word w ∈ d, select top-N words in the topics whose topic is
z = zLTMd

w and add these words into document d, leading the document d has
more precise and sufficient words to express its topics. Then we get document d
expanded to d

′
, and the retweet set Ru expanded to R

′
u. At the same time, users

have similar interests with the publisher as mentioned below. After incorporate
the WeMedia contents, we formulate the topic distributions of retweet set Rd on
topic k as follows:

MRu,k =
1

|R′
u|

|R′
u|∑

d′=1

θGTM
d′ ,k . (6)

After the two steps inferring MDu
and MRu

, we infer the user u’s inter-
ests Mu by combining topic distributions of his original tweets MDu

and topic
distributions of all retweets MRu

. The k-th dimension of Mu is formulated as:

Mu,k =λMDu,k + (1 − λ)MRu,k

=λ
1

|Du|
|Du|∑

d=1

θGTM
d,k + (1 − λ)

1
|R′

u|
|R′

u|∑

d′=1

θGTM
d′ ,k .

(7)

Topical Representation of an Item Qi : If the publisher of tweet(item) i
is an ordinary user, we use GTM to obtain its topic distribution Qi. The k-th
dimension of Qi is obtained as follows:

Qi,k =
∏

w∈i P (w|φGTM
k )

∏
w∈i

∑
z P (w|φGTM

z )
. (8)

If the publisher of tweet i is a WeMedia account, we get the tweet i expanded
to i

′
. We add similaring words under the identical topics in LTMi as metioned

before. Then, we get the topic distribution on tweet i Qi, while the dimension k
of Qi is obtained as follows:

Qi,k =
∏

w∈i′ P (w|φGTM
k )

∏
w∈i′

∑
z P (w|φGTM

z )
. (9)

As we represent each user and each item via a multinomial topic distribution,
we calculate the cosine similarity between each user and each item. Then the
remaining problem is to calculate the influence of the publisher, which is shown
in the next Subsect. 3.3.
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3.3 Calculation of Publisher Influence

We formulate the publisher’s influence on the user u’s preference on item i as
bi. The publisher’s explicit features are deduced in the following three primary
parts:

Interest Affinity Weight wI (Nui
,u): We use Nui

to indicate the publisher
of tweet i, and wI(Nui

, u) to indicate the affinity of interests between the user
u and the user Nui

. Generally, the user tend to retweet a tweet when the tweet
publisher has similar interests with him. We measure the similarity of interests
between the user u and the publisher Nui

via their latent topic profiles using
inverse KL-divergence:

wI(Nui
, u) = 1/KL(Mu,MNui

). (10)

Publisher Authority Weight wA(Nui
,u): The authority of a publisher is

indicated by the number of followers, the number of tweets and the number of
mentioned times. We use cfollow to indicate the number of followers of user Nui

,
and use cfollowAvg, cfollowMax indicate the average number of followers a user is
following and the maximal number of followers a user is following respectively.
The number of tweets infer the user’s activeness in microblogs. ctweet is number
of tweets published by user Nui

, ctweetAvg, ctweetMax are the average number of
tweets a user published and the maximum number of tweets a user published
respectively. Mentioned counts are the times the publisher has been mentioned
in other tweets, the frequency indicating the popularity of the publisher. cment,
cmentAvg and cmentMax represent the number of times user Nui

being mentioned
in other tweets, the average number of times a user being mentioned and the
maximum number of times a user being mentioned. The authority weight is
normalized as follows:

wA(Nui
, u) =η1

cfollow − cfollowAvg

cfollowMax
+ η2

ctweet − ctweetAvg

ctweetMax
+

η3
cment − cmentAvg

cmentMax
.

(11)

Content Quality Weight wC (Nui
,u): The quality of a tweet is estimated by

the length of the tweet, retweeted times of the tweet, the number of comments
in the tweet. Tweets which are long and retweeted or commented many times
could be awarded as high quality tweets. We use c(awardedTweet) to indicate
the number of high quality tweets and use (c(tweet) to indicate the number of
tweets the user Nui

published. The weight of the quality of publisher’s contents
is estimated by wC(Nui

, u):

wC(Nui
, u) =

log(c(awardedTweet))
log(c(tweet))

. (12)
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The overall weight of the influence of publisher Nui
on user u is formulated

as:
bi = μ1wI(Nui

, u) + μ2wA(Nui
, u) + μ3wC(Nui

, u), (13)

where μ1, μ2, μ3 ∈ [0, 1] indicates the weight of different factors,
∑

j μj = 1.
Using Eqs. 3, 7, 8, 9 and 13, the user u′s preference score r̂u,i on item i is

formulated as follows:

r̂u,i = cos(Mu, Qi) + μ1wI(Nui
, u) + μ2wA(Nui

, u) + μ3wC(Nui
, u). (14)

4 Experiments

4.1 Experimental Setup

In this paper, we use Sina Weibo as our default setting of microblog service.
We work with a dataset crawled from Sina Weibo. The dataset contains 896
users including all their published tweets from the date of their registration
up to May 1, 2015 and their social relations. For each user, we crawl all the
followees he followed including the tweets and user-information. Finally, we get
21058 users in total. The average number of tweets an ordinary user published
is 1,137, including 156 original tweets and 981 retweets. In these 981 retweets,
563 of them are published from WeMedia accounts while the rest of them are
published from ordinary users. An ordinary user follows 133 users averagely, and
64 of them are WeMedia accounts. Table 2 shows the statistics of the dataset.

Table 3 shows the difference between ordinary users and WeMedia accounts.
We get 4864 WeMedia accounts and 16194 ordinary users in this dataset. Aver-
agely, a WeMedia account has 12798 followers while an ordinary user only has
433 followers. The average number of tweets and average retweeted times per
tweet published by a WeMedia account are 9799 and 97 respectively, while the
values are 1137 and 0.86 respectively published by an ordinary user. The average
length of a original tweet published by a WeMedia account is 76 while the value is

Table 2. For each user, #tweets to be trained, #followees, #WeMedia accounts he
followed, #tweets, #retweets

Training tweets Followees WeMedia accounts Original tweets Retweets

2.3M 133 64 156 981

Table 3. Comparison between WeMedia accounts and ordinary users, #, #followers,
#tweets(including original tweets and retweets), retweeted times per tweet, average
length of each tweet

Account type # #followers #tweets Retweeted times Tweet length

WeMedia accounts 4864 12798 9799 97 76

Ordinary users 16194 433 1137 0.86 23
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only 23 when published by a ordinary user. The numbers of key words of a tweet
published by ordinary users and WeMedia accounts are shown in Subsect. 4.5.

In this dataset, the retweeted tweets are regarded as positive samples and
the others are negative samples. For each user, we depart the tweets in two parts
based on their chronological order, and the first three fourths of the tweets are
used for training while the rest of them are used for validation.

4.2 Effectiveness of MATR

We use precision to indicate the ratio of tweets in the ranked list that are
retweeted finally, and use recall to indicate how many tweets the user has
retweeted can be found by our method. We use Mean-F1 measure to evaluate
our method. Mean-F1 is obtained by averaging F1 values of the all 896 users.

Now we show the performance of our method compared to other four meth-
ods. The detailed implementations are listed below:

Chronological: The tweets are regarded as equally important and posted
in chronological order. This strategy indicates the default user experience in
microblogs.

Retweeted Times: We re-rank the tweets based on its retweeted times, for
the retweeted times is an objective estimation of the popularity of a tweet. This
method ignores personalized users’ interests and regards all users’ interests are
the same as the public.

LDA: In LDA [1], user interests are represented from the majority of tweets
he published. Known the distribution of user u and tweet d, we calculate the
preference score as below:

yu,d =
∑

d0∈Tweets(u)

DKL(d0||d) + bd (15)

Here DKL(d0||d) express the KL-divergence between the topic distribution of
two tweets, bd express tweet bias.

CTR: Collaborative tweet recommendation [2], a representative method in the
state-of-art, which incorporates users’ contents and social relations. On the one
hand, CTR decompose users’ tweet contents into topic level using traditional
latent topic models to capture user personal interests. On the other hand, CTR
take social relation factors and explicit features into account to represent each
users’ preference to each particular tweet.

Figure 1 shows the performance of five compared methods. In general, the
re-ranked tweet lists should be compact, then the length of re-ranked tweet lists
are 10, 30, 50 and 100 in our experiments.

In Fig. 1, we see that chronological strategy shows poor results with Mean-F1
value 0.095 when the length of a list is only ten, which indicates users can almost
retweet no more than one status in the ranking list. When the length of ranking
list increase to 30, 50 and 100, its Mean-F1 value is 0.1, 0.1 and 0.12. It is obvious
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that users scan the tweets but do not retweet frequently. This method in our
experiments is regarded as a random order to present statuses to a personalized
user and the performance is depended on the ratio of positive samples.

Fig. 1. Mean-F1 of five com-
pared methods in different
length of tweet lists.

The performance based on retweeted times
obtains a slight improvement compared with
chronological order, whose Mean-F1 values range
from 0.19 to 0.23. It is still a poor result for there
are many positive samples in test dataset indi-
cating that even if we rank the tweets randomly
we can obtain a comparable performance with
retweeted times strategy. The result verify the
necessity of personalized tweet re-ranking while
personalized users’ interests are not very similar
to the popular interests.

LDA outperforms the two mentioned methods
because it use users’ tweets to infer their interests,
and the Mean-F1 values are 0.367 to 0.38. When
the length of tweet list varies from 10 to 30, the Mean-F1 values vary from 0.367
to 0.37. The Mean-F1 value slightly improves to 0.38 with the length of re-ranked
item list increased to 50 and 100.

Then we come to CTR, the collaborative tweet ranking method obtain a large
improvement compared with three previous methods, whose Mean-F1 values are
0.40, 0.41, 0.416 and 0.43 and the corresponding length the lists are 10, 30, 50
and 100. Our method MATR is built on the basis of CTR, whose Mean-F1 value
is improved to 0.63 when the list length is 100, which means we can capture users’
preference on the tweets more accurately and precisely with just recommending
the top 100 tweets. We see Mean-F1 value will be 0.60, 0.57 and 0.57 when the
item list length decreases to 50, 30 and 10.

In the setting of Sina Weibo, a page is composed of three subpages within
45 tweets but mostly users only scan the previous 2 subpages meaning that
they only scan top 30 tweets. We select top 30 items from the ranked item list
and show the Mean-F1 value and recall value in Table 4. Mean-F1 values of
chronological order method, retweeted times, LDA, CTR and MATR are 0.1,
0.195, 0.37, 0.41 and 0.57 respectively as we analyzed before. Recall values of
compared four methods are 0.12, 0.26, 0.42, 0.60 and 0.78 respectively. Users
scan pages to pages of tweets in microblogs and they concern more about how
many tweets they likes can be recalled, thus the big improvement to recall useful
tweets demonstrate the efficiency and practicability of our method.

Table 4. When the length of ranked item list is 30, Mean-F1 and recall of chronological,
retweeted times, LDA, CTR and MATR

Chronological Retweeted times LDA CTR MATR

Mean-F1 0.1 0.195 0.37 0.41 0.57

Recall 0.12 0.26 0.42 0.60 0.78
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4.3 Effectiveness of Components

In the previous subsection, we have validated the effectiveness of our proposed
method MATR. The Fig. 2 shows the influence of each component, i.e., publisher
influence and WeMedia.

The implementation of LDA for personalized tweet ranking has been dis-
cussed above. “MATR - WeMedia” represents we exclude WeMedia accounts
to the inference of users’ interests but consider the tweet publisher’s influ-
ence. “MATR - Publisher Influence” represents that we incorporate his followed
WeMedia accounts to inter the user’s interests, without considering publisher
influence. MATR is the complete model we have proposed in this paper.

Fig. 2. Comparison of compo-
nents with different item list
length.

In this Fig. 2, the x-axis is the length of
item list 10, 30, 50 and 100 while the y-axis is
recall value. Performance of LDA is shown for
comparison. The result shows when integrate
publisher influence, the values of recall are
0.625, 0.56, 0.56, 0.55 better than LDA whose
values of recall are 0.41, 0.424, 0.42, 0.42. Con-
sidering the publisher influence means a tweet
would be ranked front if its publisher is a
popular person or a friend. When incorporate
WeMedia accounts, we see recall is improved to
0.75 compared with LDA in 100 ranked items.
This big improvement testify the effectiveness
of incorporating WeMedia accounts for person-
alized tweet ranking. The better ranking performance is due to integrating the
vast compact tweet contents, which are published by WeMedia accounts, to
infer user interests more accurately. “MTAR - Publisher Influence” outperforms
“MTAR - WeMedia”, which means WeMedia accounts have bigger contribution
on personalized tweet re-ranking than publisher influence. We conclude that both
publisher influence and WeMedia are helpful in personalized tweet re-ranking.

4.4 Analysis of Parameters

We trained our model and other baseline topic models using 500 iterations and
set α = 0.5, β = 0.1,K = 50. When we train each LTM, the size of topics is also
K = 50. Other parameters, i.e., the publisher influence on tweet bi is calculated
explicitly as we mentioned before, and the weights of different factors in publisher
influence σi are all set 0.33. Figure 3 shows the influence of parameter λ.

λ describes the weight of a user’s original published tweets in modeling the
user’s interests. In the Fig. 3, we see when λ is around 0.3 the recall reaches top.
When λ exceeds 0.3, λ increases but recall decreases. This phenomenon shows
that larger weight of user’s original tweets lead to less ideal ranking results. When
λ reaches to 0.9 or more, recall stay close to 0.4 which is close to the performance
of LDA method. We conclude that model with smaller λ value means bigger
influence from WeMedia accounts leading to a better ranking performance. This
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result validates the necessity and effectiveness to incorporate WeMedia accounts
for personalized tweet re-ranking.

4.5 Quality in Modeling User Interests

Fig. 3. Influence of λ on recall, with
the length of item list being 30.

We use terminology “user original tweet”
to denote the tweets originally published
by ordinary users (not retweets), “WeMedia
account tweet” to denote the tweets origi-
nally published by some WeMedia accounts.
Figure 4 show average tweet length and aver-
age number of key words in a tweet published
by ordinary users and WeMedia accounts
repectively. As can be seen in Fig. 4(a), the
ratio of tweets of which the length is less than
50 words is about 36.5 % from ordinary users,
while that is 29.0 % from WeMedia accounts,
which indicates that the ratio of tweet length
exceeds 50 words is about 71 % published by WeMedia accounts while this ratio
is only 63.5 % published by ordinary users. From Fig. 4(b) we see that the num-
ber of key words per tweets published by WeMedia tend to be larger than those
published by common users. The ratio of number of key words less than 20 is
50.6 % published by ordinary users while the ratio is only 25.5 % published by
WeMedia accounts. This phenomenon testify our intuition that tweets published
by common users are always short and noisy but tweets published by WeMedia
tend to have more compact and expressive words.

Then we shows some words in a tweet represented by topics produced by
LTM+GTM and LDA. The tweets are written in chinese originally. For under-
standing, we translate it into english as follows, 1st tweet: “No matter you are
single or married now, please believe that your life will never be lonely when you

Fig. 4. The ratio of average tweet length and the number of key words per tweet,
published by the ordinary users and the WeMedia accounts respectively.
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Table 5. The expanded words of original tweets extracted by our method LTM+GTM
and LDA, respectively. Words marked blue represent the most coherent words; Words
marked green represent less coherent words and others represent irrelevant words.

Single, married, life

LTM + GTM Love Dream My dear Life Youth Beijing Time Women Movie Story

LDA Dream Youth Child Today Drama Friend Bullshit Time Dress up Brain

God, good luck

LTM + GTM God Bad luck Future Creature Safeness Constellation Legend Smile Life Pisces

LDA Year Wine Child Variation Bad luck God Creature Senior Work House

get old.” After do POS tagging and key phrase extraction we get words “single,
married, life” as the central words for this tweet. Then we use LTM to get the
words “single”, “married”, “life” expanded. The top-10 words in the correlate
topics is shown in Table 5. The 2nd tweet: “The most cute God, retweet it and
you will get good luck.” We get the words “God”, “good luck” to be trained in
our topic model. Each word is assigned a topic and get expanded. We extract
top ten words with maximum likelihood in the topics to represent the original
tweet in Table 5.

From Table 5, we see that LTM+GTM methods discovers more meaning-
ful and related words for the tweet. And the words in the topic are more
coherent. The results demonstrate that we can alleviate word ambiguity and
understand what the tweets talk about better. We use consistent topics to
get words expanded enhancing their expressibility. In fact, we incorporate long
tweets(documents) published by WeMedia accounts instead of directly applying
LDA, to alleviate data sparsity, topic coarse in modeling users’ interests.

5 Conclusion

In this paper, we propose a novel and efficient framework, MATR, to re-rank
the tweets posted to a specific user based on the his preference for the tweets he
receives. First, we propose to incorporate each user’s followed WeMedia accounts,
whose published tweets are always with meaningful nouns, phrases and universal
grammars, to infer each user’s personal interests. Then, we explicitly calculate
the influence of the publishers of tweets including social interactions, the qual-
ity of tweet contents and the publishers’ authority. Finally, we provide a list
of tweets having been re-ranked to the personalized user. Experimental results
demonstrate that we capture a user’s interests more precisely by better under-
standing what the tweets are talking about, and our approach recall more useful
tweets to the user which is helpful to improve user experience in microblogs.

As future work, we need to improve the efficiency of our proposed algorithm in
order to deploy such service on a real social networking platform. Another future
work is to focus on the topic extraction on short texts and find the semantic
relations in different environments not limited to microblogs.
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Abstract. Finding high-quality users to follow is essential for acquiring
information in microblogging systems. Measuring user’s quality accord-
ing to its published posts is effective but also needs a large computation
considering the volume and the diversity of the posts. In this paper, we
explore using only the posts with URLs, i.e., a subset (∼20 %) of the
whole posts, for ranking microblog users and propose an iterative graph
based ranking algorithm called UBRank to simultaneously rank users
and URLs with the assumption that the importance of users and URLs
can be mutually boosted. Experiments based on a Chinese microblog
corpus demonstrate the effectiveness of the proposed approach.

Keywords: User quality measure · User behavior model · Graph based
ranking

1 Introduction

Nowadays, microblogging service has become one of the most important informa-
tion portals for the Web. It is estimated that 500 million messages1 are published
every day in Twitter.

According to the current system, people have to follow other users (called
followees) to keep track of the recent information. The posts of the followees will
completely determine the information presented. Identifying high quality users
would not only help people to choose followees meeting their interests, but also
benefit many applications such as recommendation and information filtering.

Existing works have studied the problem as identifying authority users [1].
However authority does not necessarily means “good” for information seekers.
Authority users do provide high quality and credible information, but they may
update information very rarely. Those high quality users should also act as infor-
mation hubs, i.e., people can obtain various and relevant information by following
them. The most natural way to measure user quality is to evaluate their posts
directly, i.e., representing users by their posts. Previous work [2] has explored to
use User-Tweet graph for user ranking, where all of the posts are considered as
input. However, from the computation perspective, it may not be that efficient
since many posts do not contain valuable information.
1 http://www.internetlivestats.com/twitter-statistics/.
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In this paper, we explore using only posts with URLs (or posted URLs
equally) for measuring user quality. Specifically, our contributions are as follows:

(1) We find that user’s posts with URLs are good enough indicators for repre-
senting user quality.

(2) We propose to use posted URLs and the related user publish and retweet
behaviors for computing user quality. On extracting these behavior data, we
only use the posts with URLs as our input instead of all the posts.

(3) We propose a graph based ranking algorithm called UBRank which combines
the authority factor and the hub factor together to measure user quality.

The rest of the paper is organized as follows: Sect. 2 introduces related works.
Section 3 studies the quality of the posts with URLs and its advantage for repre-
senting user quality. Section 4 presents our proposed ranking algorithm. Experi-
ments and evaluation results are provided in Sect. 5. We conclude our paper and
discuss possible future work in Sect. 6.

2 Related Work

The most related works are about identifying influential users through using
different kinds of information available in Twitter. Measuring user’s influence is
a well studied problem since the born of microblog [3–6]. Recent works attempt
to make a detailed distinction, i.e., identifying topic specific influential users
or topical experts [7–9]. In the above studies, influential uses are defined as
people with certain authority within its social network [8]. However, none of the
above works considered measuring user’s importance as an information hub. One
notable work is [2]. Specially, [2] construct a user-tweet graph which takes all the
tweets into accounts. The number of user’s tweets will affect user’s quality score.
Similar to [2], we evaluate user’s quality by considering authority and hub factors
simultaneously. The advantage of our work is that we build a more concise graph
using only posted URLs, which can significantly accelerate the user evaluation
process.

From the perspective of information types, the following relationship [1,2,7,
8], publish behavior [2], retweet behavior [1,2,5] and text contents of posts [1,5,8]
have all been explored. The above studies all take the user following relationship
into consideration for user ranking. Besides, Twitter Lists, which are contributed
by micro-blog users, were also explored for finding topical authority [11] and
it was found that they can yield more accurate prediction than the systems
based on user’s bio or tweet content, but the Lists information may not be that
common.

From the perspective of methodology, existing studies on ranking users are
mostly based on graph ranking algorithms such as PageRank (Page et al. [12])
and HITS (Klienberg et al. [13]). Different structure and iterative algorithm are
proposed for different purposes [2,8,10]. Other methodology for finding topical
users are based on prediction algorithm, which used many attributes for ranking
user quality [1].
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3 Analyzing Posts with URLs

3.1 Dataset Construction

We select Sina Weibo as our data source2 and selected the top 10 seed users
with the most followers and who tagged itself with Natural Language Process-
ing (NLP) or Machine Learning (ML). Then expanded the seed users by their
following relationship and filtered users by their tags. After filtering, we have got
3,122 users for statistical analysis. In this section, we try to keep as many users
for statistical analysis while actually the most related tags are the top 10 tags,
which corresponds to 1,073 users. For each user, we crawled the recent 6,000
posts at most. The final dataset contains 5,503,824 posts, for which the publish
date range from 2009-08-14 to 2016-01-08.

3.2 Quality Study

The quality of a post is judged on a scale of 0–2 with 0 meaning irrelevant,
1 meaning relevant and 2 meaning “more relevant and interesting” (the criteria
is similar to the criteria of NDCG in Information Retrieval Evaluation). The
relevance is judged based on the post’s topic to the publisher’s tags. To label
the quality, we sampled users and posts considering the huge volume.

Let ΘURL be the mean average quality score across users for the posts with
URLs; ΘURL be the corresponding mean average quality score for the posts
without URLs. The null hypothesis is H0 : ΘURL = ΘURL and the alternative
hypothesis is H1 : ΘURL > ΘURL. Through manual labeling, we observed that
ΘURL = 0.93 while ΘURL = 0.29. We conducted the student’s t-test and the
Wilcoxon signed-rank test (the non-parametric form). Both results show that
the null hypothesis is rejected, where p = 1.6e−15 and p = 4.1e−11 separately.
This indicates that posts with URLs have higher quality than posts without
URLs.

We further analyzed the average quality score against the number of followers.
Figure 1 presents the scatter plot of average post score of each user.

Besides, we made a statistical description on the whole post set. The posts
with URLs accounts for 20.8 % of the whole. Figure 2 presents the scatter plot
of average retweet count for each user. Obviously, the posts with URLs have a
larger retweet counts than the posts without URLs. This means it is easier to
evaluate the quality of the posts with URLs than to evaluate the posts without
URLs since they have more information available. Another interesting point in
Fig. 2 is that the user who has got the largest average retweet count is not the
user with the most followers. This shows that the number of user followers cannot
fully determine the user’s influence, which has been confirmed in [8].

2 Sina Weibo is one of the most popular microblogging service in China.
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Fig. 1. Avg. quality score for the posts
with (without) URLs vs. the number of
followers

Fig. 2. Avg. retweet counts for the
posts with (without) URLs vs. the
number of followers

4 URL Biased User Rank (UBRank)

In this section, we describe our approach to calculate user quality score based
on the publish behavior and retweet behavior.

4.1 Graph Construction

User-User Graph. Given the user collection S = {Si | 1 ≤ i ≤ m}, the
User-User graph is a directed graph where each user is considered as a node
and a directed edge between two users is formed if one user retweet any post of
another user. Specifically, if Si retweets a post from Sj(i �= j), then we construct
a directed edge from Si to Sj , donated by Si → Sj . The weight from Si to
Sj(i �= j) is set to the number of total retweet counts from Si to Sj , donated by∑

Si → Sj . For better formalization, we use an adjacency matrix U to represent
weights between user pairs. U = [Uij ]m×m is defined as follows:

Uij =

{∑
Si → Sj , if i �= j

0, otherwise
(1)

U can be normalized to Ũ to make the sum of each row equal to 1:

Ũij =

{∑
Si → Sj

/
outdegree(Si), if outdegree(Si) �= 0

0, otherwise
(2)

User-URL Graph. Given the URL collection T = {Ti | 1 ≤ i ≤ n} which are
extracted from posts, the User-URL graph is an undirected graph where each
URL and user is considered as a node. If user Si posts or retweets a post with
URL Tj , donated by Si ↔ Tj , then we construct an undirected edge from Si
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to Tj . The weight for each edge is set to 1. We use an adjacency matrix V to
represent weights for each edge. V = [Vij ]m×n is defined as follows:

Vij =

{
1, if Si ↔ Tj exists
0, otherwise

(3)

The weight from user to URL V is normalized to Ṽ . The weight from URL
to user, donated by V T , can be normalized to V̂ in the same way.

4.2 Iterative Algorithm

Given the user quality score υ = [υ(si)]m×1 and the URL quality score ν =
[ν(tj)]n×1. The score of user is determined by the scores of its neighbor users
and its posts. The corresponding matrix form is:

υ = αŨT υ + βV̂ T ν, ν = Ṽ T υ (4)

where α and β determine the importance of quality scores contributed from the
homogeneous nodes and the heterogeneous nodes respectively. α + β = 1.

On constructing graph, the main differences between our work and TuRank
[2] are as follows: (1) We model retweet action as user relation instead of post
relation and we consider the join effect accumulated from each retweet instead
of using retweet to measure each post quality. (2) We do not take user following
relationship into the graph though they can be easily incorporated.

5 Experimental Evaluation

5.1 Methods for Comparison

To validate the effects of our proposed approach, we implemented the following
methods for user ranking:

UBRank: As described in Sect. 4, UBRank focuses on the posts with URLs and
is based on the User-User Graph and the User-URL Graph. The parameter
α and β are both set to 0.5, as obtained by training.

RTRankU: This method constructs the User-User graph based on the retweet
information of the posts with URLs and ignores the User-URL Graph.

RTRankA: This method constructs the User-User graph based on the retweet
information of all the posts including the posts without URLs and ignores
the User-URL Graph.

TuRank: TuRank takes following behavior, publish behavior and retweet behav-
ior into consideration. Especially, the constructed graph contains all the post
nodes and the reweet action is expressed as the relationship between posts.
The edge weights for different relations are set to the values in [2].
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TwitterRank: This model is a simplified version of work [8]. We skip the process
of calculating user topics from posts, since our users are already picked up
within a certain topic. This method constructs a User-User graph based on
the following relationship.

Besides, we also implemented some heuristic methods for comparison.

Follower Count: The users are ranked based on the number of followers.
URL Count: The Users are ranked based on the number of its posted URLs.
URL RT Count: The users are ranked based on the number of total retweet

counts of all the user’s posts with URLs.
ALL RT Count: The users are ranked based on the number of total retweet

counts of all the user’s posts whether the post has URLs or not.

5.2 Evaluation Results

In this paper we take a similar paradigm for evaluation: we only consider the top
ranked users of each method and manually label their quality. Specifically, top
10 users were selected for pooling as [1]. After the pooling, we have 46 unique
users for labeling. To be fair for the compared methods, we use all the posts
with or without URLs to evaluate user’s quality.

Considering the large amount, we use stratified sampling to sample posts and
then label their quality. This sampling paradigm is similar to statMAP procedure
for IR evaluation. To measure the performance of each method, we use Kendall’s
τ as our evaluation metric as [8]. A large τ value means the rank is closer to the
human judgment.

Effects of UBRank: The evaluation results are given in Table 1. Obviously,
the proposed UBRank outperforms other baselines over all seven metrics. The
advantage of using URL biased posts can also be seen by comparing RTRankU
and RTRankA. Specifically, RTRankU only considers the posts with URLs while
RTRankA considers all the posts on the graph construction. The rest of the
process is the same for the two methods. The performance of RTRankU is better
than RTRankA. The result is consistent with our finding that the posts with
URLs have higher quality than the posts without URLs, for which the “vote”
from the retweet of the posts without URLs is not that accurate for measuring
user authority.

From Table 1, we can also find that the performance of RTRankA is com-
parable to the performance of TwitterRank, which indicates that the following
relationship has almost the same effect for measuring user quality. The perfor-
mance of TuRank is better than RTRankA and TwitterRank shows that by
combining the following information and retweet information improvement can
be achieved. The most effective information for evaluating user quality is the
reweet action of the posts with URLs: RTRankU outperforms RTRankA, Twit-
terRank at the same time. This indicates that the retweet information based on
the posts with URLs (URL biased) is the most effective beating the following
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Table 1. Performances based
on Top 10 users

Model Kendall’s τ

UBRank 0.9449

RTRankU 0.8436

RTRankA 0.8167

TuRank 0.8680

TwitterRank 0.8103

Follower Count 0.6077

URL Count 0.6474

URL RT Count 0.6436

ALL RT Count 0.618

Fig. 3. Average post number

information and retweet information of all the posts on measuring user qual-
ity. Also, considering the quantity scale, the posts with URLs is a promising
resource.

Table 2. List of top 10 users (with quality score)

Table 2 present the top 10 users generated by different methods. The score
here is the standard user quality score based on the human judgments. Specifi-
cally, UBRank can find users who may not be very famous but they do update
high quality contents; RTRankU and RTRankA have similar results but differ-
ent preferences for users; As we expected, TwitterRank can find authority users
who are quite famous in the studied domain. The advantage of our UBRank is
that it can find the users who may not be very famous offline but they accumu-
late many high quality contents (URLs) which are well accepted in the studied
domain. An example is the user “1000sprites”, who only appears in our top 10
results. He has only 119 followers, but the sum of its post quality is up to 3,919.

We also present the average number of the posts for the top 10 users (Fig. 3)
generated by different methods. Obviously, our method UBRank is not aggressive
to pick up the users with the most posts but with the posts at a moderate scale
due to the consideration of post quality.



92 Y. Ye et al.

6 Conclusion

In this paper, we propose to use only posts with URLs to compute user quality,
where the hub factor and authority factor are both important for measurement.
Specifically, we propose a graph based iterative algorithm called UBRank to rank
microblog users. Experiments demonstrate the advantage of using URL biased
posts and the effectiveness of the proposed UBRank for measuring user quality,
which achieves a high consistence with human judgments.

Acknowledgments. This work is supported by the National Natural Science Founda-
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Abstract. Identifying the implicit enterprise users in social media
enables the improvement of data quality for many applications like user
profiling and targeted advertisement, as they register as ordinary users
but act like enterprise ones and hence become the noises in the data.
The recognition of implicit enterprise users confronts two challenges:
(1) it needs to be handled quickly with little cost due to the very nature of
preprocessing, and (2) it is necessary to deal with the highly skewed dis-
tribution of implicit enterprise users and ordinary users, which is about
1:10 in a social media site Sina Weibo in China. To the best of our knowl-
edge, this problem is so far unexplored.

In this paper, we present an efficient class-imbalance learning frame-
work which involves several types of new features from the users’ profile.
Specifically, a cost sensitive learning strategy is designed to overcome
the problem arising from the skewed data, and a set of novel features
are extracted from the profile rather than the main contents to greatly
reduce the overhead of crawling and processing the microblogs. We con-
duct extensive experiments on a real data set consisting of 2200 users
(2000 ordinary users and 200 implicit enterprise users, respectively) in
Sina Weibo. The results demonstrate that our method significantly out-
performs the baselines by a large margin.

Keywords: User classification · Implicit enterprise users · Feature
extraction · Imbalanced data

1 Introduction

There are a special group of enterprise users in social media like Sina Weibo
in China, who register as ordinary users (OUs) but act like enterprise ones. In
other words, the account is mainly used for brand or product promotion rather
than the personal interaction with other people. We call this kind of users as
implicit enterprise users (IEUs). Although Sina Weibo defines a special user
type, known as Blue V, which we call them explicit enterprise users (EEUs),
many small enterprises do not choose to be verified as the Blue V users due to
the strict or long verification procedure. They still register as ordinary users and
become implicit enterprise users. The account of an implicit enterpriser user can
stand for an object like a shop, a company, or a society rather than a human
c© Springer International Publishing AG 2016
W. Cellary et al. (Eds.): WISE 2016, Part II, LNCS 10042, pp. 94–101, 2016.
DOI: 10.1007/978-3-319-48743-4 8
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being. It will be harmful if we include implicit enterpriser users into the corpus
when doing user profiling or demographic analysis [3,5,6,11]. Thus it is necessary
to eliminate the implicit enterprise users before starting such tasks. In this paper,
we treat it as a two-class classification problem, one for implicit enterprise users
and the other for ordinary users.

Due to the similarity to the EEUs (Blue V), the IEUs can be recognized
by simply using a set of high-frequency words like “company”, “center”, and
“community”. However, our preliminary investigation finds that many IEUs do
not follow this rule. For example, a user with the name of ‘the alliance of dream
chasing” is a ordinary user while another username “Feeling the beauty of paint-
ing” looks like a nickname of a sentimental person, but it actually belongs to an
implicit enterprise user. We will show in the experiment part that the perfor-
mance of such a straight-forward approach is quite poor. Moreover, by analyz-
ing the application scenario of the task of implicit enterprise user, we find that
(1) this task is usually regarded as a preprocessing component and needs to
be handled quickly with little cost, and (2) the ratio of IEUs to OUs is highly
skewed, i.e., about 1/10 in a sample we investigate.

Based on the above observations, we present an efficient class-imbalance
learning framework which involves several types of new features extracted from
the users’ profile. In particular, a cost sensitive learning strategy is designed
to overcome the problem incurred by the skewed data, and the profile features
rather than the content features are used to greatly save the time overhead of
crawling and processing the microblogs.

The contributions of this paper are as follows:

1. We present a first-of-a-kind problem for detecting implicit enterprise users
who are a special type of noises in social media.

2. We extract a set of new features from the user profile which capture the
intrinsic properties of the implicit enterprise users.

3. We design an efficient class-imbalance learning framework for accurately
recognizing the implicit enterprise users.

2 Related Work

Real word data are usually imbalanced, i.e. some classes have much more samples
than others. The imbalanced learning problem has drawn a great amount of
studies [4,12]. The most commonly used approach is the sampling method which
alters the sizes of training sets. More sophisticated sampling like SMOTE [1]
carefully create artificial data considering the relationship between examples.
The cost-sensitive learning considers the costs associated with misclassifying
examples [8,9]. It uses different weights to represent the costs for misclassifying
any samples in the data. Overall, the cost-sensitive learning is more efficient and
is often superior to sampling methods in terms of classification performance.
Hence we adopt it to solve our problem.

Spammer detection is another related field to our study. Finding good fea-
tures is a main focus in this area. Most of existing studies used the content
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features including duplicate reviews [2,10], the urls [15], the posting relations
[13], profile features such as the ratio of sent/acceptance invitation [14]. In gen-
eral, the features useful for spammer detection may be ineffective in recognizing
enterprise user. In this paper, we present a number of new features for effectively
recognizing implicit enterprise users.

3 Overall Framework for Identifying Implicit Enterprise
Users in Imbalanced Data

3.1 Novel Profile Features

Sina Weibo allows users to register their basic information in the profile and post
microblogs in his/her homepage. Developers are provided with APIs to access
the profile and microblogs. Normally, the profile information is easier to get
than the microblogs since it costs much more requests to access the microblogs.
If we can remove most of the implicit enterprise users merely using the profile
information, the resources will be greatly saved for later processing. For the fast
identification of implicit enterprise users, we use features from the profile instead
of using features from microblogs.

We extract six types of features from users’ profiles. The privacy features
reflect whether the user would disclose his/her personal information such as
blood type and profession to the public. The contact features measure the degree
to which the user would connect to the others. The personalized features describe
users’ tags and description. The status features are assigned by Sina, which
record how frequently a user logs into the system. Both the friend constitution
and character n-gram features are proposed to analyze how the user’s screenname
and interests are related to different types of users.

3.2 Class-Imbalance Learning Approach

After extracting the profile features, each user can be represented as a vector in
the designated feature space. We then follow a class-imbalance learning frame-
work for detecting the implicit enterprise users in the imbalanced social data.

The objective of class-imbalance learning is to improve the identification per-
formance on the minor (positive) class. By associating the positive samples with
a higher value, the cost sensitive learning denotes a higher importance of cor-
rectly identifying these samples. Since the cost sensitive learning only changes the
weight for each sample in the data set, it can be combined with any supervised
learning algorithms such as support vector machine (SVM) or logistic regression
(LR). SVM needs a careful tuning to reach high performance. In contrast, LR
is less sensitive to the parameters and is more efficient than SVM in most of the
cases. Hence we use LR as our classifier.

We briefly describe the basic concepts in two-class LR classification. Let
L = {(xi, yi)} (i = 1..N) be a set of training samples, where each xi ∈ Rn

is the feature vector of user ui; yi is a class label in Y = {0,1}. The logistic
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regression assumes the following probability model: P (y|x,w, b) = 1

1+e−y(wT x+b) ,
where w ∈ Rn and b ∈ R are the parameters of the model. For a simpler
derivation, we omit the bias term b and represent [wT ; b] as [wT ], and then the
model is defined as:

P (y|x,w) =
1

1 + e−y(wT x)
(1)

To solve the problem is to find parameters fitting well for the train-
ing data. Usually the parameters are estimated using the likelihood function∏N

i=1 P (yi|xi, w). It can be transformed to maximize the log-likelihood function,
which is defined as:

max
w

L(w) = −
N∑

i=1

log(1 + e−yi∗(wT xi)) (2)

It can be further transformed into the dual problem to minimize the negative
log-likelihood:

min
w

f(w) =
N∑

i=1

log(1 + e−yi(w
T xi)) (3)

In order to enhance the generalization ability, we add a L2 regularization
factor on f(w). The objective for LR on balanced data is defined as:

min
w

fb(w) = (
1
2
wTw + λ

N∑

i=1

log(1 + e−yi(w
T xi))) (4)

where λ is a parameter to balance the two terms in Eq. 4.
Suppose that we have L+ = {(xi, yi)} (i = 1..N+) and L− = {(xj , yj)} (j =

1..N−) minor and major samples, respectively. For a class-imbalance problem
where N+ � N−, we need differentiate the samples in the minor and major
class. Hence we associate a weight of cost item ci ∈ [0, r] for each training
example in L+ and L−. For simplicity, we assign the same costs to all the minor
(major) samples. The objective for LR on imbalanced data is then defined as:

min
w,b

fi(w) = (
1
2
wTw+α

N+
∑

i=1

log(1+e−yi(w
T xi))+β

N−
∑

j=1

log(1+e−yj(w
T xj))) (5)

where α and β is the cost for minor and major samples, respectively.
Both Eqs. 4 and 5 are the optimization problem and can be solved by a

number of approaches like gradient descent or Newton method. In this paper,
we adopt the Newton method. The detailed steps for the overall framework for
class-imbalance learning are given in Algorithm 1.

In Algorithm 1, line 1 initializes the variables. Lines 2 to 8 are used to update
the parameters in an iterative way. Line 9 assigns the parameters using the values
returned from the last round. Line 10 computes the probability of yi for ti. Lines
11 to 15 finish the class label assignments for test samples.
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Algorithm 1. IEUFinderimb

Require: the minor and major training data set L+ and L−, a test data set T =
{t1, t2, ...tn}, the objective function fi(w), the gradient g(w) = �fi(w), the Hessian
matrix H(w) of fi(w), the termination criterion ε.

Ensure: the class label assignment for each ti in T .
1: Initialize w0, g0 = g(w0), set k = 0
2: while ||gk|| >= ε do
3: Compute gk = g(wk)
4: Compute Hk = H(wk)
5: Compute sk = −Hk

−1gk
6: wk+1 = wk + sk
7: k = k + 1
8: end while
9: w = wk

10: Compute the probability for ti using equation Eq. 1.
11: if P (y = 0|ti, w) > P (y = 1|ti, w) then
12: y(ti) = 0
13: else
14: y(ti) = 1
15: end if

4 Experimental Evaluation

4.1 Experiment Setup

We conducted experiments on a real data set from Sina Weibo. It contains 200
IEUs and 2000 OUs, respectively. We conduct 5 fold cross-validation. The results
are averaged over five folds. We report the F1 score for the minor class as the
evaluation metric. Since no existing works are tailed for our task, we propose
the following six baselines for comparison.

(1) MatchBV : We sort the character n-grams (n = 2, 3) of the screennames
of Blue V users in descending order, and then choose a certain percent of
character n-grams to match the screenname in the test set. If matched, then
we label the test data as an implicit enterprise user.

(2) MatchOU : We sort the character n-grams (n = 2, 3) of the screennames
of ordinary users in descending order, and then choose a certain percent of
character n-grams to match the screenname in the test set. If matched, then
we label the test data as an ordinary user.

(3) NaiveBayes(NB): We first calculate the probability of each character n-gram
(n = 2,3) in Blue V and ordinary users. Then we sum the probability values
of all the character n-grams in one user’s screenname. The user is assigned
a label with a larger value.

(4) IEUFinderbal: We use the same profile features as those used in
IEUFinderimb. The model is also the logistic regression with L2 regular-
ization. The only difference is that IEUFinderbal does not distinguish the
costs for samples in minor and major classes, i.e., α = β = 1.
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(5) SplitData: We apply the under-sampling strategy on the data, i.e., the sam-
ples in the major class are randomly split into n parts. Then a LR with L2
regularization classifier is applied to each partition. Finally the results from
the n classifiers are further ensembled to get better performance [7].

(6) SplitFeature: We apply under-sampling strategy on the features. All the
other settings are similar with SplitData.

Please note that the first four baselines are classic learning methods and the
last two baselines are class-imbalance learning.

4.2 Effects of Cost Items

We then evaluate the performance of IEUFinderimb by varying the ratio of cost
item α (for minor class) to β (for major class). The results are shown in Fig. 1.
The left and right sub-figures show the effects of cost items for α > β and α < β,
respectively.

Fig. 1. Effects of cost items α and β

It is clear that setting high cost weight on major class (the right sub-figure)
severely damages the performance. The F1 curve is very steep, its value decreas-
ing from 64.88 % to 36.77 %. In contrast, the F1 curve in the left sub-figure is
steady. Overall, with the increase ratio of α:β (α > β), the recall continuously
ascends and the precision descends. This is intuitive as more users are recognized
as IEUs with larger weight on minor class. The best F1 value (70.71 %) is got
when α:β is set to 2:1, showing a 5.83 % improvement over the start point. In
the following, we will use α:β = 2:1 as our default setting.

4.3 Comparison with Baselines

We now compare our proposed algorithm IEUFinderimb with the six baselines.
The results are presented in Table 1. For MatchBV and MatchOU , we select
the top 0.001, 0.005, 0.01, 0.05, 1, 5, and 10 percent of high frequency words
from the EEUs and the OUs, respectively, for matching the test cases, and then
select the best results for comparison. For SplitData and SplitFeature, we also
vary n from 1 to 10 and present their best results.
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Table 1. Comparison with baselines

Approaches Precision Recall F1

MatchBV 22.57 66.50 33.68

MatchOU 10.97 96.00 19.68

NB 24.17 81.00 37.16

IEUFinderbal 80.21 55.50 64.88

SplitData 45.46 87.50 59.24

SplitFeature 45.00 88.50 59.13

IEUFinderimb 74.28 69.00 70.71

We have the following important notes.

– The F1 score for MatchOU is only 19.68 %, the worst among all methods. This
is because many of the character n-grams in the ordinary users are widely used.
They can be easily matched by both implicit enterprise users and ordinary
users, resulting in all users are classified as ordinary ones.

– NB is better than MatchBV and MatchOU. This infers that using the distri-
bution of character n-grams in the screenname is more reasonable than using
a straight-forward matching strategy.

– IEUFinderbal performs the best among four traditional baselines with a
64.88 % F1 score. This suggests that the multiple types of profile features are
more effective than the character n-gram features used in other three baselines.

– Two under-sampling methods SplitData and SplitFeature are worse than
IEUFinderbal, showing that an improper class-imbalance learning approach
may hurt the performance. Another finding is that while their F1 scores are
worse than that of IEUFinderimb, their recall values are much higher. This
is intuitive because when the data or features are split, the gap between the
size of the minor and major class is reduced. Hence samples in minor class are
easier to be found.

– IEUFinderimb is the best. It is much better than all four classic learning
approaches, and it also significantly outperforms two under-sampling meth-
ods, showing a huge increase on F1. This clearly demonstrates that our cost
sensitive learning approach is very effective in dealing with the introduced
imbalanced learning problem.

5 Conclusion

We introduce a new research problem of identifying implicit enterprise users
in social media. This problem is expected to be solved efficiently in a skewed
data distribution. To this end, we present a class imbalance learning framework
which involves several types of new features extracted from users’ profile. The
cost-sensitive classification is effective in handling imbalanced data. By using
the profile features rather than the content ones, we greatly save the costs in
crawling and processing the microblogs. We conduct extensive experiments on
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a real data set. Results demonstrate that our proposed method is very effective
in recognizing implicit enterprise users. It also significantly outperforms all the
baselines with a large margin.

We wish this study will initiate the research of the noise removal in the area
of social media processing. In the future, we plan to explore more features to
further improve the performance and compare our problem with the task of
spammer detection to see if they can be put into a unified framework.
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Abstract. Currently, millions of companies, organizations and individ-
uals take advantage of the social media function of Twitter to promote
themselves. One of the most important goals is to attract web traffic. In
this paper, we study the problem of obtaining web traffic via Twitter.
We approach this problem in two stages. First, we analyze the correla-
tion between important factors and the click number of URLs in tweets.
Through measurements, we find that the commonly accepted method,
increasing followers by reciprocal exchanges of links, has limited effects
on improving the number of clicks. And characteristics of tweets (such
as the presence of hashtags and tweet length) exert different impacts on
users with different influence levels for obtaining the click number. In
our second stage, based on the analyses, we introduce the Multi-Task
Learning (MTL) to build a model for predicting the number of clicks.
This model takes into account the specific characters of users with differ-
ent influence levels to improve the predictive accuracy. The experiments,
based on Twitter data, show the predictive performance is significantly
higher than the baseline.

Keywords: Popularity · Prediction · Web traffic · Twitter

1 Introduction

Web traffic is one of the key indicators of a website’s success, and most of individ-
uals and companies rank websites mainly on the basis of their web traffic, such
as the well-known Alexa1. Thus, website owners constantly strive to increase
their web traffic by implementing various strategies, such as advertisements or
audience analyses. The popularity of Twitter provides a new mean of promot-
ing websites. In fact, Twitter has become new influential media for information
sharing [18]. Thus, millions of organizations, companies, and individuals register

1 http://www.alexa.com/.
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accounts on that and publish their URLs to attract web traffic, and Twitter has
been a beneficial platform for a number of the websites [3,21].

Although the capability of Twitter to generate web traffic is widely accepted,
little work focuses on examining the factors that affect obtaining web traffic via
Twitter, and a serial of questions in this field keep unknown. For example, the
previous work shows that the number of followers does not necessarily reflect
their influence in terms of retweets or mentions [8], however, the reason is still
unknown. To increase the follower number, users may randomly follow others in
the hope that they follow back [23], and this phenomenon is called reciprocal
links by Ghosh et al. [12]. Whereas it is not clear whether these types of followers
can enhance content diffusion. In addition, there is a need to understand how
hashtags and mentions in tweets impact the click number of URLs and whether
these factors have the predictive power of the click number.

Our approach to answering these questions begins with an extensive charac-
terization of important affecting factors, such as the follower number, presences
of hashtags and mentions, as well as tweet length. To understand the impact of
followers, we analyze the correlation between the numbers of clicks and follow-
ers, and find their correlation is not as strong as expected, which is consistent
with the finding in [8]. However, the difference in the numbers of followers and
reciprocal links has an obviously higher coefficient of correlation with the num-
ber of clicks. Therefore, reciprocal links are a key reason why the number of user
followers does not necessarily reflect their influence in terms of the click num-
ber. And our further analyses also show reciprocal links have limited effects on
content diffusion, although it is widely used to increase the number of followers.

Besides, we exploit the effect of tweet characteristics on the click number,
such as the presences of hashtags and mentions and tweet length. And we
find that the correlation between the number of clicks and these characteris-
tics exhibits different trends for users with different influence levels (Here the
influence level is measured by the difference between the numbers of followers
and reciprocal links). Specifically, in terms of hashtags, URLs in tweets with
hashtags obtain more clicks for users with low influence, but less for users with
high influence. And for tweet length, when tweets have 50 and 120 characters,
their URLs attract a similar maximum number of clicks for users with low influ-
ence. However, it is hardly affected by tweet length for users with high influence.

The second part of work for answering these questions is to conduct predic-
tion about the number of clicks. Because the above analyses show that hashtags,
mentions and tweet length exert different effects on users with different influ-
ence levels for obtaining the number of clicks, the model should take into account
these different effects to improve predictive performance. To this end, we cast
the predictive problem as a Multi-Task Learning (MTL) problem.

Specifically, we build a SVM+MTL model to predict the number of clicks.
In this model, users are placed into different groups based on their influence lev-
els, and each group is treated as a task. The model considers both the common
properties of all the users and specific characters of users with different influ-
ence levels to improve predictive performance. Based on the Twitter data, the
experiment results show the accuracy of our model is significantly higher than
the baseline.



Understanding Factors That Affect Web Traffic via Twitter 107

2 Related Work

There is little work focusing on the number of clicks on Twitter, however, the
number of clicks, to some extent, can be a measure of popularity. Therefore, our
work is related to the fields of popularity, which mainly consist of two threads of
work: analyzing factors that affect popularity and predicting popularity in social
media.

For the analyses of affecting factors, Suh et al. [24] examine a number of
features that might affect the retweets. They find that URLs, hashtags and the
numbers of followers and friends affect the retweets. Comarela et al. [10] iden-
tify factors that influence user response or retweet probability. They find that
some basic textual characteristics, such as message size and the presence of hash-
tags, mentions and URLs, affect the replies or retweets. Liu et al. [20] evaluates
eleven extrinsic factors that may influence the response rate in social question
and answering from Sina Weibo. They show that the features, such as the number
of followers, frequency of posting, hashtags and emotion, can be used to predict
the number of responses. Apart from microblogs, Khosla et al. [16] and Bakhshi
et al. [4] study the important factors that impact the popularity of images and
quality of reviews respectively. Compared with these studies, we, beyond analyz-
ing basic factors, explore the reason of existed phenomenons, and study whether
tweet characteristics (such as hashtags, mentions and tweet length) exert differ-
ent impacts on URLs in tweets of users with different influence.

For the popularity prediction, the studies fall into two main genres: conduct-
ing prediction before and after content publication. For the former, because the
distribution of cascade sizes is very skewed, predicting the exact number of cas-
cade sizes remain relatively unreliable [5]. Hence, rather than predicting exact
integer values, most of the researchers define several categories to represent the
popularity levels and predict which categories contents will belong to. For exam-
ple, Hong et al. [13] define several categories to represent popularity of tweets
and use logistic regression to predict the categories of tweets. Jenders et al. [15]
predict whether a given tweet will be more frequently retweeted than a certain
threshold. They firstly analyze the correlation between the retweet frequency
and user features, and then they use the probabilistic models to conduct predic-
tion. Vasconcelos et al. [27] categorize reviews into various popularity levels and
predict the levels using multivariate linear regression and SVM models.

To achieve higher accuracy of prediction, many studies predict popularity
after content publication. In this case, the early number of retweets or views
within a short period after content publication can be used for prediction. Some
work uses the early information to predict the exact integer values. For example,
Szabo et al. [25] find the early number of retweets or views is strongly correlated
with the later number on Digg and YouTube, and predict the popularity of
content based on this finding. Kupavskii et al. [17] and Bao et al. [7] improve
the performance of popularity prediction by exploiting the features of the cascade
flow and structural characteristics respectively And Zhao et al. [28] develop a
self-exciting Point Process Model to predict tweet popularity.
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Other work still uses the early information to predict the categories which
represent the popularity levels. For example, Gao et al. [11] predict whether a
tweet will be popular based on temporal features of first 10 retweets using the
bagged decision trees model. Given a cascade that currently has size k, Cheng
et al. [9] predict whether it grow beyond the median size 2k by using the temporal
and structural features. They use a variety of learning methods, including logistic
regression classifier, naive Bayes and SVM for the prediction.

The method of popularity prediction after content publication generally
achieves better performance than that of before content publication, but it is
still crucial for the prediction before content publication. Because (i) publishers
always want to know popularity of their contents before publication, (ii) and
this method can clearly measure the importance of static factors in affecting
popularity. Therefore, we conduct prediction before content publication. And
our MTL-based predictive model is built based on our findings. To the best of
our knowledge, we are the first to predict popularity using MTL.

3 Data Description

3.1 Background of URL Clicks

In this section, we present information about clicks of short URLs. Due to the
limitation of tweet length, users tend to publish shortened URLs on Twitter.
Therefore, the service of shortening long URLs is provided by many companies,
and Bitly is among the most popular ones. Furthermore, Bitly APIs1 provide
the information about the click number of URLs in tweets. These number can be
classified into two types: the exact click number referring to the number of clicks
from a given tweet of the user; the global click number referring to the number of
clicks from all the domains and platforms, including Twitter, Facebook and so
on. For these two kinds of numbers, the exact click number can be considered as
the ability of the tweet to attract web traffic. Therefore, the exact click number
are used as the standard for analyzing factors that affect web traffic via Twitter.
And the global click number can be used to reflect the popularity of the tweet
content, and will be used as one of the features to predict the exact click number.
Below the click number will refer to the exact click number for simplicity.

3.2 Twitter Data

As our goal is to analyze users who are aiming to attract web traffic via Twitter,
we need to select users who tend to publish tweets with short URLs. In our study,
we only select short URLs hosted by Bitly, because their exact click number can
be obtained, and they are the most popular ones, taking about 50 % of all the
URLs in Twitter [3].

1 http://dev.bitly.com/api.html.

http://dev.bitly.com/api.html
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To select targeted users, we firstly extract domains hosted by Bitly based on a
random sample of public tweets (around 790 million) collected by Twitter stream-
ing APIs. And we obtain 6,524 domains hosted by Bitly, including many well-
known companies and organizations, such as nyti.ms (New York Times), wapo.st
(Washington Post) and es.pn (ESPN). Secondly, from these 790 m tweets, we
extract the users whose language is English and whose tweets include at least one
short URL hosted by Bitly. Base on this, we further select users who tend to pub-
lish Bitly URLs and tend to increase their websites via Twitter. According to these
rules, we select users whose ratios of Bitly URLs are more than 50 %, and whose
domain focuses are more than 50 %. Here the domain focus is defined as the degree
of short URLs redirecting to the same domain, and can be calculated as follows:
Di = 1

Vi
maxk vik, where Vi refers to the summary of URLs of user i, and vik refers

to the number of URLs with the domain k of user i. If all the URLs published by a
user redirect to one domain, its domain focus will be 1. Finally, 214,293 users are
selected as our targeted users.

For these selected users, by Twitter APIs, we download their profiles, follow-
ers, and friends, as well as their tweets during June 2014, as shown in Table 1.
And by Bitly APIs, we collect the click information of short URLs extracted
from these tweets.

Table 1. Summary of Twitter data

Number of users 214,293

Number of follower links 1,261,721,039

Number of friend links 180,803,547

Number of tweets 46,286,824

Number of short URLs 34,338,613

4 Analyses of Affecting Factors

We firstly describe the effect of user followers and tweet characteristics on the
click number. The results in the section are the foundation for the predictive
method, which is presented later.

4.1 The Role of User Followers

The number of followers is frequently used to gauge influence or reputation of
users [14,23], and compare to other criterions, such as the number of retweets
and mentions [8,18]. Therefore, we first analyze how the number of followers is
correlated with the number of clicks received by URLs in tweets.

Figure 1(a) shows the correlation between the numbers of followers and URL
clicks. The X-axis is the number of user followers, and the Y-axis is the sum of
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Fig. 1. The correlation between the numbers of followers and clicks

the number of clicks. This figure shows that the coefficient of linear correlation,
0.64, is not as high as expected. This finding is consistent with the previous
work, which shows that popular users with a high number of followers do not
necessarily have high influence in terms of retweets or mentions [8] and the global
click number of short URLs [22].

This observation raises the question why the number of followers is not very
strongly correlated with the number of clicks. To address this question, we con-
duct analyses from two perspectives. (i) How do inactive followers affect the rela-
tionship between the numbers of followers and clicks? Thomas et al. [26] show
that numerous accounts on Twitter have been suspended because of spamming
issues or similar reasons. Moreover, some users tend to register multiple accounts
but use only a part of them or stop using Twitter. We, therefore, attempt to
evaluate the correlation between the numbers of active followers and clicks to
analyze the effect of inactive followers. (ii) How do reciprocal links affect the
relationship of the number of followers and clicks? On Twitter, a part of users
randomly follow other users in the hope that they will follow back, whereas, some
users join groups in which each member agrees to follow all of the other mem-
bers in that group [23]. This phenomenon, which is called the reciprocal links
by Ghosh et al. [12], is a way to increase one’s number of followers, and users
are recommended to increase their followers through this way to gain more web
traffic [1]. However, whether these reciprocal links increase the diffusion effect
of content remains unclear. Therefore, we attempt to explore the correlation
between the numbers of reciprocal links and clicks to answer these questions.

To analyze the effect of inactive followers, we first identify whether a user
is active. In general, Twitter regard users who log in at least once a month as
active ones [2]. However, considering that we cannot obtain information about
logging in activities, we regard users who publish at least one tweet, including
any kind of tweets such as retweets and replies, within the last two months as
active ones. After collecting the recent tweets by Twitter APIs, we can compute
the active followers for each user. Further, the correlation between the numbers
of active followers and clicks is plotted in Fig. 1(b). The coefficient of correlation,
0.6480, is nearly the same as that of the numbers of followers and clicks. We also
analyze the correlation between numbers of active followers and all followers, and
find that a strong linear relationship exists between them. These results suggest
that inactive followers are not the main reason behind the moderate relationship
between the number of followers and clicks.
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For reciprocal links, we first collect the follower and friend list of each user,
and then compute the intersection between the follower set and the friend set.
This intersection is regarded as the reciprocal links. Based on this data, the
correlation between the number of clicks and the difference in followers and
reciprocal links is calculated, as shown in Fig. 1(c). Compared with Fig. 1(a)
and 1(b), the points in Fig. 1(c) are centered around the straight line and a
stronger correlation exists between the number of clicks and the difference in
followers and reciprocal links. The coefficient, 0.7419, is approximately 10 %
higher than that of followers and clicks. These results indicate that reciprocal
links considerably affect the correlation between numbers of followers and clicks.
And when reciprocal links are removed, the number of followers becomes more
strongly correlated with the number of clicks.

To further evaluate the effect of reciprocal links in improving the number of
clicks, we analyze the correlation between reciprocal links and clicks, as well as
the correlation between reciprocal links and friends. the coefficient of the former,
0.1632, indicates that reciprocal links are not significantly correlated with clicks.
The coefficient of the later is 0.9125, suggesting that most of the friends originate
from reciprocal links.

Therefore, based on these analyses, we conclude that although reciprocal
links are widespread to be used to increase the number of followers, they have
limited effects on improving the number of clicks. And the difference of followers
and reciprocal links can be a better measure of user influence. Hence, below this
difference is regarded as the measure of user influence (levels), and user followers
refer to this difference except Sect. 5.2.

4.2 The Role of Tweet Characteristics

In this section, we analyze the impact of two kinds of tweet characteristics on the
click number of URLs: tweet types (i.e., the presences of hashtags and mentions
in tweets) and tweet length.

Tweet Types. On Twitter, tweets contain two widely used objects: hashtags
and mentions. The former is used to mark keywords or topics in a tweet and
to categorize messages, whereas the latter is a form of conversation on Twitter.
Users are often encouraged to include hashtags to increase the click number of
URLs on some web pages, such as [1]. Therefore, we explore how tweets that
contain hashtags or mentions affect the number of clicks.

For this purpose, we group the tweets into four types: hashtag tweets, which
are tweets that include at least one hashtag; mention tweets, which are tweets
that include at least one mention; hashtagMention tweets, which are tweets that
include both hashtags and mentions; and normal tweets, which are tweets with-
out hashtags and mentions. To avoid any preference for users who tend (not) to
publish more hashtag or mention tweets, we also analyze users with at least one
hashtag, mention, or hashtagMention tweet.

Figure 2 shows the number of clicks per URL in different tweet types for
different user sets. The Y-axis presents the average number of clicks for a given
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Fig. 2. Tweet type vs. number of clicks

user set. For hashtag tweets, shown in Fig. 2(a), the average number of clicks
of hashtag tweets is lower than that of normal tweets for all users; however,
the values are reversed for users with at least one hashtag tweet. Therefore, we
cannot fully ascertain how tweets that contain hashtags correlate the number of
clicks. For mention tweets, depicted in Fig. 2(b), the average number of clicks of
mention tweets is always higher than that of normal tweets for both user sets.
This result suggests that a positive correlation exists between tweets containing
mentions and the number of clicks. For hashtagMention tweets, presented in
Fig. 2(c), the trends are also inconsistent for different users.

Considering the unclear results about the effect of hashtags, we further
explore whether hashtags and mentions exert the different effect on the number
of clicks for users with different influence levels. For this purpose, we place users
into buckets according to an interval of 200 followers. We use numbers to denote
the buckets, i.e., the bucket 1 represents users with 0–200 followers, bucket 2 rep-
resents users with 200–400 followers, and so on. For each bucket, we group the
tweets into four types: hashtag tweets, mention tweets, hashtagMention tweets,
and normal tweets, and compute the average number of clicks for each type.

We compare the click number of the first three types of tweets with that of
normal tweets, and the results are shown in Fig. 3. The figures do not show all of
the buckets because of space constraints. The X-axis shows the bucket number.
The Y-axis denotes the average number of clicks per URL for the particular
bucket.

The results of the hashtag tweets are shown in Fig. 3(a). For the bucket 7
and 8 (referring to users with 1200–1400 and 1400–1600 followers respectively),
the click numbers of the hashtag and normal tweets are very close. While, for
the bucket 1 to 6, the hashtag tweets obtain a higher number of clicks than
the normal tweets. However, the reverse is true for bucket 9 and beyond. These

Fig. 3. Tweet type vs. number of clicks for users with different influence levels
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results indicate that tweets with hashtags do not always achieve additional clicks,
i.e., they can obtain more clicks for users with lower influence but not for that
with higher influence.

For the mention tweets, presented in Fig. 3(b), from the bucket 1 to 10,
the mention tweets generate a higher number of clicks than the normal tweets.
While, for other buckets, the click numbers of both are interlaced with each
other. That is, when users have less than roughly 1,800 followers, their tweets
with mentions can attract additional clicks; however, when users have a higher
number of followers, mentions do not contribute to improving the number of
clicks. Affected by both hashtags and mentions, the hashtagMention tweets,
presented in Fig. 3(c), exhibit a similar trend to hashtag tweets. The average
number of clicks shows a small fluctuation because of their small number.

These results indicate that contrary to what people commonly assume, tweets
with hashtags cannot always obtain more clicks. In fact, the hashtags and Men-
tions exhibit a different effect on users with different influence levels for obtaining
the number of clicks.

Fig. 4. All the users Fig. 5. Users with 2000–2200 followers

Tweet Length. Here, we explore the correlation between the tweet length
and number of clicks. We first analyze this correlation for all users, and the
results are shown in Fig. 4. The X-axis denotes the length of the tweets. The
minimum length is 20 because the tweet contain the short URL with no less
than 20 characters. The Y-axis refers to the average number of clicks with a
particular length. From the figure, we can see that the number of clicks generally
increases with the tweet length. And short URLs in tweets with approximately
120 characters tend to attract more clicks.

We further explore how the effect of tweet length differs for users with differ-
ent influence levels. As in the previous section, we place the users into buckets
according to an interval of 200 followers. For each bucket, we plot the correlations
between the tweet length and number of clicks. By observing the trend of each
figure, we find that these figures can be divided into two categories: users with
0–2,000 followers and users with more than 2,000 followers. For the former, all of
the buckets exhibit a similar trend. In view of space constraints, we present the
figures of three buckets: users with 1–200 followers, users with 600–800 followers
and users with 1600–1,800 followers, as shown in Fig. 6. This category has the
similar trend that the number of clicks exhibits a double hump phenomenon,
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Fig. 6. Tweet length vs. number of clicks for users with 0 to 2000 followers

and this trend becomes even more significant with the rise in the number of
followers. For example, when the number of followers reaches 1,600–1,800, this
trend becomes the most significant, and the two peaks of the click number are
twice the minimum number of clicks. For users with more than 2,000 followers,
we present the figures of users with 2,000–2,200 followers in Fig. 5, and all of the
other buckets exhibit a similar trend. The number of clicks fluctuates because
of the small amount of tweets when the tweet length is near 40, but it remains
stable when the tweet length exceeds 50.

Basing on these results, we can conclude that the effect of tweet length on
the number of clicks differs for users with different influence levels. Specifically,
users with low influence, such as those with 0–2,000 followers, can be affected
by tweet length, and URLs in tweets with around 50 to 120 characters tend to
obtain more clicks. However, users with high influence, such as those with more
than 2,000 followers, can hardly be affected by tweet length.

5 Methodology

5.1 Method of Prediction

The above analyses indicate that hashtags, mentions and tweet length place the
different impact on users with different influence levels for obtaining the number
of clicks. Therefore, the predictive model should take into account this different
impact to achieve higher accuracy. However, a global model, such as logistic
regression and SVM, will ignore this different impact. One way to address this
challenge is to create and apply numerous models to the user sets with different
influence levels. However, the data of some user sets, especially for user set with
high influence levels, is very sparse and cannot build model accurately. Hence, to
overcome this problem, we introduce the Multi-Task Learning (MTL) to predict
the click number of URLs. MTL seeks to simultaneously learn the commonality
as well as the differences between the multiple tasks. Therefore, we divide users
into different groups based on their influence levels and treat prediction of each
group as a task. And the MTL model is used to improve the performance by
considering both the common properties of all users and specific characters of
users with different influence levels. Here, we introduce an extension of SVM+
approach to multi task learning called SVM+MTL [19] to build the model.
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In SVM+MTL, the training set T is the union of task specific sets Tr =
{xir, yir}lri=1. For each task the learned weights vector is decomposed as w +
wr, r ∈ (1, 2, ..., t) where w and wr respectively model the commonality between
tasks and task specific components. The optimization problem of SVM+MTL is
formulated as follows:

min
w,b

1
2
(w,w) +

β

2

t∑

r=1

(wr, wr) + C

t∑

r=1

lr∑

i=1

ξir (1)

st : yir((w, φ(xir)) + b + (wr, φr(xir)) + dr) ≥ 1 − ξir (2)

ξir ≥ 0, i = 1, ..., lr, r = 1, ..., t (3)

Here, all wr’s and the common w are learned simultaneously. β regularizes the
relative weights of w and wr’s. ξir’s are slack variables measuring the errors wr’s
make on the t data groups. yir’s denote training labels while C regulates the
complexity and proportion of nonseparable samples.

The goal of SVM+MTL is to find t decision functions fr(x) = (w, φ(x)) +
b + (wr, φr(x)) + dr, r = 1, ..., t. Each decision function fr comprises two parts:
the common weights vector w with bias term b, and the group-specific correction
function wr with bias term dr.

5.2 Feature Spaces

In this section, we introduce the features which are used in the predictive model,
including the attributes of user influence, publishing behavior, and short URLs.

Features of user influence describe the characteristics of the social topology
of users. Based on the user profiles we can download by Twitter APIs, we use
the metadata relative to user influence as the features, such as the number of
followers, friends, lists and son on. Further, based on our analyses, we exploit
the features related to influence: the active followers and differences between
followers and reciprocal links, which can more accurately reflect user influence.
The features are detailed in Table 2.

Features of publishing behavior are composed of the items which users can
control when publishing tweets. The tweet characteristics, such as the presences
of hashtags and mentions as well as tweet length, are also placed into this set,
because users can determine whether their tweets include hashtags or mentions
and how long their tweets are.

Features of short URLs describe the information collected by Bitly APIs.
Among these features, the global click number of URLs can reflect the popularity
of the tweet content, because the global click number is the sum of clicks from all
the domains and platforms, and URLs in tweets are generally the key points of
the tweets. The referrer number can also be a measure of popularity for URLs,
because it means the sum of resources where clicks originated, i.e., the higher
referrer number is, the more popular the URL is. Therefore, in the experiments
later, we can evaluate whether the popularity of content has the predictive power
of the exact click number by using the features about the global click number
and referrer number.
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Table 2. Summary of features

Feature sets Name Description

User influence Followers The number of followers

Friends The number of friends

Lists The number of lists including this user

Active-followers The number of active followers

Diff-followers Difference between followers and reciprocal links

Publishing behavior Hashtags The presence of hashtags in tweets

Mentions The presence of mentions in tweets

Tweet length The length of tweets

Published time The published time of tweets

Average tweets Average number of Tweets per day in our dataset

Ratio of URLs Ratio of numbers of tweets with URLs and all tweets

Short URLs Global number The global click number from all the domains and platforms

Created time Difference of tweet published time and URL created time

Referrer number The number of resources where clicks originated

Domain ranking Ranking in Alexa.com of the domain of expanded URLs

6 Prediction Results

Based on the method and features, we predict the click number of URLs in
tweets. We describe the experiment setup and compare the results of SVM+MTL
with the original SVM.

6.1 Experiment Setup

We conduct prediction before tweets publication, because compared with pre-
diction after tweets publication, this kind of prediction can more clearly measure
the factors that affect the number of clicks. As in [6,13,27], we define several cat-
egories to represent the levels of the click number and predict which categories
the URL will belong to, instead of predicting the exact number. Because the lat-
ter is harder, particularly given the skewed distribution of popularity [5], and the
former should be good enough for most purposes. Specifically, we divide URLs
into five categories depending on the click number. That is we put URLs with
0, 1∼10, 11∼100, 101∼1,000, and more than 1,000 clicks into the category 1, 2,
3, 4 and 5 respectively. We select the same number of URLs for each category
randomly, because the URLs in category 1 are dominant, accounting for around
70 % of all the URLs. When considering all the URLs for the experiments, the
accuracy of prediction will reach 70 % even if we label all URLs as category 1.

The SVM+MTL takes into account both the common properties and specific
characters of users with different influence levels. Hence, we place users into
buckets according to an interval of 200 followers, and treat prediction of each
bucket as a task. And the SVM is used as the baseline.

We use the classification accuracy and F-score to measure the performance.
And the accuracy is defined as the proportion of true results in the population,



Understanding Factors That Affect Web Traffic via Twitter 117

and the F-score combines recall and precision with an equal weight. And to
evaluate the predictive performance, we randomly divide the URLs of each user
into two sets: 50 % for training and 50 % for testing.

6.2 Results and Discussion

The accuracy and F-score of the SVM and SVM+MTL predictors are presented
in Table 3 for the combination of the different feature sets. The best results
(biggest accuracy) for each model are emphasized in boldfaced numbers. The
first observation is that although the SVM model can perform reasonably well
with around 69 % accuracy using all features, the performance of SVM+MTL,
81.77 %, is significantly higher than that of SVM. Besides, no matter which
feature sets are used for prediction, the accuracies of SVM+MTL are always
approximately 10 % higher than that of SVM. This indicates that grouping users
based on user influence levels is appropriate for SVM+MTL, and by considering
both the common properties of all users and specific characters of users with
different influence levels, SVM+MTL can achieve expected predictive results.

In addition, we proceed to the feature set level to determine the importance
of features in predicting the click number. Unsurprisingly, for the SVM+MTL
model, the accuracies of using the influence feature set and behavior feature set
arrive at 74.35 % and 72.46 % respectively, which suggest that both feature sets
play an important role in predicting the levels. Interestingly, the features of short
URLs cannot perform as better as that of user influence and behavior. Among
the short URL features, both the global click number and referrer number can,
to some extent, reflect the popularity of the URL content. But they fail to have a
predictive power of the exact click number. This indicates that not every user can
achieve more clicks by publishing popular URLs. We also compute the coefficient
of correlation between the global click number and exact click number. The lower
coefficient, about 0.38, also provides support for this point.

Table 3. The predictive results

Feature sets SVM SVM MTL

Accuracy (%) F-score (%) Accuracy (%) F-score (%)

Influence 65.11 64.32 74.35 73.41

Behavior 62.33 61.48 72.46 72.14

URLs 57.68 58.13 68.74 69.85

Influence + behavior 66.04 66.84 75.26 74.11

Influence + URLs 65.3 65.91 76.18 77.14

Behavior + URLs 60.27 61.05 71.49 70.28

All features 69.49 69.74 81.77 81.37



118 C. Xiao et al.

7 Conclusions

In this paper, we conducted analyses and predictions about the click number of
URLs in tweets. Through the analyses, we showed that the correlation of the
click numbers and followers is not as strong as expected. This is due to reciprocal
links, not inactive followers. And our further analysis suggested reciprocal links
have limited effects on content diffusion, although it is widely used to increase
the number of followers. We also found that hashtags and tweet length place
different impacts on users with different influence levels for obtaining the number
of clicks. Specifically, in terms of hashtags, URLs in tweets with hashtags achieve
more clicks for users with low influence, but less for users with high influence.
And for tweet length, URLs in tweets with 50 and 120 characters attract a
similar maximum number of clicks. However, users with higher influence are
hardly affected by tweet length. Based on these analyses, we built a SVM+MTL
model to predict the click number. In this model, users with different influence
levels are treated as different predictive tasks, and the commonality of all users
and differences of users with different influence levels are learned simultaneously.
The experiments, based on Twitter data, showed our predictive performance is
significantly higher than the baselines.
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Abstract. Statistics show that more and more teenagers today are
under the stress in all areas of their lives from school to friend, work,
and family, and they are not always able to use healthy methods to cope
with. Long-term stress without proper guidance will lead to a series of
potential problems including physical and mental disorders, and even
suicide due to teens’ shortage of psychological endurance and controlla-
bility. Therefore, it is necessary and important to sense teens’ long-term
stress and help them release the stress properly before the stress starts
to cause illness. In this paper, we present a micro-blog based method to
recognize teens’ chronic stress by aggregating stress detected from micro-
blog. In particular, we analyze the characteristics of teens’ chronic stress,
and identify five types of chronic stress level change patterns. We eval-
uate the framework through a user study at a high school where the 48
participants are aged 16–17. The result provides the evidence that sens-
ing teens’ chronic stress is feasible through the open micro-blog, and the
identified stress level change patterns allow us to find useful regulations
of teens’ stress transition and to give sensible interpretations.

Keywords: Teens · Chronic pressure · Stress transition · Micro-blog

1 Introduction

1.1 Motivation

No one lives a stress-free life. Anything that poses a challenge or a threat to our
well-being is a stress. The American Heritage Medical Dictionary defines stress
as a physical or psychological stimulus that can produce mental or physiological
reactions which may lead to illness [1]. Stress can be divided into acute stress or
chronic stress. Acute stress is usually short-lived and can be beneficial, as it can
c© Springer International Publishing AG 2016
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DOI: 10.1007/978-3-319-48743-4 10
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enhance alertness and improve productivity [2]. In contrast, chronic stress is long-
lived. It is the response to emotional pressure suffered for a prolonged period over
which an individual perceives s/he has no control. While the immediate effects
of stress hormones are beneficial in a particular situation, long-term exposure to
stress creates a high level of these hormones that remains constant. This may
lead to high blood pressure and subsequently heart disease, damage to muscle
tissue, inhibition of growth, suppression of the immune system, and damage to
mental health [3]. In view of the severe consequence of chronic stress, it is quite
important to catch it in time.

With the rapid economic development, chronic stress has become an epidemic
in our modern society, and people almost accept it as a way of life. Particularly
for teenagers, they have to face heightened stress due to the many changes expe-
rienced concomitantly. When teens are overloaded with long-term chronic stress,
inadequately managed stress can lead to anxiety, withdrawal, aggression, phys-
ical illness, or poor coping skills such as drug/alcohol use. It could also trigger
or worsen depression [4], social isolation, and aggressive miss-behaviors [5]. To
the extreme, injury to either teenagers themselves or others will happen. The
campus gunman, Elliot Rodger, posted a video of himself on YouTube, saying
he had been suffering long-lasting stress of loneliness before the campus killing
in Santa Barbara in USA [6].

Hence, being aware of the existence of chronic stress and helping stressful
teenagers control and manage chronic stress before it becomes severe enough to
cause illness are particularly important.

1.2 Existing Solutions

Traditional stress analysis and detection techniques use subjective questionnaires
or various objective sensors to monitor the changes and predict the trends of
physiological signals and/or physical signals for people under stress [7–9]. Smart
phones as a kind of speech sensor were also exploited in [10,11], focusing on
cognitive stress and stressor frequency estimation rather than the type and
severity of stress. The limitations of these methods are the invasion or inconve-
nience caused by the body contact and the deviation induced by physical excise.
Recently, micro-blog offers another low-cost sensing channel to obtain people’s
self-expressed contents and behaviors, from which some emotional signals could
be captured and analyzed. [12–16] evaluated whether people are in the risk of
depression by analyzing their twitting behaviors. Oriented at the youth group,
[17–19] investigated a number of teens’ typical tweeting behaviors that may
reveal adolescent stress, and built a micro-blog based platform to sense and help
ease teenagers’ mental stress. But, aforementioned analysis stopped at detecting
adolescent stress category and stress level from teenagers’ tweets. None investi-
gates further to design an approach to differentiate whether a teen suffers chronic
stress upon the aggregation of stress of tweets within time periods on micro-blog.
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1.3 Our Work

The aim of this study is to analyze and distinguish teenagers’ acute and chronic
stress through the social media micro-blog. Chronic stress could appear con-
tinuously or discontinuously and its level may vary over time during the stress
period. Understanding teens’ chronic stress level change patterns and features
could help us track and predict teens’ stress trend, then further provide proper
intervention to avoid possible severe consequences.

Here, we turn to micro-blog for teens’ chronic stress detection for the follow-
ing reasons. Firstly, micro-blog keeps track of teens’ long-term tweeting contents
and behaviors, and it is possible to detect and associate stress within different
time scopes, which is difficult for wearing body-contact sensors and taking the
measurements. Secondly, teenagers tend to record details of their daily life and
feelings on micro-blog, making the acquisition of teens’ emotional states possi-
ble. Furthermore, based on the sensing results, effective and prompt intervention
and interaction with teens under stress can be easily implemented through the
lively micro-blog channel.

The contributions of this paper can be summarized as follows.

– By aggregating teens’ stress levels from individual tweets, we design a method
to differentiate teen’s chronic stress over a time period.

– We analyze the characteristics of teens’ chronic stress, and identify five types
of chronic stress change patterns.

– We conduct a user study testing the accuracy of the proposed method with
teenagers recruited from a local school, and experimentally analyze the rea-
sons for different chronic stress level change patterns.

To our knowledge, this is the first attempt in the literature to analyze and
identify teenagers’ chronic stress, as well as different chronic stress level change
patterns, on micro-blog social media.

2 Related Work

2.1 Stress Detection by Subjective Questionnaires and Psychologists

The first method uses subjective questionnaires or individual/group meetings
with psychologists to analyze users’ stress situations. This method needs high
cooperation of users and relies on people’s ability to recall their experiences.

2.2 Stress Detection from Physiological Signals

Because stress will induce the variation of physiological and physical signals
of the body, there is a rich body of work using objective physiological and
physical signals to detect stress. Typical physiological measures include gal-
vanic skin response (GSR), heat rate variability (HRV), electroencephalogram
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(EEG), electrocardiogram (ECG), blood pressure, electromyogram, and respi-
ration. [20] found skin conductivity and heart rate metrics have close corre-
lations with driver’s stress level, and used electrocardiogram, electromyogram,
skin conductance, and respiration for driver’s stress detection [21]. [22] applied
the non-linear system identification technique to HRV for continuous mental
stress monitoring. The above experimental results came from the laboratories
where subjects were under a stationary state. For people on the move, [23] com-
bined ECG, GSR, and accelerometer gathered from 20 participants across three
activities (sitting, standing, and walking) to differentiate physiological signals
generated between physical activity and mental stress. [24] investigated the dif-
ferences of EEG characteristics (overall complexity and spectrum power of EEG
bands) collected from two groups of people - high stress versus moderate stress.
The results showed that those with chronic stress have higher left prefrontal
power.

2.3 Stress Detection from Physical Signals

Although physiological measures can achieve good accuracy in mental stress
detection, it may make people discomfort, slightly conflicting air, or even more
stressful increase due to its invasiveness. Some physical measures (e.g., voice,
gesture and interaction, facial expressions, eye gaze, pupil dilation and blink
rates) are thus taken for stress detection as non-invasive measures, since they do
not need to put the contact sensors on human bodies. Voice-based stress detec-
tion has received much attention in recent years due to its observable variability
when response to stressors. [25] presented a stress detection method by com-
puting prosodic, voice quality, and spectral features on variable window sizes.
Smart phones were also used as a kind of sensor to detect people’s mental stress
by analyzing their voice variation in diverse conversational situations [10,11].
Besides voice, [26] analyzed people’s mouse movements and found that people
click mouse button harder as their stress decrease. [27] proposed a stress recog-
nition method based on pupil videos obtained from video camera. Considering
the contact sensors need specialists to install and monitor, which causes incon-
venience to people’s daily life, [28] used a low-cost webcam that recovered the
instantaneous heart rate signal from video frames of human faces for mental
stress detection. [29] further used features extracted from GSR and/or speech
signals to train four types of classifiers, and the result showed that SVM classi-
fiers can reach better accuracy than other classifiers for stress detection.

2.4 Stress and Depression Detection from Micro-blog

The popularity of micro-blog offers another medium for sensing people’s mood.
[13,14] built a statistical classifier to estimate whether people are in the risk
of depression by analyzing their twitting behaviors before being diagnosed. The
experimental results demonstrated that social media contained useful cues in
predicting individual’s depression tendency. Recently, [17] investigated a number
of teens’ typical tweeting behaviors that may reveal adolescent stress, and applied
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five classifiers to teens’ stress detection. [18] trained a deep sparse neural network
to detect psychological stress from cross-media micro-blog. So far, teen’s stress
detection is conducted on the basis of individual tweets. Aggregation of stress
levels revealed from tweets over a time period to identify teen’s chronic stress and
different chronic stress change patterns, have not been investigated yet. In this
paper, a user study recruits 48 teenagers from a local high school and estimates
the accuracy of the proposed method. Besides, some interesting findings are also
found through the user study.

3 Problem Statement

Considering the characteristics of teenagers’ micro-blog behaviors, [17,18] devel-
oped techniques to sense teenagers’ stress level from each individual tweet of
the four major categories: study, self-cognition, inter-personal, and affection. Six
ranks: none, very light, light, moderate, strong, very strong are adopted to mea-
sure stress levels, where none indicates no stress. For computation purpose, we
use integer set S = {0, 1, 2, 3, 4, 5} to represent the above labels. Let (t, w) be
a tweet w posted at time t. Function Stress(t, w) = s returns a detected stress
level s ∈ S from tweet w.

To further sense chronic stress, we investigate a sequence of teen’s tweets
during a time period and aggregate the detected stress level of each single tweets.

Definition 1. Let I = [I.s, I.e] be a time period I starting time I.s and ending
time I.e. The temporal length of I is |I| = I.e − I.s, which can be a day, a
week, a month, etc. Let W (I) = 〈(t1, w1), (t2, w2) · · · , (tm, wm)〉 (for I.s ≤ t1 ≤
· · · ≤ tm ≤ I.e) denote a tweet sequence within time period I, where tweets
w1, w2, · · · , wm were posted by a teenager chronologically on micro-blog at time
t1, · · · , tm, respectively.

Definition 2. Applying the stress detection function Stress(t, w) upon each
tweet in W (I), we can obtain a corresponding stress level sequence in time
period I, denoted as S(W (I)) = 〈Stress(t1, w1), Stress(t2, w2), · · · , Stress(tm,
wm)〉 = 〈s1, s2, · · · , sm〉, where for ∀i (1 ≤ i ≤ m) (si ∈ S). I is called a stress
existing time period, if and only if ∃i(1 ≤ i ≤ m) (si > 0).

As chronic stress is only meaningful for a relatively long time interval, and
should exist frequently across the whole period, we give the following definition
for chronic stress.

Definition 3. Let I = [I1, I2, · · · , In] be a time interval, which is divided into
n successive time periods of equal temporal length, where for ∀i (1 ≤ i ≤ n − 1)
(Ii.e = Ii+1.s) ∧ (|I1| = |I2| = · · · = |In|). For a list of tweet sequences posted
within I, W = [W (I1),W (I2), · · · ,W (In)], and a list of stress level sequences
within I, S(W) = [S(W (I1)), S(W (I2)), · · · , S(W (In))], the stress coverage
ratio within L is computed as the number of stress-existing time periods in I
versus the total time periods number n.
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Assume I is a stress existing time period. I is called a chronic stress
existing time period, if and only if (1) the temporal length of L is greater
than threshold τt, and (2) the stress coverage ratio within L is greater than a
threshold τc. Based on teenagers’ regular schedule, τt = 1 month, and τc =100%
for simplification of basic model in this study.

4 Method

4.1 Gaussian Process for Single Tweet Stress Detection

We extract 9 features from teens’ micro-blogs to characterize the postings related
to stress. The features can be categorized into two types: content-centric (i.e., lin-
guistic content, number of negative emotion words, shared music/picture genres,
number of positive and negative emoticons, number of exclamations and question
marks, emotional degree lexicons) and context-centric (abnormal tweeting time
and frequency). From each teen’s tweeting/retweeting behavior, we extract and
analyze these features, and then employ a Gaussian Process classifier to perform
single-tweet based stress detection. Several of these features are motivated from
[17], where greater details can be accessed by the readers.

Based on the content and context features extracted from teens’ tweets, we
employ the Gaussian Process (GP) framework to learn the stress level (catego-
rized into 6 levels: “No Stress”, “Very Light”, “Light”, “Moderate”, “Strong”,
“Very Strong”) for each tweet, which offers a principled means of performing
inference over noisy data. The significant reasons we adopt Gaussian Process
are the notion of GP as a distribution over functions and its best performance
for stress detection on micro-blog [17], thus it is suitable to analyze teens’ tweets.
Here, we still use 6 stress levels defined in previous work to measure individual’s
stress extent in single tweet. Detailed derivations can be found in [17].

4.2 Stress Aggregation on Single Tweets

Considering teens’ routines of study and rest vary weekly, we set the gran-
ularity of time interval as “week”, namely for the successive time interval
I = [I1, I2, · · · , In, Im], the length |Ii|(1 ≤ i ≤ m) is a week. Thus, for each
teen, we first aggregate stress of single tweets weekly, using three typical func-
tions Avg,Max, Sum to calculate the average, minimal, and maximal stress
levels in a week. The aggregated stress value indicates the stress state of each
week (whether the teen endures stress in this week or not).

Let W (I) = 〈(t1, w1), (t2, w2) · · · , (tm, wm)〉 be a tweet sequence in time
period I, and let S(W (I)) = 〈Stress(t1, s1), Stress(t2, s2), · · · ,
Stress(tm, sm)〉 = 〈(t1, s1), (t2, s2), · · · , (tm, sm)〉 be a list of stress level
sequences detected from W (I) (Definition 1 and 2 ). We have Avg(S(W (I))) =
∑m

i=1 si
m , Max(S(W (I))) = arg1≤i≤m max(si), and Sum(S(W (I))) =

arg1≤i≤m min(si).
We label the aggregation stress result (by Avg/Max/Sum functions) in

|Ii|(1 ≤ i ≤ m) as S(W (Ii)). Thus for a stress level sequence S(W) in time
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interval I, the aggregation result is S(W). In our later results presentation, we
proved that teens’ stress (aggregated weekly) has consistent changing trends
under three aggregation methods.

4.3 Detecting Chronic Stress Level Change Patterns

Teen’s stress state usually changes over time influenced by environment and
personality during the chronic stress interval (for example, stress level rises fast
or drops slowly). The changing of teens’ stress reflects in the variation between
low level and high level stress. Thus, in this paper, we define two stress states:
lower stress and higher stress, and focus on their mutual transition.

Within the continuous chronic stress interval I = [I1, I2, · · · , Im] (where the
length of |Ii|(1 ≤ i ≤ m) is one week, S(W (Ii)) > 0), a teen has two different stress
states lower stress and higher stress, measured by the stress value threshold τ .
For the aggregated stress value S(W (Ii)) of each time period Ii(1 ≤ i ≤ m), if
S(W (Ii)) ≤ τ , Ii is in lower stress state; or else Ii is in higher stress state. The
setting of τ is subject to teen’s personality and daily behaviors (here we set τ to
be 5 based on the fact of 5 working days in a week).

We define lower stress interval as Il = [Ip, Ip+1, · · · , Ik], and the adjacent
higher stress interval as Ih = [Ik+1, Ik+2, · · · , Iq] in time interval I (1 ≤ p ≤
k ≤ q ≤ m), satisfying the following two conditions:

Condition 1: For ∀i (p ≤ i ≤ k), S(W (Ii)) ≤ τ ;

Condition 2: For ∀i (k+1 ≤ i ≤ q), S(W (Ii)) > τ .

Teen’s chronic stress state changes from Il to Ih when stress starts worsen-
ing. Similarly, transition from lower stress to higher stress happens when time
interval Ih is in front of Il in time line.

Within the higher stress time interval Ih, we find the maximal stress level
Speak(Ih) = S(W (Ipeak)), where S(W (Ipeak)) = argp≤i≤k Max(S(W (Ii))) (p ≤
i ≤ k). Ipeak (the time interval with peak stress value), together with Ip (the start
time of Il) and Iq (the end time of Ih), and divide the stress state transaction
from lower stress to higher stress into three phases in the time line:

Phase 1. Early-Starting Phases stress level increases from lowerstress state
to higherstress state, from Ip to Ik, in time span T1 = k −p (indicated in Fig. 1
with p1).

Phase 2. Middle-Rising Phases stress level increases from S(W (Ik)) to peak
value Speak(Ih), from Ik+1 to Ipeak, in time T2 = peak − (k + 1) (indicated in
Fig. 1 with p2).

Phase 3. Late-Decreasing Phases stress level decreases from peak value
Speak(Ih) to lower stress state, from Ipeak to Iq, in time T3 = q−peak (indicated
in Fig. 1 with p3).

Note that the transition between lower stress and higher stress may occur
repeatedly and alternately within a continuous chronic stress interval in reality.
We measure the stress level changing speed (in Phase2 ) with the slope from Ik
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Fig. 1. Five chronic stress level change patterns.

to Ipeak, denoted as Speedup = (S(W (Ipeak)) − S(W (Ik)))/T2. We measure the
speed of Phase1 and Phase2 by using the time span T1 and T2. In our case study,
we found 287 stress level transaction cases from 48 teens’ tweets, and further
calculated the average changing speed of three phases respectively from the 287
transactions, thus obtaining three thresholds for measuring the changing speed
of each phase, which are denoted as λ1, λ2, λ3.

Further, we present five stress level change patterns based on the transaction
between lower stress and higher stress states, within the chronic stress interval
I = [I1, I2, · · · , Im]. For each pattern, sub-patterns are defined according to the
changing speed (fast or slow) of three phases, as shown in Fig. 1.

– Pattern 1: within the chronic stress interval I, if for ∀i (1 ≤ i ≤ m), S(W (Ii))
≤ τ , we call I a smooth stress pattern, indicating that no higher stress state
appears in this chronic stress interval.

– Pattern 2: within the chronic stress interval I, if there exists three conjoint
sub time intervals, Il, Ih, Il in time line, namely stress state changes from
lower stress to higher stress state, then back to lower stress state, we call it a
burst stress pattern.

– Pattern 3: within the chronic stress interval I, if there exists two conjoint sub
time intervals, Il and Ih in time line, namely stress state changes from lower
stress to higher stress state and lasts to the end of I, we call it a gradually
intensified and long-lasting pattern.

– Pattern 4: within the chronic stress interval I, if there exists two conjoint
sub time intervals, Ih and Il in time line, indicating that stress changes from
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higher stress (at the beginning of I) to lower stress state, we call it a downward
stress pattern.

– Pattern 5: within the chronic stress interval I, if ∀i (1 ≤ i ≤ m), S(W (Ii))
≥ τ , we call I intensive stress pattern, showing that the teen keeps in higher
stress state.

5 User Study

5.1 PSS-14 Questionnaires

Cohen’s Perceived Stress Scale (PSS-14) [30] is commonly used to measure
human’s stress level worldwide in psychology. We take the PSS-14 score value
(from 0 to 75, corresponding to none, light, moderate, and strong stress level
respectively) as the ground-truth of our general stress detection results.

We invited 48 students (26 girls and 22 boys, aged 16–17) with micro-blog
accounts from Xining No. 4 High School to participate in our case study. Get-
ting their consents, we guided the students to fill in the Chinese PSS question-
naire [31] based on their emotional feelings in the last month (from Nov.26,2014
to Dec.26,2014).

Besides, we also add two questions to ask participants to label their characters
and micro-blog usage: (1) “Do you think you are introvert or extrovert?” and
(2) “Do you prone to express emotions through tweets?”

5.2 Teens’ Tweets from Tencent Micro-blog Platform

We collected 30,041 tweets before 26 December, 2014 of the above 48 students
from Tencent Micro-blog Platform, which is similar to Twitter in China. For each
teen, the number of tweets ranges from 28 to 3,288, and the time span ranges
from 25 weeks to 261 weeks. These tweets provide us with abundant information
to detect chronic and acute stress of the participants, and to further analyze
their chronic stress level change patterns.

To verify our detection results for chronic stress according to our ground-
truth (based on PSS-14 questionnaires), we collected tweets of the 48 teens in
the corresponding month (from November 26, 2014 to December 26, 2014). For
each teen, the number of tweets ranges from 1 to 94, and the time span ranges
from 1 week to 5 weeks.

6 Results

To match the four stress levels of PSS-14, we merged our detected “very light”
and “light” stress levels into “light” stress level, and “very strong” and “strong”
stress levels into “strong” stress level.
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6.1 Experiment 1: Teens’ General Stress Detection

In this experiment, we used the subset of collected tweets (posted from November
26, 2014 to December 26, 2014), to guarantee the timeliness of our ground-truth
(based on PSS-14 questionare). For each student, we detected the stress level
of every single tweet, and further computed his/her average stress level in this
month. By comparing the stress levels reflected by PSS-14 questionnaire and
detected by our approach of each 48 students, the average detection accuracy
of our approach is 77.1 %. 25 out of 29 students, who are identified as suffering
strong stress by PSS-14, are detected correctly by our approach.

Effect of “Introvert” or “Extrovert” Character on Detection Perfor-
mance. Figure 2(a) and (b) show the ranking results of PSS-14 and our app-
roach based on the stress levels of 26 introvert students, and 22 extrovert students
respectively. We draw the fitting straight line and use R2 (ranging from 0 to 1)
to show the linear correlation degree of data in each sub-figure. The R2 of 22
extrovert students in Fig. 2(b) shows a higher value of 0.64 than that of 26 intro-
vert students in Fig. 2(a). The difference of R2 indicates that the ranking result
of extrovert teens has a higher linear correlation degree than that of introvert
teens.

Fig. 2. Ranking results comparison based on stress levels detected by our approach
and PSS-14. We rank the PSS-14 scores among 48 teens, and also rank the average
stress level of them detected by our approach. We compare the two rank results, using
the data fitting method, where the result R2 ranging from 0 to 1. The greater value of
R2 indicates higher fitting degree of the two ranks.
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Students Who Likely Express Emotions on Micro-blog Get Higher
Performance. Figure 2(c) and (d) show the ranking results of PSS-14 and our
approach based on the stress levels of 19 teens who are prone to expressing
emotions in tweets and 29 teens who are not prone to expressing emotions in
tweets. The fitting straight line in Fig. 2(c) is nearer to the y = x line and obtains
a very high value of R2 = 0.72, which is much higher than R2 = 0.48 in Fig. 2(d),
and also higher than the results in Fig. 2(a) and (b).

6.2 Experiment 2: Chronic Stress Detection

In this part, we used whole set of teens’ tweets to detect teens’ chronic stress
and to analyze its change patterns during entire posting time. Given the above
definition, in this research, we focused on stress level rather than stress type
while detecting chronic stress.

Aggregation Performance. For each teen, we aggregated stress level of single
tweets weekly by using three methods: (1) the maximal stress level in a week,
(2) the average stress level in a week, (3) the accumulated stress level in a week.

Sensibility of Chronic Stress Intervals. According to the psychological the-
ory, time span of chronic stress could be recognized as “months to years” [32].
Combined with the application scenarios (per semester lasting for 4 months
in Chinese high school), the length threshold for chronic stress interval (in
Definition 3) is set to 1, 2, 3 and 4 months respectively to explore teens’ chronic
stress reactions with different baseline time.

Result in Fig. 3 shows that the number of teens suffering from chronic stress
gradually decrease as baseline time extended. Combing detection results and
teens’ tweets, we have observed that nearly half of teens release the stress when
semester ends or vacation starts. The rest of teens endure stress coming from fam-
ilies, peers, or bad self-regulation capabilities, which are less affected by outside

Fig. 3. Number of students with chronic stress, under different settings
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world. When time span is set to 1 month, we find that most teens are suffering
chronic stress with different periods. So we suggest that coaching or intervention
once per month for teenagers be planned, to avoid potential consequences caused
by chronic stress.

Performance of Chronic Stress Detection. To evaluate chronic stress detec-
tion performance, all participants were asked a question (“In the last year,
do you feel nervous and stressed?” 1. Never 2. Seldom 3. Sometimes 4. Often
5. Always), which is regarded as ground-truth for detection result of each teen.
To match question answers into the aggregation results (here we choose the
average aggregation method, and the other two methods performing the similar
trends can also be adopted), we set the rule: answer 1. Never mapping to “None”,
“2. Seldom” and “3. Sometimes” mapping to “Occasional”, and “4. Often” and
“5. Always” mapping to “Frequent”. Here, we considered the label of “None” as
no stress, “Occasional” as temporary stress, and “Frequent” as the chronic stress.
Then we chose the minimal size of “1 month” as the threshold of chronic stress
interval. The accuracy of detection result is presented in Table 1. Besides, the
precision and recall of chronic stress detection can reach to 80.00 % and 66.67 %
respectively. Causing relative low recall may be because some participants only
posted few tweets during the posting period.

From another perspective, we compared our detection results with the rank
of teens’ PSS-14 scores (in descending order). Consequently, it reveals that most
teens with chronic stress rank high in the list of PSS-14 results. As Table 2 shows,
10 teens with chronic stress are in the top 15, 13 teens are in the top 20, and
15 teens are in the top 25.

Table 1. Confusion matrix of stress detection

PSS-14 Detect

None Occasional Frequent (chronic)

None 1 (50 %) 1 0

Occasional 1 24 (77.42 %) 6

Frequent (chronic) 0 3 12 (80 %)

Table 2. Top n(15–25) ranks of teens with chronic stress

PSS-14 Rank Top 15 Top 20 Top 25

Number of teens 10 13 15

Percent 66.67 % 86.66 % 100 %
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6.3 Experiment 3: Chronic Stress Change Patterns

According to Definition 5, we explored all the varying patterns existing in the
continuous chronic stress intervals of 48 teens. What we concerned more were the
duration of low-level stress before its worsening, and the speed of worsening and
alleviating. Five patterns were subclassified further in this trial. To describe the
properties mentioned above, three parameters were used, including the lasting
time of lower stress state Lastingtimelow, the transition speed from lower state
to higher state Speedup, and the transition speed from higher state to lower
state Speeddown. We marked Lastingtimelow as slow when it was greater than
average value of lasting time of 48 teens, and marked Speedup and Speeddown as
slow when they were less than average value, the other way round. In such cases,
stress level change patterns were classified into 18 sub-patterns (in Definition 4).

Table 3 shows the comparison of occurrence proportion of 5 patterns when the
baseline time is set to 1, 2, 3 and 4 months. In general, the overall proportion do
not markedly change with baseline time variation. Among these patterns, pattern
1 is the dominant one and then is pattern 2, which means teens usually are
under the lower stress while suffering from chronic stress. But when their stress
intensifies, it usually turns into a way of increasing first and then decreasing.
The small change of percentage of pattern 1 and pattern 2 indicate that the
ratio of stress worsening will rise with baseline time increasing.

Table 3. Distribution of 5 chronic stress change patterns in different baseline time

Pattern 1 Pattern 2 Pattern 3 Pattern 4 Pattern 5

1 month 75.04 % 15.91 % 3.47 % 4.86 % 0.69 %

2 month 74.32 % 17.96 % 3.50 % 3.85 % 0.35 %

3 month 72.06 % 20.37 % 3.39 % 4.01 % 0.15 %

4 month 67.15 % 25.24 % 3.18 % 4.16 % 0.24 %

The proportion of sub-patterns in pattern 2 in 1 month baseline time is
shown in Fig. 4 (only one pattern is reported here due to the space restriction).
It shows that an overwhelming majority of teens (87.37 %) turns to the stage of
intensive stress only after a short period of lower stress, which might be because
teens easily feel anxious when facing stress due to their immaturity. Besides, the
most prominent sub-pattern is sub-pattern 4, in which the speed of both stress
ascent and decline are “fast”, which seems like “easy come easy go” when teens’
stress get worse. But an important thing to know is there are still 45.6 % teens
keep “slow” speed at stress alleviating stage. For these teens, intervention or
psychology guidance should be imported early to help them release stress.



134 Y. Xue et al.

Fig. 4. Detected proportions of 8 sub-patterns in pattern 2

7 Conclusion

Chronic stress can lead to a series of physical and mental health problems.
Especially for adolescents, it may result in more serious consequences such as
suicide, due to their shortage of psychological endurance and controllability.
Therefore, it is particularly necessary to timely detect adolescents’ chronic stress
and guide them to cope with it. In this study, we propose a framework for chronic
stress detection by aggregating individual tweet’s stress detection results. We
identify five chronic stress change patterns, and give explanations and some
advices based on the findings from a user study with 48 students of age 16–17
recruited from a high school. In the future, we plan to implant a personalization
model upon the framework to automatically or semi-automatically adapt to
different teens’ stress detection.
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Abstract. The dictum ‘publish or perish’ has influenced the way scien-
tists present research results as to get published, including exaggeration
and overstatement of research findings. This behavior emerges patterns
of using language in academia. For example, recently it has been found
that the proportion of positive words has risen in the content of scientific
articles over the last 40 years, which probably shows the tendency in sci-
entists to exaggerate and overstate their research results. The practice
may deviate from impersonal and formal style of academic writing. In this
study the degree of formality in scientific articles is investigated through
a corpus of 14 million PubMed abstracts. Three aspects of stylistic fea-
tures are explored: expressing emotional information, using first person
pronouns to refer to the authors, and mixing English varieties. Trends of
these stylistic features in scientific publications for the last four decades
were discovered. A comparison on the emotional information with other
online user-generated media, including online encyclopedias, web-logs,
forums, and micro-blogs, was conducted. Advances in cluster computing
are employed to process large scale data, with 5.8 terabytes and 3.6 bil-
lions of data points from all the media. The results suggest the potential
of pattern recognition in data at scale.

Keywords: Big data · Apache Spark · Stylistic features · Academia ·
Social media

1 Introduction

Publication pressure has influenced the way researchers present study results,
emerging patterns of presentations in scientific publications. Recently a pattern
in expressing emotional information in academic papers has been found: the
proportion of positive words has risen in the content of academic articles for the
last 40 years [2,13], linking with the possibility of exaggeration or distortion of
study findings [7,13], in order to give the papers more chance to be accepted. As
emotional expression is said to be avoided in academic writing [1] or to associate
with informal writing [11], the writing mode may not follow a formal style.

Other informal elements include using first person pronouns to refer to the
authors [4,5]. Academic writers are advised that ‘leave their personalities at the
door ’ [6] and ‘traditional formal writing does not use I or we in the body of the
paper ’ [12].
c© Springer International Publishing AG 2016
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Another requirement for scientific publications is the consistency in the use
of English. In the guide to authors by several journals, such as Journal of Pho-
netics1 or Information Sciences,2 it is written ‘Please write your text in good
English (American or British usage is accepted, but not a mixture of these)’.

This work adapts a data-driven and lexicon-based approach to capture the
language style conveyed in PubMed articles. Not only two linguistic categories
– positives and negatives, but other stylistic features expressed in the content
of PubMed abstracts will also be extracted. They include the proportion of
sentiment-bearing words in the content and their affective scores, the extent of
using first person pronouns to refer to the authors, and the degree of mixing
English spelling in academic writing. Trends of these stylistic features in scien-
tific publications for the last four decades will be investigated. The emotional
information will be compared with that of other media, consisting of online ency-
clopedia (Wikipedia), online diaries (web-logs, e.g., Live Journal), online forums
(Reddit), and micro-blogs (Twitter). Advanced framework in cluster comput-
ing will be employed to process approximately six terabytes of data containing
billions of data points from all the media.

A key contribution of this work is to provide a set of stylistic features for
scientific articles as well as trends of these features for the last 40 years. This
would probably help to understand the evolution of scientific writing, as well
as anomalies along the development. The trends may also imply changes in the
extent of acceptability of certain stylistic features over the course of the period.

The paper is organized as follows. Section 2 outlines the proposed methods,
data collections, and experimental setup. Section 3 presents the results. Section 4
concludes the paper and proposes possible future work.

2 Method

2.1 Datasets

Data from PubMed, Wikipedia, Live Journal, Reddit, and Twitter were crawled
or downloaded. The time range, number of instances, and the volume for these
corpora is shown in Table 1.

For PubMed, on 20 January 2016, through http://www.ncbi.nlm.nih.gov/
pubmed/, English articles having abstracts were queried. The site returned
14,334,783 records of articles, in XML format. For each record, the content of
certain tags, such as article title, article abstract, and publication date, was
extracted.

For Wikipedia, the 05 March 2016 dump of English Wikipedia was down-
loaded.3 This contains 8,374,298 articles. However, many of them do not have

1 https://www.elsevier.com/journals/journal-of-phonetics/0095-4470/
guide-for-authors, 2016.

2 https://www.elsevier.com/journals/information-sciences/0020-0255/
guide-for-authors, 2016.

3 https://dumps.wikimedia.org/enwiki/20160305, downloaded on 31 March 2016.

http://www.ncbi.nlm.nih.gov/pubmed/
http://www.ncbi.nlm.nih.gov/pubmed/
https://www.elsevier.com/journals/journal-of-phonetics/0095-4470/guide-for-authors
https://www.elsevier.com/journals/journal-of-phonetics/0095-4470/guide-for-authors
https://www.elsevier.com/journals/information-sciences/0020-0255/guide-for-authors
https://www.elsevier.com/journals/information-sciences/0020-0255/guide-for-authors
https://dumps.wikimedia.org/enwiki/20160305
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Table 1. Corpora used in the experiments.

Dataset Time range #Instance Volume

PubMed 01/12/1948 – 20/01/2016 14,334,783 150GB

Wikipedia 05/11/2002 – 05/03/2016 5,760,798 52GB

Live journal 14/05/1999 – 23/04/2005 33,152,794 64GB

Reddit posts 24/01/2006 – 31/08/2015 196,531,736 251GB

Reddit comments 15/10/2007 – 31/05/2015 1,659,361,605 908GB

Twitter 07/06/2013 – 14/03/2016 1,673,497,746 4,542 GB

the content. They are referrals of other articles and were removed, resulting in
5,760,798 articles.

For Live Journal, a corpus of RSS (Rich Site Summary) feeds provided by
the authors of [8] was used. This dataset contains more than 33 million blog
posts written in English. More than half of the posts are tagged with moods,
probably suggesting a sentiment-bearing and less formal data source.

For Reddit, both corpora of posts and comments were downloaded, including
approximately 200 million posts and 1.6 billion comments.4

For Twitter, we introduce a new dataset of tweets written in English, geo-
tagged with a US location, and time-stamped from 07 June 2013 to 14 March 2016.

2.2 Features

To characterize PubMed articles, three types of features were extracted: (1)
affective information conveyed in the content, (2) informal elements, and (3) the
mixing of American and British English. For other media, the affective informa-
tion was extracted.

Affective Information. To compute the proportion of affective words in a
document, positive emotions and negative emotions lexicons from LIWC [10]
were employed. To estimate the sentiment score of sentiment-bearing words,
ANEW ratings [3], employed to infer mood patterns in [9], was used. Words
in this lexicon are rated in term of valence (very unpleasant to very pleasant),
arousal (least active to most active), and dominance (submissive to dominant).

Using First Person Pronouns. In this work, using first person pronouns to
refer to the authors was used as an example of informal elements. In particular,
the proportion of abstracts containing We and I was calculated.

Generally, We is used more in co-authored papers than in sole-authored ones,
and the other way around for I. So, in addition to the proportion calculated for
all papers, those computed with respect to sole- and co-authored papers are
included.
4 Posts: http://bit.ly/1MvQobz, comments: http://bit.ly/1RmhQdJ, retrieved

October 2015.

http://bit.ly/1MvQobz
http://bit.ly/1RmhQdJ
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Mixing of American (AmE) and British English (BrE) Spelling. This
work examined differences between AmE and BrE in term of spelling. From
http://www.studyenglishtoday.net/british-american-spelling.html,5 all words
with different spelling between AmE and BrE were selected as the initial set.
Then those words highlighted as misspelling by Notepad++ version 6.7.5 and
their British counterparts were chosen, resulting in a list of 60 American and
British word couples.6

This list was employed as the vocabulary to determine if a mixture of Amer-
ican and British spelling was used in a document of the media. For example, if
both ‘behavior’ and ‘colour’ were found in a document, the document would be
considered to have a mixture of English varieties in the content.

2.3 Trends in Academic Writing

To examine trends of stylistic features in scientific articles, annual values of each
feature were examined. Correlation of the values with time would roughly show
how the features have been changed over time. In this work, Pearson correlation
between the annual value of the features and the time was used to detect the
evolution of academic writing in PubMed articles for the last four decades, from
1975 to 2015. A positive correlation possibly means that the feature has increased
over the time, and vice versa.

2.4 Computing Environment

All the processing of the big corpora in this work was conducted using Apache
Spark, an emerging cluster computing platform [14]. A Spark cluster of eight
worker nodes was employed. Each node features a dual eight-core Intel R© Xeon R©
E5-2670@2.60 GHz processors, 128 GB of main memory, and CentOS 7.2 oper-
ating system.

3 Results

3.1 Affective Information

Proportion of Positive and Negative Words in the Content. Figure 1
shows the use of positive and negative words in PubMed abstracts for the last
four decades. The use of positive words has increased for the period, with the
correlation with time of 0.79, partly confirming recent findings that the propor-
tion of positive words has risen in the content of scientific articles [2,13,15]. On
the other hand, virtually no trend is observed for the use of negative words over
the time.

5 Retrieved February 2016, cached: http://bit.ly/1UNOeWa.
6 The list could be accessed at http://bit.ly/1Sb1E9Z.

http://www.studyenglishtoday.net/british-american-spelling.html
http://bit.ly/1UNOeWa
http://bit.ly/1Sb1E9Z
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Fig. 1. The use of positive and negative words in PubMed abstracts for the last 40
years.

Fig. 2. The affective scores for all the media and the affective scores for PubMed
articles for the last 40 years.

Affective Score of Subjective Words. Figure 2a shows the mean of three
affective scores for the content of all the media. The value for PubMed abstracts
is lowest in all the affective scores.

However, all the scores for PubMed abstracts have increased for the last 40
years, as shown in Fig. 2b. Especially, the trend is clear for arousal score, with
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strong correlation with time, at 0.89. So, it could be said that, for PubMed
abstracts, an increase is seen not only in the proportion of sentiment-bearing
words in the content (Fig. 1), but also in the scores of affective words (Fig. 2b).

3.2 Using First Person Pronouns

Figure 3 shows the use of one of the informal elements – using first person pro-
nouns to refer to the authors – in PubMed publications for the last 40 years. In
general, an increase is seen in the use of We and I in PubMed abstracts over
the period.

In particular, for all abstracts, We was found to be increasingly used, from
less than 10 % of papers in 1975 to almost 50 % in 2015, a five times higher,
shown in the left figure of Fig. 3a. A similar trend is observed for the proportion
of We papers (papers with We in the abstracts) in co-authored papers, shown
in the right figure of Fig. 3a. An increase in the proportion of co-authored papers
is also seen, from less than 82 % in 1975 to almost 96 % in 40 years later, shown
in the middle figure of Fig. 3a.

On the other hand, for all abstracts, as shown in the left figure of Fig. 3b,
the percentage of I papers (papers with I in the abstracts) is slightly decreased
over the time. However, the reason for this decrease is due to the sharp drop

Fig. 3. The use of first person pronouns in all PubMed abstracts, as well as with respect
to co-authored or sole-authored papers, for the last 40 years.
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Fig. 4. Proportion of PubMed abstracts with a mixture of American and British Eng-
lish spelling over the last 40 years.

in the proportion of sole-authored papers, from more than 18 % in 1975 to 4 %
in 2015, shown in the center figure of 3b. Indeed, the percentage of I papers in
sole-authored papers has increased for the last 40 years, from 4.5 % to more than
10 %, a more than two times higher, shown in the right figure of Fig. 3b.

The increases in the proportions of We and I papers in co-authored and
sole-authors, respectively, probably imply a rise in the degree of acceptability of
the informal element in academic writing.

3.3 Mixing of American and British English Spelling

As shown in Fig. 4, the rate of PubMed articles containing a mixture of English
spelling has increased for the last 40 years. In 1975, only 0.1 % of PubMed
abstracts had a mixture of American and British English spelling. In 2015, this
number is almost 0.3 %, a three times higher in 40 years.

4 Conclusion and Future Work

The work investigated stylistic features expressed in PubMed papers published
for the last 40 years, with a comparison on the affective information with a vari-
ety of media, consisting of online encyclopedia, online diaries, online forums, and
micro blogs. Advances in cluster computing framework were utilized to process
almost 6 terabytes of data. Emerging trends in academic writing have been dis-
covered. Among others, there exists the tendency of using first person pronouns
to refer to the authors and mixing English spelling in the abstracts for the
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last four decades. Results also indicated differences in the affective informa-
tion between academia and other media. The work demonstrated the efficiency
of advanced computing framework in dealing with big data, providing prompt
results.

The result is limited to publications in bio-medical and life sciences. Future
studies should consider scientific articles in other fields to further validate the
findings. Future research would also benefit from conducting sub-analyses for
scientific publications, such as broken by journal impact factors and author affil-
iations (or English as the first or the second language for the authors). This
would help to gain deeper insight into stylistic differences among sub-cohorts of
academic articles.

Furthermore, other informal elements as well as other differences among the
English varieties should be included in future work to capture a comprehensive
view of academic writing.

Acknowledgment. This work is partially supported by the Telstra-Deakin Centre of
Excellence in Big Data and Machine Learning.
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Abstract. Smoking is one of the leading causes of preventable death,
being responsible for about six million deaths annually worldwide. Most
smokers want to quit, but many find quitting difficult. The Internet
enables people interested in quitting smoking to connect with others
via online communities; however, the characteristics of these discussions
are not well understood. This work aims to explore the textual cues of
an online community interested in quitting smoking: www.reddit.com/r/
stopsmoking – “a place for redditors to motivate each other to quit smok-
ing”. A total of approximately 5,000 posts were randomly selected from
the community. Four subgroups of posts based on the cessation days of
abstainers were defined: S0: within the first week, S1: within the first
month (excluding cohort S0), S2: from second month to one year, and
S3: beyond one year. Psycho-linguistic features and content topics were
extracted from the posts and analysed. Machine learning techniques were
used to discriminate the online conversations in the first week S0 from
the other subgroups. Topics and psycho-linguistic features were found to
be highly valid predictors of the subgroups, possibly providing an impor-
tant step in understanding social media and its use in studies of smoking
and other addictions in online settings.

Keywords: Feature extraction · Textual cues · Web community ·
Smoking cessation

1 Introduction

Internet is increasingly being used for the exchange of information, support, and
advice on a range of health concerns, including dealing with certain addictions,
such as, smoking, drinking, and drug abuse. Reddit is one such avenue for people
who share a common interest to connect and form communities with a specific
interest. Such communities are known as subreddits and their members are called
redditors. Online users can contribute to these subreddits by making posts and
getting them discussed and commented on. For dealing with addiction, people
may join subreddits of their interest, e.g., “r/stopsmoking”, “r/stopdrinking”,
c© Springer International Publishing AG 2016
W. Cellary et al. (Eds.): WISE 2016, Part II, LNCS 10042, pp. 146–153, 2016.
DOI: 10.1007/978-3-319-48743-4 12
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or “r/stopgaming”. In these communities abstainers could exchange their own
health story, encourage others, or record their journey of self-treatment, such as
getting rid of smoking, drinking, or gaming. However, to date, little is known
about the topics discussed within these communities or the language features
that characterize these discussions.

This study aims to examine the topics and linguistic features in an online
community interested in smoking cessation www.reddit.com/r/stopsmoking –
“a place for redditors to motivate each other to quit smoking.” A large corpus
of data was crawled including thousands of posts made by thousands of users
within the community. We present an analysis focusing on the topics and psycho-
linguistic processes expressed in the content of users’ posts, to identify predictive
feature sets.

A key contribution of this work is to provide a comprehensive view based
on topics of interest and language styles of members of an addiction community
who self-identified as smokers who have quit smoking. Another contribution is
to provide a set of predictors to differentiate users in different stages of smoking
cessation. This work helps to improve our understanding of online addiction com-
munities and illustrates the potential of machine learning for improving health
care research and practice.

The current paper is organized as follows. Section 2 presents related work.
Section 3 outlines the proposed methods and experimental setup. Section 4
presents the performance of topics and language styles in classifying posts into
different stages of quitting. Section 5 concludes the paper and notes the prospect
for future research.

2 Related Work

Several studies have considered Reddit as a new venue for exploration. For exam-
ple, subreddits “r/stopsmoking” and “r/stopdrinking” were investigated to gain
insight into smoking and drinking cessation [8]; “r/suicidewatch” was explored to
discover changes in its content following celebrity suicides [4]; “r/stopsmoking”,
“r/hookah”, and “r/electronic cigarette” were examined to investigate into peo-
ple’s experiences with different tobacco products [2].

To conceptualize the content, two feature sets have been widely used:
(1) topics: what people are writing about and (2) language styles: the way they
express the story. To extract topics, latent Dirichlet allocation (LDA) [1] – a
Bayesian probabilistic topic modeling – is often employed. To capture language
styles conveyed in the content, packages proposed in psychology, such as LIWC
[7], is widely used. For example, both topics and language styles were used as
the base to detect community [5]. These two representations also potentially
provide insights into mental health status of individuals. Indeed, these features
have been found to be strong predictors of autism, and differentiate mental
health communities from other online communities [6].

www.reddit.com/r/stopsmoking
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Fig. 1. Examples of posts made in www.reddit.com/r/stopsmoking.

3 Method

3.1 Data

In this paper Reddit data were chosen since they allow people to create or join
communities with a common interest. In particular, data from the largest Reddit
community interested in stop smoking – www.reddit.com/r/stopsmoking – were
crawled.

The community was founded on 6 November 2009 and as of October 2015,
17,030 users (redditors) have made 33,278 posts in the forum. Figure 1 shows
examples of posts made in the community. As seen from the figure, some authors
are tagged with their cessation time. There were 8,828 authors who had declared
their cessation time. Based on the cessation badge of authors, the cessation days
for posts were calculated, which refer to the number of days the authors were
abstinent from smoking when making the posts. In this work, we are interested
in the posts made from day 1 of current cessation and exclude those made before
that day, resulting in 13,566 posts. We categorized these posts into four mutually
exclusive subgroups as below to learn how the textual features of the authors
change as smoking cessation progresses:

– S0: Within the first week.
– S1: Within the first month (excluding cohort S0).
– S2: From second month to one year.
– S3: Beyond 1 year.

To create a balanced dataset, which is convenient for the evaluation of the classi-
fication afterwards, the same number of posts (based on the smallest number of
posts, 1,220, which appeared in S3 cohort) for each of the four cohorts was ran-
domly selected into the study, resulting in a corpus of 4,880 posts. This corpus
was used in the experiments.

www.reddit.com/r/stopsmoking
www.reddit.com/r/stopsmoking
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3.2 Feature Sets

In this work, topics, extracted using LDA [1], and language styles, extracted
using LIWC package [7], were used to characterize posts made in different stages
of quitting smoking. For language styles, LIWC package returns 68 psycho-
linguistic categories, such as linguistic, social, affective, cognitive, perceptual,
biological, relativity, personal concerns and spoken.

Table 1. The accuracy in the two-class classifications of posts into S0 versus later
stages by different classifiers with different features. Best results for each feature set
are shown in bold.

LIWC S1 S2 S3 Topic S1 S2 S3 Joint LIWC & Topic S1 S2 S3

Lasso 54.5 62.1 71.1 Lasso 60.2 64.3 61.3 Lasso 60 64.3 75.4

LR 51 59.4 68.6 LR 60.2 64.8 63.7 LR 57.4 61.9 69.9

NB 50.2 59.2 59 NB 59.4 60.9 60.7 NB 61.9 63.5 60.7

SVM 49.8 54.7 55.5 SVM 49.2 49.6 49.4 SVM 48.8 54.3 54.9

3.3 Classifiers

Our experimental design examines the effect of topics and language styles in
classifying a post into one of four different stages of quitting smoking. We are
interested in not only which sets of features perform well in the classification but
also which features in the sets are strongly predictive of the cessation stages.
For this purpose, the least absolute shrinkage and selection operator (Lasso)
[3], a regularized regression model, is chosen. Lasso does logistic regression and
selects features simultaneously, enabling an evaluation on both the classification
performance and the importance of each feature in the classification. Particularly,
in prediction of S0 versus S1, S2, and S3 stages for a post, Lasso assigns positive
weights to features more likely to be used in S0 and negative weights to those
less to be used in S0. To the features irrelevant to the prediction, Lasso assigns
zero weight. Thus, by examining its weights, we can learn the importance of each
feature in the prediction.

For comparison with the classification performed by Lasso, classifiers from
other paradigms were also included: Naive Bayes (NB), Support vector machines
(SVM), and Logistic regression (LR). These classifiers will perform the binary
classifications of posts into either S0 or S1/S2/S3 stages, using LIWC, topics,
and a combination of them as the feature sets. The accuracy is used to compare
with that of Lasso on the same classification.

4 Classification

4.1 Performance

The Lasso model [3] is used for the classification. Using the coefficients derived
from the Lasso method, we implemented three pair-wise classifiers classifying
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Table 2. Lasso model with language styles as the features to discriminate S0 versus
later stages. Features with same coefficient signs across the three binary classifiers were
colored. Reds are the positive predictors of S0 and blues are the positive predictors of
S1, S2, and S3.

Feature Example S1 S2 S3 Feature Example S1 S2 S3

(Intercept) −0.59 −0.45 −0.75 Anger Hate, kill 0.21

Word count 0.67 0.31 Sadness Crying, grief −0.96

Words per sentence −1.92 0.14 6.94 Cognitive Cause, know 0.14

Dictionary words 0.95 Insight Think, know −0.73

Words> 6 letters 0.66 Causation Because, effect −0.78

Total function words −0.64 Discrepancy Should, would −0.04

1st pers singular I, me 1.83 1.45 1.45 Tentative Maybe, perhaps 0.38 0.63

1st pers plural We, us −0.24 −0.12 Certainty Always, never −1.35 −2.3

2nd person You, your −0.57 −2.11 −3.93 Inhibition Block, constrain 0.28

3rd pers singular She, her −0.99 Inclusive And, with 0.55

3rd pers plural They, their −0.24 Exclusive But, without −0.31

Articles A, an −0.09 Perceptual Observing, heard −1.2

Auxiliary verbs Am, will 0.14 0.37 See Appearance, look −0.52 −1.26 −0.24

Past tense Went, ran −0.61 −0.5 Hear Listen, hearing 0.63 0.71

Present tense Is, does −0.37 Feel Feels, touch 1.88 1.12 1.16

Future tense Will, gonna 1.1 Biological Eat, blood −0.91

Adverbs Very, really −1 −0.2 Body Cheek, hands 0.14 0.82

Prepositions To, with 0.57 0.13 Health Clinic, flu −0.36

Conjunctions And, but 0.08 0.57 0.51 Sexual Horny, love −0.99

Negations No, not −0.08 Time End, until 0.53

Quantifiers Few, many −0.06 0.48 Work Job, majors 1.38 0.5

Swear words Damn, piss 3.74 0.24 Achievement Earn, hero 0.16 0.82

Social Mate, talk −0.07 −0.07 Leisure Cook, chat −1.63 −0.06

Humans Adult, baby 0.12 −0.06 Home Apartment, kitchen 0.03

Positive emotion Love, nice −0.56 −0.46 Money Audit, cash −1.73 −1.29

Negative emotion Hurt, ugly 0.46 0.26 1.04 Religion Altar, church 1.25

Anxiety Worried, fearful −0.61 Assent Agree, OK −2.87 −0.53

input posts into S0 versus S1, S2, or S3 stages, using three feature sets: LIWC,
topics, and a combination of them. The accuracy of this classifier in different
feature sets is shown in Table 1, accompanied by that of SVM, NB, and LR.
Lasso outperformed other classifiers when LIWC and a combination of LIWC
and topics were used as the features, and was second to LR when topics were the
features. However, Lasso used a smaller number of features than did the best,
LR. So, for the sake of brevity, only results by Lasso are reported hereafter.

In general, the result of the classification by Lasso is better when the gap of
the stages is wider. In other words, the performance of S0 versus S3 classification
is the best, that of S0 versus S2 is in between, and that of S0 versus S1 is the
worst. A possible reason is that as cessation progresses the topics and language
styles of people in later stages are markedly different from those expressed during
the first stage. An exception is the drop in performance on using topics as features
to classify posts into S0 versus S3 stages, implying a similarity in the topics
discussed by both junior and senior abstainers. It could be because the seniors
may talk about their early days of the journey or advise novices on what they may
face in the battle, making the use of topics in stage S0 and S3 indistinguishable.
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Topics outperformed language styles as the features in S0 versus S1 and S2
classifications. However topics fell behind language styles in the roles of features
in S0 versus S3 classification, possibly due to a bigger gap in the use of certain
language processes than in the use of topics between the two categories.

Observably, a fusion of the features gained the best performance in S0 ver-
sus S3 classification. This shows the potential of using multi-cues for making
prediction of people in different stages of quitting an addiction.

4.2 Linguistic Features as the Predictors

Table 2 shows the Lasso model using language style cues as features to predict S0
versus S1, S2, and S3 posts. Obviously, negative emotion is a positive predictor of
posts made in the first week of smoking abstinence. Likewise, it is also observed
that first personal singular pronouns is another positive predictor of first-week
posts while, second personal pronouns is an indicator of posts made in later
stages.

An interesting observation is that feel(ing) is a positive predictor of S0, while
see(ing) (e.g., appearance, look, weight) is a negative predictor of this early stage.
This is understandable given that those in the initial stage of quitting tend to
experience the feeling of craving, whereas for the seniors they tend to look back
and talk about before and after, for example, commenting on their appearances,
such as “Skin looks better - Before I’d look pale, dry, wrinkly, like a dying man.
Now I feel I have lesser wrinkles. Skin looks more alive. Must also be due to the
fact that I’m much better hydrated now...” or “You’ll only gain weight if you let
yourself. If you don’t eat junk food as a replacement, you won’t gain weight. It’s
really that simple...”.

4.3 Topics as the Predictors

Table 3 shows the classification model inferred by Lasso [3] to predict S0 versus
S1, S2, and S3 posts using topics as features.1

Table 4 shows the word cloud of topics with the same sign of coefficients
for all classifications. Strong positive predictors of S0 abstainers include topic
numbered 18 about the theme of determination of quitting (“quit”, “decided”),
topic 23 (the failure in past attempts – “failed”, “past”, “previous”, “attempts”),
and topic 47 (methods of quitting smoking – “gum”, “vaping”). Other strong
predictors of S0 include topic 15, which is on looking for generic advice in Reddit,
such as on posts, comments, or edit. This could be because the abstainers in the
first week are novices to Reddit.

On the other hand, strong positive predictors of posts made by abstainers
in later stages are feeling proud after succeeding months of smoking abstinence
(topic 10 – “month”, “proud”, “passed”, “hit”, “mark”), being happy about
winning the challenge (topic 20 – “smoke-free”, “cigarette-free”, “nicotine-free”,
“challenge”, “glad”), or struggling to deal with the temptation and staying
strong (topic 26 – “stay-strong”, “struggle”, “temptation”).
1 The list of all topics can be accessed via http://bit.ly/21Z0o4r.

http://bit.ly/21Z0o4r
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Table 3. Lasso model with topics as the features to discriminate posts made in S0
versus those made in later stages of quitting smoking. Features with the same coefficient
signs across the three classifiers were colored. Those in red are the positive predictors
of S0 and those in blue are the positive predictors of S1, S2, and S3.

Feature S1 S2 S3 Feature S1 S2 S3 Feature S1 S2 S3

(Intercept) 0.36 −0.13 −0.24 T18 0.39 1.38 1.14 T35 0.14

T1 −1.34 T19 −0.14 −0.66 −0.51 T36 −0.05 −0.53

T2 0.01 −0.27 T20 −0.04 −0.74 −0.95 T37 1.26 −2.12 −0.47

T3 −1.15 T21 −0.89 −0.94 T38 0.37 2.01

T5 1.37 0.36 T22 −0.05 T39 −0.41 −0.44

T6 0.21 T23 0.37 2.49 2.72 T40 −0.85

T8 −0.79 T24 0.75 0.82 0.75 T41 0.38

T9 −0.33 −0.44 T25 −3.55 −1.03 T42 −1.59

T10 −0.09 −2.26 −1.19 T26 −0.52 −0.85 −2.17 T43 0.74 1.14

T11 0.46 T28 0.71 3.31 T44 −0.43 0.13

T12 −0.11 −1.84 T29 0.35 T45 −0.1

T13 0.44 0.41 T30 0.16 1.25 0.43 T46 −0.69

T14 0.8 2.83 T31 0.5 1.3 T47 0.48 1.18 1.53

T15 0.06 0.75 0.76 T32 −1.13 −2.26 T48 −0.37 −1.1

T16 0.4 1.57 T33 −0.45 −1.16 T49 −0.43 −0.06

T17 0.99 T34 0.16 1.01 T50 2.8

Table 4. Topics selected into the prediction models with the same coefficient signs
in the three classifiers. Red indicate positive predictors of S0 and blue indicates its
negative predictors.

Topic Word cloud Topic Word cloud

T15
reddit advice post comments edit

tips group update reddit-comments appreciate subreddit posted note noticed anymore appreciated gave tricks check finding

T47

nicotine gum

using vape vaping addiction nicotine-addiction nicotine-gum nrt chewing chew patches addicted ecig monster lozenges replacement nic regular ecigs

T18

quit decided turkey
quit-turkey decided-quit advice far instead real boyfriend weak carry turkey-quit decided-quit-smoking cut terrible managed guard quitting-turkey anniversary

T10

month proud mark

hit passed star milestone celebrate completely coming plan folks feels month-mark entire rough twice hit-mark possible different

T23
cig tried cigs quit tried-quit failed attempt past attempts previous turkey cigarette point tried-quitting monday using cheating previous-attempts worked hit

T19
smoked dream dreams woke

smoking realized wake remember waking end smoke real smoking-dreams expected away problem lit guilt normally turned

T24

pack buy half smoked bought

smokes buy-pack smoking-pack smoked-pack threw pack-cigarettes half-pack buying bought-pack store pack-quit shop pick brand pack-pack

T20
free smoke smoke-free nicotine-free cigarette-free free-nicotine sunday challenge free-months everyday month-smoke normally free-month free-smoking break send month-smoke-free giving smoke-free-months glad

T30

started smoking

quit started-smoking school packs summer smoking-started smoke quit-started picked started-quit immediately smoking-packs planning chewing count basically cigarette brain

T26

strong stay stay-strong

quitters fellow proud staying struggling stay-quit strength easy fellow-quitters quitting counter possible temptation kick accomplishment holy birthday
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5 Conclusion

This study investigated the topics and linguistic features of the discussions
among members in an online community interested in quitting smoking. Machine
learning techniques were used to discriminate the textual features among posts
made in early and late stages of quitting smoking. It was found that distinct
topics and linguistic styles differentiate abstainers in the first week from those
in later stages, probably providing textual factors for both failure and success in
smoking cessation. The results of this study suggest that data mining of low-cost
social media has the potential to detect meaningful patterns of addiction prob-
lems confronted by society, likely offering an effective tool for policy makers. The
findings also highlight the potential applicability of machine learning to health
care practice and research.

This work has explored the markers of different stages in the current cessation
attempt. Since Reddit does not record the cessation badge for previous attempts,
manual annotations could be conducted to collect all the attempts. When this
information is available, future work could investigate into the causes of relapsing
among abstainers.

Acknowledgment. This work is partially supported by the Telstra-Deakin Centre of
Excellence in Big Data and Machine Learning.
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Abstract. Nowadays, high volumes of data are generated and published
at a very high velocity, producing heterogeneous data streams. This has
led researchers to propose new systems named RDF Stream Processors
(RSP), to deal with this new kind of streams. Unfortunately, these systems
are fallible when their maximum supported speed is reached especially
in a limited system resources environment. To overcome these problems,
recent efforts have been made in the field. Some of them decrease the vol-
ume of RDF data streams using compression or load-shedding techniques,
mostly according to a probabilistic approach. In this paper we propose
POL: a Pattern Oriented approach to Load-shed data from RDF streams
based on a deterministic approach. As a pre-processing task through a
unique pass, the approach extracts the exact needed semantic data from
the stream. The conducted experiments on public available datasets have
demonstrated the effectiveness of our approach.

Keywords: BigData · Semantic data stream · Graph patterns detec-
tion · Load-shedding

1 Introduction

In the very near past, queries were volatile when data was persistent. Today, we
are witnessing the inversion of roles. Thus, data is becoming extremely dynamic
when the queries are persistent. Indeed, data is generated continuously as a
stream by different sources such as sensors, social networks, GPS, e-commerce
and weather stations to cite only few and is heterogeneous (various formats such
as JSON, XML, RSS, CSV, etc.). This fact leads to an interoperability problem.

Today, in order to provide useful information, such as contextual data, for
target applications and increase interoperability, initiatives such as the Semantic
Sensor Web (SSW)1 have semanticized their descriptions and their observation
data using semantic web technologies [6]2, giving rise to semantic data streams.
1 http://en.wikipedia.org/wiki/Semantic Sensor Web.
2 http://www.w3.org/standards/semanticweb/.

c© Springer International Publishing AG 2016
W. Cellary et al. (Eds.): WISE 2016, Part II, LNCS 10042, pp. 157–171, 2016.
DOI: 10.1007/978-3-319-48743-4 13
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However, given the specificity of this type of streams, neither Data Stream
Management Systems (DSMS) [1,3] nor standard semantic web technologies were
adapted to process this new type of data flows. This has favored the emergence
of a new research axis from the semantic web community and led researchers to
propose RDF Stream Processing systems (RSP) as a solution to deal with this
new kind of streams. We cite C-SPARQL [5], CQELS [15], SPARQL Stream [8],
Sparkwave [12], EP-SPARQL [2] and Streaming SPARQL [7]. This community
has created recently the W3C RSP Group3 in order to define “a common model
for producing, transmitting and continuously querying RDF Streams” (see foot-
note 3).

Dealing with huge volumes of dynamic data could overload the system, which
causes a significant increase in response time and an inevitable degradation of
response quality and sometimes even to its unavailability. In addition, none of
the proposed RSPs includes yet a quality of service policy (QoS) [13], which
makes them fallible when their maximum supported speed is reached or the
resources of the system hosting them are saturated. To overcome such situations,
in contrast to the existing probabilistic solutions, inspired by the DSMS domain
techniques ([17,21,27]), we propose a deterministic approach named POL: a
Pattern Oriented approach for Load-shedding semantic data streams. Our app-
roach proposes to use basic boolean operations as a “low cost” pre-processing.
After constructing the binary pattern of the continuous query, for each received
RDF graph, a conjunction operator (AND) is applied between its online binary
detected pattern and the binary representation of the query. This determines,
very quickly, the relevant part of the data to send to the RSP engine and the
irrelevant ones to load-shed according to the particular query. To implement our
solution, we consider the existing RSP systems as black boxes. The objective
of our solution is to reduce the volume of the input stream and to optimize
the memory and CPU usage increasing thus the system processing capacity and
ensuring its availability while guaranteeing its recall at 100%.

The remainder of the paper is organized as follows: Sect. 2 presents the related
work, giving a critical overview of existing approaches for decreasing the load on
RDF Stream Processors. We present the Pattern Oriented Load-shedding app-
roach in Sect. 3. Section 4 reports the empirical evaluation. Finally, we conclude
and give some research perspectives in Sect. 5.

2 Related Work

Obviously, processing and storing the entire data of a stream, which is an infinite
set of tuples is impossible, in particular, if the system has a restricted set of
processing and storage resources. To deal with those constraints, two types of
approaches have been adopted by researchers.

The first type, which has a financial impact, considers the elasticity of the
system, using Cloud Computing technologies to allocate as many resources
as necessary. As far as we know, there are two works dealing with elasticity.
3 http://www.w3.org/community/rsp/.

http://www.w3.org/community/rsp/
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In [18], Hoeksema and Kotoulas implement partial RDFS reasoning as part of
the C-SPARQL query language on the S4 streaming platform4, which enables to
split the processing load over multiple machines to increase the overall system
throughput. In [19], Le Phuoc et al. propose CQELS Cloud which allows nodes
to join or leave, and re-assigns operators to nodes accordingly.

The second type of existing approaches has no financial impact and consid-
ers the inflexible and rigid aspects of the system, where the only resources to
allocate are the ones that are physically available. Consequently, when the data
stream volume and/or rate reach some maximum threshold, the system could
be saturated causing a significant degradation in response’s quality and time
and probably makes the system itself unavailable. To overcome such situations,
this type of approaches uses techniques from DSMS domain [4,10,17,21] which
consist of reducing the input load by shedding a part of its data to avoid the
system resources saturation.

In their work, Jain et al. in [20] have extended CQELS by adding new oper-
ators and implementing three sampling algorithms: Uniform Random Sampling,
Reservoir Sampling and Chain Sampling. Depending on the algorithm and the
sampling rate passed as parameters to the query, this approach consists in ignor-
ing the RDF triple or passing it to the target system.

In [14], Nguyen et al. propose eviction strategies for semantic flow process-
ing by dropping variable bindings instead of data, unlike what is done in load
shedding approaches. This probabilistic eviction is based on the fact that a
query is represented by a tree of algebra expressions. The variable bindings are
propagated from the leaves to the root, representing the result. Each algebra
expression has a cache where the variable bindings are stored. Thus, based on
the probability that its result set is not empty, the algorithm decides to evict
a binding. Nevertheless, these probabilities are computed offline, which means
that they must be calculated beforehand. Moreover, this strategy does not take
into account the structure of the graph.

In [11], authors propose CLOCK, a data-aware eviction strategy that extends
Last Recently Used (LRU) algorithm. Indeed, it considers not only the last time
the variable binding has been used, but also the importance of past usefulness
in order to estimate the likelihood of a future one and evict bindings from the
cache based on this estimation. In this approach, every binding is associated
with a score. The scores are stored in a circular buffer, and a pointer points at
the position p. If the cache is full, then the score at position p is depreciated
and if it is lower than a chosen threshold, the corresponding element is evicted.
If not, the pointer moves to the next element and so on until an element gets
evicted. If a binding contributes to a join, its score is increased. This strategy is
more efficient than LRU, but it needs an extra-buffer.

These techniques are recently used in RSP community (see footnote 3). Even
if they avoid systems overload and/or crash, they however decrease the qual-
ity of their responses trying to maximize their recall. In addition, they are all
based on a probabilistic data-oriented approach and some of them need off-line
computations.

4 http://incubator.apache.org/s4/.

http://incubator.apache.org/s4/
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To overcome these disadvantages, we proposed in a previous work [24], a
graph-oriented approach for load-shedding semantic data streams. The main
idea of this work is to prove that semantic data streams should be processed as
a stream of sub-graphs instead of triples. We have shown that the graph-oriented
approach preserves the links between data which leads to a higher semantic level
and best performances comparing to the triple-based approach which destroys
the links between nodes during the load-shedding and thus decreases the seman-
tic level of the RDF stream. Table 1 summarizes and compares the existing works
in the literature according to some criteria such as the handled data vs graph
structure, processing type (online vs offline) and whether the method is proba-
bilistic or deterministic.

Table 1. Comparative study of existing works.

Approaches Data vs structure Offline vs
online

Probabilistic vs
deterministic

Jain et al. [20] Data Online Probabilistic

Gao et al. [11] Data Online Probabilistic

Nguyen et al. [14] Data Offline Probabilistic

Belghaouti et al. [24] Graph Online Probabilistic

POL Graph Online Deterministic

In this paper, we propose POL: a Pattern Oriented approach for Load-
shedding semantic data streams. This new approach, that guarantees a 100%
of the system recall, is based on an exact matching between the continuous
query pattern and the input stream one using Boolean operations. We detail
this algorithm in the next section.

3 Pattern Oriented Load-Shedding: POL

Our approach performs the load-shedding through three steps:

– (1) The online predicates pattern detection and their hash table (PHT ) con-
struction detailed in Sect. 3.2,

– (2) The RDF graph and continuous query bit vectors construction presented
in Sect. 3.3, and

– (3) The load-shedding mechanism described in Sect. 3.4.

Before detailing these steps, we first give some necessary definitions that will
be used in the following subsections.
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3.1 Definitions

Let S = {G1, .., Gn} be an RDF stream where each graph Gi is a finite set of
RDF triples:

Gi = {(si1, pi1, oi1), (si2, pi2, oi2), ..., (sim, pim, oim)}

We assume that every complex tree-based RDF graph can be divided into a
set of star graphs with a unique subject [25].

The graph is thus reduced to a set of triples having the same subject:

Gi = {(si, pi1, oi1), (si, pi2, oi2), ..., (si, pim, oim)}

Hence, we can formalize our understanding of a graph in an RDF stream and
the notions of graph and query patterns as follows:

Property 1. Each graph in an RDF Stream can be represented as a directed
star-graph Gi(V,E), where V = {v0, v1, v2, ..., vm} is the set of vertices
with v0 the central vertex and vi the leaf vertices for i = 1..m and E =
{(v0, v1), (v0, v2), ..., (v0, vm)} is the set of edges labeled with the predicates.

Definition 1 (Graph Pattern). Let P = {p1, ..., pn} be the set of predicates
in the graph stream S, GPi = {pk ∈ P | k ≤ n} a subset of P and Gi ∈ S a
graph in the stream.

GPi is a graph pattern of Gi iff

∀pk (pk ∈ GPi → pk ∈ Gi)

Definition 2 (Query Pattern). Let P = {p1, ..., pn} be the set of predicates
in the graph stream S, QPj = {pl ∈ P | l ≤ n} a subset of P and Qj a
continuous query.

QPj is a query pattern of Qj iff

∀pl (pl ∈ QPj → pl ∈ Qj)

3.2 Frequent Predicates Detection and PHT Construction

The pseudo Algorithm 1 explains how we construct the Predicate Hash Table
(PHT ) by analyzing the predicates of the RDF stream. This table contains all
the detected predicates in RDF graphs of an input stream. PHT is an indexed
table where each new detected predicate is inserted. When the PHT is empty
at the beginning of the stream (Algorithm1, line 2), each time an RDF graph is
received (Algorithm 1, line 4), for all its predicates, if the predicate is not present
in the PHT, it is inserted with a new index (Algorithm1, lines 5 to 14). Note
that those indexes will serve later to point the bits in the GraphBV and the
QueryBV.
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Algorithm 1. Frequent RDF Predicates Detection
Data: RDF Stream
Result: Predicates Hash Table (PHT)

1 begin
2 HashTable PHT<predicate, index>
3 int i ← 0 /* Index initialization */

4 foreach graph ∈ RDF Stream do
5 foreach predicate ∈ graph do
6 begin
7 if predicate ∈ PHT then
8 NOP /* already existing predicate */

9 else
10 ind ← i
11 PHT.put(predicate, ind) /* Insert the new predicate */

12 i ← i+1 /* Update the bit index */

13 end

14 end
15

16

17 return PHT

18 end

3.3 Query and Graph Bit Vectors Construction

As stated in Sect. 3.1, since each RDF graph can be considered as a set of RDF
star graphs, each graph can be represented as a bit vector that we call GraphBV.
Each bit at index i of this vector is set to 1 or 0 according to the presence or not
of the corresponding predicate in the graph. Figure 1 illustrates how the two bit
vectors are constructed. In this example, the graph contains the predicates a, b,
c, d; and the query contains the predicates a and c.

We consider in this section two bit vectors: GraphBV with size m associated
to each graph pattern GP and QueryBV with size k associated to each graph
query GQ. pi and pj are predicates belonging to PHT.

∀ i ∈ [0,m − 1], GraphBV [i] =
{

1 if pi+1 ∈ GP
0 else.

And

∀ j ∈ [0, k − 1], QueryBV [j] =
{

1 if pj+1 ∈GQ
0 else.

When a query is received by the RSP, the QueryBV is initially set to zero
(Algorithm 2, line 2). Then, for each predicate of the query, the corresponding bit
is set to 1 (according to the PHT ). If the predicate does not exist in the PHT ,
it is inserted as new predicate pattern and its corresponding bit is set to “1”
(Algorithm 2, lines 3 to 12). The bit vector GraphBV , associated to the RDF
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Fig. 1. Construction of the query and graph BitVectors (patterns).

Algorithm 2. Query Pattern Detection
Data: RSP Continuous Query, Predicate Hash Table (PHT)
Result: Query Bit Vector (QueryBV)

1 begin
2 BitVector QueryBV ← 0 /* Query bitvector initialization */
3 foreach predicate ∈ Query do
4 begin
5 if predicate ∈ PHT then
6 ind ← PHT.get(predicate) /* Get the predicates bit index */
7 QueryBV[ind] ← 1 /* Set the relevant bit to 1 */

8 else
9 Insert(predicate) into PHT /* Insert the new predicate */

10 Update(ind)
11 QueryBV[ind] ← 1 /* and set the relevant bit to 1 */

12 end

13 end
14

15 return QueryBV /* Return the Query Pattern */

16 end

graph received from the stream, is constructed in the same way (the algorithm
is not presented to avoid redundancy).

3.4 The Load-Shedding

Our Pattern oriented Load-Shedding approach consists in a continuous process
that filters the incoming RDF stream, thus keeping only the requested ones for
the RSP engine. Based on using bitwise operations like the conjunction (binary
AND) and hash table accesses, our approach avoids the RSP system doing com-
plex operations on RDF graphs that are usually very “costly”.

Pseudo Algorithm 3 explains how, for each graph in the RDF stream (line 3),
we drop all the triples that contain predicates which are not requested by
the query. The only ones that are transmitted (not dropped) to the RSP
engine are those having their index-bits set to 1 in both GraphBV and
QueryBV (lines 7,10).
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Algorithm 3. Pattern Oriented Load-Shedding
Data: RDF Stream, QueryBV, PHT
Result: Load-Shedded RDF Stream

1 begin
2 Query Pattern Detection(QueryBV)
3 foreach graph ∈ RDF Stream do
4 begin
5 foreach triple t ∈ graph do
6 begin
7 if t.predicate ∈ PHT then
8 ind ← PHT.get(t.predicate) /* Get the existing predicates

bit index */

9 if QueryBV[ind] = 1 then
10 NOP /* Keep the triple */

11 else
12 drop(t) /* The irrelevant triple is Load-Shedded */

13 end

14 else
15 drop(t) /* The irrelevant triple is Load-Shedded */

16 end

17 end
18

19 return graph /* return the lightweighted graph */

20 end
21

22 end

3.5 Proof of Concept: Load-Shedding Semantic Data Streams
Using the Graph (data) and Query Patterns

Let suppose that we have a continuous query q as in listing 1.1.

SELECT ?x ?y ?z
FROM STREAM <http : //MyStream> [NOW 10 s SLIDE 10 s ]
WHERE {?x a ?y ;

c ? z .
}

Listing 1.1. Continuous query example

Figure 2 illustrates the content of the current window that contains the data
received from the stream during the last ten seconds, as mentioned in the query q
(Listing 1.1). Our approach consists of constructing the patterns of the query and
its bit vector (once). Then, every time an RDF graph is received, the Load-
Shedding algorithm computes a Boolean operation AND between those two
bit vectors GraphBV and QueryBV dealing to update the GraphBV value
(GraphBV ′ in Fig. 2). According to the result, we keep only triples of the
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Fig. 2. RDF data stream example: applying pattern oriented load-shedding.

incoming RDF graph that contain the predicates of the query. This operation
reduces the memory consumption, enhances the system workload and of course
guarantees its good quality of response.

Thus, Fig. 2 shows that with a QueryBV =101, the algorithm reduces the
volume of data in the current window from 5 graphs containing 14 triples
to 5 graphs containing only 6 triples. For example, Graph1 is reduced from
{(1, a, 2), (1, b, 3), (1, c, 4), (1, d, 5)} to {(1, a, 2), (1, c, 4)} and graph2 is reduced
from {(2, a, 6), (2, b, 7), (2, e, 8)} to {(2, a, 6)} and so on.

4 Evaluation and Discussion

POL algorithm has been implemented using Java language on the top of Ubuntu-
64 14.04 LTS OS and a personal laptop (Intel core i7-4500 4X1,8 GHz with 6 GB
of RAM). For the experimentation purpose, we choose C-SPARQL as an RSP
engine. However, as explained previously, any other RSP engine could be used. In
order to assess the effectiveness of our approach, we launch C-SPARQL queries
twice (1st time with POL and the 2nd time without POL).

In this section we present the Key Performance Features that we aim to
achieve, the 5 public datasets used in the conducted experimentations, and a
case study to illustrate the proposal on a real extracted semantic data stream.
Finally we will explain the evaluation results and give a final discussion.
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4.1 Performance Key Features

Before presenting the conducted experimentation, we detail here the three main
Performance Key features that our approach must improve. These keys are use-
ful to highlight the contribution of our approach that is to say, enhancing the
efficiency of an RSP engine in a restricted system resources environment. We
describe these performance keys in the following:

– Time Efficiency Feature (TE). A system is more efficient in time than another,
if it can do the same task in less time. Our approach can enhance the efficiency
of an RSP engine by reducing this key feature when applying a single pass
load-shedding operation to avoid processing irrelevant data by the engine,
improving thus its time efficiency and the system scalability. This metric is
computed as follows:

Time Efficiency in% (TE) =
ET

ETLS

where ET and ETLS are the execution time of the engine without and with
POL respectively.

– Space Efficiency Feature (SE). A system is more efficient in space than another,
if it can do the same task using less memory space. Our approach decreases
the memory space system usage by load-shedding an extract of input data
stream (irrelevant data). It enhances the space efficiency, and thus the system
scalability. This feature is the ratio between the number of the triples processed
by the engine without and with Load-Shedding (POL). It is computed as
follows:

Space Efficiency in% (SE) =
NTriples

NTriples − NLSTriples

where NTriples and NLSTriples are respectively the total Number of Triples
in the stream and the Number of Load-Shedded Triples using POL.

– Recall Feature (SRecall). The system Recall is usually defined as the number
of correct returned results divided by the number of all the relevant results.
When applying a probabilistic load-shedding algorithm to a data stream, the
recall of the target system is necessarily reduced. Our approach can ensure a
100% recall, even if -depending of the query- more than half of the volume
of the input data is shedded. We define SRecall (Stream Recall) as a specific
recall where its value is the result of the division of the number of the tuples
returned by the engine when using POL by the one without using it. This key
shows how POL can preserve the quality of response of the system.

SRecall =
NRLS

NR
× 100%

4.2 Datasets Description

AEMET-1 and AEMET-2 are two datasets provided by the Spanish Meteoro-
logical Office (AEMET). They represent meteorological information, taken from
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weather stations in Spain [9] according to different schemas. The Petrol dataset
provides metadata about credit cards transactions in petrol station, furnished by
a Spanish start-up (Localidata5). Charley and Katrina are two datasets within
others delivered by Linked Observation Data (LOD)6. They represent sensor
observations of different weather parameters. Those observations represent mete-
orological phenomena like humidity, temperature, pressure, visibility, precipita-
tion, etc.

4.3 Case Study

Figure 3 presents an example of a C-sparql query and illustrates the resulted
Query Bit Vector (QueryBV ) based on the PHT. As explained in Sect. 3.3,
Algorithm 2 constructs it by checking the presence of the query predicates one
by one (I) and setting to 1 each corresponding bit (here indexes 1, 2, 3 and 5).
The returned value is thus 101110 (46) (II).

Fig. 3. Example of query bit vector construction using the PHT table.

Figure 4 shows an extract of an RDF stream on which we apply our approach.
At the right side the evolution of the RDF stream over the time is depicted.
At the left side, we can see the constructed GraphBV corresponding to each
graph pattern and the new graph bit vector corresponding to the results of the
AND operation between GraphBV and QueryBV for each graph of the stream
(GraphBV AND QueryBV ). All data in red will be dropped. The RSP engine
will receive only the relevant data (in black), which will contribute significantly
to save space and time.

4.4 Evaluation Results

Table 2 lists the experimental datasets, reporting: number of triples (# RDF
Triples), number of RDF graphs (# RDF Graphs), the space efficiency key (SE),
the time efficiency key feature (TE) and finally the SRecall.
5 http://www.localidata.com/.
6 http://wiki.knoesis.org/index.php/LinkedSensorData#Linked Observation Data.

http://www.localidata.com/
http://wiki.knoesis.org/index.php/LinkedSensorData#Linked_Observation_Data
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Fig. 4. Pattern oriented load-shedding on LOD data stream extract.(Black: kept data,
Red: Shedded data). (Color figure online)

We can clearly notice how POL contributes on scaling up an RSP by decreas-
ing its memory consumption more than 11 times (aemet-1 dataset for example)
and similarly multiplying its execution speed by approximatively the same rate.

Table 2. Pattern oriented load-shedding approach applied on different datasets.

DataSet # RDF triples # RDF graphs SE TE SRecall

aemet-1 1 018 815 33 095 11,10 11,73 101%

aemet-2 2 788 429 398 347 3,50 3,50 101%

Petrol 3 356 616 419 577 4,00 4,03 98%

Charley 108 644 569 25 303 346 2,34 2,32 110%

Katrina 179 128 408 (*944 510) 41 600 926 1,30 1,31 103%
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Depending on the size of RDF graphs in the stream and the graph of the con-
tinous query, the ratio of the data to ignore could be different. The load-shedding
is inversely proportional to the query graph size and directely proportional to
the RDF graphs size. For example in the aemet-1 dataset, we obtain the higher
value of Space and Time efficiencies since the query asks only three predicates
while RDF graphs may contain 59 predicates. This explains the high value of
the ratio of ignored data. In contrast, in the Charley dataset, the size of RDF
graphs is most time less than five predicates, while the query graph size is four
predicates. In this case most of the data are passed to the RSP engine.

Fig. 5. Space efficiency results.

Figure 5 highlights space efficiency results and illustrates the processed triples
vs. the unprocessed ones (dropped by POL). As we can see, the system supported
by POL may process only relevant data (in red). This result directly affects
in a positive way time efficiency of the system. The other interesting result is
that the SRecall is between 98 % and 110 %. This is explained by the fact that
(i) the stream processor may give different valid results (unlike a DBMS) and
(ii) our approach for load-shedding reduces the probability to lose data during
the windowing process.

5 Conclusion

We present in this paper a new deterministic approach for load-shedding RDF
data streams named POL. Our Pattern Oriented Load-shedding approach is
able to increase the scalability of any RSP system at least 1.3 times to more
than 11 times the space and time efficiency without any degradation on the
quality of responses. Moreover, it increases the number of the engine answers,
thus, its quality of services. All those contributions are based on very “low cost”
operations as a boolean operation and a hash table access. In our future works,
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we will explore the scalability of RSPs in an unlimited system resources envi-
ronment. We plan to use Cloud Computing technologies to offer them horizontal
scalability.

Acknowledgments. This work is partially funded by the French National Research
Agency (ANR) project CAIR (ANR-14-CE23-0006).
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9. Corcho, Ó., Garijo Verdejo, D., Mora, J., Poveda Villalon, M., Vila Suero, D.,
Villazón-Terrazas, B., Rozas, P., Atemezing, G.A.: Transforming meteorological
data into linked data. Semantic Web (2012)

10. Das, A., Gehrke, J., Riedewald, M.: Approximate join processing over data streams.
In: Proceedings of the ACM SIGMOD International Conference on Management
of Data, pp. 40–51. ACM (2003)

11. Gao, S., Scharrenbach, T., Bernstein, A.: The clock data-aware eviction approach:
towards processing linked data streams with limited resources. In: Presutti, V.,
d’Amato, C., Gandon, F., d’Aquin, M., Staab, S., Tordai, A. (eds.) ESWC 2014.
LNCS, vol. 8465, pp. 6–20. Springer, Heidelberg (2014)

12. Komazec, S., Cerri, D., Fensel, D.: Sparkwave: continuous schema-enhanced pat-
tern matching over RDF data streams. In: DEBS, pp. 58–68. ACM (2012)

http://dx.doi.org/10.1007/978-3-540-68234-9_34


Pattern Oriented Load-Shedding for Semantic Data Stream Processing 171

13. Margara, A., Urbani, J., van Harmelen, F., Bal, H.: Streaming the web: reasoning
over dynamic data. Web Semant.: Sci. Serv. Agents World Wide Web 25, 24–44
(2014)

14. Nguyen, M.K., Scharrenbach, T., Bernstein, A.: Eviction strategies for semantic
flow processing. In: SSWS@ ISWC, pp. 66–80 (2013)

15. Phuoc, D.L.: A native and adaptive approach for linked stream data processing.
Ph.D. thesis, Digital Enterprise Research Institute, National University of Ireland,
Galwa (2013)

16. Prudhommeau, E., Carothers, G., Machina, L.: Rdf 1.1 turtle terse RDF triple
language. W3C Recommendation, 25 February 2014
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Abstract. Record matching in data engineering refers to searching for
data records originating from same entities across different data sources.
The solutions for record matching usually employ learning algorithms
to train a classifier that labels record pairs as either matches or non-
matches. In practice, the amount of non-matches typically far exceeds the
amount of matches. This problem is so-called imbalance problem, which
notoriously increases the difficulty of acquiring a representative dataset
for classifier training. Various blocking techniques have been proposed
to alleviate this problem, but most of them rely heavily on the effort
of human experts. In this paper, we propose an unsupervised blocking
method, which aims at automatic blocking. To demonstrate the effec-
tiveness, we evaluated our method using real-world datasets. The results
show that our method significantly outperforms other competitors.

Keywords: Record matching · Blocking · Imbalance · Heuristics

1 Introduction

A crucial step in integrating data from multiple sources is detecting and eliminat-
ing duplicate records [9]. This process is called Entity Matching, Record linkage,
or Record Matching, which is a well known problem that arises in many appli-
cations such as address matching and citation de-duplication [3,5,6,16]. The
goal of record matching is to identify records that represent the same real-world
entities from a variety of data sources.

Machine learning has been playing an increasingly important role in the
Record Matching problem. Some classical algorithms such as Support Vector
Machine (SVM) and Decision Tree are adopted to predict whether a record pair
is matched or not, based on the similarities between the entries [5,16]. However,
selecting a training dataset is one of the most significant steps before learning
process. To achieve a good classifier in terms of accuracy and recall, people have
to label as many samples as possible, and consequently hiring human experts to
hand-label the instances is too expensive in general.
c© Springer International Publishing AG 2016
W. Cellary et al. (Eds.): WISE 2016, Part II, LNCS 10042, pp. 172–186, 2016.
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Unsupervised Blocking of Imbalanced Datasets for Record Matching 173

In a real-world record matching task on a dataset with n records, it is obvious
that the number of truly matched pairs is not larger than n. However, the total
number of candidate pairs including matched pairs and non-matched pairs can
reach θ(n2). To reduce the number of candidate pairs, blocking techniques have
been proposed to filter out the pairs that are unlikely matched [8,15].

The general idea is to divide the records into several blocks and only the
records in the same blocks need to be compared. For the records in different
blocks, it assumes that the pairs are unlikely to match. Take a dataset of acad-
emic publications for example. When detecting the duplicates, we may partition
the dataset into small groups according to conference names. Papers published
in different conferences cannot refer to the same real-world entities. To increase
comparison opportunities for truly matched records, users may employ several
blocking criteria to ensure that every duplicated pair is assigned into at least
one block [18]. However, most of blocking criteria are designed manually and
decided based on human experience.

In this paper, we propose a new blocking method that can automatically
filter record pairs. For many imbalanced datasets, most candidate record pairs
have low similarity. As a result, in a similarity space, areas resided by non-
matched pairs have higher density than those with matched pairs. Therefore,
unlike most blocking methods that take similarity thresholds as input para-
meters, our method uses density as the measure and requires two thresholds
(to be discussed in detail later) of density provided by users. We target at
matched and non-matched pairs that are entangled in a similarity space. Fur-
thermore, to improve the efficiency of our method, we admit the monotonicity
assumption on detecting the target region. Through our empirical studies, it is
explicit that the property of monotonicity generally holds in real-world datasets.
Our results demonstrate that the proposed method can significantly block non-
matched pairs. In summary, the contributions of this paper are summarized as
follows:

– Compared to manually blocking methods, our method is able to determine
complex blocking criteria automatically.

– The performance of the proposed density based approach will not be affected
as much by the selection of similarity functions.

– The monotonicity of datasets is examined and used to improve the efficiency
of the proposed method.

The remainder of this paper is structured as follows. We discuss related work
in Sect. 2. In Sect. 3, we present the background of this paper including the
problem, the assumptions, and the definitions. Our proposed method is then
presented in Sect. 4. After that, the proposed method is evaluated in Sect. 5.
Finally, we conclude this paper in Sect. 6.

2 Related Work

Entity matching is a well-studied problem of determining whether two records
refer to the same entity or not. To measure the similarity between records, a
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variety of similarity functions have been proposed. EditDistance, Jaccard sim-
ilarity, Cosine similarity are three widely used measures for this problem [7].
These different similarity measures are the key criteria to identify truly matched
records.

Many researchers have explored machine learning techniques [5,16] to solve
the entity matching problem. Each similarity is regarded as a data feature, whose
importance weight is automatically decided by a learning algorithm. But, there
exists an imbalance issue that greatly affects the learning, that is, no learning
algorithm can achieve an outstanding performance with an extremely imbalanced
training set.

In order to reduce non-matched pairs, various blocking techniques are used
to filter out the pairs that are unlikely matched. The traditional blocking criteria
are manually designed according to the attributes of datasets [14]. Some learning
algorithms are adopted to produce the blocking criteria automatically in [4,13].
Canopy Clustering [12] fast groups record pairs into overlapping sets with a loose
threshold and then filters the non-matches with a tight threshold. An inappro-
priate blocking criterion may separate the truly matched records into different
clusters. Most of the existing work use several blocking criteria to increase the
chance of assigning the matched records to the same clusters. Whang et al. [18]
proposed an iterative blocking framework, which enables record matching across
different clusters. After that, they discussed how to update the existing blocking
rules when new records are added in [17].

Most of the previous methods [3,4,6,12,13] use textual similarity as the main
measure to filter pairs. In our work, we employ the density of pairs on a similarity
space as the measure to find the non-matches. We also adopt the monotonicity
assumption to improve the efficiency of our proposed density based method. The
monotonicity assumption has also been introduced in [3,6] but they focused on
the precision during learning, while in our approach, we focus on the property
of monotonicity on the density during blocking.

3 Background

3.1 Problem Definition

In Table 1, the upper table contains three citation records from DBLP dataset,
and the other has two records from ACM dataset. As shown in the tables, only
the last records in the two tables are matched and the other three are non-
matched. Thus, out of all 6 possible pairs between the two tables, there is only
one matched pair, and this results in the imbalance problem. Given the entire
datasets, the matched and the non-matched will be extremely unbalanced, and
consequently from such datasets, it is difficult to sample a balanced training set,
whose quality is important for the following learning process.

We denote the set of all record pairs as C, the set of all matched pairs as
Cmatch, and the set of all non-matched pairs as Cnon. Our goal is to design a
blocking method that could prune pairs in Cnon and preserve pairs in Cmatch as
many as possible in order to achieve a balanced data pool (the ideal imbalance
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Table 1. Citation dataset

Title Authors Venue Year

Safe query languages for
constraint databases

Peter Z. Revesz TODS 1998

Efficient filtering of XML
documents for selective
dissemination of
information

Mehmet Altinel, Michael J.
Franklin

Very large
data bases

2000

Standards for databases on
the grid

Susan Malaika, Andrew
Eisenberg, Jim Melton

ACM
SIGMOD
record

2003

Title Authors Conf. Year

Database techniques for the
World-Wide Web: a
survey

D. Florescu, A. Levy, A.
Mendelzon

SIGMOD 1998

Standards for databases on
the grid

S. Malaika, A. Eisenberg, J. SIGMOD 2003

ratio is 1 : 1). The set of all blocked pairs is denoted as B. Since it is difficult
to prune the instances perfectly, the aim of our work is to make the output
closely approximate the ideal result. It is measured based on three metrics:
Recall, Reduction Ratio and Imbalance Ratio. We do not use Precision as a
metric, because the aim of blocking is to balance the dataset other than classify
the instances, and the high imbalance ratio will prevent any algorithm from
directly finding the true matches.

Recall = 1 −
∑

x∈Cmatch
1[x ∈ B]

|Cmatch| (1)

Reduction Ratio =

∑
x∈Cnon

1[x ∈ B]
|Cnon| (2)

Imbalance Ratio =

∑
x∈Cnon

1[x /∈ B]
∑

x∈Cmatch
1[x /∈ B]

(3)

3.2 Similarity Space

Textual similarity is one of the main measures to decide whether two records
are matched or not. Given a record pair (r, s) ∈ R × S, we can use a variety
of similarity functions to measure the similarity between attributes of R and
attributes of S. Without loss of generality, we assume the returned scores from
all the similarity functions are in [0, 1]. Given d different similarity measures, we
can map a pair (r, s) ∈ R × S into a point (s1, . . . , sd) ∈ [0, 1]d where si is the
similarity score returned by the i-th similarity measure. We call [0, 1]d similarity
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space. Each dimension represents one similarity measure to evaluate a similarity
between r and s.

In this paper, for the convenience of discussion, a similarity space is par-
titioned into regular cells. A region refers to a sub-space consisting of several
consecutive cells and an area refers to an arbitrary sub-space in the similarity
space.

3.3 Monotonicity

Monotonicity has been assumed for entity matching in [3,6]. For example, Arvind
et al. [3] have studied the monotonicity of precision on improving the efficiency
of their algorithm. In practice, the monotonicity assumption generally holds in
many datasets. Table 1 is example records in two citation tables. Jaccard sim-
ilarity on Name and EditDistance on Title are two frequently used similarity
in Citation datasets. When we map the record pairs onto a 2D similarity panel
shown in Fig. 1, we can observe that the dark area of lower similarity has much
more points than the area of high similarity. Generally, in the similarity space
[0, 1]d, the area of lower similarities may contain more points. We call this phe-
nomenon as Monotonicity of Density. Intuitively, a pair of records with a lower
textual similarity would have less possibilities to be matched. Thus, in this paper,
we focus on how to use the monotonicity assumption to block record pairs.

Fig. 1. Contour of citation pairs. The data are the publication records from DBLP and
Google Scholar [1]. The panel on the left is the similarity space of two similarities. The
right are the contour levels, which represent the numbers of points per unit area.

Prior to formally introducing Monotonicity of Density, we first give a formal
definition of density. Due to the imbalance issue, the number of matched points
is much smaller than that of non-matched ones after record pairs are mapped
into [0, 1]d. So the density of non-matches around a given point is roughly defined
as follows:

Definition 1. Given a threshold r and a point f , the density of point f , denoted
as ρ(f), is defined as the number of points within a certain distance r to f .
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And then, we define the density of region as follow:

Definition 2. In a similarity space [0, 1]d, the density of a region is represented
by the density of point f that has the lowest ρ(f) among all points in the same
region.

We also define a partial ordering � on the points in a similarity space.

Definition 3. Given two points f = (f1, . . . , fd) and f ′ = (f ′
1, . . . , f

′
d), if fi ≤ f ′

i

for all 1 ≤ i ≤ d, we say that f ′ dominates f , denoted as f � f ′; if f � f ′ and
fi �= f ′

i for some 1 ≤ i ≤ d, it is denoted as f ≺ f ′.

Then, we formalize Monotonicity of Density as follows (Table 2):

Definition 4. In a similarity space, for any two points f and f ′ such that f �
f ′, if ρ(f) ≥ ρ(f ′), we say that the density is monotonic w.r.t. �.

Table 2. Notation table

Notation Description

C The set of all pairs

Cmatch The set of matched pairs

Cnon The set of non-matched pairs

B The set of blocked pairs

�, ≺ The partial ordering (dominate) defined in Sect. 3

ρ(f) The density of point f

d The number of dimensions of similarity space

r The distance threshold for computing density

T1 The tight threshold

T2 The loose threshold

k The granularity parameter

p, f The points

R, S The datasets

V The set of granulated points

M The set of MaxBound points

U The set of MinUnknown points

Z The set of enumerated points with density no less than T2
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4 Proposed Method

4.1 Overview of Method

Motivated by the observation that non-matched pairs crowd greatly in the area
of low similarity, we propose a heuristic method that can automatically block
the non-matches. Our method consists of three main steps:

– Preprocessing. After mapping entity pairs into the similarity space, the
number of points is rather huge. Due to the huge number, it is too expensive
to compute the density of every points for finding the region of high density.
To improve the efficiency, we split the similarity space into finite cells and
only consider the corners of each cell as the candidate boundary points of
high density region.

– Search for the region with density no less than T1. The property of
monotonicity notably holds in the region of rather low similarity. So in the
second step, we use a Binary Search algorithm to find all sub-regions with
density at least equal to T1. The union of every sub-region is the target region
where the density is at least equal to T1. An example is shown in Fig. 2.

– Search for the points with density no less than T2. In some region,
the monotonicity may not hold strictly as well as in the region of density T1,
but there still exist many non-matches. Thus, in the rest of space, we run
a recursive algorithm to enumerate the points of density no less than T2, as
shown in Fig. 2.

Fig. 2. Overview of the proposed method. The region with the density no less than T1

will be blocked in the second step. The points with the density no less than T2 will be
blocked in the third step.
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4.2 Preprocessing

In our method, the most expensive operation is to compute the defined density
ρ(f) of time complexity O(|C|). As ρ(f) is called frequently in the algorithms, we
use an R-tree index1 to mark the points and lower the complexity to O(log(|C|)).

When searching the boundary points of high density region, it is infeasible
to compute the density of every points in the similarity space. To improve the
efficiency, we use an approximation technique that split the similarity space into
finite cells and only check the points at the corners of each cell (Table 3).

Table 3. Search the region with the density no less than T1.

Similarity Space 

Sub-Region p  (p) !"T  

p  (p) #"T  

Unknown 

0 
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0.4 

0.5 

0.6 
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0.8 
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0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 

Unknown 
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0.4 
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0.6 
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0.8 

0.9 

1 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 

Similarity Space 

Sub-Region p  (p) !"T  

p  (p) #"T  Unknown 

2 

0 

0.1 

0.2 

0.3 

0.4 

0.5 

0.6 

0.7 

0.8 

0.9 

1 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 

Similarity Space 

p  (p) ! "T  

MaxBound 

MinUnknown Region p  (p) #"T  

 

In order to split the space, we fix an integer value k, called granularity para-
meter. Then we define a set V of points, any of which is in the form (v1, . . . , vd)
where vi = j/k, j ∈ 0, 1, . . . , k. The set V partitions the similarity space into
(1+k)d cells. And a region is an area formed by several consecutive cells. When
considering the density of region, we only need to check the (1 + k)d points in
V. The points are at the grid line crosses in Fig. 2.

1 R-tree is a kind of tree data structures for indexing multi-dimensional
information [10].
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4.3 Search for the Region with Density No Less Than T1

Now we show our solution of exploiting the monotonicity of density. Given two
points p � p′, if the monotonicity holds, ρ(p) ≥ ρ(p′). From the practical expe-
rience in Fig. 1, this monotonicity generally applies in the region when the simi-
larities are rather low. Considering the monotonicity of density, if we can find a
point f with ρ(f) ≥ T1 and ∀f ′ 	 f, ρ(f ′) < T1, this implies that the points f ′′

with f ′′ � f are all in the regions with the density no less than T1. Formally, we
define such point f as following:

Definition 5. Given a threshold T1 and Monotonicity of Density, we say a point
p ∈ [0, 1]d is maximally dense if ρ(p) ≥ T1 and ∀p′ 	 p, ρ(p′) < T1. Such a point
is called MaxBound point. And the set of such points is denoted as M.

According to the monotonicity, the point p that have the property ∃p′ ∈
M, p � p′ should be in the region of density at least equal to T1. In order to find
the redundant non-matched points correctly, we set a relatively high threshold
T1 for enumerating the MaxBound points in M. The detected record pairs, which
have higher density than T1, will be blocked out.

Next we propose our searching algorithm. The general idea is that when we
locate one MaxBound point, it could always help divide the similarity space into
three parts: unknown density, density at least equal to T1 and density lower
than T1. In the unknown region, every point p has the property ∀p′ ∈ M, p ⊀ p′

and p � p′. For the point f � ∀f ′ in one unknown region, we call such a point
f as MinUnknown point, which has minimum density in this unknown region.
And the set of all MinUnknown points is denoted as U. To detect the density
of unknown regions, our algorithm repeats the process of finding the MaxBound
points on the remaining unknown regions.

Our algorithm starts at the point (1/k, . . . , 1/k) because it should be the
first MinUnknown point in U. Then we use Binary Search algorithm on every
dimension to locate the MaxBound point. When finding a MaxBound point f ,
we know that the region resided by the points p � f has a density at least
equal to T1 and the region resided by the points p 	 f has a density less than
T1. But the density of the remaining region is unknown. We put the point with
minimum density of unknown region into U and start a new round of Binary
Search on next MinUnknown point in U. Repeat the same process until no region
is unknown in [0, 1]d. We give a simple example on the 2-D similarity space in
Fig. 2. In the first round, our algorithm starts at (0.1, 0.1). After the process of
Binary Searching, the first found MaxBound point, (0.4, 0.2), divides the space
into four regions. The one resided by the MaxBound point is one sub-region of
the target region of density T1. The two unknown ones are the regions which
need to be detected in next iteration. And the left one is the region with density
less than T1. In the second round, we start the searching algorithm from the two
MinUnknown points founded in the last round, (0, 0.3) and (0.5, 0). After this
round, the area of unknown regions is reduced and a new sub-region of density
T1 is formed as shown in the second step of Fig. 2. Then, we repeatedly detect the
remaining unknown regions until the similarity space has been entirely explored.
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The union region of all founded sub-regions is the target region with density no
less than T1.

As MaxBound points in M are on the boundary of region with density at
least equal to T1, we then enumerate each point f ∈ M and block all the points
p � f . According to Monotonicity of Density, the blocked points must have a
density no less than T1. For the second step, since we use Binary Search to locate
the MaxBound points, the total number of points enumerated is O(log k ·d · |M|).

1 Procedure EnumerateAllMaxBound(T1)

2 U = {(1/k, . . . , 1/k)}
3 foreach point p ∈ U do
4 if ρ(p) ≥ T1 then
5 pmax ← FindMaxBound( p, T1 )
6 M ← M ∪ pmax /* pmax is a MaxBound Point */

7 U ← UpdateMinUnknown( U, pmax )

8 end

9 end

10 Procedure UpdateMinUnknown(U, pmax)

11 Unew ← ∅

12 foreach point p ∈ U do
13 if p ≺ pmax then
14 for i ← 1, d do
15 p′ ← p /* p′ is a MinUnknown point */

16 p′[i] ← pmax[i] + 1/k /* p′[i] is the i-th dimension of p′ */

17 Unew ← Unew ∪ p′

18 end

19 end

20 end

21 Procedure FindMaxBound( p, T1)

22 for i ← 1, d do
23 hi = 1
24 lo = pi while hi − lo ≥ 2 do
25 p[i] ← (hi + lo)/2
26 if ρ(p) ≥ T1 then
27 lo = p[i]
28 else
29 hi = p[i]
30 end

31 end

32 end
33 return p

Algorithm 1. Enumerate all MaxBound points
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1 Z ← M

2 foreach point p ∈ Z do
3 for i ← 1, d do
4 for j ∈ {−1, 1} do
5 p′ ← p /* p′ is a neighbour point of p */

6 p′[i] ← p′[i] + j/k /* p′[i] is the i-th dimension of p′ */

7 if p′ /∈ Z and ρ(p′) ≥ T2 then
8 Z ← Z ∪ {p′}
9 end

10 end

11 end

12 end

Algorithm 2. Enumerate points with density no less than T2

4.4 Search for the Points with Density No Less Than T2

As mentioned above, the monotonicity property can coarsely distinguish points,
but in some region distinguish-ability is not so strong. For a finer grain solution,
the points in non-distinguishable region but with a high density should also be
blocked out. In this section, we present a recursive algorithm to find the points.

In this step, we set another threshold T2 < T1 and search for the points of
density no less than T2. Our algorithm starts at some point p in the M. If the
neighbour point p′ of p has T2 ≤ ρ(p′) < T1, we put it into an enumeration set
Z, which is equal to M at the very beginning. Then, we repeat this enumeration
process at points in Z, until no more eligible points are found and added into Z.
With assuming that the points close to a point f ∈ Z would also have a density
at least equal to T2, our blocking strategy is to remove all points within r to any
one point in Z.

The time consumption of this step is determined by T2. The case that takes
the longest time is when the density of each point in V on the rest space is just
equal to T2. When computing the density of point p ∈ V, we need to count the
number of points that are within a distance r to p. With some value of r, the
density of p may count some points that are also counted by other 2d neighbour
points of p in V. To make the density identical, the number of shared points
counted by two adjacent points in V should be same and equal to T2/2d. After
the last blocking step, the number of remaining points in C, denoted as NC , and
the number of remaining points in V, denoted as NV , are known to users. There
should exist NC

T2/2d
groups of points counted by two adjacent points in V. And for

each point, its density would be counted on 2d groups of shared points. Thus,
if the maximal number of iterations does not exceed NV , it can be represented
as NC

T2/2d
× 2

2d equal to 2NC

T2
. The result shows the number of iterations does not

matter with d. Even though the time complexity is O(NC

T2
), it should be noticed

that NC is much smaller than |C|. The reason is that most of the non-matches
are located in the region of high density and have been blocked in the last step.
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5 Experiments

Our experiment were conducted on three datasets: Restaurant, Goods and Cita-
tion. Restaurant [1] is a collection of addresses of real-world restaurants. Cita-
tion [2] dataset contains a variety of publication records from DBLP and Google
Scholar. Goods [2] is a dataset recording the product information on the websites
of Google and Amazon. All of the datasets have two tables for record matching.
The statistics of records in the datasets are shown in Table 4.

Table 4. Statistics of records

Datasets Table A Table B Matched pairs

Restaurant 533 331 112

Citation 2294 2616 2224

Goods 1363 3266 1300

5.1 Method Comparison

In this section, we compare our method with Standard Blocking (SB) method
[11] and Canopies (CANOPY) [12]. The two methods exploit different metrics
for blocking. Standard Blocking clusters the records that share the same blocking
keys into one block. In this experiment, we take the attributes of a dataset as
the blocking keys. After having tried a variety of attribute combinations, we
pick the one with good performance in terms of Reduction Ratio and Recall for
comparison.

Canopies is an unsupervised clustering algorithm, which requires one loose
similarity threshold θ1 and one tight similarity threshold θ2. It clusters the
records that are textually similar to one block. From the similarity thresh-
olds in the range [0.3, 0.9], we choose the setting that achieves higher scores
of Reduction Ratio and Recall for comparison.

Our method is a density-based clustering algorithm, which requires a loose
threshold and a tight threshold of density. It blocks the records that are in high-
density areas in the similarity space. We have four parameters all related to
density computation. To simplify the process of tuning, we fixed k = 20 r =
0.15 and vary T1, T2 in [100, 10000]. In the following, the results are shown in
Tables 5, 6, 7.

From the results, we can observe that the three methods all work well on
Citation and Restaurant. The reason why there is no significant difference is
that the two datasets have been cleaned, that is, they do not contain much
noisy information. In such a scenario, similarity functions are highly credible,
grading non-matched pairs a low score and fully duplicated pairs a high score.
But for Goods, a dataset with noise, the two competitors do not work well. As
the noise generally exists in the attributes of the dataset, the similarity scores
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Table 5. Restaurant

SB CANOPY OURS

Reduction ratio 0.847 0.924 0.992

Recall 1.000 1.000 0.982

Imbalance ratio 376 253 24

Table 6. Citation

SB CANOPY OURS

Reduction ratio 0.824 0.944 0.986

Recall 1.000 0.999 0.994

Imbalance ratio 393 151 38

Table 7. Goods

SB CANOPY OURS

Reduction ratio 0.831 0.997 0.996

Recall 0.274 0.377 0.885

Imbalance ratio 180 25 15

of truly matched data pairs may decrease to the level of non-matches’. Thus, a
method targeting at the pairs with high similarity scores may not work anymore.
As shown in Table 7, Canopy only captures 37.7% matched pairs that reside in
the area of high similarity.

Our method achieves an outstanding result when noise exists. As the algo-
rithms are to search for the area of non-matches, the noise does not make an
influence. For Goods dataset, the noise makes matched points enter into the
low-similarity area, but also makes non-matched points move to the area with
further low similarity. It is still possible to locate the area of non-matches, with
using the property of density. Though some matches of low similarity cannot
be found, our density-based method still achieves a high recall 0.885 on Goods
dataset.

5.2 Evaluation on Density

As the density is defined as the number of instances in the area centered with r,
the value of r plays an important role in the algorithms. A small r would make
density more local and a big r is closer to the global density. In this section, we
focus on studying the value of r.

Table 8. Restaurant

r 0.05 0.1 0.125 0.15 0.2

Reduction ratio 0.074 0.074 0.731 0.971 0.992

Recall 1.000 1.000 1.000 1.000 0.982

Imbalance ratio 3081 3081 895 96 24
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Table 9. Citation

r 0.05 0.1 0.125 0.15 0.2

Reduction ratio 0.388 0.388 0.902 0.934 0.986

Recall 1.000 1.000 1.000 0.996 0.994

Imbalance ratio 1666 1666 266 178 38

Table 10. Goods

r 0.05 0.1 0.125 0.15 0.2

Reduction ratio 0.429 0.996 0.996 0.996 0.997

Recall 0.987 0.889 0.881 0.881 0.877

Imbalance ratio 1895 15 15 15 11

To study the effect of r, we fixed k = 20, T1 = 1000, T2 = 200 and vary the
value of r in {0.05, 0.1, 0.125, 0.15, 0.20}. The experiment is conducted on three
datasets as shown in Tables 8, 9, 10.

From the results, we can make two conclusions: First, with the increase of
value of r, Reduction Ratio tends to be greater, while Recall and Imbalance Ratio
tend to be smaller; Second, with a smaller r, our method does not have a good
performance.

For the first conclusion, when r becomes greater, according to the definition
of density, the thresholds T1 and T2 become relatively looser. For a point p with
ρ(p) ≤ T2, after the increase of r, the area centered at p would become larger
and include more points, making the new value returned by ρ(p) possibly larger
than T2. Thus, with a loose threshold, there should be more pairs being blocked
by the algorithm, and this leads to a higher Reduction Ratio and a lower Recall.
The second conclusion is due to the noise. When enumerating the points with
density no less than T2, if the algorithm finds a point p with ρ(p) < T2, the
neighbour point p′ � p, ρ(p′) ≥ T2 will have no chance to be enumerated. p is
the noise point that may make our algorithm early stop, and is the reason why
the results of r = 0.05 in all tables are bad. With a smaller r, the density has
more chance to be affected by some noise points. But with a greater r, the effect
of the noise would be balanced off, as shown in the experiment that the results
of r = 0.15, 0.2 are all good.

6 Conclusion

In this paper, we studied the problem of blocking records for entity matching.
Unlike the methods using similarity to filter entities, we used density as main
measure for blocking. Our proposed method also exploits the monotonicity of
density on improving the algorithm efficiency. Finally, we compared our den-
sity based approach with one similarity based approach and one index based
approach. We evaluated our method on real datasets and demonstrate the supe-
riority of our approach in terms of Reduction Ratio and Recall.
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Abstract. Inverted index is the core data structure in large scale information
retrieval systems such as Web search engine. Index compression techniques are
usually used to reduce the storage and transmission time from disk to memory.
Many index compression schemes have been proposed and among them Binary
Interpolative Coding (IPC) is one of the most widely used schemes due to its
superior compression ratio (CR). However, the decompression speed of IPC is
relatively slow, thus fully decompressing (FD) IPC will slow down the whole
process of online query processing. In this paper, we first point out that it is
unnecessary to fully decompress all the IPC nodes in query processing and then
propose a partial decompression (PD) algorithm for IPC. Experimental results
on two publicly available standard corpora show that compared with normal IPC
our algorithm performs 40 % faster for Boolean conjunctive queries and 20 %
faster for Rank queries without additional storage consumption.

Keywords: Index compression � Binary interpolative coding � Inverted file

1 Introduction

Information retrieval systems have been widely used in many online applications
including search engine, library system and e-commerce system etc. To speed up the
retrieving process an important data structure named inverted index file (IF) has been
proposed. In general, IF needs to be read from disk into memory during online pro-
cessing, however, the uncompressed inverted index is almost as large as original
collection [1]. Therefore, lots of compression schemes have been proposed [2–8]. In
general, schemes aiming at high compression ratio (CR) usually have a slower
decompressing speed, so most methods try to make a tradeoff between memory
occupation and decompression speed. Binary interpolative coding (IPC) [8] is one of
those schemes with high CR while its decompressing speed is relatively slower.

Because of its high CR, IPC can be used in those extremely high CR required
situation. For example, when compressed IF is larger than the internal memory space,
high CR schemes help to maintain more cache in internal memory and also reduce the
amount of data read from external memory. For instance in [13] IPC is used to com-
press the huge versioned document collections. However, the relatively heavy time
consummation during online query processing limits its further use. Any improvement
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of its processing speed is not trivial. Many researchers have realized acceleration of
online processing is meaningful and proposed some improvements [9, 10]. Most of
these improvements use extra space to exchange with time which weakens the
advantage of high CR. Our work aims at exploring the acceleration potential of query
processing when IF is compressed in IPC form while without additional space
consummation.

We analyze its decompressing procedure in detail and find that not every node
needs to be decompressed during query processing. Therefore, we propose a PD
algorithm. We will describe our algorithm in detail and finally validate its efficiency.

Our contributions are double fold. First, we propose a partial decompression
(PD) algorithm to process Boolean conjunctive query and Rank query when IF is
compressed in IPC form. Second, we experimentally validate its efficiency on two
publicly available corpora.

This paper is organized as follows. We briefly introduce the IPC and background in
Sect. 2. In Sect. 3 we will explain our algorithm. We will check its efficiency by
experiment in Sect. 4. Finally, we give our conclusion.

2 Background and Related Work

2.1 Background

An inverted index file (IF) consists of a term dictionary and an inverted list (also called
posting list) for each term; we mainly focus on the decompression of inverted lists in
this paper.

A term t and its inverted list can be described as {ft : dt;1; dt;2; dt;3. . .dt;ft}, where ft
is the total number of documents containing the term t and dt;1; dt;2; dt;3. . .dt;ft are IDs of
them which are usually sorted in increasing order.

IF is a convenient tool to process queries, however, IF is almost as large as original
document file so storing them simply will need too much space. Therefore, it needs
compression before being read into memory. Until now many compression methods are
proposed. Some methods are designed for delta values [3–5]. Among them OPTPFD
[7] is competitive both in time and space so widely used in SE system. We use
OPTPFD as one of the baseline methods.

Methods designed for delta values utilize the distribution of deviation; its efficiency
relies on some assumption of distribution. Another type of methods [2, 6, 7] designed
for the original value utilizes the property of monotonously increasing list. Among
them EF [6] is another competitive method and will be used as another baseline method
in this paper. Partitioned-EF [7] is the improvement of EF and can be regard as one of
the state-of-the-art methods.

Although many coding have been proposed, IPC is still competitive for its
incomparable CR. We will check its detail in next section.
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2.2 Binary Interpolative Coding and Its Improvements

Binary Interpolative Coding (IPC) [8] is a useful coding for its high CR. IPC is
designed for original values which numbers are listed in strictly increasing order. Its
idea is limiting each number by its order and interval to minimize its entropy. Use the
classic example on [8], the inverted list is <7:3, 8, 9, 11, 12, 13, 17> with a range of [1,
20]. Firstly we encode the middle number 11, which have 3 numbers on either side. Its
range is [1 + 3, 20 − 3] with a length of 17 − 4 + 1 = 14, so it needs 4 bits and is
encoded to 11 − 4 = 7, 0111. The next number is the middle number in the left part,
which is 8 with one number on either side. Its range is [1 + 1, 10 − 1] with a length of
9 − 2 + 1 = 8, so it needs 3 bits and is encoded to 8 − 2 = 6, 110, etc. It is a recursive
procedure as a binary tree which is called IPC tree. See Fig. 1. Finally we record it in
pre-order traversal order (also called PLR order: parents, leftchild, rightchild). The
above list is recorded as: 0111, 110, 010, 0, 000, 011. Note the commas do not need to
be stored, because length of each node is already determined by its parent nodes.

Decompressing process will reverse the process. To restore the list we need
computations about many messages of each node, which are expensive and will slow
down the query processing. Researchers have realized to accelerate processing time is
helpful and proposed some improvements. To our best knowledge the following two
papers are found. In 2004 Cheng proposed a unique-order IPC [9]. They cut IF into
fixed length of pieces and claimed at least two advantages would be taken. With fixed
length g of IPC pieces the decoding process can be accelerated by pre-computer order,
another advantage is that skipping is feasible during intersection. However, parameter
g is difficult to determine because the length of list varies from few to million. In 2010
Teuhola proposed a log-time IPC [10]. Their idea is to compute the longest possible
length of an interval with a particular number of elements, then encoding that part of
list with its longest possible length. By this it is easy to locate a particular element for
skipping and random access. However it requires additional space and its space
occupation might be larger than OPTPFD from the report. These two improvements try
to accelerate decompressing of IPC by using additional space so that the advantage of
high CR has been weakened. Our work aims at developing the acceleration potential
without reducing its CR (do not change its structure).

Fig. 1. The encoding process tree of IPC
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3 PD and FD in Query Processing

3.1 Analyze of FD Process in Conjunctive Boolean Query Processing

Firstly we introduce the algorithm of FD. We need to rebuild the binary tree in Fig. 1
during FD. Because data in IPC is arranged in PLR order, the rebuilding procedure also
proceeds in PLR order. For each node we need to compute the information of its left
(number of nodes on the left sub-tree), right, max, min and len (length of bits read from
IF) by parents’ values, next we read len bits from IF to get the tmpvalue, then we can
restore this node and its children. Here we proposed an algorithm using stack to
decompress IPC tree. We need a stack S of structure contains the necessary message of
each node including the fields mentioned above. We unitize the algorithm of in-order
traversing of binary tree with stack and restore each value recursively. Each value can
be computed by its parents’ nodes. A global point CurPointer is initialized as the start
address of the according list in IF. Finally we put original values into a list in order,
which is just the inverted list. Next work is intersecting all those restored lists. We start
at the shortest one so the intersection list is always short. However in experiment we
find the processing of FD occupies at least 90 % of the total processing time which
means decompression needs acceleration.

Note the structure of IPC coding is a binary sort tree which might apply skipping
operations in conjunctive Boolean query. Refer to [12] we get following two conclu-
sions: First, skip list can accelerate conjunctive query processing. Second, most of the
Boolean queries involve only conjunction operations. So we also want to apply
skipping to implement partial decompression in IPC tree which however cannot be
used as skip list directly. That is because in a skip list a skipped node should have an
additional pointer point to the next skipped node. Besides, values in IPC tree are not
stored in order. However we have Observation 3.1 which makes skipping possible.

Definition 3.1: For any sub-tree in IPC tree with a root of R, there is a path from root
to leaf generated by each time travels the left branch. Then we reverse the path, nodes
on the reversed path can be regarded as a list and defined as left list.

Observation 3.1: Values of nodes on left list in any sub-tree are sorted in increasing
order. For each node on left list, all the values of nodes on its right sub-tree are between
the value of current node and next node on left list (or the overall maximal).

Observation 3.1 can be easily explained by the property of binary sort tree. By
Observation 3.1 IPC tree can be regarded as recursive levels of skip list. Consider the
same example in Sect. 2.2, its IPC tree is showed in Fig. 1. We could also change it
into a multilayer skip list by rotating the tree clockwise till its left list to be horizontal.
We could find that the nodes 3, 8, 11 could be viewed as skipped nodes in skip list.
Skipped nodes and nodes in its right sub-tree could be viewed as an inner block. But
not like skip list IPC coding use pre-order to store data. For a tree in IPC it is stored by
two parts including nodes on left list which will be stored by the reversed left list order
and right sub-tree of each node on left list which will be stored by left list order. For
example in Fig. 1 the storing order is {11, 8, 3, {9}, {13, 12, 17}}.

Consider the compression order we know after having accessed the root node we
could easily decompress the entire left list without decompressing other nodes.
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However to locate the start point of a right sub-tree of a particular node N we have to
compute the stored length of right sub-tree of all nodes which are before N in the left
list. For instance if we have a list of {1, 13} to intersect with IPC tree in Fig. 1, after we
restored the left list and finish comparison we decide to skip the right sub-tree of node 3
and 8, we need to know the length of sub-tree {9} then we can locate the second
sub-tree on IF. It seems computation on sub-tree is inevitable. However we find the
computation of the length of a sub-tree is faster than restoring the total tree.

Definition 3.2: During query processing a tree compressed in IPC, if we do not restore
all the values of nodes on the tree, instead we just compute its length in IF, we call this
operation as skipping the tree. Nodes on that tree are called skipped nodes.

Observation 3.2: Skipping a tree is faster than restoring (or decompressing).

The reasons are as follows. First, to skip a node we just need to know its left, right,
len and tmpvalue. Next, computations of max, min and original value usually involve
with operation of big integers. Last, skipping operation in leaf nodes, which have a
large amount in a tree, is so fast that do not even need to allocate an addition node. By
experiment we find skipping a large tree costs almost 3/4 time of restoring.

Another noticeable advantage of PD is sometimes we can terminate the traversal of
tree earlier. For example we have a list of {1, 2} and intersect it with the tree in Fig. 1,
after we restore the left list of root node we can safely ignore remain ones.

In conclusion, the normal processing of IPC in conjunctive query is fully decom-
pressing the inverted list and then doing intersection while our idea is doing decom-
pressing with intersection simultaneously. We decompress only the nodes which are
possible to be a result and skip (or ignore) the others.

3.2 PD Process in Conjunctive Boolean Query and Rank Query
Processing

We check Boolean query first. Firstly we describe our skipping function to skip a
sub-tree with a particular root. Skipping function is similar with restoring function and
shares the stack. We need only the message of left, right, length and tmpvalue, which
consist a structure of skipped node. When the skipped node is a leaf, we just need to
move the pointer on IF while without restoring the node. Next we check the timing for
executing skipping. We denote the restored list as L and list compressed in IPC as T.
For a node in the left list of a particular node in T, we denote the maximal of range of
its right sub-tree as m (m = max + right). When the current value in L is larger than m,
the total right sub-tree can be skipped. See Fig. 2 for example.

Fig. 2. An example of skipping
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The left tree is compressed in IPC while the right one is totally restored. First we
decompress the left list of root node in the IPC tree, which is {3, 8, 11}. Next we
process the intersection of left list and the restored list. When we process at the node 8
on IPC, the current pointer on the restored list stays at the node 11. We find value m of
node 8 is 10 and less than 11, so we could skipped the right sub-tree (right skip) of
node 8. When we process at node 13, the current pointer on the restored list stays at the
node 16. We can safely skip the left sub-tree (left skip) of node 13. In algorithm for
each outer loop left skip may occur only when start the outer loop and before restoring
the left edge. Here is the algorithm. Let L be the list totally restored, T be the IF and
Q be the intersection result array. Lcur and Qcur are current pointers on L and Q
separately and initialized as 0.

Restore root node of T and push into stack S
1.while(Tcur=S[top]!=null) 
2. if(L[Lcur]>=root->orgvalue)
3. Skip left child of root //execute the left skip
4. else
5. Restore left list of sub-tree with the root Tcur
from T and push them by decompression order into S
6. while(true)  //loop for array L
7. if(L[Lcur]<=Tcur->orgvalue)
8. if (L[Lcur]==Tcur->orgvalue)
9. Q[Qcur++]=L[Lcur] //copy the node into result
list
10. else if(Lcur<maxlength) //maxlength of array L
11. Lcur++
12. continue
13. else
14. return //array L have reached the end and ignore
the remain nodes in T
15. else 
16. pop S
17. if((L[Lcur]<(Tcur->rightvalue+Tcur->maxvalue))&&
Tcur->right>0) //need to check its right child 
18. restore right child of temp and push it into S
19. break //break into the outer loop

20. skip right child of temp
//execute the right skip

Next work is simple. We choose the shortest inverted list and totally decompress it.
Then use it as L to intersect with following list to get the result list of query.

Rank queries are similar. Although rank queries are more like disjunctive Boolean
query we can use the continue strategy in [12] to execute skipping when processing the
ID list. After having processed the ID list we will record the position of the result of
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intersection into a list. We can utilize this list to access the according values on
frequency IPC tree and skip the unnecessary nodes.

4 Experiments

We process experiments on the following corpus. PPD (PeopleDaily91–93) is a col-
lection of short news reported by Chinese official news agency: NCNA (New China
News Agency). It contains 135,193 documents and 3,171,009 terms. Gov2 is the
TREC 2004 Terabyte Track test collection which includes millions of documents
crawled from.gov website. Gov2 are mainly in English and with 9,122,147 documents
and 164,443,902 terms. For data in Chinese we use ansj (http://www.ansj.org/) for
Chinese word segmentation, we do not need stemming technology and remove stop
word. For data in English we use Porter2 stemmer and have removed stop word. The
experiment machine has a CPU of Inter Core i5-2400, main memory of 4G and WIN7
32 OS. All online processing programs are coding in C++ and we use g++ 4.3 for
complier. Queries are randomly chosen from segments of some documents.

Next we will check the efficiency of PD during query processing. Our space
consummation remains the same with PD and we focus on its time consummation.

Above Tables show the result of PD compared with FD, PFD and Elias-Fano
coding. Actually in practical PD will perform better than above because our programs
are all running in inner memory and the advantage of less amount of data transmission
between inner and external storage have not been showed.

From Table 1 we find in Boolean conjunctive query PD is comparable with that of
Elias-Fano. From Table 2 we know PD in Rank query do not performed as well as
Boolean conjunctive query. We find in large corpus PD will take more advantage, but
even in Gov2 PD is about a quarter slower compared with the popular coding
OPTPFD. That partly because more lists needs to be totally restored in Rank query.

Table 1. Average running time of Boolean conjunctive query

Length of query FD per
query ave
time (t) (ms)

PD (t) (ms) OPTPFD [7]
(t) (ms)

Elias-Fano
[8] (t) (ms)

PPD Gov2 PPD Gov2 PPD Gov2 PPD Gov2

2 0.244 1.502 0.196 1.161 0.164 1.064 0.172 1.069
4 0.475 2.997 0.330 2.047 0.290 1.858 0.325 1.954
6 0.663 4.288 0.448 2.453 0.379 2.504 0.431 2.667
8 0.875 5.474 0.596 3.399 0.498 3.186 0.569 3.372
10 1.079 6.561 0.728 4.160 0.619 3.812 0.699 4.015
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5 Conclusion

IPC is an effective coding in CR with a relatively slower processing speed, any
improvement on its processing speed is not trivial. We proposed a partially decom-
pression algorithm which can accelerate query processing speed. We try to reduce the
time consummation by saving any computation unnecessary and we prove our method
is useful. Our algorithm is about 40 % faster for Boolean conjunctive query and 20 %
faster for Rank query without additional storage consumption compared with FD.
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Abstract. In the Linked Data field, data publishers frequently materialize
linksets between two datasets using link discovery tools. However, when the
datasets are continually updated, a materialized linkset must also be updated
since the links may no longer meet the linkage rules. To help solve this problem,
this paper presents an approach for maintaining linksets, which treats linksets as
materialized views, is based on changesets and adopts an incremental strategy.
The paper formalizes the materialized linkset maintenance problem based on
changesets and indicates that our approach correctly maintains materialized
linksets views. Finally, it suggests an architecture and describes an implemen-
tation and experiments to validate the proposed approach.

Keywords: RDF dataset interlinking � Linked data � View maintenance

1 Introduction

The Linked Data initiative [1] defines best practices for publishing and interlinking data
on the Web using RDF triples to represent the data. Briefly, a dataset is simply a set of
RDF triples. A link is an RDF triple of the form (s, p, o), where s and o are resources
defined in two distinct datasets. A linkset is a set of links.

Link discovery tools help create and materialize linksets. These tools are typically
semi-automatic in the sense that users have to define a set of linkage rules that specify
conditions that resources must fulfill to be interlinked. However, when datasets are
continually updated, the maintenance of a materialized linkset requires attention since
the links may no longer meet the linkage rules that originated the linkset. To inform
consumers about changes, an RDF dataset should publish changesets [3] to indicate the
difference between two states of the dataset.

In this paper, we present an approach for maintaining materialized linksets. The
approach we propose: (1) treats linksets as materialized views, called linkset views;
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(2) accounts for the facts that a linkset is computed by (complex) linkage rules and that
the linkset does not contain the property values used by the linkage rules; (3) uses the
changesets published by the source datasets to compute the changes that must be
applied to a materialized linkset to keep it consistent with the new states of the source
datasets; (4) adopts an incremental strategy. The proposed approach has two main
steps. The first step uses the changesets, published by the source datasets, to compute
the set of updated resources that are relevant to the materialized linkset. The second
step updates the links for the relevant resources.

The contributions of the paper are: (i) we formalize the materialized linkset
maintenance problem based on changesets; (ii) we define an approach that uses
changesets to incrementally maintain materialized linksets and informally illustrate
how it works; (iii) we provide two theorems that indicate that the proposed algorithms
correctly maintains materialized linksets views; (iv) we describe an implementation and
experiments to validate the approach.

Several tools were designed to create linksets [4, 5, 9]. The introduction of views,
as suggested in [2], would simplify the configuration of the tools designed to create
links. In another direction, tools, such as DSNotify [6], were designed to inform
database administrators about dataset changes and to allow them to preserve link
integrity. The proposed approach is based on, but not reducible to such incremental
view maintenance strategies. Indeed, a linkset is not a regular view computed by
querying two datasets, but it is created using linkage rules that frequently involve
computing entity similarity. Furthermore, a linkset does not contain the property values
that the linkage rules use. Endris et al. [3] presented a framework for interest-based
RDF update propagation that can consistently maintain a full or partial replication of
large LOD datasets. This framework is also based on changesets, but the solution can
only be applied when the view mappings are direct mappings. The approach proposed
in this paper goes further and considers linkset views defined by expressive mappings.

The paper is organized as follows. Section 2 introduces basic definitions and a
running example. Section 3 presents our approach for maintaining linksets views.
Section 4 describes an implementation and experiments to validate the proposed
approach. Finally, Sect. 5 contains the conclusions.

2 Linkset Views

2.1 Linkset View Definition

To make the paper self-contained, we introduce an abstract notation to define catalogue
views and linkset views with the help of mapping rules [7]. In the rest of this paper,
rS(t) denotes the state of S in time t, where S can be a source dataset or a view, and M
[rS(t)] denotes the set of triples defined by a set M of mapping rules against rS(t).

A catalogue view definition is a triple V = (VV, SV, MV), where

• VV is the vocabulary of V, also called the view vocabulary, and consists of a single
class and a set of datatype properties

• SV is the source dataset which exports the view V, described by a vocabulary VS
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• MV is a set of mapping rules that map concepts of VS to concepts of VV, called the
view mapping.

A materialization of view V at time t is obtained by computing MV[rSv(t)] and
storing it as part of a dataset.

A linkset view definition is a quintuple L = (P, VL, F, G, l), where

• P is an object property
• VL is the match vocabulary of L and consists of a single class and a set of datatype

properties
• F= (VF, SF, MF) and G= (VG, SG, MG) are catalogue view definitions where
• VF = VG = VL. Thus, VL is the common vocabulary for exported views F and G
• l is a 2n-relation, called the match predicate of L.

Let VL ={C, P1,…,Pn} be the match vocabulary of L. Let rF(t) and rG(t) be states
respectively of F and G in time t. The state of L in time t is the set rL(t) defined as: (s,
p,o) 2 rL(t) iff there are triples (s, rdf:type, C), (s, P1, s1),…, (s, Pn, sn) 2 rF(t) and (o,
rdf:type, C), (o, P1, o1),…, (o, Pn, on) 2 rG(t) such that (s1,…, sn, o1,…, on) 2 l

2.2 Running Example

In this section, we illustrate how to define a linkset view. Consider the MusicBrainz
(http://musicbrainz.org/doc/about) dataset, which uses the Music ontology. Figure 1
shows a fragment of the Music ontology, which reuses terms from three well-known
vocabularies: FOAF (Friend of a Friend), MO (Music Ontology) and DC (Dublin
Core). Consider the DBpedia (http://wiki.dbpedia.org/about) dataset, which uses the
DBpedia Ontology (dbo). Figure 2 shows a fragment of DBpedia ontology.

Fig. 1. A fragment of the Music Ontology

Fig. 2. A fragment of the DBpedia Ontology
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Suppose that a user wants to create sameAs links between instances of the class
Record in the MusicBrainz dataset and instances of the class Album in the DBpedia
dataset. For this purpose, the user creates the linkset view definition L = (owl:sameAs,
VL, F, G, l), where: VL={mo:Record, dc:title, mvl:artistName, dbo:releaseDate}; the
vocabulary VL reuses terms from DBpedia and Music Ontologies and defines a new
term mvl:artistName; F and G are catalogues views exported by DBpedia and
MusicBrainz, respectively, with mapping rules MF and MG from DBpedia and Music
Ontology to common vocabulary VL, respectively:

MF: mo:Record(x) ← dbo:Album(x)
dc:title(x, y) ← dbo:Album(x); foaf:name(x, y)
mvl:artistName(x, y) ← dbo:Album(x); dbo:artist(x, z); foaf:name(z, y)
dbo:releaseDate(x, y) ← dbo:Album(x); dbo:releaseDate(x, y)
MG: is omitted here due to space limitation

and l is the match predicate defined as

s1; s2; s3; o1; o2; o3ð Þ 2 l iff r sk; okð Þ� a; for each k ¼ 1; 2; 3

where r is the 3-gram distance and a = 0.5. The match predicate compares the title,
artistName and releaseDate of instances of Record from both views F and G.

3 Linkset Incremental Maintenance Based on Changesets

In this section, we present our approach to correctly compute the changeset for a linkset
view L, based on the changesets published by SF and SG. A changeset of an RDF
dataset S from the state rS(t0) in time t0 to the state rS(t1) in time t1 is a pair
\D�

S t0; t1ð Þ;Dþ
S t0; t1ð Þ[ , where Δ¯S(t0, t1) is the set of triples removed from rS(t0)

and Dþ
S t0; t1ð Þ is the set of triples added rS(t0) to create rS(t1) (for a formal definition

see [8]). The approach we suggest to compute ΔL(t0,t1) follows two main steps:
(1) Compute RF(t0,t1), the set of resources that are affected by ΔSF(t0,t1) w.r.t F,
and RG(t0,t1), the set of resources that are affected by ΔSG(t0,t1) w.r.t G; (2) Compute
ΔL(t0,t1) using the resources in RF(t0, t1) and RG(t0, t1).

3.1 Computing the Affected Resources

In this section we present an algorithm to compute RF(t0,t1), the set of resources that are
affected by ΔSF(t0,t1) w.r.t F. We say that a resource s is affected by ΔSF(t0,t1) iff the
state of s in rF(to) is different from the state of s in rF(t1). More formally, a resource
s is affected by ΔSF(t0,t1) w.r.t F iff s[rF(to)] 6¼ s[rF(t1)]. To compute RF(t0,t1), we have
to consider two situations:

(i) If all mappings in MF are simple mappings, RF(t0,t1) can be directly computed
from ΔSF(t0,t1) [8].

(ii) Otherwise, the computation of RF(t0,t1) requires, besides ΔSF(t0,t1), the old state
rSF(t0) of SF. But, rSF(t0) is no longer available when the changeset is published.
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To account for the second case, we introduce the notion of auxiliary view AF for F,
defined as a triple AF = (VAF, SAF, MAF), where:

• VAF consists of all classes and properties in VF that are relevant to SF
• SAF = SF
• MAF is a set of direct mappings from the vocabulary of SF to VAF.

In the suggested architecture (see [8]), the auxiliary view AF is materialized, while
the view F is virtual. Algorithm 1, shown in Table 1, computes RF(t0,t1) when an
auxiliary view is required. Theorem 1 in [8] shows that Algorithm 1 correctly computes
the set of affected resources.

To illustrate the computation of RF(t0,t1) by Algorithm 1, consider the linkset view
L over the catalogue views F and G exported from DBpedia and MusicBrainz, defined
in Sect. 2.2. The auxiliary view for F is AF = (VAF, SAF, MAF), where: VAF = {dbo:
Album, foaf:name, dbo:artist, dbo:releaseDate }; SAF: http://host/dbpedia; MAF is a set
of direct mappings from DBpedia’s vocabulary to VAF. The auxiliary view for G is AG

= (VAG, SAG, MAG), where: VAG = {mo:Record, dc:title, foaf:maker, foaf:name, mo:
realese, dc:date}; SAF: http://host/MusicBrainz; MAG is a set of direct mappings from
MusicBrainz’s vocabulary to VAG. Assume that:

• Table 2 shows the states of the catalogue views F and G, the auxiliary view AF and
linkset view L, on Sep 10, 2015 at 10:00 AM (t0) and the triples published by the
DBpedia Live extractor for the changes made on Sep 10, 2015 between 10:00 AM
(t0) and 11:02 PM (t1).

• MusicBrainz did not release new changeset on Sep 10, 2015 between 10:00 AM (t0)
and 11:02 PM (t1).

Algorithm 1 computes the set RF(t0,t1) in 5 steps:

Step 1.1: Compute D�
AF t0; t1ð Þ and Dþ

AF t0; t1ð Þ. From Algorithm 1, we have:
D�
AF t0; t1ð Þ = {(dbr:b1 foaf:name “Jackson Michael“)}.

Dþ
AF t0; t1ð Þ ={(dbr:a1 dbo:releaseDate “1982-11-29”), (dbr:a1 foaf:name “Thriller”),

(dbr:b1 foaf:name “Michael Joseph Jackson“)}.

Table 1. Algorithm 1
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Step 1.2: Compute R¯(t0,t1). First we have to compute which triples in rF(t0) are
affected by triples in Δ¯AF(t0,t1). For example, consider the triple y = (dbr:b1
foaf:name “Jackson Michael”) in Δ¯AF(t0, t1). The triples (dbr:a1 mvl:artistName
“Jackson Michael“) and (dbr:a2 mvl:artistName “Jackson Michael”) in rF(t0) are
affected by y because those triples are generated by substituting foaf:name(z, y) by
y in the mapping rule “mvl:artistName(x, y) ← dbo:Album(x); dbo:artist(x, z);
foaf:name(z, y)”. Therefore, R¯(t0,t1) = {dbr:a1, dbr:a2}.
Step 1.3: Compute rAF(t1) = ðsAFðt0Þ�D�

AFðt0; t1ÞÞ [ Dþ
AFðt0; t1Þ (See Table 2).

Step 1.4: Compute Rþ t0; t1ð Þ. First we have to compute the triples in rF(t1) that are
affected by triples in Dþ

AF t0; t1ð Þ. The triples (dbr:a1 dbo:releaseDate
“1982-11-29”), (dbr:a1 dc:title “Thriller”), and (dbr:a1 mvl:artistName “Jackson
Joseph Michael”) in rF(t1) are affected by triples in Dþ

AF t0; t1ð Þ. Therefore,
R� t0; t1ð Þ = {dbr:a1, dbr:a2}.
Step 1.5: Compute RF(t0,t1) = R� t0; t1ð Þ [Rþ t0; t1ð Þ
RF(t0,t1) = {dbr:a1, dbr:a2}.

3.2 Computing the Changeset for L

Algorithm 2 in Table 3 returns ΔL(t0,t1), a changeset for L. Theorem 2 in [8] shows
that the changeset ΔL(t0,t1) returned by Algorithm 2 correctly maintains L. To illustrate

Table 2. rF(t0), rG(t0), rAF(t0), rAF(t1), rL(t0), D
�
DBpedia t0; t1ð Þ and Dþ

DBpedia t0; t1ð Þ
rF(t0) = {
(dbr:a1 rdf:type mo:Record);
(dbr:a1 mvl:artistName “Jackson Michael“);
(dbr:a2 rdf:type mo:Record);
(dbr:a2 dc:title “Thriller 25”);
(dbr:a2 mvl:artistName “Jackson Michael“);
(dbr:a2 dbo:releaseDate “2008-02-08”)}
rAF(t0) = {
(dbr:a1 rdf:type dbo:Album);
(dbr:a1 dbo:artist dbr:b1);
(dbr:a2 rdf:type dbo:Album);
(dbr:a2 foaf:name “Thriller 25”);
(dbr:a2 dbo:releaseDate “2008-02-08”);
(dbr:a2 dbo:artist dbr:b1);
(dbr:b1 foaf:name “Jackson Michael“)}
rAF(t1) = {
(dbr:a1 rdf:type dbo:Album),
(dbr:a1 foaf:name “Thriller”),
(dbr:a1 dbo:releaseDate “1982-11-29”),
(dbr:a2 rdf:type dbo:Album),
(dbr:a2 foaf:name “Thriller 25”),
(dbr:a2 dbo:releaseDate “2008-02-08”),
(dbr:a1 dbo:artist dbr:b1),

(dbr:a2 dbo:artist dbr:b1),
(dbr:b1 foaf:name “Michael Joseph
Jackson“)}
rG(t0) = {
(mbr:r1 rdf:type mo:Record);
(mbr:r1 dc:title “Thriller”);
(mbr:r1 mvl:artistName “Michael Joseph
Jackson”);
(mbr:r1 dc:releaseDate “1982-11-29”);
(mbr:r2 rdf:type mo:Record);
(mbr:r2 dc:title “Thriller 25”);
(mbr:r2 mvl:artistName “Michael Joseph
Jackson”);
(mbr:r2 dc:releaseDate “2008-02-08”)}
rL(t0) = {(dbr:a2 owl:sameAs mbr:r2)}
D�
DBpedia t0; t1ð Þ = {

(dbr:b1 foaf:name “Jackson Michael“)}
Dþ
DBpedia t0; t1ð Þ = {

(dbr:a1 dbo:releaseDate “1982-11-29”);
(dbr:a1 foaf:name “Thriller”);
(dbr:b1 foaf:name “Michael Joseph
Jackson“)}
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the computation of ΔL(t0,t1) by Algorithm 2, consider the set RF(t0,t1) computed in
Sect. 3.1. Since we assume that MusicBrainz did not release new changesets in the time
interval considered, RG(t0,t1)=∅. Algorithm 2 computes ΔL(t0,t1) in 5 steps.

Step 2.1: Compute DF and IF. From Algorithm 2, we have:
DF = {(dbr:a2 owl:sameAs mbr:r2)};
IF = {(dbr:a1 owl:sameAs mbr:r1), (dbr:a2 owl:sameAs mbr:r2)}.

Step 2.2: Compute DG and IG. From Algorithm 2, we have:
DG = ∅; IG = ∅.

Step 2.3: Compute D�
L t0; t1ð Þ. From Algorithm 2, we have:

D�
L t0; t1ð Þ = {(dbr:a2 owl:sameAs mbr:r2)}.

Step 2.4: Compute Dþ
L t0; t1ð Þ. From Algorithm 2, we have:

Dþ
L t0; t1ð Þ ={(dbr:a1 owl:sameAs mbr:r1), (dbr:a2 owl:sameAs mbr:r2)}.

Step 2.5: Return ΔL(t0, t1) = < D�
L t0; t1ð Þ;Dþ

L t0; t1ð Þ >
The new state of L is computed by rL(t1) = ðrL t0ð Þ�D�

L t0; t1ð ÞÞ [Dþ
L t0; t1ð Þ.

Therefore, rL(t1) ={(dbr:a1 owl:sameAs mbr:r1), (dbr:a2 owl:sameAs mbr:r2)}.

4 Implementation and Experiments

The Linkset Maintainer tool was developed using Java, JBoss 7, Open Link Virtuoso as
the triple store, and Silk as the link discovery tool. In order to evaluate the performance
of the incremental strategy, we selected two datasets: a Music Brainz dump, and the
DBpedia endpoint. Additionally, DBpedia daily provides sets of changed triples
extracted from Wikipedia, called DBpedia Changesets (available at http://live.dbpedia.
org/changesets/), which are organized by year, month, day, and hour; and also sepa-
rated by the type of update (added, removed, reinserted, and clear).

We defined views about music records released after 2010 for each dataset. The
“MusicBrainz_Records” view had 311,374 resources and the “DBpedia_Records”
view had 35,651resources. Then, we materialized an owl:sameAs linkset of records,

Table 3. Algorithm 2
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using these views, by comparing their titles, artist names and release dates. The linkset
had 14,716 links and the runtime to compute it using Silk was around 4 h. To test the
performance of the incremental strategy, we processed and analyzed one entire day
(October 3th, 2015) of DBpedia changesets. We computed the total number of inserted
and deleted resources, the sets D�

AF t0; t1ð Þ, Dþ
AF t0; t1ð Þ, R¯ and R+, and the runtime to

maintain the linkset. Table 4 summarizes the results for the whole day.

Note that, on the average, there are 200,5 deleted resources per changeset, of which
only an average of 0,4 resources affected the view. Also note that the max number of
R¯ and R+ was only 85. We highlight that the max runtime to process a changeset was
5 min, which included the time to download and decompress the changeset file,
compute R¯ and R+, and update the linkset. Recall that the runtime to materialize the
linkset was 4 h, which is much higher than the max runtime to incrementally maintain
the linkset using a changeset. Therefore, in these experiments, we showed that the
incremental strategy, by far, outperformed the re-materialization strategy.

5 Conclusions

Data publishers frequently materialize linkset views between two source datasets using
link discovery tools. However, when the source datasets are updated, the materialized
linkset views must also be updated. To help solve this problem, we presented a formal
framework for maintaining linkset views that adopts changesets and an incremental
strategy. The changesets, published by the source datasets, are used to compute the set
of updated resources that are relevant to a linkset view; the incremental strategy updates
the links only for the relevant resources. We provided a formalization of our approach
and indicated that the framework correctly maintains the linkset views. We also
described experiments to validate the proposed framework.
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557128/2009-9, 444976/2014-0, 303332/2013-1, 442338/2014-7 and 248743/ 2013-9, by
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Table 4. Analysis of DBpedia Changesets.

Total Sets Avg Max

Deleted resources 144385 720 200,5 1230

Auxiliary view deleted resources D�
AF t0; t1ð Þ� �

7453 720 10,35 85

View deleted resources (R¯) 318 720 0,4 16
Inserted resources 134887 720 187,3 1072

Auxiliary view inserted resources Dþ
AF t0; t1ð Þ� �

7614 720 10,58 85

View inserted resources (R+) 372 720 0,5 16
Runtime 12 h 720 1 min 5 min
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Abstract. With the rapid prevalence of smart mobile devices and the
dramatic proliferation of location-based social networks (LBSNs), point
of interest (POI) recommendation has become an important means to
help people discover attractive and interesting places. In this paper, we
investigate the problem of next POI recommendation by considering the
sequential influences of POIs, as a natural extension of the general POI
recommendation, but it is more challenging than the general POI recom-
mendation, due to that (1) users’ preferences are dynamic, and the next
POI recommendation requires tracking the change of user preferences in
a real-time manner; and (2) the prediction space is extremely large, with
millions of distinct POIs as the next prediction target, which impedes
the application of classical Markov chain models. In light of the above
challenges, we propose a graph-based metric embedding model which
converts POIs in a low dimensional metric and tracks the dynamics of
user preferences in an efficient way. Besides, the knowledge of sequen-
tial patterns of users’ check-in behaviors can be exploited and encoded
in the POI embedding, which avoid the time-consuming computation of
the POI-POI transition matrix or even cube as the Markov chain-based
recommender models have done. In other words, our proposed method
effectively unifies dynamic user preferences and sequential influence via
the POI embedding. Experiments on two real large-scale datasets demon-
strate a significant improvement of our proposed models in terms of rec-
ommendation accuracy, compared with the state-of-the-art methods.

Keywords: Next POI recommendation · Metric embedding · Sequential
influence · Dynamic user preferences

1 Introduction

With the rapid development of Web 2.0, location acquisition and wireless com-
munication technologies, a sufficient number of location-based social networks
(LBSNs) have emerged in recent years, such as Foursquare, Facebook Places,

c© Springer International Publishing AG 2016
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Gowalla and Loopt, where users can check in at point-of-interests (POIs), e.g.,
stores, restaurants, sightseeing sites, and share their life experiences in the phys-
ical world via mobile devices. To help users navigate a huge number of POIs and
suggest the most suitable POIs to meet their personal preferences, POI recom-
mendation has become an important means and played a critical role in LBSN
services. POI recommendation aims at learning users’ preferences based on their
check-in records and then predicting users’ preferred POIs for recommendation.
Recently, many various recommender models have been proposed for POI rec-
ommendation by exploiting and integrating geographical influence [18], social
influence [5], temporal cyclic effect [6,26], word-of-mouth effect [9,25], content
effect [15,24] and their joint effect [9,22,25].

Next POI recommendation [2], as a natural extension of general POI recom-
mendation, is recently proposed. There are relatively few studies on this new
problem and it is very challenging. Different from general POI recommendation
that focuses on estimating users’ static preferences on POIs, next POI recom-
mendation requires provides satisfactory recommendations promptly based on
users’ latest preferences and their most recent checked-in POIs, which requires
producing recommendation results in a real-time manner. However, most of exist-
ing general POI recommender models is incapable of supporting real-time recom-
mendation, and they would suffer from the following two drawbacks: (1) Delay on
model updates caused by the expensive time cost of re-running the recommender
model; and (2) Disability to track changing user preferences due to the fact that
latest check-in records used for updating recommendation models are often over-
whelmed by the large data of the past. Accurately capturing the change of user
preferences in a real-time manner is very helpful for next POI recommendation.
Since each check-in provides valuable information about the user’s preferences,
recommender model must respond immediately to new check-in information.

On the other hand, several Markov chain-based recommender models [2,28,29]
have been recently developed to capture the sequential patterns of POIs. But, they
encounter from the huge parameter prediction space. Suppose there are a collec-
tion of V POIs and the next POI depends on the previous n ones. These recom-
mendation methods then need to estimate |V |n+1 free parameters in the nth order
Markov chain model, which is extremely computational-expensive. To reduce the
size of the prediction space, most related studies [2,29] exploit sequential influence
using a first-order Markov chain, which considers only the last one in a sequence
of locations visited by a user to recommend a new location for her. Although the
parameter space can be decreased to |V |2, it may still be huge considering that V
is usually a large number in LBSNs. Hence, we aim to develop a new method with
a small number parameters to incorporate the influence from all recently visited
locations, rather than just the last one.

More recently, methods of embedding items in a low-dimension Euclidean
space have been widely adopted in a variety of fields, including natural lan-
guage processing, text mining and music information retrieval. Tang et al. [13]
predicted text embeddings based on heterogeneous text networks which showed
great potential in document classification. Chen et al. [1] proposed a Logistic
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Markov embedding (LME) to map each song to one point (or multiple points)
in a latent Euclidean space for playlists generating, which also verifies the effec-
tiveness of embedding methods.

In this paper, we stand on the recent advances in embedding learning tech-
niques and propose a graph-based metric embedding method called GME to
effectively learn the embeddings of POIs in a low-dimension Euclidean space.
Then, we track the dynamic user preferences and provide recommendations
based on the embeddings of the user’s check-in POIs and their timestamps.
Specifically, we adopt a time-decay manner to compute the user’s dynamic pref-
erences from his/her checked-in POIs, i.e., if a POI is visited by the user more
recently, it will be more important and assigned with a higher weight. Just like
the classic item-based collaborative filtering method [8], our proposed recommen-
dation method has the nice properties of making fast response to new check-in
information, producing dynamic recommendations in realtime and scaling to
massive data sets, and our GME model only needs to be trained once to obtain
the embeddings of POIs. Note that the computation of POI-POI correlation (or
similarity) in our method is based on the learnt POI embeddings, which effec-
tively overcomes the issue of data sparsity encountered by the item-based CF. To
further improve the effectiveness of our method in next POI recommendation, we
extend the GME model to GME-S by exploiting the sequential patterns of POIs.
Since the knowledge of sequential patterns is encoded in the POI embeddings,
we do not need to integrate the sequential influence to next POI recommenda-
tion in an explicit way as the Markov chain-based recommendation method do.
In our GME-S model, the parameter space is |V | × d where d is the dimension
of POI embedding that tends to be smaller than 100. Thus, the parameter space
in our model is much smaller than |V | × |V |.

To summarize, we make the following contributions:

– We develop a graph-based metric embedding (GME) model to learn the rep-
resentation of POIs in a low-dimension latent space. Then, we propose a time-
decay method to track and represent the dynamic user preferences based on
the learnt POI embeddings.

– To model the sequential influence of POIs, we further extend our GME to
GME-S model by exploiting and integrating the sequential patterns in the
learning process of POI embeddings. To the best of our knowledge, this is
the first work that uses the metric embedding method to unify dynamic user
preferences and the sequential influence in a principled manner.

– We conduct comprehensive experiments to evaluate the performance of our
proposed methods on two large scale real datasets. The results show the supe-
riority of our proposals in recommending next POIs for users by comparing
with the state-of-the-art techniques.

The remainder of the paper is organized as follows. Section 2 details our pro-
posed recommendation approach. We report the experimental results in Sect. 3.
Section 4 reviews the related work and we conclude the paper in Sect. 5.
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2 Graph-Based Metric Embedding

In this section, we first formulate the problem definitions, and then present our
proposed Graph-based Metric Embedding (GME) model, as well as its extension
GME-S which incorporate the sequential influence.

2.1 Problem Definitions

For ease of presentation, we define the key data structures and notations used
in this paper. Table 1 also lists them.

Table 1. Notations used in this paper.

Variable Interpretation

U, V The set of users and POIs

Du The profile of user u

R
d d dimensional metric

pu,t, qv Time-aware user embedding and POI embedding

Su The sequence of user u

�T The time period threshold

Definition 1 (POI). A POI is defined as a uniquely identified specific site
(e.g., a restaurant or a cinema). We use v to represent a POI.

Definition 2 (Check-in Activity). A user check-in activity is represented by
a triple (u, v, t) that means user u visits POI v at time t.

Definition 3 (User Profile). For each user u, we create a user profile Du,
which is a set of check-in activities associated with u. The dataset D used in our
model includes all user profiles, i.e., D = {Du : u ∈ U}.

Since we use graph-based method to embed POIs, now let us begin with
formally defining of the POI-POI graph, POI embedding and user embedding.
The toy example of generating the POI-POI graph is show in Fig. 1.

Definition 4 (POI-POI Graph). A POI-POI co-occurrence graph, denoted
as G = (V , E), captures the POI co-occurrence information in a user profile
Du. V is a set of POIs and E is the set of edges between POIs. In general, if a
user u has checked in two POIs vi and vj, there will be an edge eij between vi
and vj. The weight wij of edge eij is defined as the number of times that the two
POIs co-occured in the whole dataset D.

Definition 5 (POI Embedding). Each POI v in the dataset D will be repre-
sented by a POI embedding qv in the R

d metric.
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Fig. 1. A toy example of generating POI-POI graph from user profile Du.

Definition 6 (User Embedding). For each user u in the dataset D, his/her
dynamic preferences will be represent as a time-aware user embedding pu,t in the
R

d metric.

The POI-POI graph captures the POI co-occurrences which is resemble to
the item-based collaborative filtering that mines the item similarity. Our goal is
to project POIs in a low dimensional metric R

d through the graph information,
thus we can get the POI embedding q, then we calculate the cosine similarity
between POIs. Intuitively, if two POIs are often checked in together, their cosine
similarity will be larger in R

d: if a user has visited one of them, he is probably
to check in the other one.

Given a dataset D as the union of a collection of user profiles, we are aim
to provide next POI recommendations for querying users and time, stated as
follows.

Problem 1 (Next POI Recommendation). Given a user activity dataset D
and a querying user u at time t (i.e., the query is q = (u, t)), our goal is to
recommend a list of POIs that u would be interested in next.

2.2 Model Description and Inference

In this section, we first propose a graph-based embedding model (GME) to
learn POI representation in the latent space, and then present how to track and
represent the dynamic user preferences.

Predictive POI Embedding. Given the POI-POI graph G = (V , E), where
V is the set of POIs and E is the set of edges between them. For each edge
eij whose source node is vi, target node is vj in the graph, we first define the
conditional probability of vertex vj generated vertex vi as:

p(vj |vi) =
exp(qT

j · qi)
∑|V |

k=1 exp(qT
k · qi)

(1)
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where qi is the embedding vector of vertex vi, and qj is the embedding vector
of vertex vj , Eq. 1 defines a conditional distribution p(·|vi) over all the vertices.
To preserve the weight wij on edge eij , we can make the conditional distribution
p(·|vi) be close to its empirical distribution p̂(·|vi), which can be defined as
p̂(vj |vi) = wij

degi
. Then minimize the following objective function:

O =
∑

i∈V

λid(p̂(·|vi), p(·|vi)) (2)

where d(·, ·) is the KL-divergence between two distributions, λi is the importance
of vertex vi in the network, which can be set as the degree degi =

∑
j wij .

Omitting some constants, the objective function Eq. 2 can be calculated as:

O = −
∑

(i,j)∈E

wij log p(vj |vi) (3)

By learning {qi}i=1...|V | that minimize Eq. 3, we are able to represent every
POI vi with a d dimensional embedding qi in metric R

d.

Model Inference. Optimizing objective function Eq. 3 is computationally
expensive, as calculating the conditional probability p(·|vi) need to sum over
the entire set of vertices. To address this problem, we sample multiple nega-
tive edges according to some noisy distribution for each edge eij following the
negative sampling approach proposed in [10]. For each edge eij , it specifies the
following objective function:

log σ(qT
j · qi) +

K∑

n=1

Evn∼Pn(v)[log σ(−qT
n · qi)] (4)

where σ(x) = 1/(1 + exp(−x)) is the sigmoid function, K is the number of
negative edges. We set K = 5, Pn(v) ∝ d

3/4
v from the empirical setting of [10],

dv is the out-degree of vertex v. Then we adopt the asynchronous stochastic
gradient algorithm (ASGD) [11] for Eq. 4. If an edge eij is sampled, the gradient
w.r.t. the embedding vector qi of vertex vi will be calculated as:

∂O

∂qi
= wij · ∂ log p(vj |vi)

∂qi
(5)

However, when the weights of edges have a high variance there will be a
problem, because it is very hard to find a good learning rate. If we select a
large learning rate according to the edges with small weights, the gradients on
edges with large weights will explode, while the gradients will become too small
if we select the learning rate according to the edges with large weights. To
overcome this dilemma, we follow the edge sampling approach using in [14]. Let
W = (w1, w2, ..., w|E|) denote the ranking sequence of edge weights. First, we
calculate the sum of the weights wsum =

∑|E|
i=1 wi. Then, sample a value within

[0, wsum] to see which interval [
∑i−1

j=0 wj ,
∑i

j=0 wj) the random value falls into.
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In the latter procedure, we use alias table method [7] to draw a sample, thus
reduce the sampling complexity to O(1). Moreover, optimization with negative
sampling takes O(η × (K + 1)) time cost, where K is the number of negative
samples and η is the time taking for one sampling. Thus, the entire step takes
O(η × K) time. In fact, the number of steps used for optimization is usually
proportional to the number of edges |E|. Therefore, the overall time complexity
of optimization is O(η × K × |E|), while η,K are all constants. The proposed
edge sampling method is very efficient since it is linear to the number of edges
|E|, and does not depend on the number of vertices |V |.

Predictive Dynamic User Embedding. General recommender models (e.g.
latent factor models) achieves the dynamic update of user preferences via re-
training the model or applying the online learning techniques, which is very time-
consuming. We aim to propose an efficient approach that tracks the dynamic of
user preferences in a linear time complexity. To achieve this, we map dynamic
user preferences to the same dimensional metric R

d as POIs, and utilize the
learnt POI embeddings to represent the dynamic user preference embedding.
More precisely, we assume that an individual’s preferences at time t are affected
by the whole set of POIs he has visited in the user profile Du before time t. Note
that, the check-ins in Du are ranked according to their check-in timestamps in an
increasing order. Therefore, we can learn the embedding pu,t of u’s preferences
at time t by utilizing the vectors of POIs he has visited before t in the form of
exponential decay. That is, if a user u has checked in a set of POIs before time
t, his/her preferences at time t can be computed as:

pu,t =
∑

(vi,ti)∈Du∩(ti<t)

exp−(t−ti) · qi (6)

where qi is the embedding of POI vi, (vi, ti) is u’s check-in record in Du before
time t; the later the POI is visited, the bigger the exponential is. In this way, we
can dynamically track the user’s preferences in a linear time.

2.3 Incorporating Sequential Influence

Since it has been shown in multiple studies that human movement in LBSNs
clearly demonstrates sequential patterns [27,28], we further extend our GME
model by incorporating sequential influence and propose GME-S model, which
unifies the sequential influence and dynamic user preferences in a principled way.
Intuitively, if two POIs have been checked in by a user together with a big time
interval, they may not have a strong link. To describe our GEM-S model clearly,
we first define the notations behind, and it is also listed in Table 1.

Definition 7 (Sequence). A sequence of user u, consists of an ordered list
of elements, denoted by Su = {(v1, t1), (v2, t2), ..., (vn, tn)}, where each element
(vi, ti) indicates that user u visited POI vi at time ti (1 ≤ i ≤ n and t1 ≤ t2 ≤
... ≤ tn).
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In the GME-S model, there is also a kind of POI-POI graph, but it is different
from that in the GME model as it incorporates the sequential patterns of POIs.
To distinguish the two graphs, we call it sequential POI-POI graph which is
defined as follow.

Definition 8 (Sequential POI-POI Graph). A sequential POI-POI co-
occurrence Graph, denoted as G = (V , E), captures the check-in sequence of
POIs in a user profile Du. V is a set of POIs and E is the set of edges
between POIs. Given a time period threshold �T , for each check-in pair
{(vi, ti), (vj , tj)} in user’s sequence Su, if 0 < ti − tj ≤ �T ,there will be an
edge eij between vi and vj. The weight wij of edge eij is defined as the number
of times that the two POIs sequentially co-occur in the whole dataset D.

The learning algorithm for POI embeddings on the sequential POI-POI graph
is the same as that of GME model, and we will study the impact of �T on the
quality of next POI recommendation in Sect. 3.3. Thus, the sequential informa-
tion is encoded in the POI embeddings.

2.4 Next POI Recommendation

Our proposed GME and GME-S models are employed to make next POI recom-
mendation as follows. Given a user u at time t (that is, the query is q = (u, t)),
our task is to recommend top-k POIs that u wishes to visit from the POIs that the
user has not visited before. More precisely, given the user u and time t, for each
POI v which has not been visited by u, we compute its ranking score as in Eq. 7,
and then select the k ones with the highest ranking scores as recommendations.

S(u, v, t) = pT
u,t · qv (7)

where pu,t is the representation of u’s preferences at time t, which can be com-
puted in Eq. 6, and qv is the embedding of POI v. From the above Equation,
we can see that we do not explicitly integrate the sequential influence, as the
sequential information has been captured by the POI embeddings. Thus, we
avoid computing the huge POI-POI transition matrix or even cube as other
Markov chain-based recommender model have done.

3 Experiments

In this section, we move forward to evaluate the effectiveness of the proposed
GME and GME-S model for next POI recommendation. The experiments are
set up as the following.

3.1 Experimental Settings

Datasets. Our experiments are performed on two real large-scale LBSNs
datasets: Foursquare and Twitter. The basic statistics of them are shown in
Table 2. The two real datasets are publicly available1.
1 https://sites.google.com/site/dbhongzhi/.

https://sites.google.com/site/dbhongzhi/


Graph-Based Metric Embedding for Next POI Recommendation 215

Table 2. Basic statistics of datasets

Foursquare Twitter

# of users 4,163 114,508

# of POIs 121,142 62,462

# of check-ins 483,813 1,434,668

Foursquare. This dataset contains 483,813 check-in histories of 4,163 users who
live in the California, USA. The whole dataset covers 121,142 POIs around the
world.

Twitter. This dataset is based on the publicly available Twitter dataset in [3].
The dataset contains 1,434,668 check-in histories of 114,508 users over 62,462
POIs.

Comparative Approaches. We compare our GME and GME-S with the fol-
lowing three methods representing the state-of-the-art next POI recommenda-
tion techniques.

BPR. BPR [12] is a generic Bayesian method for learning models for personal-
ized ranking from implicit feedback which absolutely meet the top-k recommend
requirements according to user check-in data compared to matrix factorization
based methods. However, BPR does not contain sequential influence, thus we
use it to compare with our proposed GME model.

SPORE. SPORE [16] is a sequential personalized POI recommendation frame-
work, which introduces a novel latent variable topic-region to model and fuse
sequential influences and personal interests in a latent and exponential space,
which considers the user preferences and sequential influence simultaneously as
the GME-S do.

PRME. PRME [4] is a personalized ranking metric embedding algorithm that
jointly models the sequential transition of POIs and user preferences. It also
exploits the metric embedding method for the next POI recommendation, but
utilize two latent spaces: one is the sequential transition space and the other is
the user preferences space.

Evaluation Methods. Given a user profile Du in terms of a collection of user
activities, we first extracted the activity sequence of each user Su, then divide
the user’s activities into a train set and a test set, and make sure the timestamp
of check-ins in the test set happened behind that in the train set. Besides this
constraint, we randomly select 20 % of the activity records as test set and the
rest the train set. Therefore, we split the user activity dataset D into the train
set Dtrain and the test set Dtest. To evaluate the recommendation methods, we
adopt the evaluation methodology and measurement Accuracy@k proposed in
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[5,19,21,24,25]. Specifically, for each activity record (u, v, t) in Dtest as well as
its associated query q we make the following procedure:

– First, to track user’s current interests, we compute pu,t which means the query-
ing user u’s preferences at time t on basis of Eq. 6.

– Second, we calculate the ranking score for POI v and all other POIs which are
unvisited previously by u through Eq. 7.

– Third, according to the ranking scores of all these POIs, we form a ranked list
ordered by the scores. Let p denote the position of v within this list. Obviously,
we expect POI v precedes all the other unvisited POIs, which means p = 1.

– Fourth, we formed a top-k recommendation list by picking the k top ranked
POIs from the list. If p ≤ k (i.e., the ground truth POI v appears in the top-k
recommendation list), we have a hit. Otherwise, we have a miss.

We define hit@k for a single test case as either the value 1, if the ground
truth POI v appears in the top-k results, or the value 0, if otherwise. The overall
Accuracy@k is defined by averaging over all test cases which proceeds as Eq. 8
shows:

Accuracy@k =
#hit@k

|Dtest| (8)

where #hit@k denotes the number of hits in the whole test set, and |Dtest| is
the number of test cases.

3.2 Recommendation Effectiveness

In this part, we present the effectiveness of all the recommendation methods with
well-tuned parameters. Figure 2 reports the performance of the recommendation
methods on Foursquare and Twitter datasets respectively. Note that, we only
show the performance when k = {1, 5, 10, 15, 20}, since a greater value of k is
usually ignored for the top-k recommendation task.

Fig. 2. Recommendation effectiveness
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In our proposed methods, we set d = 60, �T = 5 days on Foursquare dataset,
while d = 70, �T = 20 on Twitter dataset, the selection of these two parame-
ters will be shown in Sect. 3.3. It is obvious that our proposed GME-S model
outperforms other competitor models significantly, and GME also show a fairish
result compared to the model without considering sequential influence. Several
observations made from the results are presented following:

(1) GME and GME-S have a Higher Ability to Place Ground Truth
in Top-1 Position. It is apparent that the competitor recommendation methods
have significant performance disparity in terms of the top-k accuracy, while GME
and GME-S will get a relatively high accuracy no matter how small the k is.
Top-1 result takes up 65.8 % of top-20 result in GME and 79.4 % of top-20 result
in GME-S on Foursquare (35.6 % in PRME, 37.7 % in SPORE and 15.9 % in
BPR respectively). The result on Twitter dataset also verifies this phenomenon,
top-1 result occupies 58.6 % of top-20 result in GME and 55.5 % of top-20 result
in GME-S (26.9 % in PRME, 30.0 % in SPORE and 12.9 % in BPR).

(2) Sequential Influence Plays an Important role in next POI Recom-
mendation. GME-S model is more efficient than GME model on both datasets
which demonstrate the beneficial brought by incorporating sequential influence.
The accuracy gap between GME and GME-S is bigger on Foursquare dataset
than that on Twitter dataset is mainly because that the users in Foursquare
dataset visited more POIs per capita than that in Twitter dataset, which may
bring more noise edges in POI-POI graph in GME model. Moreover, PRME
and SPORE outperform BPR and GME on Foursqaure dataset also shows the
importance of sequential influence as these methods also considered the sequen-
tial factor.

(3) Metric Embedding Methods Outperform Other Competitors.
GME, GME-S and PRME are all metric embedding based methods, they get
a better efficiency than other competitors (GME-S and PRME outperform
SPORE and GME outperforms BPR) which may imply consistent interpreta-
tion is important in top-k recommendation. Moreover, GME-S does better than
PRME which may be because GME-S embeds all information into one latent
space while PRME uses two latent spaces to embed user preferences and sequen-
tial patterns, respectively.

(4) Observations About the Datasets. GME performs better on the Twit-
ter dataset than the Foursquare dataset, it is because the data covers 4 years
on Foursquare dataset while half year on Twitter dataset, which brings in too
many noise edges in POI-POI graph as we generate edges only consider POI co-
occurrences in GME. However, the GME-S method can overcome this deficiency
easily and get a high effectiveness. Meanwhile, the high user check-in density
makes accuracy on Foursquare dataset is better than that on Twitter dataset in
all other methods.
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3.3 Impact of Model Parameters

Tuning model parameters is critical to the performance of the proposed models.
There is the metric dimension d to be studied in GME and the metric dimension d
and time period threshold �T to be tested in GME-S since we consider sequential
influence in GME-S. The impact of d in GME is similarly to that in GME-S, we
therefore show the impact of d and �T in GME-S in this subsection.

Impact of Metric Dimension d. Table 3 depicts the impact of the metric
dimension d. From the results, we observe that the recommendation accuracy of
GME-S first increased with the increasing number of dimension d, and then it
does not change significantly when the number of dimension is larger than 60 on
Foursquare dataset and 70 on Twitter dataset. The reason is that high dimen-
sions can better embody the latent metric relationships, but when d exceeds a
threshold (e.g., d = 60 on Foursquare dataset and d = 70 on Twitter dataset),
the dimension is enough to embed the relationships. At this point, it is less help-
ful to improve the model performance by increasing d. Empirically, we set d = 60
on Foursquare dataset and d = 70 on Twitter dataset in our experiments, which
achieves a satisfying trade off between recommendation accuracy and efficiency.

Table 3. Impact of metric dimension d

(a) Impact of d on Foursquare

d
Accuracy@k

k = 1 k = 5 k = 10 k = 15 k = 20

30 0.160 0.221 0.249 0.267 0.281
40 0.263 0.317 0.340 0.354 0.366
50 0.363 0.417 0.428 0.450 0.461
60 0.381 0.436 0.456 0.470 0.480
70 0.382 0.436 0.456 0.471 0.480
80 0.383 0.436 0.456 0.471 0.481

(b) Impact of d on Twitter

d
Accuracy@k

k = 1 k = 5 k = 10 k = 15 k = 20

40 0.193 0.282 0.333 0.365 0.388
50 0.213 0.295 0.341 0.372 0.395
60 0.223 0.310 0.359 0.390 0.418
70 0.233 0.315 0.363 0.396 0.420
80 0.233 0.316 0.363 0.396 0.420
90 0.234 0.316 0.363 0.397 0.421

Impact of Time Period Threshold �T . Table 4 investigates the impact of
time period threshold �T in GME-S. From the experimental results, we observe
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Table 4. Impact of time period threshold �T

(a) Impact of �T on Foursquare

�T
Accuracy@k

k = 1 k = 5 k = 10 k = 15 k = 20

1 0.233 0.267 0.284 0.297 0.307
3 0.246 0.299 0.327 0.342 0.351
5 0.381 0.436 0.456 0.470 0.480
7 0.304 0.361 0.385 0.402 0.414
9 0.165 0.226 0.255 0.276 0.289
∞ 0.146 0.176 0.194 0.209 0.222

(b) Impact of �T on Twitter

�T
Accuracy@k

k = 1 k = 5 k = 10 k = 15 k = 20

10 0.216 0.278 0.315 0.339 0.359
15 0.226 0.302 0.345 0.373 0.395
20 0.233 0.315 0.363 0.396 0.420
25 0.230 0.311 0.356 0.386 0.408
30 0.212 0.295 0.322 0.361 0.388
∞ 0.190 0.244 0.279 0.304 0.324

that the performance first improves quickly with the increase of �T and then
drop down rapidly. Note that, when �T = ∞, GME-S reduces to GME model.
The reason of accuracy disparity is that, when �T is small, GME-S may prune
too many POI co-occurrence edges which makes the train set too small to com-
pletely training, while �T is large, GME-S may incorporate too many noise
edges, which may lead to lower accuracy in test set. Thus, we choose �T = 5
days on Foursquare dataset and �T = 20 days on Twitter dataset to get the
best result. Moreover, due to the denser check-in data on Foursquare dataset
compared to that on Twitter dataset, the �T is smaller on Foursquare dataset
than that on Twitter dataset.

4 Related Work

In this section, we discuss existing research related to our work, including next
POI recommendation and metric embedding.

Importance of POI recommendation has attracted a significant amount of
research interest on developing recommendation techniques [12,18,20,23,24,26],
while the next POI recommendation which requires providing satisfactory rec-
ommendations promptly based on users’ latest preferences and their most recent
checked-in POIs has received relatively little research attention. Most of the stud-
ies developed the Markov chain-based methods to capture the sequential patterns
of POIs and predict the next check-ins. To reduce the size of the prediction space,
Cheng et al. [2] exploited sequential influence using the first-order Markov chain
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which only considers the latest location in a user’s visiting sequence to recom-
mend a new location for the user. Zhang et al. [28] predicted the next location
probability through an additive Markov chain, and assumed recent check-in loca-
tions usually have stronger influence than those locations checked-in long time
ago. Although the parameter space in these approaches can be decreased to
|V | × |V |, it may still be huge considering that V is usually a large number in
LBSNs. To reduce the prediction space, Wang et al. [16] modeled the sequen-
tial effect at the topic-region level. However, its accuracy fell behind us. In our
proposed GME-S model, the parameter space is only |V | × d, where d is the
dimension of POI embedding that tends to be smaller than 100, thus the para-
meter space is much smaller than |V | × |V |.

Embedding methods have been long studied and proved to be effective in
capturing latent semantics of how items (e.g. words in sentences) interact with
each other. For example, Tang et al. [14] learned words embedding to make
document classification, and verified its effectiveness. There are also a line of
music recommendation research using metric embedding based methods. Chen
et al. [1] adopted metric embedding in the music playlist prediction and proposed
a Logistic Markov embedding (LME) for generating the playlists. The research
[17] proposed by Wu et al. embeds users and songs into a common latent space to
represent the personalized Markov chain. The POI recommendation using metric
embedding methods is relatively less. PRME proposed by Feng et al. [4] and BPR
developed by Rendle et al. [12] are the typical ones which exploits pair-wise
ranking scheme. However, our work is a graph-based method, which can embed
large-scale information efficiently into a graph and represent POIs and users in
a unified metric while PRME embeds user preference and sequential patterns in
two different metric respectively. Moreover, we track and represent the dynamic
user preferences in the form of time-decay which can make recommendation in
a real-time manner based on users’ latest preferences.

Our work in this paper distinguishes itself from previous researches in several
aspects. Firstly, to the best of our knowledge, it is the first effort that uses the
metric embedding method to unify dynamic user preferences and the sequential
influence in a principled way. Secondly, although research [4] exploited the metric
embedding for next POI recommendation, it embedded user preferences and
sequential transition into two different spaces which may lose some potential
relationship between users and POIs. In contrast, our proposed methods embed
all the information into a unified space via graph based method and make next
POI recommendation by tracking the change of user preferences in a real-time
manner. Thirdly, we proposed a novel effective and efficient method to exploit
and encode the knowledge of sequential patterns of users’ check-in behaviors in
the POI embedding and track the dynamics of user preferences in an efficient
way.

5 Conclusions

In this paper, we proposed a novel graph-based metric embedding (GME) model
for next POI recommendation which can learn the representation of POIs in a
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low-dimension latent space and track the dynamic user preferences in the form of
time-decay based on the learnt POI embeddings. To model the sequential influ-
ence, we further extend our GME to GME-S model by exploiting and integrating
the sequential patterns in the learning process of POI embeddings. To the best of
our knowledge, this is the first work that uses the metric embedding method to
unify dynamic user preferences and the sequential influence in a principled man-
ner. Extensive experiments were conducted to evaluate the performance of GME
and GME-S on two real datasets. The results showed superiority of our proposals
over other competitor methods. Besides, we studied the impact of time inter-
val of sequential patterns and verified the importance of sequential influence in
next POI recommendation. According to the experimental results, our approach
significantly outperforms existing recommendation methods in effectiveness and
efficiency.
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Abstract. Quality-of-Service (QoS) is critical for selecting the optimal
Web service from a set of functionally equivalent service candidates. Since
QoS performance of Web services are unfixed and highly related to the
service status and network environments which are variable against time,
it is critical to obtain the missing QoS values of candidate services at
given time intervals. In this paper, we propose a temporal pattern based
QoS prediction approach to address this challenge. Clustering approach
is utilized to find the temporal patterns based on services QoS curves
over time series, and polynomial fitting function is employed to pre-
dict the missing QoS values at given time intervals. Furthermore, a data
smoothing process is employed to improve prediction accuracy. Compre-
hensive experiments based on a real world QoS dataset demonstrate the
effectiveness of the proposed prediction approach.

Keywords: Service Computing · QoS prediction · Temporal pattern

1 Introduction

A Service-Oriented Computing (SOC) paradigm and its realization through stan-
dardized Web service technologies provide a promising solution to the seamless
integration of single-function applications to create new large-grained and value-
added services. Web services are software systems designed to support interoper-
able machine-to-machine interaction over a network. Typically, a service-oriented
application consists of multiple Web services interacting with each other in sev-
eral tiers.

Quality of Service (QoS) has been widely employed for evaluating the
non-functional characteristics of Web services [16]. With the explosive growth
of functionality-equal services, non-functional characteristic of Web service is
becoming a popular research concern and kinds of QoS-based approaches were
proposed in various of Service Computing areas, such as service composi-
tion [1,2], fault-tolerant web services [5], and service selection [4,18].

c© Springer International Publishing AG 2016
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A common premise of previous research is that the values of QoS proper-
ties are already known and fixed. However, user-dependent QoS values always
vary over time in the real-world scenario. Figure 1(a)1 shows the variation curve
of one service’s response time (response time is one important QoS property)
when continually invoked by the same user along 64 time intervals. It could be
found that the response time varies largely from 1 s to 20 s. Actually, the QoS
performance of Web services observed from the users perspective is usually quite
different from that declared by the service providers in Service Level Agreement
(SLA), due to the following reasons [17]:

– QoS performance of Web services is highly related to invocation time, since
the service status (e.g., workload, number of clients, etc.) and the network
environment (e.g., congestion, etc.) change over time.

– Service users are typically distributed in different geographical locations. The
user-observed QoS performance of Web services is greatly influenced by the
Internet connections between users and Web services. Different users may
observe quite different QoS performance when invoking the same Web service.

Based on above reasons, it is becoming essential to collect time-aware QoS
information of Web services for QoS-based Service Computing research issues.
However, in reality, a service user usually only invokes a limited number of Web
services, thus the QoS values of the other Web services are missing (unknown)
for the target user. Without sufficient time-aware QoS information, the accuracy
of QoS-based research work, i.e., QoS-based service selection, QoS-base service
composition, could not be guaranteed. Therefore, it is becoming urgent to build
a time-aware QoS prediction approach for efficiently estimating missing QoS
values of Web services for target users.

In this paper, we propose to address the problem of time-aware QoS predic-
tion by exploring the advantages of temporal patterns. Temporal patterns and
related techniques have been used and demonstrated in social media area to
solve the problems such as video popularity prediction in Youtube [12], retweet
number prediction in Twitter [15], etc. An intuitive idea is that the influences
of factors (i.e., network environment, location, etc.) behind the QoS temporal
variation could be reflected in the uncovered patterns, and the missing values
in each QoS carve could be predicted by using the most similar temporal pat-
ter to fit for. Particularly, a curve clustering approach is proposed to uncover
QoS temporal patterns, and polynomial fitting function is employed to predict
the missing QoS values. Moreover, A curve smoothing approach is employed to
improve prediction accuracy, due to the noises in QoS curves. Experiments based
on 20+ million service invocation records demonstrate the effectiveness of the
proposed prediction approach.

In summary, this paper makes the following contributions:

1. We formally identify the critical problem of time-aware Web service QoS pre-
diction and propose the concept of temporal pattern in this research area. Par-
ticularly, temporal patterns are extracted from QoS curves over time series.

1 Due to the space limitation, Fig. 1 is placed in Page 5.
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2. We propose a novel Temporal Pattern based QoS Prediction approach TPP,
which utilizes temporal patterns to predict the missing QoS values via poly-
nomial fitting. Moreover, a data smoothing process is employed to improve
the prediction accuracy. We consider TPP as the first temporal pattern based
QoS prediction approach.

3. Comprehensive experiments based on a real world Web service QoS dataset
are implemented to evaluate the performances of TPP and other state-
of-the-art approaches. Compared with other approaches, TPP achieves
35.8 %∼52.0 % improvement in terms of MRE metric.

The rest of this paper is organized as follows. Section 2 highlights the related
work of QoS prediction. Section 3 formally define the problem and introduces
the details of data smoothing, pattern clustering, and the prediction algorithm.
Experimental results and analysis are presented in Sect. 4, whereas Sect. 5 con-
cludes this paper.

2 Related Work

Quality of Service (QoS) has been widely employed for evaluating the non-
functional characteristics of Web services [16]. Among QoS properties, values
of server-side QoS (e.g., price, popularity) are identical for different users while
others (e.g., response time, throughput) observed from the user-side may change
over time due to the unpredictable network conditions and heterogeneous user
environments [8]. With the explosive growth of functionality-equal services, non-
functional characteristic of Web service is becoming a popular research topic
and kinds of QoS-based approaches are proposed in various of Service Comput-
ing areas, such as service composition service composition [1] fault-tolerant web
services [5] and service selection [4].

A common premise of previous research is that the values of user-dependent
QoS properties are already known. However, in reality a user typically has
engaged a limited number of Web services in the past and cannot exhaustively
invoke all the available candidate services. Thus, it is fundamental to predict the
missing QoS values for any QoS-based Service Computing research.

In web service QoS prediction, Collaborative filtering approaches have
been widely adopted. Generally, traditional recommendation approaches could
be classified into two categories: memory-based [13,19] and model-based [3].
Memory-based approaches, also known as neighborhood-based approaches, are
one of the most popular prediction methods in collaborative filtering systems.
Shao et al. [11] first use collaborative filtering approach to predict QoS values
from similar users. Zheng et al. [20] propose a hybrid user-based and item-
based approach to predict QoS values for the current user by employing his-
torical web service QoS data from other similar users and similar web services.
Although memory-based algorithms implement easily, high computation com-
plexity makes it difficult to deal with a large and sparse time-aware dataset.
Model-based algorithms employ statistical and machine learning techniques to
learn a sophisticated model based on history QoS invocation records, including
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clustering models [14], latent semantic models [6], latent factor models [9], etc.
Zheng et al. use PMF algorithm to predict missing failure probability values
in user-service matrix [19], and propose NIMF to improve prediction accuracy
by balancing the global information and local information [21]. Compared with
memory-based approaches, model-based QoS prediction approaches usually have
better performance but lack of interpretation.

Time is an important context factor which affects QoS prediction accuracy,
since service status (e.g. number of clients and workload) and network environ-
ments (e.g. congestion) change over time. QoS values will fluctuate when the
same user invoke the same service at different time interval. Limited QoS pre-
diction works consider the influence of time to QoS values. Hu et al. propose a
time-aware similarity model which considers two aspects: (1) More temporally
close QoS experience from two users on a same service contributes more to the
user similarity measurement; (2) More recent QoS experience from two users on
a same service contributes more to the user similarity measurement [7]. Zhang
et al. construct a three dimensional matrix by adding time factor, and then
employ tensor factorization to extract user-specific, service-specific, and time-
specific latent features from historical QoS values for prediction [17]. In this
paper, we take advantage of model-based concept and propose a temporal pat-
tern based approach with better interpretability. In this paper, we analyze a set
of 430,000 response-time curves, each curve means one user invokes one service
at 64 continuous time intervals. The surprising thing is that temporal patterns of
QoS values could be accurately represented by using limited number of curves.
Moreover, a data smoothing process is employed to improve the performance of
QoS prediction.

3 QoS Prediction Based on Temporal Patterns

In this section, we first formally define the problem and analyze the research
challenges in Sect. 3.1, and then introduce the details of corresponding solutions
in Sects. 3.2 and 3.3, respectively. Finally, QoS prediction algorithm is presented
in Sect. 3.4.

3.1 Problem Definition and Research Challenges

In previous works, most of QoS prediction approaches origin from recommender
system. Concretely, they predict the missing QoS values in the user-service or
user-service-time QoS matrix, which is generated from historical service invo-
cation by users [11,17,22]. Unlike above works, we propose a novel method to
predict QoS value based on temporal patterns in this paper.

Let U be the set of m users, S be the set of n Web services, and T be the
set of c time intervals. From the collection of QoS attribute from user-side, the
observed QoS value of user i invoking service j at time interval tk can be formally
represented by qijk, where i ∈ 1, ...,m, j ∈ 1, ..., n, k ∈ 1, ..., c and qijk is one of
QoS attributes (e.g., response time or throughput). For convenience, the length of
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time internals is fixed. For example, the real-world dataset employed in this paper
is over 64 consecutive time slices at 15 min interval. Intuitively, the shape of qij
measures how user i invokes service j changed over time. In practice, each user typ-
ically uses a few of services so that we can get the set H of complete curves which
we know all QoS values of user invoked service at each time interval. However,
component service can be replaced automatically in service-oriented architecture
(SOA). Therefore, the records of user invoked service at some intervals may be
missed, which formally represented by the set Δ. Our goal is to use the complete
curves in H to predict the missing value in Δ.

In the scenario of QoS prediction, there are two challenges to efficiently pre-
dict the missing value. First, due to the influence of dynamic network conditions
and varying server loads, the QoS value at each interval fluctuates quickly and
may exist noise. If we directly use the original data, the performance of predic-
tion may reduce. Secondly, To predict the missing value, the naive method is to
compare the curve with missing value with each complete curve and then use
the most similar curve to predict the missing value. However, although each user
invokes a few services, millions of complete curves may be collected if we have
large number of users and services. Therefore, this approach is time-consuming
and not efficiently.

3.2 Data Smoothing

To deal with the first challenge, we design a data transformation method for
QoS data to reduce noises. Figure 1 presents an example of a complete QoS
(i.e., response time) curve of one user invoked a service. It is obvious that the
curve is too diverse to directly compare with others by using distance measure.
Fortunately, We can also observe that the QoS value at time t is close to the
value at the previous (t − 1) and forward (t + 1) time slice. It is intuitive that

Fig. 1. An example of curves smooth in response time. (a) is the original curve and
QoS values fluctuate sharply. (b) is the smoothed curve. To some extent this curve
reduces noise and keep overall changing shape of QoS values.
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the value in continue intervals should be similar. Based on this observation, the
data transformation is defined as follows:

qijk =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

2qijk + qijk+1

3
k = 1

2qijk + qijk−1

3
k = c

qijk−1 + 2qijk + qijk+1

4
otherwise

(1)

Our data smoothing method takes more weights to current observed QoS
values and simultaneously consider QoS values in adjacent time. From Fig. 1(b),
we can find that the smoothed curve retains the changing shape of QoS values
and reduces noise to some extent.

3.3 Temporal Pattern Generation

To deal with the second challenge, we employ K-Means clustering algorithm to
find the clusters of QoS curves that share distinct temporal pattern. The reason
that we choose K-Means algorithm is its simpleness and efficiency.

Given the set H of complete QoS curves and the number of clusters K, our
goal is to find an assignment set Ck of curves for each cluster, and the centroid
uk of each cluster minimizes the following function:

F =
K∑

k=1

∑

qij∈Ck

d(qij,uk) (2)

where d(qij,uk) =
c∑

t=1
(qijt, uk

t )
2 is the square of Euclidean distance. We start the

K-Means algorithm with random initial K centroids. As an iterative refinement
algorithm, K-Means proceeds by alternating between two steps: assignment step
and update step. In the assignment step, we assigns each curve to the cluster
with the closest centroid based on d(qij,uk). After finding the new assignment
set Ck for each curve, we calculate the new centroid for each Ck in the update
step, according the average of all curves in Ck. Formally, the updated centroid
should be as follows:

uk =
1

|Ck|
∑

qij∈Ck

qij (3)

After updating many times, the algorithm will converge when the assignment
no longer changes. Finally, the centroid of each cluster represents the temporal
pattern. Figure 2 presents an example for clustering four original curves. It is
obvious that the two temporal patterns catch the most important characters in
each cluster. In the next section, we will use these temporal patterns to predict
the missing QoS values.
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Fig. 2. An example of curves clustering. (a) is the four original curves of response time.
After smoothing and clustering, (b) shows the centroids of two clusters.

3.4 QoS Prediction

After smoothing and clustering, we get K temporal patterns. Suppose that we
have a curve qij with some QoS values at the corresponding time intervals miss-
ing. For simplify, qij misses the value in interval t. Now, the question is how to
use these pattern to predict the missing QoS value qijt.

First, we compute the distance between the observed values of qij and each
pattern in corresponding time interval under different metric. In the experiments,
we compare three distance approaches (i.e., cosine, euclidean, and cityblock) and
choose the best metric to measure the distance. After this step, the most similar
pattern p can be obtained based on the distance. An intuitive way is to directly
use the value of p in interval t to predict the qijt. However, it is unwise because
the pattern p can not match qij completely and we can not eliminate the fixed
distance in interval t. In this paper, we use a function to map the pattern p
to the curve qij . In general, the map function is polynomial fitting function as
follows:

q̂ij = map(p) = w0 + w1p + w2p
2 + · · · + wdp

d (4)

where w is the weights and d is the order.
After finding the order and weights of polynomial based on sum of least

square between qij and q̂ij in the observed values, the predicted value qijt could
be obtained through map(pt). Note that we just compare the linear and square
fitting in the experiments to avoid overfitting. The pseudo code of our algorithm
for QoS prediction is provided in Algorithm 1.

4 Experiments

In this section, comprehensive experiments are implemented to evaluate the
proposed approach based on a real-world dataset. Experimental evaluation will
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Algorithm 1. Our QoS Prediction Algorithm.
Input : The set H of complete QoS curves; The number of clusters K; The set

Δ of incomplete QoS curves
Output: The QoS prediction of unobserved value in Δ

1 for q ∈ H do
2 smooth q by Equation 1;

3 random initial K centroids u1, u2, ..., uK ;
4 repeat
5 set each cluster C1, .., CK to null;
6 for j = 1 to |H| do
7 k ←− argmink=1,..,Kd(pj , u

k);
8 Ck ←− Ck ∪ j;

9 for i = 1 to K do
10 ui ←− 1

|Ck|
∑

qij∈Ck

qij ;

11 until centroids converge;
12 for q ∈ Δ do
13 find the most similar pattern p based on observed value in q;
14 polynomial fit q ←− map(p);
15 predict unobserved value of q in each interval t by map(pt);

answer the following questions: (1) What are the evaluation metrics? (2) How
does our approach compare with other state-of-the-art ones? (3) What is the
impact of data smoothing, similarity approach, and the order of polynomial fit?

4.1 Data Preprocessing

In the experiments, we mainly focus on Response Time (RT), one of the most
important QoS properties, to evaluate QoS prediction methods. Response time
(RT) is the length of time between the end of an inquiry on a computer system
and the beginning of a response. All experiments are implemented in a machine
with a 2.2 GHz Intel CPU and 16 GB RAM, running OS X Yosemite.

For the sake of application in practice, all experiments are implemented based
on a public real-world Web service QoS dataset which is collected by 142 users
invoking 4532 web services in 16 hours with a time interval of 15 min [17]. In
particular, the users are 142 computers of PlanetLab2 located in 22 countries,
and the services are 4532 public available real world web services distributed
in 57 countries. Through the observation, we find quite a lot of noises exist
in the dataset. For example, the response time value will be set to −1, if the
response time is over 20 s in this invocation. Furthermore, some Web services
have not been invoked by any user. Thus, we do some data cleaning work on this
dataset, and macroscopic statistics & data distribution of the generated dataset
2 PlanetLab is a global research network that supports the development of new net-

work services. Details could be found in https://www.planet-lab.org/.

https://www.planet-lab.org/
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are presented in Figs. 3 and 4, respectively. It could be found the experimental
evaluation utilizes more than 20 million records, which partly demonstrate reli-
ability and scalability of the experiments. It should be noted that the proposed
approach could be utilized for the prediction of any other QoS property (e.g.,
throughput), even though only response time is studied in this paper.

Fig. 3. Statistics of QoS dataset Fig. 4. RT value distribution

4.2 Evaluation Metric

We evaluate the prediction accuracy of our proposed approach in comparison
with other existing methods by using the following metrics.

– MAE (Mean Absolute Error). MAE is average prediction accuracy between
prediction results and corresponding observations, which is defined as follows:

MAE =

∑
i,j

∣
∣
∣R̂ij − Rij

∣
∣
∣

N
(5)

where Rij denotes the real QoS value of service j observed by user i, R̂ij is
the predicted QoS value by a method, and N is the total number of predicted
values.

– NMAE (Normalized Mean Absolute Error). NMAE normalizes the differences
range of MAE by computing:

NMAE =
MAE

∑
ij Rij/N

(6)

– MRE (Median Relative Error). MRE measures the median value of relative
errors between observed value and predicted value:

MRE = median
∣
∣
∣R̂ij − Rij

∣
∣
∣ /Rij (7)
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Due to the large variance of QoS values, we focus more on relative error metric,
i.e., MRE, which is more appropriate for QoS prediction evaluation. Since many
papers use MAE and NMAE, they are also included for comparison purpose.

4.3 Performance Comparisons

In order to show the effectiveness of our proposed QoS prediction approach, we
compare the prediction accuracy of the following methods:

– UPCC: This method employs the information of similar users (measured by
Pearson Correlation Coefficient) to predict the QoS values [3].

– IPCC: This method is widely-used in recommendation system, which employs
the similarity between services for QoS prediction [10].

– UIPCC: This method combines UPCC and IPCC model, which fully uses
the similarity of users and services [20].

– PMF: This is a classic matrix factorization method, which has been employed
in [19]. User-service matrix is factorized into two matrices under low-rank
assumption and then using the matrices predict QoS values.

– WSPred: This is a tensor factorization-based prediction method with average
QoS value constraint [17].

In the experiments, user-service records are randomly divided into two parts:
80 % records as the training data and the rest 20 % as the testing data. In order to
evaluate the performance of different approaches in reality, we randomly choose
m
16 (m = 1, 2, 3, 4, 5, 6, 7, 8) of the training data for pattern clustering, and
the others (i.e., 16−m

16 of the training data) for cross validation. Equation (1) is
employed for data smoothing, and Eqs. (2) and (3) are employed for the pattern
clustering. Through the observation of experimental results, we find that the
proposed approach could get similar temporal patterns in any density setup.
That is, the proposed pattern clustering approach is quite stable and even 1

16 of
training data is enough to get appropriate patterns. Polynomial fit is employed
for QoS prediction, once temporal patters are generated. Since a user usually
only invokes a small number of services, the testing matrix density is randomly
thinned to the same m

16 . The prediction accuracy is evaluated by comparing the
original value and the predicted value of each removed entry in testing matrix.
Without lost of generality, the number of patterns is set as 4 in this paper.
Detailed impact of data smoothing, similarity approach, and polynomial order
is studied in Sects. 4.4, 4.5, and 4.6, respectively.

The QoS value prediction accuracies evaluated by MAE, NAME, and MRE
are shows in Table 1. For each row in the table, we highlight the best per-
former among all methods. As we can observe, our approach significantly outper-
forms the other ones over MRE, while still achieving best results on MAE and
NMAE. Concretely, our approach achieves 35.8 %∼52.0 % improvement on MRE,
1.8 %∼2.7 % improvement on MAE, and 2.0 %∼3.0 % improvement on NMAE
at different matrix densities. Note that all improvements are computed as the
percentage of how much our approach outperforms the other most competitive
approach.
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Table 1. Comparison of performance (a smaller value means a better performance)

Method Density = 2/16 Density = 3/16 Density = 4/16

MAE NMAE MRE MAE NMAE MRE MAE NMAE MRE

UPCC 0.5226 0.6211 0.5334 0.492 0.5845 0.477 0.4745 0.5637 0.4497

IPCC 0.5946 0.7066 0.6671 0.5675 0.6741 0.6395 0.5376 0.6386 0.5992

UIPCC 0.5215 0.6197 0.5225 0.4912 0.5835 0.473 0.4719 0.5606 0.4467

PMF 0.5219 0.6208 0.4764 0.4925 0.5855 0.4496 0.4765 0.5659 0.4327

WSPred 0.4583 0.5445 0.4519 0.4358 0.5168 0.4293 0.4253 0.504 0.4112

TPP 0.4501 0.532 0.2167 0.4253 0.5025 0.2249 0.4138 0.4888 0.2308

Improve. (%) 1.8% 2.3% 52.0% 2.4% 2.8% 47.6% 2.7% 3.0% 43.9%

Method Density = 5/16 Density = 6/16 Density = 7/16

MAE NMAE MRE MAE NMAE MRE MAE NMAE MRE

UPCC 0.462 0.549 0.4323 0.4517 0.5368 0.4185 0.4435 0.5272 0.4069

IPCC 0.5204 0.6184 0.5776 0.5071 0.6029 0.5606 0.4954 0.5891 0.5453

UIPCC 0.4588 0.5452 0.4307 0.4482 0.5327 0.4182 0.4394 0.5223 0.4072

PMF 0.4633 0.55 0.4262 0.4536 0.5386 0.4231 0.4444 0.5277 0.408

WSPred 0.4148 0.4913 0.3895 0.4125 0.4884 0.3894 0.4084 0.4834 0.3814

TPP 0.4075 0.4817 0.2375 0.4026 0.4756 0.2419 0.3985 0.4709 0.2448

Improve. (%) 1.8% 2.0% 39.0% 2.4% 2.6% 37.9% 2.4% 2.6% 35.8%

We also find that although UIPCC achieves higher accuracy than UPCC
and IPCC over MAE and NMAE, and WSPred achieves better performance
compared with the first three Collaborative Filtering based approaches (i.e.,
UPCC, IPCC, and UIPCC) and PMF, all these approaches have large errors
over MRE. Thus, only focusing on minimizing the absolute error may lead to
large relative error, which is not suitable for QoS prediction problem.

4.4 Impact of Data Smoothing

Data smoothing process is employed to reduce noises in QoS curves for the
purpose of improving prediction accuracy, and is one of main contributions in this
paper. In order to study its impact, we implement two versions of our proposed
approach: one with the proposed data smooth process, i.e., Eq. (1), and the other
without it. Figure 5 shows the prediction accuracy comparison between the above
two versions. From Fig. 5, We can observe that the version with data smoothing
largely outperforms the other version in terms of MAE, NMAE, and MRE. This
is because the remove of noise points in QoS curves facilitates the generation
of temporal patterns. In short, The process smooths out data fluctuations and
improves QoS prediction accuracy.

4.5 Impact of Similarity Approach

In the process of the proposed TPP approach, we have to choose the most
similar pattern for the target QoS curve for predicting the missing values in
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Fig. 5. Impact of data smoothing

Fig. 6. Impact of similariy approach

the curve. Thus, the choice of similarity measure approach is very important
for the final prediction accuracy. In the experiments, we employ three widely
accepted approaches to compute the similarity between pattern and the choose
data points in testing data. Specifically, the three similarity measure approaches
are cosine, euclidean, and cityblock.

To present a comprehensive evaluation of these approaches, we vary the
matrix density from 1/16 to 8/16. Other parameter settings are #pattern =
4, order of polynomial = 1. Figure 6 shows the performance comparison of dif-
ferent similarity approaches in terms of MAE, NAME, and MRE. From Fig. 6,
we can find cosine similarity method always outperforms the other methods over
three metrics when the data density varies from 1/16 to 8/16. This observation
demonstrates that cosin similarity measurement is more suitable for computing
similarity between curves. Furthermore, we can also observe that as the den-
sity increases, every similarity approach can achieve better prediction results in
terms of absolute error metrics, i.e., MAE and NMAE. This is because more data
points provided in testing data, more information could be gained for prediction.
However, it is not suitable for the trend of relative error, i.e., MRE.

4.6 Impact of Order of Polynomial Fit

Once the optimal pattern is selected, polynomial fitting function is employed to
predict the missing QoS values in testing data. In this section, we evaluate the
impact of different polynomial fitting functions, that is, order of polynomial fit.
For simplicity, we only compare the performance of QoS prediction when order
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Fig. 7. Impact of order of polynomial fit

is 1 (liner) and 2 (square), since the trend could be easily illustrated by this
comparison. Other parameter settings are #pattern = 4, similarity = cosine.

Figure 7 shows the prediction accuracy comparison of linear and square poly-
nomial fit with the increase of density. For Fig. 7, we observe that the linear
polynomial fit outperforms the square in most cases. As the increase of den-
sity, the prediction accuracy of square polynomial fit improves (the MAE and
NMAE decreases) due to more information provided. However, compared with
square one, it could be observed that linear polynomial fit is quite stable with the
increase of density. That means, linear polynomial fit approach is very suitable
for the case of cold-start and data sparsity, that is, online QoS prediction.

Further, we can find the prediction accuracy of square polynomial fit is quite
bad when the density is 1/16, which means this sparsity condition causes an
overfitting problem. From another perspective, the performance gap of linear
and square polynomial fit decreases with the increase of matrix density. That
means the overfitting phenomenon alleviates with more provided information.
In all, linear polynomial fit is quite suitable for our problem.

5 Conclusion

With the explosive growth of functionality-equal services, non-functional char-
acteristic of Web service is becoming a popular research concern and kinds of
QoS-based approaches were proposed in various of Service Computing research
areas. Since QoS performance of Web services are unfixed and highly related to
the service status and network environments which are variable against time, it
is critical to obtain the missing QoS values of candidate services at given time
intervals. In this paper, we propose a temporal pattern based QoS prediction
approach to address this challenge. Clustering approach is utilized to find the
temporal patterns based on services QoS curves over time series, and polyno-
mial fitting function is employed to predict the missing QoS values at given time
intervals. Furthermore, a data smoothing process is employed to improve pre-
diction accuracy. Comprehensive experiments based on a real world QoS dataset
demonstrate the effectiveness of the proposed prediction approach.

For future work, we will investigate more techniques to improve the perfor-
mance of temporal pattern generation and QoS prediction. Particularly, QoS
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curve shifting and scaling techniques will be introduced for better pattern gen-
eration, and machine learning techniques will be utilized to predict the missing
QoS values based on the generated temporal patterns. Further, the datasets of
other QoS properties (e.g., throughput) will also be employed to evaluate the
performance of the proposed approach.
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Abstract. The fast growing number of datasets available on the Web
inspired researchers to propose innovative techniques to combine spatio-
temporal data with contextual data. However, as the number of datasets
has increased relatively fast, finding the most appropriate datasets for
enrichment also became extremely difficult. This paper proposes an inno-
vative approach to rank a set of datasets according to the likelihood that
they contain relevant enrichments. The approach is based on the intu-
ition that the sequence of places visited during a trajectory can induce
the best datasets to enrich the trajectory. It relies on a supervised app-
roach to learn rules of association between visited places and meaningful
datasets.

Keywords: Trajectories · Semantic enrichment · Movement data

1 Introduction

The personal position-enabled mobile devices are becoming our companions in
everyday life, leaving tracks of our movements during our daily routine. The
tracks collected by mobile devices describe the so-called raw trajectories that
represent the geometric facets of movement data. Social media have also been
proposed as complementary sources of mobility data. Georeferenced social media
can be used as sparse and freely annotated movement traces [2,12] or, possibly,
can be used to enrich raw GPS data thus getting semantically richer data with
high positional accuracy [5].
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The approach presented in this paper tackles the problem of searching the
most appropriate datasets to enrich mobility data. It is based on the intuition
that the sequence of places visited during a movement, i.e., the sequence of stops,
can induce the purpose of the movement and hence suggest the set of datasets
for enrichment. For example, assume that a traveler visits the sequence of places
[hotel, stadium, restaurant, hotel] in Rio de Janeiro. Also assume that
the dataset of tourist attractions available in the Open Data Portal of the
government of the city of Rio de Janeiro contains data about the Maracanã
stadium. The sequence of places suggests that the person can be a tourist
because tourists frequently stay in hotels and visit the Maracanã Stadium in
Rio de Janeiro. Therefore, one could attempt to match the place labeled as
stadium with the entry Maracanã stadium in the dataset. It is important
to notice that this is not a deterministic problem that could be solved with
an a priori rule such as if a person visited a stadium then search for
enrichments in the dataset of attractions since there is no obvious evi-
dence, for someone who doesn’t know the content of the dataset, that the dataset
of attractions would contain an entry that could be matched with the place
stadium. However, this can be learned from previous trajectory enrichments: if
most trajectories similar to this one, in terms of the places visited, are enriched
with the dataset of attractions then one can select that dataset as a potential
source of enrichment for the new trajectory.

In this paper we take advantage of social media traces of movement and their
user annotations to propose a technique for searching potentially useful datasets
for the enrichment of trajectories. As for related work, the process of semantic
enrichment of spatial and spatiotemporal data can be automatic [2,5,10] or semi-
automatic [8]. Automatic approaches can use machine learning techniques such
as Hidden Markov Models [10,12], probabilistic models [7], similarity measures
[2] or simple proximity heuristics [2] to attach annotations. Recent techniques
have also stressed the relevant role of the emerging and fast growing Web of
Data [3] in the enrichment process. All existing works have used predefined sets
of sources. Developers have favored popular sources such as DBpedia, Open
Street Map, Open Weather Map, etc. and neglected less popular ones such as
government open data and domain specific datasets. The fundamental reason for
that is the lack of techniques to crawl and search for potentially useful datasets
for enrichment.

The rest of this paper is organized as follows. Section 2 introduces the basic
concepts used throughout the paper and describes the proposed ranking tech-
nique. Section 3 addresses the preparation of the test dataset. Section 4 presents
the experiments for assessing the technique and Sect. 5 contains the conclusions.

2 The Problem of Searching for Sources of Enrichments

A raw trajectory of a moving object o is a sequence ρo = (p1, p2, ..., pn) of spatio-
temporal points such that the timestamp of pi is earlier than the timestamp
of pi+1. A segment g of a raw trajectory ρo is a continuous subsequence of ρo.
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A segmented trajectory of a raw trajectory ρo is a sequence σo = (g1, g2, ..., gn) of
segments of ρo such that s = g1‖...‖gn, that is, s is the concatenation of g1, ..., gn.
A segment of a raw trajectory is a fragment of the whole raw trajectory where
a given property holds.

The notion of semantic trajectory goes further and enriches a segmented
trajectory with contextual information retrieved from external datasets. A con-
textual resource r of a dataset d is a pair (r, d) with r ∈ d. We use the notion
rd rather than (r, d). A contextual information of a segment g of a segmented
trajectory σo, denoted by c, is a set, of contextual resources c = {rd1

1 , ..., rdn
n }. In

this way, we say that c enriches g. Intuitively, a contextual information is a set
of resources that can be used to describe a trajectory. A semantic trajectory for a
segmented trajectory σo is a sequence τo = (< g1, c1 >, ..., < gn, cn >), such that
< gi, ci > is a pair indicating that gi is enriched with contextual information ci.

We also define a particular kind of enriched trajectory, called labeled trajec-
tories. Labeled trajectories arise from mobility data captured from social media.
We define labeled trajectories as follows. A labeled trajectory for a segmented
trajectory σo is a sequence λo = (< g1, l1 >, ..., < gn, ln >), such that < gi, li >
is a pair indicating that segment gi is enriched with a set li of labels.

Given a labeled trajectory λo ∈ Λ of a segmented trajectory σo and a set D
of available datasets, generate a list R = [d1, ..., dn] of datasets such that di ∈ D
and di likely contains the resources for the semantic enrichment of σo. The list
should be ranked according to the likelihood that a dataset contains semantic
enrichments for σo. More formally, let

i. Σ be a set of segmented trajectories
ii. Λ be a set of labeled trajectories of the trajectories in Σ
iii. T be a set of semantic trajectories of the trajectories in Σ
iv. Δ be the set of datasets of the contextual resources of the trajectories in T
v. P be an assessment function that estimates the likelihood that a dataset di

contains enrichments for σo ∈ Σ with respect to λo ∈ Λ.

One wants to find a ranking function rank : Λ �→ ⋃∞
n=1 Δn such that if

rank(λo) = [d1, ..., dn] then P (λo, di) > P (λo, di+1), for i = 1, ..., n − 1. We
segment trajectories with the stop-and-move strategy [11] and label each segment
with taxonomic classifications of the place visited at the end of the segment. We
cast the problem as a supervised multi-class classification problem. If one takes
the set of available datasets as classes of trajectories, one can induce a ranking
function as follows. A classification model is a function C : Λ �→ ⋃∞

n=1(Δ ×
�)n that assigns each labeled trajectory λo to a list with n pairs (d, s), where
d ∈ Δ is a dataset and s is the assessment score of d, represented by a Real
number. Let C be the set of all classification models. Let 2Λ×T be the set of
sets of pairs (λo, σo). Intuitively, Θ ∈ 2Λ×T is a set of pairs (λo, σo), where
λo is a labeled trajectory and σo is a semantic trajectory, such that the pairs
in Θ will be used for training a classification model. Then, we introduce the
function Modeling : 2Λ×T �→ C to represent a machine-learning-based process
that takes as input sets of pairs of labeled trajectories and that corresponding
semantic trajectories, called a training set, and outputs a classification model.
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Finally, the ranking function induced by a classification model C is defined as
rank(λo) = sortDescending(C(λo)), where sortDescending sorts pairs by the
second coordinate in descending order.

As for the features of trajectories, we tested four types of sets: the set of
labels of the places visited in a trajectory (Wλo

), e.g. {Residence, Law School,
Pizza Place}, boolean model of the set of labels (Xλo

), as used by Information
Retrieval (IR) techniques, the set of all valid sequences of labels visited by a
trajectory (Yλo

), e.g. {(Residence, Law School, Pizza Place), (Residence,
Pizza Place), (Residence, Law School), ...}, and the boolean model of the
sequences of labels (Zλo

), also as in IR.

3 Dataset Preparation

This section describes the preparation of the dataset used as training data to
validate the proposed technique, i.e., the set of labeled and semantic enriched
trajectories. We used a set of 9,594,421 geolocated tweets, between June and
July 2014 generated in the city of Rio de Janeiro, as trails of movement of
people during the FIFA World Cup 2014. A trajectory is defined as the move-
ment of one person between 4:00 AM and 4:00 AM of the next day. There were
912,643 trajectories with 11 samples (tweets) on the average. Each trajectory
was segmented using a stop/move heuristic, labeled with place check-ins and
semantically enriched with entities from a set of datasets available on the Web.

Labeled Trajectories - Highly dense sampled trajectories are usually seg-
mented using the speed and minimal stop time criteria. However, low density
trajectories, like social media tracks, are not suitable for this kind of segmen-
tation due to the impossibility of correctly computing the speed. We adopted
a simpler heuristic for segmenting low density trajectories, yet following the
stop-and-move strategy.

The segmentation is based on the intuition that if the time interval between
two consecutive tweets is above a given threshold, the user might have moved
from one position to another and, therefore, there would be a move segment from
the position of the first tweet to the position of the second tweet. On the other
hand, if the time interval is short, the user might be stopped or on the move.
This last condition is justified because some mobile applications checks-in users
automatically. In some cases, it was observed a series of consecutive tweets with
short intervals of time and space, giving the idea that the user was on the move.
All consecutive tweets considered to be part of the same move segment can be
merged into a single segment, while the tweets in the same static position can
be merged with the previously identified segment.

Recall from Sect. 2 that the modeling process receives as input a set of labeled
trajectories. The trajectories were labeled with the categories of the places vis-
ited by users and enriched with the entities from the datasets of Table 1. The
places visited by users were captured from Foursquare check-ins made available
through tweets. Each Foursquare check-in contains metadata about the place
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which includes its classification according to the Foursquare taxonomy. This tax-
onomy is a three-level hierarchy that has, at the highest level, general categories,
such as Food and Event. On the other hand, the lowest level is a very specific
classification that contain, for example, the categories Preschool and Private
School. Both levels, however, would lead to a poor discrimination regarding to
the class association. The classification model would either over-associate tra-
jectories with classes or discard some associations. Therefore, the trajectories
were enriched with the intermediary level of classification, such as Breakfast
Spot, Coffee Shop and Beach. The labeling procedure labels segments with
information about the place at the end of the segment.

It is important to remark that only trajectories that visited three or more
places were selected. It seems not make sense to classify trajectories with small
sets of visited places since the induced purpose of the trajectories might be
hidden. Therefore, we empirically considered trajectories with three or more
places. So, the total number of trajectories was reduced from 912,643 to 8,730.

Semantic Trajectories - Regarding semantic enrichment, we used datasets
(Table 1) made available through the open data portals http://dados.gov.br
(Portal Brasileiro de Dados Abertos - ODBr) and http://data.rio.rj.gov.br
(Portal de Dados abertos da Prefeitura do Rio - ODRio). The enrichment process
was semi-automatic and matched the metadata of the places visited by the users
(captured from the Foursquare check-ins) with the metadata of entities contained
in each dataset.

Table 1. Datasets used for semantic enrichments of the trajectories.

Dataset URI Source Alias

http://dados.gov.br/dataset/instituicoes-de-ensino-basico ODBr schools

http://dados.gov.br/dataset/instituicoes-de-ensino-superior ODBr universities

http://data.rio.rj.gov.br/dataset/pontos-turisticos-e-culturais ODRio attractions

http://data.rio.rj.gov.br/dataset/hoteis ODRio hotels

http://data.rio.rj.gov.br/dataset/museus ODRio museums

http://data.rio.rj.gov.br/dataset/teatros ODRio theaters

http://data.rio.rj.gov.br/dataset/estabelecimentos-de-saude ODRio hospitals

http://data.rio.rj.gov.br/dataset/unidades-administrativas ODRio offices

The matching process consisted in computing a similarity measure between
places p and entities e and manually deciding the matchings. The similarity
function used is defined as follows.

simN (p, e) = 1 − levenshteinDistance(p[name], e[name])
p[name].length + e[name].length

(1)

simG(p, e) =
1

(0.19 · geoDistance(p[position], e[position]) + 1)
(2)

http://dados.gov.br
http://data.rio.rj.gov.br
http://dados.gov.br/dataset/instituicoes-de-ensino-basico
http://dados.gov.br/dataset/instituicoes-de-ensino-superior
http://data.rio.rj.gov.br/dataset/pontos-turisticos-e-culturais
http://data.rio.rj.gov.br/dataset/hoteis
http://data.rio.rj.gov.br/dataset/museus
http://data.rio.rj.gov.br/dataset/teatros
http://data.rio.rj.gov.br/dataset/estabelecimentos-de-saude
http://data.rio.rj.gov.br/dataset/unidades-administrativas
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sim(p, e) = harmonicMean(simN (p, e), simG(p, e)) (3)

The simG is defined such that simG = 1 for distance = 0, simG = 0 for
distance → ∞ and simG = 0.05 for distance = 100 m. A place and an entity are
matching candidates iff sim(p, e) is greater than 0.95. The matching task only
aimed at providing a Gold Standard.

4 Experiments

The main goal of the experiments was to assess the performance of the rank-
ing function. As for the performance measure, the experiments computed the
Mean Average Precision (MAP) of the ranking. The next subsections describe
the creation of the classification model, the ranking function and the ranking
assessment.

Classification Model - We investigated different classification algorithms
and concluded that the best classification function is a combination of
binary classifiers using the JRip algorithm [1]. Table 2.a compares the F-
Measure of different classification algorithms, JRip, J48 [6], OneR [4], Con-
junctiveRule [9] and DecisionStump [9], with respect to a positive classi-
fication for the classes offices, theaters, hotels, hospitals, museums,
attractions, ies, schools. This experiment used the set of valid sequences
of places (Zλo

) for the features of trajectories. As we show, none of the algo-
rithms statistically improves the performance of the reference algorithm (JRip).
The statistic significance was determined by the paired T-Test method using a
set of 10 randomly partitions of the test dataset of the type 2/3 for training set
+ 1/3 for test set.

Table 2. F-measure of classification algorithms.

a) Using binary vector of sequences of
places.

b) Multi-class version of JRip binary
vector of sequences of places

Dataset (1) (2) (3) (4) (5)
offices 0.66 0.10 0.00 • 0.00 • 0.00 •
theaters 0.82 0.63 0.66 0.66 0.66
hotels 0.14 0.03 • 0.03 • 0.00 0.00
hospitals 0.53 0.32 0.26 • 0.00 • 0.00 •
museums 0.58 0.28 • 0.16 0.00 • 0.00 •
attractions 0.69 0.69 0.53 • 0.62 0.53 •
universities 0.82 0.81 0.78 0.73 0.78
schools 0.72 0.71 0.71 0.68 0.71
Average 0.62 0.45 0.39 0.34 0.34

Class F-Measure
offices 0.31
theaters 0.67
hotels 0.06
hospitals 0.33
museums 0.63
attractions 0.65
universities 0.79
schools 0.69
None 0.90
Average 0.56

◦, • statistically significant improvement or degradation

(1) rules.JRip '
'
'

'
''

-F 3 -N 2.0 -O 6 -S 1’
(2) trees.J48  -C 0.25 -M 2’
(3) rules.OneR  -B 6’
(4) rules.ConjunctiveRule  -N 3 -M 2.0 -P -1 -S 1’
(5) trees.DecisionStump
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The low performance of the classification with respect to the dataset hotels
can be explained by its generality. That is, a hotel can be a stop in several
different sequences of places, which makes it more difficult to find a pattern of
correlation between trajectories and datasets. The average performance of JRip
was 62%. Table 2.b shows the performance of the multi-class version of JRip,
which has an average performance of 56%. The binary classifiers, therefore,
proved to be more efficient. Tables 3.a and b show the performance measures
using the set of features in Definitions Wλo

and Xλo
. The best performance was

achieved with the JRip algorithm using the categories of the places visited by
a trajectory (Definition Xλo

), which was 61%. These results corroborate the
intuition that using sequences of places is more discriminating. For example, a
sequence of places (Definition Zλo

) such as [Residence, School, Residence]
could indicate that the person is a Student, while a sequence [Residence,
School, School, School, Residence], if the schools are different, could indi-
cate that the person is, for example, a professional delivery boy. Both cases,
however, have the same set of features. In the first example, the enrichment
with a dataset of schools would make sense, while in the last one it seems not
to be the case.

Table 3. F-measure of classification algorithms.

a) Using sets of categories as fea-
tures.

b) Using binary vector of categories
as features.

Dataset (1) (2) (3) (4)
offices 0.17 0.07 0.07 0.00
theaters 0.62 0.53 0.53 0.00 •
hotels 0.00 0.10 0.10 0.00
hospitals 0.27 0.08 • 0.08 • 0.00 •
museums 0.44 0.27 0.27 0.00 •
attractions 0.61 0.66 0.66 0.00 •
universities 0.77 0.62 • 0.62 • 0.00 •
schools 0.71 0.58 0.58 0.00 •
Average 0.45 0.36 0.36 0

Dataset (1) (2) (3) (4)
offices 0.00 0.00 0.53 ◦ 0.57 ◦
theaters 0.67 0.67 0.86 0.86
hotels 0.26 0.26 0.12 0.14
hospitals 0.28 0.28 0.52 ◦ 0.45 ◦
museums 0.24 0.24 0.72 ◦ 0.64 ◦
attractions 0.68 0.68 0.69 0.74 ◦
universities 0.69 0.69 0.83 ◦ 0.83
schools 0.68 0.63 0.69 ◦ 0.69
Average 0.43 0.43 0.62 0.62

◦, • statistically significant improvement or
degradation

(1) bayes.NaiveBayesUpdateable
(2) bayes.NaiveBayes
(3) rules.JRip  -F 9 -N 2.0 -O 6 -S 1’
(4) trees.J48  -C 0.25 -M 2’

'
'

''
''

Ranking Assessment - Rankings were generated, as before, using a set of 10
randomly partitions of the enriched dataset such that 2/3 were used for training
set and 1/3 for test set. We used sets of binary classifiers, one for each dataset,
based on JRip algorithm which is a rule-based classifier that, while trained,
generates classification rules such as

Rule: if the a person visited a place of type States & Municipalities
and did not visit a Residence and moved from a place of type States
& Municipalities to a place of type Food then classify trajectory as
attraction
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The training step computes, for each rule, its precision, recall and F-measure.
We used the F-measure as an estimate of the confidence of the rule, since intu-
itively the higher the precision and recall are, the higher the confidence on the
classification will be. The confidence, therefore, was used as the assessment score
(Sect. 2) output by the classification model.

To assess the ranking function we computed the Mean Average Precision
(MAP) of the rankings of a set of trajectories. We assessed the ranking function
on 2,508 trajectories out of the 8,730 trajectories available in the dataset. These
trajectories had 1.5 relevant datasets on the average and the computed MAP
was 66 %, which means that one would need, on the average, just the three top
most entries of the rank to find two datasets for enrichments.

5 Conclusions

This work proposes a novel approach for finding datasets for semantic enrichment
based on the types of places visited. The technique takes advantage of place
check-ins available on social networks to identify the sequences of places. It is a
supervised approach that uses a set of semi-automatically enriched trajectories
to learn correlations between the places visited and the datasets available for
enrichment. We investigated different classification algorithms and different sets
of features for the trajectories. The best performance was obtained with the
JRip algorithm and sets of features that contain all possible sequences of places
for a trajectory. The resulting ranks obtained, on the average, a MAP of 66%
in the experiments.
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Abstract. Although researchers have demonstrated that human mobil-
ity is constrained by space, time and social relations, one important fac-
tor, namely weather, has been often ignored in the literature. Not only
influences what people wear everyday, weather also has a major impact
on their mobility. In this paper, we conduct the first large-scale analysis
of weather’s impact on human mobility in cities. Focusing on a number
of major cities, we construct a human mobility dataset from the social
network Instagram. We discover that in general nice weather (e.g., mod-
erate temperature and high pressure) has a positive impact on human
mobility. Through analyzing mobility at locations of different categories,
we further discover that human mobility is less influenced by weather
at certain categories such as residences than others including stores and
entertainment places.

1 Introduction

Urbanization is a massive process happening in this century. Every year, more
and more people are moving to cities. According to a UN report1, by 2050 more
than 6 billion people will live in cities. Although living in cities brings a lot of
convenience to people, it also causes major problems, such as air pollution and
traffic congestion. While much effort has been taken to tackle these problems,
one fundamental challenge is to fully understand how people move, i.e., human
mobility in cities.

Human mobility has attracted the research community a considerable amount
of interest during the past decade. Researchers have demonstrated that human
mobility is constrained by space, time [1] and social networks [2]. On the other
hand, another important factor, i.e., weather, receives much less attention and
is often ignored. Weather as a natural phenomenon influences our mobility in
many ways. When people check weather reports, they not only decide what to
wear, but also where to visit. For instance, few people are willing to walk in a
park on a cloudy winter afternoon.

Understanding the relationship between mobility and weather can result in
positive benefits for multiple stakeholders: for example, city governors can design

1 http://bit.ly/1N3gAH6.
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Table 1. Dataset summary.

City #Check-ins #Users #Locations City #Check-ins #Users #Locations

New York 2,728,705 788,980 30,644 Washington DC 542,822 185,687 10,601

Los Angeles 2,011,106 607,380 27,716 San Francisco 635,842 225,438 9,620

Tokyo 891,029 300,111 26,586 Chicago 725,223 233,844 12,407

London 1,441,658 516,640 15,571 Rome 232,305 102,022 6,267

Paris 633,868 253,516 11,112 Milan 296,353 122,481 5,917

Boston 465,615 165,166 7,619 Barcelona 245,298 113,997 5,457

Hongkong 191,899 87,413 4,203

specific plans for different weather conditions to control traffic flow; shop owners
can provide suitable benefits to attract customers; city residents can choose
to visit less crowded places on weekends. In the current work, we conduct the
first large-scale analysis of weather’s impact on human mobility in cities. Our
contributions can be summarized as follows:

– We construct a mobility dataset under different weather parameters for 13
major cities across the world (Sect. 2). We gather more than 10 millions of
users’ location records, namely check-ins, from Instagram and weather data
from Forecast.io.

– We analyze the relationship between users’ general mobility behaviors and
different weather parameters such as temperature and humidity (Sect. 3). We
quantify users’ mobility through average check-in volumes, average move-
ment volumes and average movement distances. Our discoveries, for exam-
ple, include both low and high temperature have negative effects on mobility;
high pressure on the other hand positively affects mobility. Interestingly, we
also discover that humidity affects mobility negatively in coastal cities while
positively in inland cities.

– We take one step further to analyze users’ mobility at different location cat-
egories under different weather parameters (Sect. 4). We discover that users’
average check-in volumes at locations of certain categories, such as store, enter-
tainment and professional places, are more correlated with weather than others
such as residence places. Moreover, people’ movement patterns among loca-
tion categories are less diverse under a uncomfortable weather condition than
a comfortable one.

2 Dataset Construction

Check-in Data. We collect the geo-tagged photos, i.e., check-ins, in 13 major
cities worldwide from Instagram by using its public API from August 1st, 2015
until December 15th, 2015. We first resort to Foursquare to extract all loca-
tion ids within each city we are interested in, meanwhile collect each location’s
category information. Then for each Foursquare’s location id, we query Insta-
gram’s API to get its corresponding location id in Instagram. After obtaining
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Instagram’s location ids, we query each location’s recent check-ins several times
a day. In the end, more than 10M check-ins have been collected. Table 1 sum-
marizes the dataset. As Foursquare organizes location categories into a tree
structure, we take its first level categories including entertainment, food, bar,
outdoor, professional, residence, store and transportation to label each location.

Weather. We exploit Forecast.io’s API to extract weather data. Forecast.io is
a weather application started in 2013, it gathers the data from multiple sources
such as NOAA and Met Office, and provides users with the aggregated results.
Forecast.io’s API provides daily weather data covering temperature (◦C), humid-
ity (relative humidity), wind speed (miles per hour), pressure (millibar). In addi-
tion, as people normally do not feel the difference when the temperature varies
one or two degrees, we bucket temperature into bins of 3◦ starting from 0 ◦C
(−2 ◦C–0 ◦C) to 30 ◦C (28 ◦C–30 ◦C).

3 Weather and Mobility

For weather, four parameters are considered including temperature, pressure,
wind speed and humidity. For mobility, we focus on two aspects. The first one is
the average number of check-ins, namely average check-in volumes, under each
value of each weather parameter. The second one is related to users’ movements,
including the average number of movements, namely average movement volumes
and average movement distances (km). Here, we consider a user checking in
at two locations within a certain time threshold τ as one movement. In this
paper, we choose τ to be 3 hours which we believe is a reasonable transition
time for a user. The same formulation has been used in [3] as well. Note that our
mobility quantification is at a general level instead for each individual user, i.e.,
we calculate the mean of users’ total number of check-ins, number of movements
and movement distances under each value of each weather parameter.

Temperature. Figure 1 depicts the average check-in volumes under different
temperature (bucketed by 3◦C) in Paris and Boston. We observe that people
check in more often under a moderate temperature than low (≤6 ◦C) and high
(≥24 ◦C) temperature in both cities. We further fit the data into a Gaussian
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Fig. 1. Temperature vs. average check-in volumes in Paris (left) and Boston (right).
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Table 2. r2 Between temperature and
average check-in volumes.

City r2 b c City r2 b c

New York 0.90 12.76 25.72 Washington DC 0.84 14.45 19.21
Los Angeles 0.36 17.97 17.78 San Francisco 0.86 12.52 17.21

Tokyo 0.67 13.77 22.92 Chicago 0.45 13.64 23.62
London 0.24 10.97 18.92 Rome 0.85 14.71 15.78
Paris 0.78 9.83 14.39 Milan 0.91 10.52 15.36
Boston 0.85 12.10 20.37 Barcelona 0.64 16.82 21.11

Hongkong 0.77 22.22 21.14

Table 3. r between pressure and mobility
(r1: average check-in volumes, r2: aver-
age movement volumes, r3: average move-
ment distances).

City r1 r2 r3 City r1 r2 r3

New York 0.23 0.60 0.68 Washington DC 0.74 0.69 0.66
Los Angeles 0.16 0.21 0.12 San Francisco 0.31 -0.20 -0.22

Tokyo 0.81 0.64 0.55 Chicago 0.30 0.35 0.39
London 0.63 0.60 0.63 Rome 0.57 0.09 0.05
Paris 0.54 0.48 0.47 Milan 0.48 0.18 0.18
Boston -0.05 0.56 0.59 Barcelona -0.17 -0.43 -0.53

Hongkong 0.25 0.18 0.18

function defined as avg ci(t) = a · exp(−( t−b
c )2). In the formula, avg ci(t) is the

average check-in volume at temperature t (bucketed by 3◦C), a, b and c are the
parameters of the function: a represents the height of the curve peak, b marks
the center of the curve and c controls the width. As shown in Fig. 1, a high
coefficient of determination, i.e., r2, is obtained for the fitting, meaning that a
Gaussian curve captures the relation between temperature and average check-in
volumes. Table 2 lists r2 together with parameters b and c for all the cities. We
make two interesting observations. First, data for most cities fit the Gaussian
function well, except for Los Angeles and London with relatively weak results.
This indicates that there exists a universal pattern of temperature’s impact on
human mobility. Second, the central point of the Gaussian function, i.e., b, varies
across the cities. Cities located in hot regions such as Hongkong and Los Angeles
have higher values for b, as people living there are used to hot weather, compared
to cities located in cold regions, e.g., London.

For the second aspect of mobility, i.e., average movement volumes and average
movement distances, as an example we plot the average movement volumes in
Rome and the average movement distances in Washington DC as a function
of temperature in Fig. 2, respectively. Consistently, we see – similar to average
check-in volumes – both average movement volumes and distances fit Gaussian
functions well.

From the above analysis, we first conclude that human mobility is more
adapted to moderate temperature than both low and high temperature.

Pressure. High pressure is a whirling mass of cool and dry air which generally
brings good weather, while low pressure is normally associated with bad weather
such as cloud, rain and wind. We expect that pressure has positive effects on
users’ mobility.

Table 3 lists three correlation coefficients (r) between pressure and mobility,
pressure indeed positively affects users’ mobility in most of the cities. Especially
for Tokyo and London, we observe strong correlations (see Fig. 3). On the other
hand, Barcelona is the only city with three negative correlation coefficients,
indicating that pressure has negative effects on human mobility in Barcelona. In
addition, most of the cities show consistency between average check-in volumes
(r1) and movements (r2, r3), except for San Francisco and Boston. People in San
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Fig. 2. Temperature vs. average move-
ment volumes in Rome (left) and aver-
age movement distances in Washington
DC (right).
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Fig. 3. Pressure vs. check-in volumes
in London (left) and movement vol-
umes in Tokyo (right).

Francisco have more check-ins but less and shorter movements on high pressure
days. In Boston, high pressure does not affect average check-in volumes much,
instead it leads to more and longer movements.

Wind Speed. Wind speed is an important aspect of weather. Through analysis,
we discover that average check-in volumes in most cities receives negative wind
speed effects (Table 4). Figure 4 (left) presents the result in Barcelona as an
example.

The relation between wind speed and movements, on the other hand, is more
complicated. For some cities including Los Angeles (see Fig. 4 (right)), Tokyo,
Paris, Washington DC and Hongkong, wind speed has similar effects on move-
ments as on check-in volumes. On the other hand, in New York, Boston, San
Francisco and Barcelona, the (negative) effects of wind on movements become
weaker. Moreover, in Chicago, Rome and Milan, there exist positive effects of
wind speed on movements. One explanation could be wind negatively affects
cycling and walking which results in more car and public transportation usage
in these cities. In turn, this leads to the increases in movement volumes and
distances. In the end, we observe that in London wind speed has weak effects on
average check-in volumes but strong (negative) effects on movements.

Humidity. People normally feel uncomfortable when humidity is low (≤0.3) or
high (≥0.8). Therefore, similar to the case of temperature, we expect the rela-
tion between mobility and humidity to follow a Gaussian curve as well. However,
analysis results show that humidity (mostly between 0.3 and 0.8) and mobility
are linearly correlated in most of the cities. More interestingly, we observe con-
tradictory linear correlations in different cities. As shown in Fig. 5, humidity has
positive effects on mobility in Rome while negative effects in Hongkong. Table 5
lists correlation coefficients for both kinds of cities (the results for movements
are quite similar and omitted).

Fully understanding the correlation between humidity and mobility involves
multiple factors, such as city location, temperature or even culture background,
which is out of the scope of the current work. On the other hand, by only
studying the dataset, we observe that most of the cities with positive humidity
effects are inland cities except for Barcelona and Boston. On the other hand,
cities with negative effects are all coastal cities where humidity is normally high.
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Table 4. r between wind and mobility (r1: average
check-in volumes, r2: average movement volumes,
r3: average movement distances).

City r1 r2 r3 City r1 r2 r3

New York −0.47 −0.05 −0.07 Washington DC −0.29 −0.25 −0.24

Los Angeles −0.60 −0.60 −0.55 San Francisco −0.50 −0.16 −0.16

Tokyo −0.37 −0.40 −0.31 Chicago −0.26 0.26 0.30

London 0.02 −0.57 −0.56 Rome −0.05 0.33 0.45

Paris −0.16 −0.28 −0.36 Milan −0.31 0.24 0.21

Boston −0.40 −0.03 −0.01 Barcelona −0.56 −0.18 -0.07

Hongkong 0.07 0.12 0.02

Table 5. r between humidity
and average check-in volumes.

City r City r

Hongkong −0.70 Rome 0.68

Los Angeles −0.54 Paris 0.61

New York −0.28 London 0.59

Tokyo −0.19 Milan 0.56

San Francisco −0.14 Barcelona 0.50

Boston 0.33

Chicago 0.16

Washington DC 0.12
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Fig. 4. Wind vs. average check-in vol-
umes in Barcelona (left) and average
movement distances in Los Angeles
(right).
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Fig. 5. Humidity vs. average check-in
volumes in Hongkong (left) and Rome
(right).

We conjecture that humidity negatively affects human mobility in coastal cities
while positively in inland cities.

4 Weather and Location Category

In this section we take one step further to analyze weather’s influences on mobil-
ity at different location categories. We start by analyzing average check-in vol-
umes at each category, then discuss movement patterns among categories.

4.1 Average Check-In Volumes

Temperature. We exploit Gaussian function to model the relation between
temperature and average check-in volumes at each location category, assuming
that users are more adapted to moderate temperature than both low and high
temperature (Sect. 3). Through analysis, we obtain high correlation of determi-
nation (r2) for Gaussian function fitting at entertainment, professional, outdoor
and store places. On the other hand, residence is the category with the lowest
r2 values, followed by food and bar. Figure 6 (left) further plots the results in
Los Angeles, London and Chicago.

Since Gaussian function cannot capture the correlation between temperature
and average check-in volumes at residence, food and bar places, we further exam-
ine the data of these categories. Figure 7 depicts the average check-in volumes at
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Fig. 7. Average check-in volumes at food places in New York (left) and bar places in
San Francisco (right) under different temperature.

food places in New York and bar places in San Francisco as a function of tem-
perature; no clear correlation can be observed. This means whether people going
to a bar (a restaurant or a residence) is not strongly dependent on temperature.
One reason could be that places of these categories are mostly indoor places,
thus not weather-exposed. We conclude that human mobility is more affected by
temperature at entertainment, professional, outdoor and store places while it is
less affected by temperature at food, bar and residence places.

Pressure. Section 3 states that pressure positively affects users’ mobility, this
result holds for most of the location categories as well. In addition, in most cities,
users’ mobility at entertainment, professional and store places receives more
positive pressure effects than mobility at other categories. On the other hand,
the correlation at residence places is rather weak. For instance, in Fig. 6 (right),
correlation coefficients (r) at residence places in Tokyo, Rome, Los Angeles and
Paris drop quickly when compared to other categories. Meanwhile, there also
exist subtle differences among the cities. For instance, users’ average check-in
volumes at food places have the highest pressure effects in Tokyo while food
places have the lowest pressure effects for Paris.

Wind Speed. Previously, we have shown that even though wind speed has
different effects on movements (average movement volumes and distances) in
different cities (Table 4), it still negatively affects average check-in volumes in
most cities. However, when conducting analysis at the location category level,
similar pattern between wind speed and average check-in volumes cannot be
observed. To give an example, we discover that the impact of wind speed at
residence places decreases (similar to the cases of temperature and pressure) in
some cities, while in other cities the wind’s negative impact even gets stronger.
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From Fig. 8 (left), we see that Tokyo and Boston belong to the former case while
New York and Los Angeles represent the latter one.

Humidity. Effects of humidity on users’ mobility are positive in some cities
while negative in others. For most cities with positive humidity effects, resi-
dence is again the category with the lowest correlation coefficients (r) while
entertainment, professional and store places have the highest (similar to the
results of pressure). For cities with negative humidity effects, we cannot observe
a clear pattern. Figure 8 (right) plots the results of a few cites: Rome, Paris and
Barcelona for the first case, New York, Los Angles and Hongkong for the second.

4.2 Movements Among Location Categories

Since each location is associated with a location category, we further study the
weather’s impact on movements among different categories. In the current work,
we focus on the direct movements between two categories, e.g., from professional
places to food places.

Temperature. Among all the 13 cities, we discover that users’ movements
among location categories under a moderate temperature are more diverse than
those under low and high ones. Figure 9 plots two chord diagrams in London
under a moderate temperature (12 ◦C) and a high temperature (24 ◦C). Each
location category is represented by its first letter (capitalized) on the circle,
links having the same color as a category are movements starting from that cat-
egory. Width of each link is proportional to the number of movements. In Fig. 9,
there exist more links among categories when temperature is 12 ◦C than 24 ◦C.
For example, there are many links from entertainment to outdoor and trans-
portation places in the left part of Fig. 9, while the number of links decreases on
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the right part of Fig. 9; the most likely destinations for people after checking in
at transportation places are bar places when temperature is 12 ◦C, while they
are professional places when temperature is 24 ◦C.

Humidity. Similar to the case of temperature, users’ movements among loca-
tion categories are more diverse under a comfortable humidity condition than
a uncomfortable one. Figure 10 plots the chord diagrams in Los Angeles under
two humidity conditions, i.e., 0.56 and 0.8. There are more links in Fig. 10 with
humidity condition 0.56 than with 0.8, e.g., many more movements end at out-
door places in the left chord diagram than in the right one. Similar results are
obtained for pressure as well.

5 Related Work

To the best of our knowledge, the current work is the first large-scale study on
weather and human mobility. One close line of work is the study on weather and
transportation carried out by the transportation community [4].

Comparing to these studies, our work has the following advantages. (1) Most
of the studies conducted by the transportation community focus on weather’s
impact on people’s transportation modes such as public transportation, bicycle
or walk. Especially, bicycle usage attracts a lot of attentions (e.g., see [5,6]). On
the other hand, we focus on users’ mobility without any constrains, this makes
our analysis more general than theirs. (2) Our dataset is at the global level, i.e.,
we focus on the mobility of users among 13 cities located in Asia, Europe and
North America, while most of the datasets used by the transportation commu-
nity concentrate on a single city or country. Besides, since our mobility data is
from Instagram, the user sample is much bigger than those works whose data is
normally collected by conducting surveys.

6 Conclusion

We have conducted the first large-scale analysis on the relationship between
weather and human mobility in cities. Our discoveries include (1) nice weather,
characterized by moderate temperature, high pressure, slow wind speed and
suitable humidity, has positive effects on users’ mobility; (2) users’ mobility at
certain location categories, e.g., residence places, is less influenced by weather
than mobility at other categories including entertainment, professional and store
places.
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Abstract. In recent years, lots of data in various domain can be repre-
sented and described by uncertain graph model, such as protein interac-
tion networks, social networks, wireless sensor networks, etc. This paper
investigates the most reliable minimum spanning tree problem, which
aims to find the minimum spanning tree (MST) with largest probability
among all possible MSTs on uncertain graphs. In fact, the most reliable
MST is an optimal choice between stability and cost. Therefore it has
wide applications in practice, for example, it can serve as the basic con-
structs in a telecommunication network, the link of which can be unreli-
able and may fail with certain probability. A brute-force method needs to
enumerate all possible MSTs and the time consumption grows exponen-
tially with edge size. Hence we put forward an approximate algorithm in
O(d2|V |2), where d is the largest vertex degree and |V | is vertex size. We
point out that the algorithm can achieve exact solution with expected
probability at least (1−( 1

2
)(d+1)/2)|V |−1 and the expected approximation

ratio is at least ( 1
2
)d|V | when edge probability is uniformly distributed.

Our extensive experimental results show that our proposed algorithm is
both efficient and effective.

1 Introduction

Recently, lots of data in various domain can be represented by graph model, such
as the web, social networks, and cellular systems. Such networks are often subject
to uncertainties caused by noise, incompleteness and inaccuracy in practice [1].
Incorporating uncertainty to graphs leads to uncertain graphs, each edge of
which is associated with an edge existence probability to quantify the likelihood
that this edge exists in the graph. For example, in a telecommunication network,
a link can be unreliable and may fail with certain probability [14]; in a social
network, the probability of an edge may represent the uncertainty of a link
prediction [6]; in a wireless sensor network, communication links between sensor
nodes often suffer from inevitable physical interference [15]. The uncertain graph,
also referred as probabilistic graph, addresses such scenarios conveniently in a
unified way.

There has been extensive research on the minimum spanning tree on exact
graphs which are precise and complete. Given a connected exact graph G =
(V,E), each edge has a non-negative weight, a spanning tree T of G is a tree
whose edges connect all the nodes in G, the sum weight of all edges in T is the cost
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of T . Among all spanning trees the one with minimum cost is minimum spanning
tree, which is short for MST. A number of algorithms have been proposed to
compute MST for exact graph, among which Prim and Kruskal gave two classical
algorithms in polynomial time [2,3].

The problem of computing MST is fundamental for uncertain graphs, just
as they are for exact graphs. Obviously we can still obtain the MST with min-
imum cost in uncertain graph by neglecting the possibility of edges and treat
the uncertain graph as exact graph. We call the obtained MST minimum cost
MST, however, it suffers from low reliability and may fail to exist since we leave
the possibility of edges out of consideration. Actually we can obtain the MST
with largest probability by setting the weight of edge e to be −log(p(e)) and
executing MST algorithm for exact graphs. The MST obtained this way has the
largest existing probability but has no guarantee for the cost, we call it maxi-
mum probability MST for simplicity. To make a balance between those two types
of MST, we propose the most reliable MST which has largest probability among
all possible MSTs and it can be found in a wide range of network applications.

In a telecommunication network, the most reliable MST can serve as the
basic constructs to help connect all nodes in the network at least cost while the
stability of network can still be guaranteed [16]. In the scenario of advertise-
ment promotion in social network with edge uncertainty measures the intimacy
between two friends and edge weight quantifies the cost of spreading, the most
reliable MST can help discover a most effective propagation path with mini-
mum advertisement cost. Another practical application is data aggregation tree
in wireless sensor network [15]. Most reliable MST can serve as an optimal ini-
tial data aggregation tree with sink node to be the root and source nodes to be
leafs since it takes transmission energy cost and link failure probability into con-
sideration, which contributes to the construction of data aggregation tree that
maximizes the network lifetime.

In uncertain graph, possible instantiations of the graph are commonly
referred to as worlds or implicated graph, the probability of a world is calcu-
lated based on the probability of its edges, as will shown in later section. There
exists at least one MST in each connective implicated graph, all MSTs of the
connective implicated graphs form the MST set of the uncertain graph and the
most frequent MST in the set is the most reliable one, denoted by MSTmax.

A brute-force method is to enumerate all connected implicated graphs and
compute MST for each of them, however, enumerating all implicated graph needs
O(2|E|)time, where |E| is the edge size. The exact algorithm is not feasible
since the scale of graph is large in practical applications. Hence we present an
approximate algorithm in O(d2|V |2), where d is the maximum degree of vertexes
and |V | is vertex size. Our theoretical analysis shows that it has pretty good
performance in aspects of accuracy and approximate ratio. Extensive experiment
results on synthetic sets show that our approximate algorithm outperforms the
other three algorithms in terms of stability and cost.

The rest of the paper is organized as follows. We define the most reliable MST
problem in Sect. 2. An approximate algorithm and its performance analysis is
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presented in Sect. 3. We show experimental studies in Sect. 4 and present related
work in Sect. 5. Finally, we conclude this paper in Sect. 6.

2 Problem Formulation

In this section, we formally present the uncertain graph model and introduce
the problem of most reliable MST in an uncertain graph.

2.1 Model of Uncertain Graphs

Let G = (V,E, P,W ) be an uncertain graph, where V and E denote the set of
vertexes and edges respectively. P : E → (0, 1] is a function assigning existence
possibility values to edges. W is weight function, and w(e) is the weight of edge
e ∈ E.

An uncertain graph has many existence forms due to the uncertainty of edges,
each deterministic form g = (V,Eg) is called implicated graph and is denoted by
G ⇒ g. Each edge e ∈ EG is selected to be an edge of g with probability P (e).
The total number of implicated graphs is 2|E| since each edge has two cases as to
whether or not that edge is present in the graph. We assume that all existence
possibilities of edges are independent, the probability of an uncertain graph G
implicating an exact graph g is

P (G ⇒ g) =
∏

e∈E(g)

P (e)
∏

e′∈E(G)\E(g)

(1 − P (e′)) (1)

where P (e) is the existence possibility of edge e. To gain more intuition on the
uncertain graph model and the implicated graph, We present a simple example
in the following.

Example 1. Consider the uncertain graph G in Fig. 1(a). There are 23 = 8 impli-
cated graphs, and the probability of each graph is calculated based on Eq. (1), as
shown in Fig. 1(b). Take g2 for example, P (G ⇒ g2) = 0.4×(1−0.9)×(1−0.7) =
0.012. The probability of the other implicated graphs are calculated in the same
way.

2.2 Most Reliable MST

There exists at least one MST in each connective implicated graph of uncertain
graph G with probability same as the implicated graph containing it, all possible
MSTs form MST set {MST1,MST2, · · · }, and MSTi denotes the edge set of the
ith MST.

Obviously a MST for an implicated graph may be MST for another implicated
graph, hence each MST in MST set is accompanied with certain frequency and
the one with maximum frequency is most reliable, that is MSTmax. The existing
probability P (MSTi) of MSTi is determined by the implicated graph it belongs
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Fig. 1. A simple example

to. As we mentioned above, MSTi could be MST of several implicated graphs,
so P (MSTi) is the sum probability of all implicated graphs whose MST is MSTi

and can be mathematically quantified as follows.

P (MSTi) =
∑

g∈Imp(G)

P (G ⇒ g) · I1(g) · I2(g) (2)

where I1(g) and I2(g) are indicator functions.

I1(g) =

{
1 if g is connected
0 otherwise

I2(g) =

{
1 if MSTi is MST of g
0 otherwise

Now we give the formal definition of MSTmax, that is the MST with maxi-
mum probability.

MSTmax = argmax{P (MSTi)} (3)

In the following example, we show how to exactly compute MSTmax of uncer-
tain graph G in Fig. 1(a).

Example 2. There are 8 implicated graphs of G as shown in Fig. 1(b), only 4 of
them are connected, namely, g5, g6, g7 and g8. After computing the MST of
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Fig. 2. MST set of graph G

the four subgraphs respectively, we get three different MSTs, MST1, MST2 and
MST3 as shown in Fig. 2. The MSTs of g6 and g8 are actually same to each
other, that is MST2. We can compute the existing probability of MSTi using
Eq. (3), i ∈ 1, 2, 3.

P (MST1) = P (G ⇒ g5) = 0.108
P (MST2) = P (G ⇒ g6) + P (G ⇒ g8) = 0.028 + 0.252 = 0.28
P (MST3) = P (G ⇒ g7) = 0.378.

According to Eq. (3), MSTmax is the MST with largest probability in MST
set, which refers to MST3 in our example, thus we obtain the most reliable MST
MSTmax = {AC,BC}, and P (MSTmax) = P (MST3) = 0.378. We denote the
cost of MST as |MST |, then |MSTmax| = |MST3| = 5 + 2 = 7.

An intuitive way to compute MSTmax is to enumerate all implicated sub-
graphs and compute corresponding MSTs of the connected subgraphs, each MST
is with a corresponding existing probability and the one with largest probability
is the MSTmax. Detailed algorithm is shown in Algorithm1.

Algorithm 1. Naive Algorithm
Input: Uncertain graph G = (V,E, P,W )
Output: The edge set A of MSTmax

1: MST Edge = ∅;MST P = 0;MST W = 0; Imp = ∅;
2: map < Edge, (P,W ) > MST SET
3: for i ← 2|V |−1 − 1 to 2|E| − 1 do
4: Transform i to its binary form, denoted by i binary // i.e.100111
5: if The number of 1’s in i binary is not smaller than |V | − 1 then
6: Add all edges whose index corresponds to 1 in i binary in Imp
7: MST P =

∏
e∈Imp P (e)

∏
e′∈E\Imp(1 − P (e′))

8: MST Edge, Imp W = Prim(Imp)
9: if MST Edge is not in MST SET then

10: Add (MST Edge, (MST P,MST W )) in MST SET
11: else if MST Edge is in MST SET then
12: Modify P = MST P · P in original < Edge, (P,W ) > pair whose Edge =

MST Edge
13: return Edge with maximum probability in MST SET
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In Naive Algorithm, we enumerate all implicated algorithms and compute
MST using Prim algorithm. To find the MST with largest frequency, we use a
map whose key is edge set of MST, and value is a pair of probability and weight,
the map can hash all MSTs with same edge set together. After computing all
MSTs of connected implicated graphs, we find the one with largest probability,
that is MSTmax. There are total 2|E| implicated graph of G, the efficiency of the
brute-force algorithm is unsatisfactory when applied to large-scale graphs due
to its exponential growing rate.

2.3 Edge Induced Combinational Method

According to the definition of most reliable MST in Sect. 2.2, it is not easy to
find the most reliable MST in polynomial time. However, we find out another
way to compute the probability of MST in a combinational way. Without lose
of generality, we suppose that the edge weight is different from the others. For
MSTi in MST set, the set of all edges not in MSTi is denoted by Ri, Ri =
E − MSTi by definition. For an edge ei in Ri, adding ei in MSTi will form a
circle due to the connectivity of MSTi. Next we give the definition of safe edge
and dangerous edge in Ri.

Definition 1. Safe edge. For an edge ei in Ri, it is a safe edge to MSTi if it
has largest weight in the circle when adding ei in MSTi.

Definition 2. Dangerous edge. For an edge ei in Ri, it is a dangerous edge to
MSTi if it does not has largest weight in the circle when adding ei in MSTi, in
other words, there exists an edge whose weight is larger than e′

is.

Based on the above definition, we divide the remaining edge set Ri into two
separate sets, namely, RSi and RDi. All safe edges in Ri are placed in RSi, and
all dangerous edges are in RDi. Now we move on to give a combinational way to
compute the probability of MSTi and we prove that the probability computed
in this way is same as that given by Eq. 2.

P (MSTi) =
∏

ei∈MSTi

p(ei) ·
∏

ej∈RDi

(1 − P (ej)) (4)

Theorem 1. The probability calculated by Eq. 4 is equal to that obtained by
Eq. 2.

Proof. We only give a sketch of the proof, the detailed proof is omitted due
to page limit. Apparently, the MSTi itself is a implicated graph whose MST
is MSTi, based on this we can further add any safe edge to MSTi and they
will not affect the MST of newly constructed implicated graphs, that is MSTi.
This is because safe edge has largest weight in the circle and will be discarded.
Further more, we can prove that any dangerous edge added to MSTi will affect
the original structure, therefore all edges in RDi can not exist, which is shown
in Eq. 4.
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Example 3. BC is a dangerous edge to MST1, according to Eq. 4, we have
P (MST1) = P (AB) · P (AC) · (1 − P (BC)) = 0.4 × 0.9 × (1 − 0.7) = 0.108,
which is same as the result in Example 2. P (MST2) and P (MST3) can be com-
puted in a similar way.

3 Greedy Algorithm

In this section, we present an approximate algorithm of the most reliable MST.
The detailed algorithm description is shown in Sect. 3.1 and we analyse the
performance of our approximate algorithm in Sect. 3.2. The complexity analysis
is in Sect. 3.3.

3.1 Algorithm Description

The greedy algorithm on uncertain graph is similar to Prim algorithm on exact
graph. Specifically, given connective uncertain graph G = (V,E, P,W ), we main-
tain a tree A, which starts from a random root r and spans an edge at each step
until A covers all nodes in V . At each step, a light edge with largest proba-
bility connecting A and an isolated node in GA = (V,A) will be added in A,
GA = (V,A) is a forest whose node set is same to G, but edge set is A. Initially
GA = (V,A) is a forest with |V | isolated nodes, with the spanning of A, GA adds
edges in A increasingly. Intuitively A spans an edge whose one endpoint is in A
but the other one is not. light edge refers to edge with minimum weight in E,
the light edge with largest probability is defined as follows.

Definition 3. Light edge with largest probability(LELP). Add all edges connect-
ing A and isolated node in forest GA = (V,A) into queue S, sort S by edge weight
in ascending order, for the ith edge in S, say ei, the probability of adding ei to
A is calculated by Eq. 5, denoted by P̂ (ei), which is called join probability, the
edge with largest join probability in S is LELP.

P̂ (ei) = (
i−ni−1∏

j=1

(1 − P (ej))) · P (ei) (5)

where 1 ≤ i ≤ |S|. ni is the number of edges whose weight is same to the ith
edge but position is ahead of it.

The complete algorithm is outlined in Algorithm2. The input is an uncertain
graph G and the edge set A of MSTmax is the output. The probability of A is
given in Eq. 6, which is the product of the join probability of all edges in A. To
gain a better understanding of Algorithm2, we compute MSTmax of a simple
uncertain graph step by step in the following example.

P̂ (A) =
∏

ei∈A

P̂ (ei) (6)
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Algorithm 2. Greedy Algorithm
Input: Uncertain graph G = (V,E, P,W )
Output: The edge set A of approximate MSTmax

1: MST V = ∅;A = ∅;S = ∅; P̂ (A) = 1
2: Randomly select a root node , say r, add it in MST V
3: Add all edges connected with r in queue S
4: while |MST V | < |V | do
5: Sort S by weight in ascending order
6: Calculate the probabality of each edge joinning in A by Eq. 5;
7: Get the edge with maximum probabiity by max heap, say (u, v)
8: Add (u, v) in A, suppose u is already in MST V , v is not,then add v in MST V

9: Update P̂ (A) = P̂ (A) · P̂ (u, v)
10: Delete all edges connecting v in S
11: Add edges whose one endpoint is v but the other endpoint is not in MST V in S
12: return A

Example 4. The input uncertain graph G′
is in Fig. 3 with four vertexes and four

edges, the weight and existence probability are labeled as binary group on edges.

Initially, we select a node randomly, say a, add a in MST V and add edges
connecting a in S, that is (a, b) and (a, h). sort S in ascending order of weight.
We calculate the probability for each edge adding in A using Eq. 4. P̂ (a, b) =
P (a, b) = 0.8, P̂ (a, h) = (1 − P (a, b)) · P (a, h) = 0.12. We maintain a max heap
H to obtain the edge with maximum probability, (a, b) in this case. Add (a, b)
in A and the new node b in MST V .

Next adjust S, delete edges which contains vertex b in S, that is (a, b), then
add all edges whose one endpoint is b but the other one is not in MST V ,
that is (b, h) and (b, c). Sort S again according to edge weight. Compute the
probability of edges in S, P̂ (a, h) = P (a, h) = 0.6, P̂ (b, c) = P (b, c) = 0.2,
P̂ (b, h) = (1 − P (a, h)) · (1 − P (b, c)) · P (a, b) = 0.224. The edge with largest
probability is (a, h), add it to A and vertex h in MST V and delete (a, h) and
(b, h) in S. Only (b, c) is in S, so we add it in A directly and insert vertex
c into MST V , the MSTmax edge set A = (a, b)(a, h)(b, c), P̂ (MSTmax) =
P̂ (a, b) · P̂ (a, h) · P̂ (b, c) = 0.096.

Fig. 3. Uncertain graph G
′
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3.2 Greedy Selectivity

In this section, we will evaluate the performance of the greedy algorithm we
proposed from two aspects, namely, accuracy rate and approximate ratio. To
begin with, we analyse the greedy selectivity of our problem.

Suppose we have already known the structure of MSTmax, that is edges in
MSTmax are given, we can redefine the join probability P̂ (ei) as Eq. 7. For the
ith edge ei in queue S, we put all edges whose weight is lighter than ei in a set
SAi, SAi = {e1, e2 . . . ei−ni−1}.

P̂
′
(ei) = P (ei) · (

i−ni−1∏

j=1

(1 − P (ej)) +
|SAi|∑

k=1

∑

ez1...ezk∈SAi

{
x=k∏

x=1

P (ezx) ·
∏

em �= ezj
j ∈ [1, k]
em ∈ SAi

(1 − P (em)) · I3(ez1 . . . ezk)})
(7)

where I3(ez1 . . . ezk) is a indicator, which indicates whether there exists a path
from ezx to ei in MSTmax so that w(ei) is smaller than some edge on that path,
x ∈ [1, k]. If no such edge exists, another case in which I3(ez1 . . . ezk) = 1 is that
there is no path from ezx to ei for all x ∈ [1, k].

I3(ez1 . . . ezk) =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

1 ∃x ∈ [1, k], w(ei)is smaller than
some edge on the path from ezx

to ei or ∀x ∈ [1, k] there has no
path from ezx to ei in MSTmax

0 otherwise

We modify line 6 of Algorithm 2 by using Eq. 7 instead of Eq. 5, the other
lines remain unchanged. The MST obtained this way is denoted by MSTnew and
the MST obtained by original algorithm is named MSTold. The probability of
MSTnew is P (MSTnew) =

∏
ei∈MSTnew

P̂
′
(ei) and we can prove the following

theorem is true. We omit the proof due to the page limit.

Theorem 2. For 2-connected uncertain graph G = (V,E, P,W ), MSTnew

obtained from modified Algorithm2 is same as MSTmax in Algorithm1, that
is they have the same edge set and their probability and weight are equal. For-
mally, MSTnew = MSTmax, P (MSTnew) = P (MSTmax) and W (MSTnew) =
W (MSTmax)

Next we will analyse the performance of the approximate algorithm we pro-
posed in Sect. 3.1. Suppose the queue S contains {e1, e2, e3 · · · } in ascending
order of their weight currently, then we have the following lemma.

Lemma 1. If the existence probability of edge obeys uniform distribution in
(0,1), then the probability of P̂

′
(e1) > P̂

′
(ek) is at least 1

2 for k > 1.
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Proof. E[P (ei)] = 1
2 , P (P (ei) ≥ 1

2 ) = 1
2 , P (P (ei) < 1

2 ) = 1
2 , P̂

′
(e1) = P (e1) and

P̂
′
(e2) = P (e2)[(1 − P (e1)) + P (e1)I3(e1)], suppose P (I3(e1) = 0) = p0.
The first case is that P (e1) ≥ 1

2 and P (e2) ≥ 1
2 . If I3(e1) = 0, P̂

′
(e2) =

P (e2) · (1 − P (e1)) < 1
2P (e2) < 1

2 < P (e1) = P̂
′
(e1). However, if I3(e1) = 1,

P̂
′
(e2) = P (e2) > 1

2 , then P̂
′
(e1) has 1

2 probability larger than P̂
′
(e2). Thus the

probability in this case is 1
2 · 12 ·[p0+(1−p0)· 12 ]. The probability in the other three

cases can be computed in a similar way. The total probability of P̂
′
(e1) > P̂

′
(e2)

is 1
2 + 7p0

48 . Besides, the probability of P̂
′
(e1) > P̂

′
(ek) is obviously larger than

1
2 for k > 2.

Theorem 3. For 2-connected uncertain graphs G = (V,E, P,W ), if the edge
probability is independent and identically distributed in (0, 1) uniformly, the
greedy algorithm can obtain the accurate MSTmax with expected probability at
least (1 − ( 12 )d/2)|V |−1.

Proof. In our former analysis, we should select an edge ei with largest P̂
′
(ei)

at each step, so that we can obtain the accurate MSTmax. However, we apply
P̂ (ei) in our approximate algorithm, there are two cases that ei can still be
selected in MSTmax. The first case is that ei with largest P̂

′
(ei) also has largest

P̂ (ei) among all candidate edges in queue S. The second case is that all indicate
function I3(ek) = 0 for k ∈ [1, i − 1]. The expected correct probability for ei is
at least ( 12 + 1

2 · (1 − ( 12 )(d−1)/2)). The detailed proof is omitted due to the page
limit.

Theorem 4. The expected approximate ratio is at least (12 )d|V |.

Proof. We consider the worst case in which P̂
′
(ei) = P (ei) but P̂ (ei) = P (ei) ·

∏k=i−1
k=1 (1 − P (ek)), the approximation ratio is r =

∏k=i−1
k=1 (1 − P (ek)). Due to

P (ei) is independent random variable, we have E[
∏

P (ei)] =
∏

E[P (ei)], hence
E[r] = E[

∏k=i−1
k=1 (1 − P (ek))] =

∏k=i−1
k=1 E[(1 − P (ek))] = (12 )i−1, for |V | − 1

edges, the ratio is r|V |−1 > ( 12 )d|V |

3.3 Complexity Analysis

In this section, we analyse running time in the worst case. We denote the maxi-
mum vertex degree as d, it is obvious to see 1 ≤ d ≤ |V − 1|, the length of S in
ith iteration is denoted as |Si|, then we have the following relations:

{
|S1| ≤ d

|Si+1| ≤(|Si − 1|) + (d − 1)
(8)

The general term formula of arithmetic progression is |Si| ≤ (d − 2) · i + 2 =
O(di). The total run time is T (n) =

∑|V |
i=1(O(d2i) + O(lgdi) + O(1) + O(di) +

O(d)) = O(d2|V |2).
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4 Experiments

In this section, we present experimental results studying the effectiveness and
efficiency of greedy algorithm.

4.1 Environment and Datasets

Our algorithms were implemented using C++ and the Standard Template
Library(STL), and were conducted on a 2.4 GHz Dual Core Intel(R) core(TM)
CPU with 2.0 GB RAM running Ubuntu 12.04.

We conduct our experiments on two kinds of synthetic datasets, one of which
is generated from real datasets and the other is generated randomly. The first
dataset is obtained by assigning a random weight to each edge of real uncer-
tain graphs, the weight is a integer among [0, 100], The real datasets in our
experiments are Nature and Flickr, Nature is a protein-protein interaction(PPI)
uncertain graph and Flickr is a social network, the scale and connectivity of
these two graphs is shown in Table 1, where N(MST ) is the number of con-
nected components in graph.

Table 1. Synthetic datasets

Uncertain graph Graph scale(V,E) Connectivity N(MST)

Nature (2708,7123) No 63

Flickr (21594,1008258) No 1732

The second datasets is generated randomly, to be specific, the edges between
vertexes and the edge weight and probability are generated randomly after fixing
vertex size, edge weight is a integer among [0, 100] and the probability is among
(0, 0.99]. We generated three random datasets, the first one is characterized by
its average vertex degree, which is 1.23, but the size of vertexes grows from 1k
to 10k, we denote this dataset as man-made1. The second dataset contains 10
graphs whose vertex sizes are fixed to be 1k, but average vertex degree grows
from 3 to 7.5. The third dataset is a set of small uncertain graphs whose vertex
size is between 4 to 50 and average degree is 3, we denote it as man-made3.

4.2 Analysis of Greedy Algorithm

If the uncertain graph is not connective, we calculate the most reliable forest
MSFmax. Specifically, when greedy algorithm terminates with a spanning tree
A, the vertex size of A is smaller than that of G, we add A in MSFmax and
randomly select a new root node not in A at the same time, repeat this process
until all vertexes in G are covered by MSFmax. Next, we analyse the effect of
vertex size |V | and average vertex degree d, as they are two main factor affect
the runtime of greedy algorithm.
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Fig. 4. Execution time with different |V |

Effect of |V |. In this experiment, we tested the runtime under different graph
scales. We extracted subgraphs from 10 % to 100 % of Nature and Flickr and
executed greedy algorithm on subgraphs separately. the results are shown in
Fig. 4.

Through the curve in Fig. 4, we can see runtime exhibited parabolically trend
increase with the |V |, which agrees with our theoretical analysis in Sect. 3.3.
However, when we look into Fig. 4(b) carefully we find that the runtime at graph
scale (17273,102356) is less than that at (15113,97743) , this is because the
average vertex degree d of graph (17273,102356) is smaller than that of graph
(15113,97743). Therefore we tested the effect of d on running time in following
experiments.

Effects of d. We ran greedy algorithm on man-made1 dataset, since the average
degree on man-made1 is set to be 1.23, we can examine the single effect of |V |
on runtime, as shown in Fig. 5(a). The result shows that runtime grows more
smoothly when d is fixed and no outliers occur. Next we fix |V | and test the
effect of d on runtime, we apply greedy algorithm on man-made2 dataset whose
vertex size is fixed to be 1k and the edge size grows from 3k to7.5k, which means
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d is in [3, 7.5], the result of this experiment is shown in Fig. 5(b). We can see
that runtime grows linearly as d increases when |V | is fixed.

Accuracy. To quantify the accuracy of greedy algorithm, we compare probabil-
ity and weight of resulting MST with the other three algorithms. We conduct
our experiment on man-made3 dataset since the time complexity of exact algo-
rithm is in O(2|E|). Furthermore, the probability of MST is very small for graphs
whose edge existing probability is relatively small, with the increasing of edges in
MST, the probability decreases sharply and it is not convenient for us to record
and analyse. Hence we amplify the probability of each edge by computing its
log value since log function increases monotonically. Here we have the equation
log

∏
i Pi =

∑
i logPi.

We design two contrast experiments to see the effectiveness of our proposed
greedy algorithm. The first one is adapted Prim algorithm, which obtains the
MST with minimum cost by neglecting the probability on each edge. The other
one is a random algorithm, we randomly select one edge and add it in MST.

We compare the probability and weight of MSTs obtained from four algo-
rithms, namely, exact algorithm, greedy algorithm, Prim algorithm and Ran-
dom algorithm, as shown in Fig. 6(a) and (b). From the figures we can see that
the probability and weight of MST obtained by greedy algorithm is same as
exact algorithm in most cases. Furthermore, greedy algorithm provides a better
approximation to exact solution on probability compared with the other two
algorithms.

Next we extend our experiment on larger scale graphs without exact algo-
rithm as shown in Fig. 7(a) and (b). We can see greedy algorithm can achieve
better probability all the time with a little loss of weight.

Through the experiments conducted above, we come to the following conclu-
sions. First, there are mainly two factors that effect runtime of greedy algorithm,
vertex size and vertex degree, furthermore, the grow trend of runtime roughly
agrees with our theoretical analysis. Second, our greedy algorithm provides a
good approximation to exact algorithm not only on probability but also on
weight.
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5 Related Work

The minimum spanning tree problem have been studied extensively in the litera-
ture under the term stochastic geometry. The main work focus on computing the
expected lengths of the MST in stochastic graphs, to the best of our knowledge,
there has no previous work on most reliable MST in uncertain graph. To begin
with, we survey the work about MST in stochastic graph model, specifically, it
mainly includes existential uncertainty model, locational uncertain model and
randomly weighted graph model.

Existential Uncertain Model. Given a complete, weighted undirected graph G =
(V,E), on n node and m edges, called the master graph, where each node vi
is active(or present) with independent probability pi. When a node is inactive,
all of its incident edges are also absent. We compute the expected minimum
spanning tree cost for G, namely,

∑
p(H)MST (H), where the sum is over all

node-induced subgraphs H of G, p(H) is the probability with which H appears,
and MST (H) is the cost of its minimum spanning tree. This problem has been
proven to be #P-hard by Kamousi and Suri in [7].

Locational Uncertainty Model. Given a metric space P . The location of each
node v ∈ V in the stochastic graph G is a random point in the metric space and
the probability distribution is given as the input. We assume the distributions
are discrete and independent of each other. We use pvs to denote the probability
that the location of node v is point s ∈ P . The expected length of MST is
E[MST ] =

∑
r∈R Pr[r] · MST (r), where r is a realization of G and can be

represented by an n-dimensional vector (r1, . . . , rn) ∈ Pn, where point ri is the
location of node vi for 1 ≤ i ≤ n, r occurs with probability Pr[r] =

∏
i∈[n] pviri ,

MST (r) is the length of the minimum spanning tree spanning all points in r.
Huang and Li in [8] showed that computing E[MST ] in this model is also #P-
hard.

Randomly Weighted Graph Model . In this model edge weights are indepen-
dent nonnegative variables, Frieze and Steele in [9,10] showed that the expected
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value of the minimum spanning tree on such a graph with identically and inde-
pendently distributed edges is ς(3)/D where ς(3) =

∑∞
j=1 1/j3 and D is the

derivative of the distribution at 0.
Another line is network reliability problem, which computes a measure of

network reliability given failure probabilities for the arcs in a stochastic network
where each arc can be in either of two states: operative or failed. The state of an
arc is a random event that is statistically independent of the state of any other
arc. J.Scott has proven that the functional reliability analysis of all-terminal
problem is #P-complete in [5].

So far we have quickly reviewed minimum spanning tree problem on stochas-
tic graphs, next we briefly survey problems under the semantic of uncertain.
Researchers have studied many kinds of queries on uncertain database, such as
Top-k query [12], k-nearest neighbors querey [1], Probabilistic skylines [13]. In
addition, lots of work have been done on uncertain graph, including discover-
ing highly reliable subgraphs [14], discovering frequent subgraphs [4] and so on.
However, to the best of our knowledge, there is no literature to date on discov-
ering most reliable minimum spanning tree on uncertain graphs. This paper is
the first one to investigate this problem.

6 Conclusion

This paper investigates the problem of the most reliable minimum spanning tree
on uncertain graph data. The most reliable MST is an optimal choice between
stability and cost, which has wide applications in practical. Since accurate algo-
rithms take exponential time to enumerate all possible worlds, an approximate
algorithm in polynomial time was proposed to discover an approximate MST and
we analysis the accuracy and approximation rate of the approximate algorithm
theoretically. The experimental results show that our greedy algorithm has high
efficiency and approximation quality.
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Abstract. Recent results [5,9,23] prove that edge partitioning
approaches (also known as vertex-cut) outperform vertex partitioning
(edge-cut) approaches for computations on large and skewed graphs like
social networks. These vertex-cut approaches generally avoid unbalanced
computation due to the power-law degree distribution problem. However,
these methods, like evenly random assigning [23] or greedy assignment
strategy [9], are generic and do not consider any computation pattern for
specific graph algorithm. We propose in this paper a vertex-cut parti-
tioning dedicated to random walks algorithms which takes advantage of
graph topological properties. It relies on a blocks approach which cap-
tures local communities. Our split and merge algorithms allow to achieve
load balancing of the workers and to maintain it dynamically. Our experi-
ments illustrate the benefit of our partitioning since it significantly reduce
the communication cost when performing random walks-based algorithms
compared with existing approaches.

1 Introduction

Random walks-based algorithms, such as personalized PageRank (PPR) [10]
and personalized SALSA [4] have proven to be effective in personalized recom-
mender systems due to their scalability. Some recent proposals rely on multiple
random walks started from each vertex on graph, e.g. Fully personalized PageR-
anks computation using Monte Carlo approximation [3]. We call this intensive
computation Fully Multiple Random Walks (FMRWs).

Graph partitioning is a key area of distributed graph processing research, and
plays an increasingly important role in both vertex-centric computation, like in
Pregel model, and query evaluation. Recent results exhibit that edge partition
(vertex-cut) turned out to be more efficient [5,9] than traditional vertex parti-
tioning (edge-cut) for computation on real-world graphs like social networks. As a
consequence, several popular graph computation systems based on this approach
have emerged, such as PowerGraph (GraphLab2) [9] and GraphX [23]. However
their graph partitioning strategies are generic and do not depend on the algo-
rithms performing the different computations. So they distribute edges evenly
over partitions either randomly, i.e. a hash function of vertex ids in Giraph [2]
c© Springer International Publishing AG 2016
W. Cellary et al. (Eds.): WISE 2016, Part II, LNCS 10042, pp. 275–289, 2016.
DOI: 10.1007/978-3-319-48743-4 22
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and GraphX, or using a greedy or dynamic algorithm like in PowerGraph and
GPS [19]. Due to the power-law nature of the Web and social network graphs,
this edge allocation may lead to an important workload imbalance between the
resources. Besides, in contrast with light-weight algorithms like PageRank whose
messages transmitted between vertices are only rank values, the simulation of
heavy-communication algorithms, such as fully (multiple) random walks in this
paper, have a more important communication cost since (i) some extra path-
related information of walks must also be delivered, and (ii) more than one
message (walk) start from each vertex at one time. In this case, reducing com-
munication cost is crucial for computation performance guarantee.

We propose in this paper a novel block-based, workload-aware graph(-edge)
partitioning strategy which provides a balance edge distribution and reduce the
communication costs for random walks-based computations. To the best of our
knowledge, this is the first time a partitioning strategy dedicated to fully multiple
random walks algorithms is proposed in Pregel model. Finally, the experiments
show that our partitioning made significant improvements on both communica-
tion cost and time overhead.

Contributions. In summary, our contributions are:

1. a block-based partitioning strategy which considers graph algorithms speci-
ficities and the topological properties of real-world large graphs along with a
seeds selection algorithm for building the blocks;

2. algorithms for merging and splitting blocks to achieve a dynamical load-
balancing of the partitions;

3. an experimental comparison of our partitioning approach with several existing
random methods over large real social graphs.

After the related work introduced in Sect. 2, Sect. 3 presents our block build-
ing strategy while Sect. 4 describes our blocks merge and refinement algorithms.
Section 5 presents our experimental results and Sect. 6 concludes and introduces
perspectives.

2 Related Work

Pregel [16] has become a popular distributed graph processing framework due
to the facilities it offers to the developers for large-graph computations, espe-
cially compared with other data-parallel computation systems, e.g. Hadoop.
Pregel is inspired by Bulk Synchronous Parallel [21] computation model where
computations on a graph consists of several iterations, also called super-steps.
During a super-step, each vertex first receives all the messages which were
addressed to it by other vertices in the previous super-step. Each vertex performs
the actions defined by user-specific function, namely vertex.compute() [19] or
vertex.program() [9], in parallel, using the updated values received in the mes-
sages. Then each vertex may decide to halt computing or to pass to other vertices
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the messages to be used in next super-step. When there is no message trans-
mitted over graph during a super-step (i.e. every vertex has decided to halt)
the computation stops. Due to Pregel success, several optimizations have been
recently proposed in literature like the function Master.compute() [19] to incor-
porate global computations or Mirror Vertices [14] to reduce communication.

Traditional methods from 2-way cut by local search to multi-level approaches,
like Kernighan-Lin [12], PageRank Vectors [1] and METIS-based [11] algo-
rithms, follow a vertex-partitioning (edge-cut) strategy. They propose partition-
ings which assign (almost) evenly vertices between partitions while minimizing
the number of edges cut (edges between two partitions). These algorithms are
efficient for small graphs, using in-memory computation. However for real world
graphs the large size and the power-law distribution lead to an unbalanced load
over edge-cut partitions. More recent partitioning proposals in Pregel-like sys-
tems, such as Giraph, GPS, Gelly and Chaos [18] shard the graph using an
edge-cut strategy which also generates unbalancing for power-law graphs, as
introduced in [9].

While there exists a large literature and several implementations for vertex-
partitioning, few recent works propose edge-partitioning. The two principal
ones are GraphX [23] and PowerGraph [9]. However GraphX only offers ran-
dom/hash partitioning where edges are evenly allocated over partitions with
some constraints of communication between nodes. The underlying graph prop-
erty, like local communities in social networks, is not properly explored. Unlike
the hash-like partitioning, PowerGraph uses a heuristic partitioning method,
Greedy Vertex-Cuts, which has shown significant better performance than ran-
dom placement in any cases [9]. However, it also ignores the graph topological
property and only focus on how to minimize the future communication on pre-
vious partitioning situation during edges distribution among partitions. Addi-
tionally, unlike our proposal, GraphX and PowerGraph partitionings can not be
updated dynamically with graph evolution.

Our approach also takes advantage from the existence of communities.
In [8] authors state that, due to the heavy-tailed degree distributions and large
clustering coefficients properties in social networks, considering only the direct
neighbors of a vertex allows to construct good clusters (communities) with low
conductance. In [22] authors improve this method to detect communities over
graph, but neither edge partitioning nor workload balancing problem is studied.
Moreover, the overlapping communities approach for graph partitioning are not
suitable to Pregel-like systems.

3 Block-Based Graph Partitioning

3.1 Principle

Most existing edge partitioning methods, like random [23] or greedy [9]
approaches achieve a balanced workload, which means each partition has the
same number of edges. Our objective is to go beyond workload balancing and to
lower graph processing time by reducing the communication between partitions
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during graph computation. In edge-partitioning approach, a vertex is possibly
allocated to multiple partitions and communications between partitions occur
when updating the different replicas (mirror vertices) at each Pregel super-step.
Consequently, Vertex Replication Factor (VRF) firstly defined in [9] is often used
as a communication measurement. So, given an edge partitioning, the commu-
nication cost is generally estimated in Pregel, as

costComm = O(L × (V RF × |V |)) (1)

where L is the number of supersteps (iterations) during graph computation.
However, in most real graphs, like social networks, there exist many clusters

(communities). Our objective is to take advantage of this topological character-
istic in our block construction. Local Access Pattern (LAP) is described in [24]
for first time as one of three kinds of query workload in graphs. We propose to
rely on its principles and analysis when proposing our edge-partitioning strat-
egy for random walks-based algorithms considering graph communities to reduce
communication costs.

As a consequence we consider that, while VRF is a good estimator of com-
munication cost for some graph algorithms, it is not suitable for the random
walks-based algorithms which follow a LAP, since the number of visits of each
vertex is different for these algorithms. In other words, communications are con-
ducted unevenly on graph. So our objective is to design a new edge partitioning
strategy dedicated to random walks-based algorithms which takes into consid-
eration both the power-law topology of the graph and the LAP characterizing
these algorithms.

Our Approach. A block corresponds to a tightly knit cluster in graph, e.g.
a community in social network. In the Pregel approach, we consider the block
as a set of edges which are “close” one to another, and these blocks become
the component units of each partition in computation, but also the allocation
units for workload over machines. Similar to the methodology adopted in vertex
partitioning [8,22], we propose to compute a set of K blocks by exploring the
graph. An edge is allocated to a block based on its connectivity score from this
block. We start a breadth-first search exploration (BFS) from a pre-defined set
of K seeds. For each edge encountered we update its connectivity score with
respect to all blocks. When the exploration step ended, we allocate the edges to
the closest block.

3.2 Connectivity Score of an Edge

In graph computation, how to measure the closeness between a pair of nodes
is a fundamental question and it has been studied in many existing works. One
interest of these connectivity score measures is to detect cluster in graph (see
Sect. 3.3). But based on the observation that for several graph algorithms like
random walk, nearest neighbors, breadth-first search, etc., the communications



A Block-Based Edge Partitioning for Random Walks Algorithms 279

during computations mainly occur between vertices belonging to the same clus-
ter, several approaches extended this cluster detection to perform graph parti-
tioning. For instance [1] proposed a PageRank vector method to find a “good”
partition w.r.t. an initial vertex and several pre-set configurations. Besides, there
are some proposals like [20] which describes how to obtain these partitions by
conducting random walks.

For our edge-partitioning approach, we propose here to estimate the con-
nectivity score between an edge and a query vertex, e.g. the seed in our paper.
We adapt the inverse P-distance [10] used for connectivity score computation
between two vertices.

Vertex to Vertex Connectivity Score. Inverse P-distance captures the con-
nectivity: the more numerous and short paths between two vertices, the closer
they are in graph topology.

So, the connectivity score connv(i, j) from vertex i to vertex j in a directed
graph G can be calculated by the paths between them, as follows:

connv(i, j) =
∑

p∈Pij

S(p) (2)

where the Pij denotes the set of paths from i to j. S(p) is the inverse distance
score value of path p defines below.

According to the idea of inverse P-distance score, we introduce the concept of
“reachability” into connectivity score computation between vertices. The reach-
ability means the probability for a random walk starting from i to arrive at j.
So, for path p: v0, v1, ..., v(k−1) with length k, S(p) can be defined by:

S(p) = (1 − α)k ·
k−1∏

i=0

1
outDeg(vi)

(3)

where α ∈ (0, 1) is the teleporting probability, i.e., the probability to return to
the original vertex, and outDeg(vi) is the out-degree of vertex vi.

Vertex to Edge Connectivity Score. Based on the vertex to vertex connec-
tivity score introduced above, we define a vertex to edge connectivity score. We
adopt the following definition:

Definition 1 (Edge connectivity score). The connectivity score conne(a, b)
from a vertex a to an edge b = (i, j) is:

conne(a, b) = θ(connv(a, i), connv(a, j))

where θ is an aggregation function.

In our experiment we choose the average function for θ but other functions
like min or max may also be considered.
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3.3 Edges Allocation Algorithm

Based on our edge connectivity score we can now design an edge allocation
algorithm. Our algorithm can be decomposed into three steps:

(i) selection of a subset of vertices, namely seeds
(ii) connectivity score computation from each edge to all the seeds
(iii) edges allocation to the different blocks

Seeds Selection. We consider for our block-partitioning a seed-expansion strat-
egy: we select a vertex as seed for each block and add each edge to one of the
existing blocks. Obviously the result of the partitioning, in term of size-balancing
or communication during the computation, is highly dependent on the choice of
the seeds. This problem has been studied in literature for instance in [22] to
detect communities on graph or in [7] where authors propose and experiment for
the pre-computation step of their recommendation algorithm several landmark
selection strategies.

Here we adopt the simple but efficient seeds selection procedure, based on
Spread Hubs method (see [22]), which can be easily deployed on existing graph
processing systems. There are two main measurements we used in seeds selection:
(1) vertex degree, and (2) connectivity score to other existing seeds. Our seeds
selection algorithm is:

1. first we sort the vertices in ascending order, according to their global (in + out)
degrees;

2. then we scan the sorted list of vertices, and check if the current one is not too
close to any existing seed, otherwise we discard it.

The rationale for this algorithm is that a vertex with a large global degree
is a vertex with a centrality property and its connected vertices are likely to
join its block. Moreover observing a minimum connectivity score between seeds
allows a better distribution of the seeds within the graph. Since BFS is efficiently
implemented in Pregel, we use it to measure the distance between seeds. So we
start a BFS from the seed candidate and report the number of hops required to
reach the first existing seed. We observe experimentally that we achieve a good
partitioning with this algorithm even when the depth of each seed’s BFS is set
to 1 (so a new seed is not allowed to be the direct neighbor of an existing seed).

Number of Seeds. In our approach, each seed will determine a block which
implies to have at least as many seeds as the number of final partitions. However
we argue that we can achieve a better partitioning when setting this number to
a larger value because:

– the expansion of each block can be processed independently, thus can be
deployed easily on Pregel-like architecture;

– the combination of small blocks needs much less overhead cost than splitting
(i.e., refinement) of large blocks when trying to minimize the VRF;

– the more blocks we pre-computed, the higher the level of reusability our par-
titioning will be.
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Connectivity Score Computation. For the second step of our algorithm,
we compute first the distance scores of each vertex to all seeds. To perform
this connectivity score computation efficiently in our Pregel-like architecture,
we proceed to a parallel BFS exploration starting from each seed. Consider a
set of seeds S = (s1, s2, . . . , sN ). We maintain for each vertex ν a connectivity
score vector conn(ν) = (d1, d2, . . . , dN ) where di = connv(si, ν) is connectivity
score to the seed si. This vector is updated for each vertex encountered during
the BFS exploration.

Since the BFS exploration in large graphs is very costly, we propose to limit
the depth of BFS. Indeed we observe in most of the large graphs (like social
graphs) a community phenomenon which we capture by selecting the seeds
among the vertices with the largest degrees, representing the center of these
communities. Intuitively, the distance from the community center is short to
other vertices inside the community. Actually, from our experiment results and
“Six Degrees of Separation” theory [17], we observe that the radius of block, i.e.,
the connectivity score from seed to potential community members is small and
consequently the BFS depth can be set to a small value.

For instance, during the experiment on Livejournal [13] social network, we
found the vertex/edge coverages of 200 seeds can reach around 88 % and 96 %
by limiting the BFS only to 3 and 4 hops respectively.

Finally we compute a connectivity score vector for each edge in the
graph. Consider an edge e(ν, ν′) and the connectivity score vectors for its
vertices conn(ν) = (d1, d2, . . . , dN ) and conn(ν′) = (d′

1, d
′
2, . . . , d

′
N ). Based

on Definition 1 we compute the edge connectivity score vector conn(ε) =
(D1,D2, . . . , DN ) as:

∀i ∈ [1..N ], Di = conne(si, ε)

Edges Allocation. Finally we can allocate the different edges to the blocks
according to their edge connectivity score vector. We decide that an edge belongs
to the block whose seed is the closest to this edge. For edges without any con-
nectivity score value (which means its end vertices have not be reached by any
seed during the BFS step), we allocate them in an extra-block.

Example 1. We illustrate the edge allocation process with the example in Fig. 1.
We assume we have already computed the vertex connectivity score vectors for
vertices i and j, considering three seeds s1, s2 and s3. Notice that the ‘*’ value
means that the current vertex can not be reached by the seed s3 in our BFS
exploration step. We sum (or make the average) the two vectors to determine
the edge connectivity score vector for e(i, j): conn(i, j) = (0.64 + 0.53, 0.61 +
0.88, 0.62 + 0.0) = (1.17, 1.49, 0.62). Here we can clearly point out that the edge
e should be allocated to s2 since it has maximum closeness value to this seed.

Observe that some optimizations are possible for storing the vertex connec-
tivity score vectors and for the edge connectivity score vector computation. For
instance we can avoid keeping all connectivity score values to every seed, since
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Fig. 1. Example of edge allocation

in this edge allocation step, only the maximum value is used to allocate an edge
to a block. So we could keep only a top-k values for each vertex, with k ≤ |S|.
Of course the larger k is, the more precise our final result is.

4 Blocks Merge and Refinement Algorithms

Our block partitioning respects the topological properties of the (social) graph,
e.g. local communities and power-law degree distribution to significantly reduce
the communication costs compare to a random allocation strategy.

Given a number of servers P , we must determine how to allocate the different
blocks to these servers considering two criteria:

– minimizing the global communication cost;
– balancing the storage and computation workload between servers.

These conditions can be captured by Definition 2.
The first part of the definition allows to control the size of a partition to fit the
server capacity and to have an almost balanced edges distribution. The second
part of the definition means the partitioning A is the one which minimizes the
Vertex Replication Factor (VRF). The VRF measure adopted for instance in [9]
means the less partitions the vertex span on average, the less communication
across partitions the system initiates for vertices synchronization before running
into the next superstep. With respect to Definition 2 we can proceed to the final
partitioning based on the different blocks we built.

Definition 2 (Balanced edge partitioning). Consider a graph G(V,E)
where V is the set of vertices and E the set of edges, a set of blocks B and
a number of servers P . The balanced edge partitioning A(B, P ) is defined as:

A(B, P ) ∈ 2B, such that

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

∀i ∈ [1..P ], η |E|
P ≤ |Edge(pi)| ≤ λ |E|

P

∀A′ ∈ 2B satisfying above,
1

|V |
∑

v∈V |alloc(v,A)| ≤ 1
|V |

∑
v∈V |alloc(v,A′)|,

otherwise, relax η and(or) λ to find the A.
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where pi is a partition (server) and Edge(pi) the edges it contains, alloc(e,A)
is the set of partitions to which edge e is assigned with the partitioning A (more
than one if the vertex is replicated) and (0 ≤ η ≤ 1 ≤ λ) are small factors to
control the storage in each partition.

Block Split. Since the edges allocation to blocks is only based on a connectivity
score criterium some blocks may not fit the maximum size allowed for a partition
(second part of Definition 2). Consequently we propose a simple split strategy.
Assume that the size of a partition pi is (β − 1)λ |E|

P ≤ |Edge(pi)| < βλ |E|
P . We

then apply our block building algorithm to the partition pi with β seeds to split
it into β sub-blocks. We potentially iterate the process for any of the sub-blocks
which exceeds the partition size.

Blocks Merge. Our block building may also result in producing some blocks
whose size is lower than the minimal size (i.e. η |E|

P , see Definition 2). For such
a block we re-allocate its edges without considering its seed anymore. Observe
that this may lead in turn to some block splits.

Block Allocation. We assume that, possibly after some required splits, the size
of all blocks respect the partition size limit. To allocate the blocks to the different
partitions, two strategies may be considered: based only on the balancing of the
partition sizes, or on minimizing the replication factor between partitions.

Considering this latter approach, we exhibit the following drawbacks:
(1) there is an exponential complexity for finding the best blocks allocation
considering this criterion, (2) the final size of each partition may highly differ
one from another, (3) reducing the global replication factor will not reduce that
much the cost of the random-walks algorithms since a path starting in one block
and finishing in another is unlikely (according to our blocks building) and finally
(4) this partitioning could not evolve dynamically and the partitioning must be
re-built when many edges are added or removed.

Consequently we decide to adopt a blocks allocation considering only the size
criterion, to achieve a balanced partitioning. We propose a simple but efficient
greedy algorithm. We allocate the largest block to the partition with the smallest
size, and we iterate this strategy until all blocks are allocated. Consequently this
allocation is in O(|B|) where B represents the set of blocks.

The whole algorithm is presented in Algorithm 1 where split refers to a func-
tion which proceeds to the block split introduced above, sortSize is a function
which sorts a set of blocks according to their size, from the largest to the smallest
one, and first returns the first element from an ordered set.

Managing Graph Dynamicity. Large graphs, especially for social network
applications, are often characterized by a high dynamicity. One important aspect
of our partitioning algorithm is its ability to manage this dynamicity. Indeed
when adding a new edge (for instance when adding a friend on Facebook or an
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Algorithm 1. Block allocation algorithm
input : a set B = {b1, . . . , bn} of blocks, a set P = {p1, . . . , pm} of partitions
output: each block is allocated to a pj ∈ P

1 // Initialization to avoid large blocks
2 B′ = ∅
3 foreach bi in the B do

4 if bi.size > λ |E|
n

then
5 B′ = B′ ∪ split(bi)
6 end
7 B′ = B′ ∪ bi
8 end
9 // Sort the set of blocks in descending size order

10 B′ = sortSize(B′)
11 b = first(B′); while B′ �= ∅ do
12 pi = smallest(P);
13 pi = merge(pi, b); //merge b with the smallest partition
14 B′ = B′ − {b};
15 b = first(B′);
16 end
17 Return P ;

url on a Website) we simply have to aggregate the two vertex connectivity score
vectors of the two vertices of the edge if both vertices were already present in the
graph to compute its edge connectivity score vector. Then we allocate the edge to
the block, and consequently to the partition, with the highest connectivity score
score. If one of the vertices is new, we have first to perform the BFS exploration
from that vertex and compute its vertex connectivity score vector. Potentially
this edge allocation may lead to a block split which can be handled with our split
algorithm. Oppositely when removing an edge, the size of a block may become
too small and we proceed to our block merge algorithm.

5 Experiments

This section presents experiments on our block-based partitioning strategy.
We compare it with existing edge partitioning methods: the hash-based
approaches [23] and greedy algorithm [9].

5.1 Setting

Computation are performed using GraphX [23] APIs in Spark [25] (version 1.3.1),
on a 16 nodes cluster. Each machine has 22 cores with 60 GB RAM running Linux
OS. For our experiments we set teleporting probability α to a classical value 0.15.
The depth of the BFS exploration (i.e., the maximum length considered for paths
from seed to other vertices).
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Data Sets . We validate our approach on two datasets: LiveJournal [6] with
4.8M vertices and 68.9M edges, and Pokec [15] with 1.6M vertices and 30.6M
edges. These datasets can be downloaded from SNAP 1.

Competitors . Hash Partitioning. There are four wide used random(hash)-like
partitioning methods2, introduced in GraphX:

– RandomVertexCut: allocates edges to partitions by hashing the source and
destination vertex IDs.

– CanonicalRandomVertexCut: allocates edges to partitions by hashing the
source and destination vertex IDs in a canonical direction.

– EdgePartition1D: allocates edges to partitions using only the source vertex
ID, co-locating edges with the same source.

– EdgePartition2D: allocates edges to partitions using a 2D partitioning of the
sparse edge adjacency matrix.

Greedy Vertex-Cuts. PowerGraph proposes a greedy heuristic for edge place-
ment process which relies on the previous allocation of vertices to determine the
partition next edge should be assigned.

5.2 Communication

Our approach aims at reducing the runtime graph processing thanks to a signif-
icant reduction of the communication costs.

Vertex Replica Factor (VRF). VRF is the traditional way to compare two
partitionings regarding the communication costs, independently of the algorithm
executed. We compare the VRF of our Block-based partitioning with the one
of the competitors for different numbers of partitions. Results are depicted on
Fig. 2. We observe that, as observed in [9], partitioning strategies based on topol-
ogy outperform as expected hash-based methods: VRF decreased by 30–60 %
(resp. 60–80 %) for Powergraph (resp. our block strategy) compare to the strate-
gies used in GraphX. This experiment also illustrates the benefit of our global
approach for edge allocation compare to a greedy approach with on average a
40 %-lower VRF.

Number of Messages. VRF is a general criterion to compare two partitioning
strategy independently from the algorithms, but we expect our partitioning to
exhibit even better results for random walks-based algorithms. Consequently to
estimate the benefit of our approach we simulate fully multiple random walks
(FMRW) and we measure the number of messages exchanged between parti-
tions. From each vertex we perform 2 random walks of length 4 and we report
1 https://snap.stanford.edu/data/index.html.
2 See details and implementations at http://spark.apache.org/docs/latest/api/scala/

index.html.

https://snap.stanford.edu/data/index.html
http://spark.apache.org/docs/latest/api/scala/index.html
http://spark.apache.org/docs/latest/api/scala/index.html
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Fig. 2. VRF w.r.t. edge partitioning methods on LiveJournal (left) and Pokec (right)

experimental results in Table 1. We observe that our method reduces signifi-
cantly the number of messages exchanged between partitions. For instance with
100 partitions, 61.8 million messages are necessary for processing the FMRW
with our method while 381.9 million are transmitted with Random-Vertex-Cut
method, so a drop of 84 %. This result was expected since the VRF is 3–4 times
lower with our method than with Random-Vertex-Cut. But we notice that if
the reduction of the number of messages and of the VRF were proportional, the
system should exchange 89.4 million message. This 30 % gain in the number of
messages transmitted validates our intuition that random walks intend to stay
in the local cluster (community). So low-replicated vertices (close to the seed
in block) are accessed more times, and oppositely few random walks reach the
farthest, high-replicated, vertices. Similar results are obtained from experiments
on Pokec.

Table 1. Messages transmitted in FMRW (LiveJournal)

#Partitions Random-vertex-cut [23] Block-based partitioning

VRF Real mess VRF Real mess Expected mess Ratio

64 15.38 303.5 m 3.90 55.3 m 76.9 m 0.72

100 17.61 381.9 m 4.13 61.8 m 89.4 m 0.69

150 19.68 464.8 m 4.07 70.6 m 96.1 m 0.73

200 21.12 525.6 m 4.26 76.0 m 106.0 m 0.72

5.3 Runtimes

We propose to evaluate how the runtime of different graph processing algorithms
benefits our partitioning, compared to other methods. First, we launch FMRW,
a heavy-communication algorithm, on LiveJournal and Pokec datasets respec-
tively, with 3 random walks of length 4 started from each vertex. From the results
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Fig. 3. Runtimes for FMRW with different partitionings for LiverJournal and Pokec

in Fig. 3, we see that our partitioning can save up between from 20 to 65 % of
runtime, compared with other partitionings, for both datasets.

We also test our method with traditional PageRank algorithm. We consider
the static (fixed number of iterations) and dynamical (with convergence and
a threshold value) approaches. We consider there are 200 partitions and we
proceed to resp. 30, 50 and 100 iterations for static PageRank and to dynamical
PageRank with resp. 0.005 and 0.001 convergence factor. Figure 4 depicts results
and confirms that our partitioning method outperforms other ones. While we
observe a small 5–20 % gain for the static implementation of PageRank, we
reach a 20–55 % gain for the dynamical implementation.
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288 Y. Li et al.

6 Conclusion and Future Work

We present in this article a vertex-cut partitioning for random-walks-based algo-
rithms relying on the topology to build blocks which respect local communities.
We propose split and merge algorithms to get and to maintain the final parti-
tioning. We experimentally demonstrate that our proposal outperforms existing
solutions.

As future work we plan to investigate different seeds selection algorithms.
While this problem has been studied in different contexts (see [7,22]) we believe
that the nature of the graph algorithms, here random walks-based algorithms,
must be considered when selecting the seeds. We also intend to study the 5–10 %
of vertices which are not reached by the BFS exploration issued at seeds. They
are located on the periphery of social graph and are poorly connected. While
we currently place them to an extra-block, we will design a strategy to allocate
them to existing blocks.
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Abstract. Excessive sensitivity problem due to complication of data
has been a non-negligible challenge to data privacy protection under
differential privacy recently. We design a private data release frame-
work called DPDR-SKG (Differentially Private Data Release via Sto-
chastic Kronecker Graph), which focuses on releasing social network data
under differential privacy and uses a two-phase privacy budget allocation.
Firstly, we cluster the similar communities of network according to Sto-
chastic Kronecker graph parameter. Secondly, we implement optimized
privacy budget allocation in terms of cluster distribution. Experimental
results show that the DPDR-SKG outperforms in preserving the privacy
of network structure and effectively retaining the data utility.

Keywords: Social network graph · Differential privacy · Privacy bud-
get · Network model · Community structure

1 Introduction

Social network data contain lots of valuable and sensitive information. Since
Samarti and Sweeney obtained the governor’s health information in 1998 by
connecting Massachusetts health information table with the voter registration
form, personal privacy protection has become the social focal topic [2]. For tra-
ditional structural data, the privacy protection models often appear very weak
in the face of attacks based on background knowledge. Differential privacy was
firstly proposed by Dwork [1] in 2006. It is a new kind of definition for statisti-
cal database privacy disclosure issues that whether a single record exists in the
data set or not, has almost negligible impact on the calculation results. So, the
privacy risks are controlled within the tiny and acceptable scope. The algorithm
utilizes parameter ε to denote privacy budget or privacy protection level. The
mechanism of differential privacy protection is adding an appropriate amount of
interference noise to the query function return value. Existing privacy budget
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allocation methods often can’t reflect social network properties and structure.
DPDR-SKG is inspired by community features of the social network, then opti-
mizes privacy budget allocation methods, eventually releases network data which
satisfies differential privacy.

2 Related Work

Faced with various attacks and analysis methods, some privacy protection meth-
ods were proposed, such as K-anonymity [2], but the defects of these protection
models gradually revealed because They overly depend on the assumptions of
the background knowledge and cannot provide quantitative analysis. In order to
solve above problems, Dwork in 2006, brought up the strict concept of differen-
tial privacy, privacy risks are controlled within tiny and quantifiable scope, so
differential privacy has become a prime choice in data privacy research. Since
rigorous concept does not apply to complex data in reality, Dwork et al. [3]
presented the extensive optimization concept of global sensitivity: smooth sen-
sitivity for practical application. Zhu [4] defined a new form of sensitivity, the
correlated sensitivity.

Social network data release under differential privacy is divided into inter-
active and non-interactive release. The current data research focuses on the
non-interactive release. Meanwhile Karwa and Slavković [5] also studied the net-
work degree sequence differential privacy. So as to better protect the structure
of network properties, Sala et al. [6] developed a differentially private graph
model called Pygmalion, which can extract graphs structure into degree correla-
tion statistics DK series. DK series maintains as much structural similarity to G
as possible, while supporting abundant sub-graph counting queries. Xiao et al.
[7] claimed that social network data can be converted to Hierarchical Random
Graph (HRG) model, which mixes network structure and statistical inference.
Lus work [8] suggests that social network graph can be converted to several
parameters of Exponential Random Graph Model (ERGM). Generally protect-
ing network parameters from identification can help protect the privacy of the
entire network. Mir and Wright [9] introduced maximum likelihood estimation
algorithm to SKG graph model. Our paper also uses SKG model to analyse
community structure instead of whole network.

3 Preliminaries

3.1 Definition of Differential Privacy

Definition 1 (Differential Privacy): A randomized algorithm M with domain
N |χ|, is (ε, δ)-differentially private for all S ⊆ Range(M) and for all x, y ∈ N |χ|,
the randomized mechanism satisfies:

Pr[M(x) ∈ S] ≤ exp(ε) Pr[M(y) ∈ S] + δ (1)

The sensitivity of a function Δf is defined as the maximum difference in function
output when one single domain is modified.
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Definition 2 (Neighboring Dataset): Given two dataset D and D′, they share
the same structure and property, |DΔD′| indicates the number of records they
differ, once |DΔD′| = 1, we call D and D′ neighboring datasets.

Definition 3 (Global Sensitivity): For f : D → Rd, the global sensitivity of f
is defined as

GSf = max
D,D′

‖f(D) − f(D′)‖1 (2)

3.2 SKG Model

Parametric network model assumes that the observed data is generated by a
series of probability estimation, P = {f(x, θ) : θ ∈ Θ}, in which θ represents the
unknown parameters or vectors from the value space Θ. In this way, the structure
and features of network need to be protected by defending the parameters. In the
paper, we select SKG (Stochastic Kronecker Graph) model. The graph model
effectively captures some key patterns of real-world graphs and can deal with
very large and complex networks due to the fast and scalable MLE algorithm.

Definition 4 (Stochastic Kronecker Graph): Given an N ×N matrix: Θ, θi,j ∈
Θ represents the probability that edge (i, j) exists in the graph, θi,j ∈ (0, 1).
Then the k-th Kronecker power P = Θ[k], is a stochastic matrix where each
value pu,v ∈ P encodes the probability of edge (u, v) appearing. A stochastic
graph is generated from the stochastic Kronecker matrix. The calculation of
pu,v is as follows:

puv =
k−1∏

i=0

Θ

[⌊
u − 1
N i

⌋

(modN) + 1,
⌊

v − 1
N i

⌋

(modN) + 1
]

(3)

Gleich and Owen [10] propose the so-called moment-based estimation of the
model parameter, we refer model parameters of the original graph from the
observed statistics. Four statistics for matching are considered: number of edges
(E), number of triangles (Δ), number of 2-stars (H) and number of 3-stars (T).

They consider graphs with a 2 * 2 initiator matrix of the form Θ̂ =
(

a b
b c

)

Definition 5 (SKG Function): Given an undirected graph G, according to the
SKG model, we get the definition of SKG function:

SKG(G) : G → Θ̂ =
(

a b
b c

)

(4)

4 Differentially Private Data Release via SKG

Since one social network has been divided into some communities, we convert
each community to a single SKG parameter. And then we cluster the communi-
ties with the similar SKG parameters into the same group. Afterward, we allocate
the privacy budget in the groups according to the number of communities in each
group.
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4.1 Clustering Communities

We replace a SKG parameter vector of the whole network with a set of
SKG parameters vector of the communities, whose advantages are listed below
(1) Network structure is better preserved because community structure is simpler
and more distinctive than whole network structure; (2) Community treatment
ignores the influence of the bridge edges between the communities, and the inde-
pendence of the sensitivity calculation will be proved in the following section;
(3) DPDR-SKG decomposed the parameters model privacy protection into divi-
sion, each local divisions satisfies differential privacy, so does the whole network.

It is obvious that similar parameters infer the similar network structures,
meanwhile SKG parameters are determined by initial matrix. As a consequence,
similar initial matrix denotes analogical network structure. The proposed clus-
tering process puts the similar communities indicated by the similar Θ̂, in one
group, and the similarity is decided by the Euclidean distance of Θ̂.

Definition 6 (Θ̂ Euclidean Distance): Given a SKG matrix of sizes N × N ,

Θ =

⎛

⎜
⎝

a11 . . . a1n

...
. . .

...
am1 · · · amn

⎞

⎟
⎠, Θx, Θy have the same size, the Euclidean Distance is

defined below:

dx,y =

√
√
√
√

n∑

j=1

n∑

i=1

(ai,j − a′
i,j)

2 (5)

We adopt a threshold clustering approach that calculates the Euclidean dis-
tance between all parameters and form a distance matrix. After the approach,
we can get

{Θ̂1, Θ̂2, . . . , Θ̂n} → {Γ1, Γ2 . . . Γk}, k <= n (6)

so n communities are clustered into k groups and the distance of any pair com-
munities in one group is less than the threshold.

4.2 Allocating Privacy Budget

The core of the two phase budget allocation is the more communities the group
has, the less privacy budget the group needs. In the first phase, privacy budget
allocation is mainly based on the number of communities in each group. Accord-
ing to the parallel composition, we assume the whole privacy budget is ε. In the
worst situation, we assign the budget to the group who has the least number
of communities to make sure that the whole network data are protected under
differential privacy. Afterwards, we allocate privacy budget to other groups due
to the numbers of communities inside. According to our method, we have the
following equations, nmin denotes the minimum number of communities in single
group:

εΓi
= ε.

nmin

nΓi

(7)
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Table 1 shows the example of privacy budget allocation. The whole network
is divided into 4 groups, consisting of 1, 4, 7, 8 communities. Group A has only
1 community, least number among other groups. According to our method, the
budget of Group B is computed, εB = ε.nmin

nΓi
= ε

4 , group C and group D get
privacy budget ε

7 and ε
8 .

In the second phase, the privacy budgets are divided based on the community
unit. The sensitivity calculation of each community is independent ,the proof is
introduced in Sect. 4. We just need to inject some noise to the key statistics to
preserve parameter privacy.we give considerations to the structure and numbers
of communities inside the group. Each community receives the same privacy
budget on account of the similar parameters.

Table 1. Example of privacy budget allocation

Groups Group A Group B Group C Group D

Community numbers 1 4 7 8

Group budget ε 0.25ε 0.143ε 0.125ε

Community budget ε 0.25ε 0.143ε 0.125ε

4.3 Differentially Private Algorithm

We compute a differentially private estimator based on the above theories. Whole
privacy budget is divided into 2 parts for private approximation to parameters.
One is for injecting noise to E, H, and T by computing approximation to the
degree sequence vector of G and the other is for adding noise to the number of
triangles in G respectively. Finally, we generate the synthetic graphs using the
output estimator and release the data to the public for research purposes.

Lemma 1. DPDR-SKG meets the definition of edge differential privacy

Proof. Two situations are discussed below: (1) Edge privacy within communi-
ties; (2) Edge privacy between communities. According to [10], the SKG para-
meters are decided by 2 statistics, which are degree sequence and the numbers
of triangle. We need to discuss edge privacy analysis on degree sequence and
triangle numbers. The method to inject noise to degree sequence was proposed
in [11]. Given an undirected graph community GC , let d be the degrees sequence
of GC , Hay proposed a method of computing a differentially private approx-
imation d∗ of the sorted degree vector dS by adding a vector of appropriate
Laplace noise. Therefore, we compute (ε, 0) -differentially private approximations
of E′,H ′, T ′. Injecting noise to the numbers of triangle adopts the methods men-
tioned in [3]. The smooth sensitivity can be used to compute a (ε, δ)-differentially
private approximation of Δ. In conclusion, we prove that the computation of
(E′,H ′, T ′,Δ′) meets (2ε, δ) differentially private within the community.

Assuming that dCi represents the degree sequence of i-th community, dCj

denotes the j-th community. The proof proceeds by the following the hypothe-
sis: The sensitivity of dCi is influenced by the changes of dCj . The augment or
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removal of single edge only affects the degrees of 2 corresponding nodes. Assum-
ing node m, which has x edges, is in community Ci, node n, which has y edges,
is in community Cj , if we add one edge between node m and node n, the degree
of m and n becomes x+1, y+1, the sensitivity of degree sequence of community
Ci changes to 1, so does community Cj . The above results are opposite to the
hypothesis. Therefore we prove that sensitivity calculation of degree sequence
is independent. Triangle consists of three vertices and corresponding 3 edges
between vertices. If we remove or add an edge across 2 communities, it has no
effect for internal triangle numbers of two communities respectively.

So we conclude that sensitivity calculation of triangle number is also inde-
pendent. Through the above analysis, our two-phase method definitely meets
the definition of differential privacy. �

5 Experiment Evaluation

In this session, we mainly introduce the performance of proposed methods
applied in real datasets. We select 3 real-world data sets, which are WBLOGS,
NetScience [12] and BIO [13]. WBLOGS represents the social network graph
data. NetScience and Bio-celegans contain a co-authorship network. All data
are pre-processed into undirected graph whose edges are un-weighted without
self-loops.

In the experiment, we compare DPDR-SKG with other data release
approaches, such as HRG and DK-2 models, as well as the original graph data.
Due to the randomness, we examine the variances of its performance by run-
ning the algorithm ten times on each network and compute various expected
statistics. In the following figures, Original refers to the original graph, HRG
and DK-2 represents the data release method proposed by [6,7] respectively.
We summarize 3 statistics briefly, Degree distribution, Clustering coefficient and
Eccentricity distribution.

Figure 1 shows the degree distributions of the released data under privacy
budget ε = 1. It can be seen that, DPDR-SKG protects the properties of both

Fig. 1. Degree distribution, ε = 1
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high-degree nodes and low-degree nodes better, comparing with other cases.
From the above figures, we observe that released data by 3 methods all perform
well and match the original graph.

Figure 2 compares the eccentricity centrality for each graph data. We observe
that our method efficiently captures the important nodes locating in the center
of the network. By observing our method, we can also see the decrease of long
path length. We believe that is due to the influence of edges changed between the
communities, but this does not have a big influence on the structure of network.

Figure 3 indicates the average clustering coefficient of released data for each
network. We only focus on our method and want to find out how our method
responds to different privacy budgets. To be fair, we also plot the graph data
without injecting noise, and change ε = 0.5 1 5 10 100. It can be observed that
the average clustering coefficient of released data matches closely with original
graph with small privacy budget. When we increase the privacy budget, the
accuracy varies greatly and the statistics arent stable and robust, which destroys
the utilization of released data. For privacy concerns, it is better to limit privacy
budget to small scale, our method performs well with robustness.

Fig. 2. Eccentricity distribution

Fig. 3. Average clustering coefficient
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6 Conclusions

We propose a graph mechanism to release graph data while protecting individual
privacy. The results of experiments show that our method not only effectively
protect the original structure of the network graph, but also guarantee the uti-
lization of released data. There are several research directions for future work.
For example, we intend to find more suitable graph models, such as ERGM.
Furthermore, the privacy allocation strategy can still be optimized to achieve
higher accuracy.
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Abstract. Linked Data on the web consists of over 1000 datasets from a
variety of domains. They are queried with the SPARQL query language.
There exist many implementations of SPARQL, and this rich ecosystem
has demanded a precise specification and compliance tests. However, the
SPARQL specification has grown in complexity, and it is increasingly
difficult for developers to validate their implementations. In this paper,
we present a declarative specification for SPARQL, based on relational
logic. It describes SPARQL with just a few operators, and is executable:
queries written in it can be directly executed against real datasets.

Linked Data on the web consists of over 1000 datasets from a variety
of domains: curated medical literature [14], geographical data [6], financial
data [13], crowd-sourced general knowledge [4], government data [3] and many
more. Across many domains, programming against datasets increasingly involves
querying with the SPARQL query language [10,12].

However, the SPARQL specification is operational, i.e., given by translating
the language to an algebra, and is non-trivial for complex queries. We present
an alternative, declarative specification for SPARQL based on relational logic,
where relations are first-class entities and can be composed via relational and
logical operators to form constraints. A solution to a relational constraint is
an assignment of data to the relations that satisfies the constraint. The graph-
based nature of RDF is a natural fit for relational logic: subject-predicate-object
expressions are represented as relations and the meaning of queries is given in
terms of relational operators. Our specification is declarative, i.e., the structure
of SPARQL queries is mapped directly to relational constraints whose solutions
represent answers to the query.

We have validated our specification by applying the compliance tests provided
by SPARQL. This was done by writing our relational-loic semantics in Kodkod
and running it on compliance tests.

1 Semantics

In this section, we give meaning for the SPARQL core. We cover the graph
patterns as defined in the specification (see [10], Sects. 5–10 and 19.8, grammar
rules 53–68): basic graph pattern (BGP), union, optional, filter, minus, bind and
values.
c© Springer International Publishing AG 2016
W. Cellary et al. (Eds.): WISE 2016, Part II, LNCS 10042, pp. 298–305, 2016.
DOI: 10.1007/978-3-319-48743-4 24
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The meaning of a query Q for a dataset D is the set of bindings of the
variables of Q such that the denoted subgraph appears in D. T(Q,D) denotes
the formula in the free variables of Q that satisfies Q in D; T is defined in Fig. 3.
The semantics of graph patterns makes use of expressions in some cases, which
is defined in Fig. 4.

1.1 Graph Patterns

We introduce and motivate T with a series of examples that cover the core.

Basic Graph Patterns. An example dataset is shown in Fig. 1(a), along with
a simple SPARQL query in Fig. 1(b). This is a basic pattern specifying two
variables ?a and ?b, and matches pairs of triples where a binding for ?a has :p
edges to ?b and to :n. Given the dataset on the left, the query in the middle
evaluates to the answer on the right, Fig. 1(c), since :x has a :p relation to :n,
which can satisfy the second triple pattern (T2). Both :n and :y can satisfy the
first triple pattern (T1). Our basic approach is to express the query as a logical
formula. For a triple 〈a, b, c〉, we simply require the triple be in the dataset:
T (〈a, b, c〉) ≡ 〈a, b, c〉 ∈ G. For the join between the two triples, we use logical
and: T(T1.T2) ≡ T (T1) ∧ T (T2). Applying T in this case, we get the following
formula

〈a, :p, b〉 ∈ G ∧ 〈a, :p, :n〉 ∈ G

To obtain the answer, i.e. all pairs a, b, we define a set comprehension of the
formula over all its free variables

{〈a, b〉 |〈a, :p, b〉 ∈ G ∧ 〈a, :p, :n〉 ∈ G}

Filter. The same approach can be elaborated to cover the core of the SPARQL
pattern matching language. The first elaboration is that not all variables are free.
Consider the slightly more complicated query in Fig. 2a that adds a filter that
makes sure that an additional triple ?c :q ?b exists in the dataset. In SPARQL
1.1, filters are expressions, and their definitions are in Fig. 4.

:a :q :m
:a :q :y
:x :p :y
:x :p :n
:y :r :z
:x :num 1
:y :num 1

(a) Data

SELECT *
WHERE {

?a :p ?b T1

?a :p :n T2

}

(b) Query

?a ?b

:x :n
:x :y

(c) Answer

Fig. 1. BGP example
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SELECT * WHERE { T1

?a :p ?b
?a :p :n

FILTER EXISTS { T2

?c :q ?b
}}
(a) FILTER EXISTS

SELECT * WHERE { T1

?a :p ?b
?a :p :n

UNION { T2

?c :q ?b
}}

(b) UNION

SELECT * WHERE { T1

?a :p ?b
?a :p :n

OPTIONAL { T2

?c :q ?b
}}

(c) OPTIONAL example

Fig. 2. Examples

The variable ?c is not mentioned in the main pattern, so the formulation is
a little different; there must be some value for c for any pair a, b in the solution.
Specifically, in our example, because ?c does not even appear in the main pattern,
the set of variables in the filter T2 that are unbound in the main pattern T1 is stat-
ically known, and consists only of the variable c. Hence, for simple cases where the
set {v1. . .vk} of variables in the filter expression T2 that are unbound in the main
pattern T1 is statically known, we define T(T1∃ T2) ≡ T(T1) ∧ ∃v1. . .vkT(T2).
However, we shall see later in this section that it gets more complex (due to
the fact that variables in T1 can be dynamically bound in general). For now, we
get the following formula once we wrap it in a set comprehension over the free
variables

{〈a, b〉 |〈a, :p, b〉 ∈ G ∧ 〈a, :p, :n〉 ∈ G ∧ ∃ c 〈c, :q, b〉 ∈ G}
The FILTER NOT EXISTS construct is the same except the existential is
negated.

So far, the queries have all had the same set of bound variables for all answers,
but there are two SPARQL constructs that do not have this property: UNION
and OPTIONAL.

Union. UNION has the expected meaning of combining two child patterns and
hence denotes a logical or in our formalism; T(T1∪T2) ≡ T(T1)∨T(T2). However,
UNION also illustrates one of the more thorny parts of SPARQL, which is that
variables get bound dynamically. Specifically, in our example in Fig. 2b, if the left
branch of the UNION produces mappings, then only ?a and ?b are bound, but ?c
is not (similarly, the right branch binds only ?b and ?c). If both branches produce
mappings, then a specific solution mapping μ can have either ?a and ?b bound, or
?b and ?c bound. Simply expressing union as an ∨ does not capture this; that for-
mula would be u = {〈a, b, c〉 |((〈a, :p, b〉 ∈ G ∧ 〈a, :p, :n〉 ∈ G) ∨ 〈c, :q, b〉 ∈ G)}.
Some solutions for Fig. 2b bind only ?a and ?b; this corresponds to the left branch
of the or in the set comprehension u; in that case there is no constraint on ?c
and so every value for ?c would be a valid answer.

We need to capture in our formula that the left branch of the union binds only
?a and ?b; we introduce dom(T ) to denote variables bound in a solution. Thus,
dom (T1) = {?a, ?b} and dom (T2) = {?b, ?c}. Combining these for dom(T ) is
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slightly tricky: which other variable is bound depends on which side of the union
was taken; we need to ensure that dom(T ) is either dom(T1) or dom(T2). A
simple union will not suffice for this, so we use an auxiliary variable τi to denote
the chosen branch:

dom(T ) ≡ ∃τi

{
dom(T1) τi
dom(T2) ¬τi

We also introduce a helper function valid(x) ≡ ‘x′ ∈ dom(T ) ∨ x = ∅ to mean
that a variable is either bound or is null; i.e. valid ensures that variables unbound
in the pattern must be null rather than ranging over all possible values. We use
‘x’ to denote the name of a variable, and we will use valid(x1, . . . , vn) to mean
element-wise application of valid.

The formal definition of dom(T ) is given in Fig. 3. Given dom(T ), we get the
following formula for this example. Hereinafter, we will implicitly add to every
top level comprehension the constraint that all free variables are valid

{

〈a, b, c〉
∣
∣
∣
∣

(( 〈a, :p, b〉 ∈ G∧
〈a, :p, :n〉 ∈ G

)

∨ 〈c, :q, b〉 ∈ G

)

∧ valid(a, b, c)
}

Optional. OPTIONAL patterns are optional in the sense that, if the pattern
matches in the dataset, any additional variables bound in the optional pattern
are bound in the overall pattern; if the optional pattern fails to match, those
variables are left unbound. As shown in Fig. 2c, OPTIONAL patterns are also
a complex kind of pattern since they generate two kinds of results: the first is
when both the left and right hand sides are true, and the second is when the left
hand side is true and the right hand side cannot be matched given the bound
variables in the left hand side, which is essentially a filter not exists pattern

T(T1 optional T2) ≡ (T(T1) ∧ T(T2)) ∨ T(T1�T2)

and

dom(T1 optional T2) ≡
{

dom(T1) ∪ dom(T2) T(T2)
dom(T1) otherwise

The complication with OPTIONAL is that to define the notion of the right
hand side T2 that cannot be matched given the bound variables in the left hand
side T1, we need to handle the dynamism of mappings of T1, so for OPTION-
ALs, dom directly impacts the variables used in the existential quantification
of subformulae. Hence, we define a helper logical operator for quantification,
∃T . Intuitively, if a free variable v of T(T2) is bound in T1, then ∃T1 v T(T2) is
simply T(T2)[vT1/v], the formula obtained after replacing all occurrences of v in
T(T2) by vT1 (where vT1 refers to the constant to which v is bound in pattern
T1); otherwise, ∃T1 v T(T2) corresponds to the normal existential quantification
∃ v T(T2). This is precisely the behavior we want to account for the dynamism
of mappings. We now formally define ∃T as follows: for a logical formula Q and
a non-empty subset {v1, . . . , vn} of free variables of Q, ∃T v1, . . . , vnQ means

∃v1, . . . , vn(‘v1’ ∈ dom(T ) → v1 = vT
1 ) ∧ . . . ∧ (‘vn’ ∈ dom(T ) → vn = vT

n ) ∧ Q
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where vT
i refers to the constant to which vi is bound in pattern T . With a slight

abuse of notation, when the set of variables is empty, we define, for a given
formula Q, ∃TQ as ∃TQ ≡ Q.

Going back to the FILTER EXISTS example in Fig. 2a, with the definition
of ∃T , the proper meaning of the FILTER EXISTS construct that accounts for

FV ars(T(T )) ≡ set of free variables of T(T )

vT ≡ the constant to which the variable v is bound in pattern T

∃T v1. . .vkQ ≡ ∃v1. . .vk

(
‘v1’ ∈ dom(T ) → v1 = vT

1

)
∧ . . . ∧

(
‘vk’ ∈ dom(T ) → vk = vT

k

)
∧ Q

∃T Q ≡ Q

�T v1. . .vkQ ≡ ¬(∃T v1. . .vkQ)

T(T, G) ≡

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

〈a, b, c〉 ≡ 〈G, a, b, c〉 ∈ G
VALUES v1 . . . {{c1,1 . . .} . . .} ≡ (v1 = c1,1 ∧ . . .) ∨ . . .
BIND v AS E1 ≡ V (E1, T ) ∧ v = E(T, E1)
s path o ≡ 〈s, o〉 ∈ P(path)
GRAPH g {T1} ≡ let G = g in T(T1)
T1. T2 ≡ T(T1) ∧ T(T2)
T1 FILTER E1 ≡ T(T1) ∧ V (E1, T ) ∧ E(T, E1)

T1 − T2 ≡
{
T(T1�T2) (dom(T1) ∩ dom(T2)) �= ∅
T(T1) otherwise

T1 ∪ T2 ≡ T(T1) ∨ T(T2)
T1 optional T2 ≡ (T(T1) ∧ T(T2)) ∨ T(T1�T2)

dom(T ) ≡

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

〈a, b, c ≡〉 names of all variables in the triple
VALUES v1 . . . {{c1,1 . . .} . . .} ≡ {‘v′

1 . . .}
BIND v AS e ≡ {‘v′}
GRAPH g {T1} ≡

{ {‘g′} ∪ dom(T1) g is a variable
dom(T1) otherwise

T1. T2 ≡ dom(T1) ∪ dom(T2)
T1 FILTER E1 ≡ dom(T1)
T1 − T2 ≡ dom(T1)

T1 ∪ T2 ≡

⎧⎪⎪⎨
⎪⎪⎩

dom(T1) T(T1) ∧ ¬T(T2)
dom(T2) T(T2) ∧ ¬T(T1)
∃τi ∈ {true, false} such that
if τi dom(T1) else dom(T2) T(T1) ∧ T(T2)

T1 optional T2 ≡
{

dom(T1) ∪ dom(T2) T(T2)
dom(T1) ¬T(T2)

P(p) ≡

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

P(link : p) ≡ {< x, y > |〈G, x, : p, y〉 ∈ G}
P(inv : p) ≡ {< x, y > |〈G, y, : p, x〉 ∈ G}

P(NPS(p1 . . . pn)) ≡ {< x, y > |∃q q /∈ p1 . . . pn ∧ 〈G, x, q, y〉 ∈ G}
P(seq(p1, p2)) ≡ (P(p1).P(p2))
P(alt(p1, p2)) ≡ (P(p1) ∪ P(p2))

P(OneOrMorePath(p1)) ≡ ^P(p1)
P(ZeroOrOnePath(p1)) ≡ P(p1) ∪ {〈x, x〉 |∃y, z 〈G, x, y, z〉 ∈ G ∨ 〈G, y, z, x〉 ∈ G}

P(ZeroOrMorePath(p1)) ≡ P(alt(OneOrMorePath(p1), ZeroOrOnePath(p1)))

Fig. 3. Pattern semantics. (We use T1�T2 to mean T1 FILTER NOT EXISTS T2).
Note that this handles named graphs, which essentially generalize triples to quads. For
ease of explanation, our examples just use triples.
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the dynamism of mappings is as follows: T(T1∃T2) ≡ T(T1) ∧ ∃T1v1. . .vkT(T2)
where {v1. . .vk} is the set of free variables of T(T2).

Now, we can define �
T as follows: for a logical formula Q and a subset

S = {v1, . . . , vn} of free variables of Q (S may be empty), �
T v1, . . . , vnQ ≡

¬(∃T v1, . . . , vnQ). Finally, we can formally define the FILTER NOT EXISTS
construct: T(T1�T2) ≡ T(T1)∧�

T1v1. . .vkT(T2) where {v1. . .vk} is the set of free
variables of T(T2).

Minus. MINUS is essentially the same as filter not exists, but it adds the con-
straint that the left and right hand sides must have at least one variable in
common in order for subtraction to occur. That is captured by adding a dom
constraint to filter not exists:

T(T1 − T2) ≡
{
T(T1�T2) (dom(T1) ∩ dom(T2)) = ∅
T(T1) otherwise

Property Paths. A significant new feature in SPARQL 1.1 is property paths,
which essentially allow specification of a regular expression over predicates to
connect a given subject and object. Relational logic is natural to define such
predicates as relations. We define property paths as P in Fig. 3.

Aggregation. Aggregation is specified over a set comprehension, as defined in
Fig. 4; We illustrate with the query select ?a (max(?n) as ?m) where ?a

:q ?b . ?b :num ?n GROUP BY ?a. The group is specified in this case as those
answers sharing the same value of ?a given a formula P :

G(P ) = (let ag = a in {〈a,b,n〉 |T(P) ∧ a = ag })

Then the aggregation function is applied; first the expression being aggregated
is evaluated for each group member,

E(G) = {n |〈a, b, n〉 ∈ G}
and then the aggregate function itself is computed:

max(E) ∈ E ∧ �max′ ∈ E ∧ max′ > max(E)

1.2 Expressions

Expressions appear in filter and bind patterns, and represent values computed
from other variables and constants. Expression semantics E is presented in Fig. 4.
An example using bind is Figure ??. This expression appears normal, as it simply
adds two variables together.

Validity means that evaluation is allowed only when every portion of the
expression is valid, i.e. applicable to its arguments, if any. It is analogous to type
correctness in dynamic languages, but tests simply fail when they are invalid
rather than aborting the computation with a type error. Note that && and ‖
operations swallow errors when possible. && returns false if either argument is
valid and returns false, regardless of whether the other argument is valid. ‖ is
analogous.
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E(E, T ) ≡

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

E1 == E2 ≡
let v1 ← E(E1, T), v2 ← E(E2, T) in
v1 == v2 B(T (v1)) ∧ B(T (v2))
S(v1) == S(v2) ∧ T (v1) == T (v2) otherwise

E1 �= E2 ≡
let v1 ← E(E1, T), v2 ← E(E2, T) in
v1 �= v2 B(T (v1)) ∧ B(T (v2))
false otherwise

2

¬E1 ≡ ¬E(E1, T )
E1 && E2 ≡ E(E1, T ) ∧ E(E2, T )

E1 ‖ E2 ≡ E(E1, T ) ∨ E(E2, T )
bound(v) ≡ ′v′ ∈ dom(T )

EXISTS T1 ≡ ∃T v1. . .vk T(T1) with vi ∈ FV ars(T(T1))
NOT EXISTS T1 ≡ �T v1. . .vk T(T1) with vi ∈ FV ars(T(T1))

V (E, T ) ≡

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

E1 == E2 ≡ V (E1, T ) ∧ V (E2, T )
E1 �= E2 ≡ V (E1, T ) ∧ V (E2, T )

¬E1 ≡ V (E1, T )
E1 && E2 ≡ (V (E1, T ) ∧ V (E2, T )) ∨ (V (E1, T ) =⇒ ¬E(E1, T )) ∨ (V (E2, T ) =⇒ ¬E(E2, T ))

E1 ‖ E2 ≡ (V (E1, T ) ∧ V (E2, T )) ∨ (V (E1, T ) =⇒ E(E1, T )) ∨ (V (E2, T ) =⇒ E(E2, T ))
otherwise true

G(T, e1...n) ≡ let e
′
1 = e1, . . . e

′
n = enin

{
FVars(T(T))

∣∣∣T(T) ∧ e
′
1 = e1 ∧ . . . e

′
n = en

}
A(T, a1...m, e1...n) ≡ T(T ) ∧ var(a1) = agg(a1) ({exp(a1)(t) |t ∈ G(T, e1...n)}) ∧ . . .

T (v) ≡ RDF type of value v

S(v) ≡ literal string of value v

B(t) ≡ true if type t is built in

Fig. 4. Expression semantics

1.3 Blank Node Equivalence

Entailment regimes [5] define how SPARQL query answers change for RDF
graphs under a range of OWL [7,8] semantics. We cover RDF entailment, under
which two RDF graphs G1 and G2 are equivalent if they differ only in the labels
of their blank nodes, denoted G1 =RDF G2.

2 Conclusion

To our knowledge, we present the most complete semantics for SPARQL that
is not based on translation or has actually been run. Previous work based on
directly assigning meaning to SPARQL constructs [1] focuses on a limited sub-
set of SPARQL. Other formalisms for SPARQL have been defined based on
translations to Answer Set Programming (ASP) [9], Datalog [11] and relational
algebra [2]. None of these have been subject to automated verification.

We presented a formal definition of the core of SPARQL 1.1 that parsimo-
niously distills the language down to a few constructs, succinctly capturing subtle
issues like the meanings of negation. This semantics is expressed in relational
logic, and has been mechanically checked by implementing it.
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Abstract. Over the last decade, we have witnessed the success of
artifact-centric approach in business process management (BPM). How-
ever, the scalability issue was neglected by almost all its implementation
frameworks. A non-scalable framework will severely hamper applicabil-
ity of corresponding artifact-centric BPM systems in large-scale applica-
tions. Considering distinct characteristics of the Representational State
Transfer (REST) architectural style, we propose a distributed artifact-
centric BPM framework based on REST principles. A prototype is devel-
oped using Docker-based micro services for continuously delivering of
process engine instances. Through extensive experiments against a typ-
ical process-aware application, we confirm that the proposed framework
is promising to support scalable artifact-centric BPM systems.

Keywords: Artifact-centric business process · REST · Scalable
framework

1 Introduction

Over the last decade, the artifact-centric approach [4,13] has emerged as a pop-
ular perspective in business process management (BPM). Comparing to tradi-
tional activity-centric BPM, the artifact-centric BPM approach focuses on data
with lifecycle, known as artifacts, in business processes and provides a better
balance between process-centric and data-centric modeling [20]. As it rapidly
develops, more and more artifact-centric BPM systems are deployed to support
enterprises’ operational tasks, the systems inevitably have to handle a large num-
ber of users and business process instances in some process-aware applications.
This tendency requires corresponding infrastructures, e.g. the frameworks and
implemented process engines, to be scalable enough to meet the challenge.

Unfortunately, due to its infancy, almost all the implementation frameworks
of the artifact-centric BPM, ranging from ArtiFlow [10] (and its successor EZ-
Flow [3]), to ACP [12], and Barcelona [7], have not yet addressed the scalabil-
ity issue properly. Taking the ACP framework [12] as an example, the process
engine exploits a centralized rule evaluation facility (i.e. Drools) to actuate
services which have artifacts transferred along their lifecycles. The centralized
nature of the rule engine prevents ACP from being heavily-distributed deployed,
c© Springer International Publishing AG 2016
W. Cellary et al. (Eds.): WISE 2016, Part II, LNCS 10042, pp. 309–323, 2016.
DOI: 10.1007/978-3-319-48743-4 25
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which severely hurts the scalability. Our previous studies focus on the realiza-
tion of artifact-centric workflows [10] or a workflow engine [3], had no concerns
about scalability, too. From our experiments, we can find that Barcelona behaves
poorly in terms of scalability as well.

Speaking of scalability, it is widely acknowledged that the World Wide Web
(WWW) is a successful, distributed, and scalable platform [6]. The success is
built so much on the underlying Representational State Transfer (REST) archi-
tectural style. REST provides principles behind the WWW, which is responsible
for many desirable properties, such as scalability, modifiability, and interoper-
ability [5,18]. We believe that it would be promising to introduce the REST style
to artifact-centric BPM systems for the purpose of scalability.

In fact, there are some studies in the area of the RESTful business process
modeling. Kumaran et al. [9] has proposed a RESTful architecture for busi-
ness processes based on business entities modeled as Mealy machines. Other
researches [14,21] take the resource-oriented approach of REST for activity-
centric business processes to improve the simplicity of interfaces and interoper-
ability of services. However, on one hand, approaches like [14,21], cannot take
advantage of the artifact-centric approach, and on the other hand, the three
studies all lack implementation or experiments. As a result, we cannot confirm
the scalability of these approaches.

To bridge the gap between the study of artifact-centric BPM and scalable
BPM framework, we propose a distributed artifact-centric BPM framework,
named ArtiREST, based on REST principles. We also develop a prototype by
using Docker-based micro services for continuously delivering of process engine
instances. Extensive experiments towards the scalability demonstrate the supe-
riority of the framework over other available ones.

The technical contribution of this paper can be summarized as:

– Identifying the scalability issue in artifact-centric BPM;
– Proposing a distributed artifact-centric BPM framework leveraged by the

REST style and developing a prototype to prove the feasibility of the frame-
work, and

– Confirming the applicability of REST style in artifact-centric BPM in pursuit
of better scalability.

The remainder of this paper is organized as follows. Section 2 presents a
running example to illustrate the proposed framework in subsequent sections.
Section 3 specifies the scalability from many dimensions. Section 4 presents the
ArtiREST in detail, and Sect. 5 evaluates framework in terms of scalability by
experiments. Section 6 compares our approach with some related work. Finally,
we give the conclusion and our future work.

2 A Running Example

Artifacts are business-relevant entities that are created and evolved through
business processes. An artifact class (hereafter artifact) defines an information
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model and its lifecycle [4]. Consider a traditional loan approval process [16]
(the middle part), and its artifact-centric representation (the upper part) in
Fig. 1. The later defines an artifact Loan, which consists of an information model
(right part) and a lifecycle (upper left). There are six states in the lifecycle (e.g.
Pending) and five external services in the process (e.g. Create on the bottom).
A client can instantiate the process by creating a loan artifact instance, and
follows the process to choose a loan type to apply. A manager can approve
or cancel the loan application. If it is approved and confirmed by the bank
business services, current loan rate will be assigned to the rate attribute of the
Loan artifact instance. Business rules (shaded diamonds) and services (rounded
rectangles) work together to update attributes in the information model and
have the artifact instance traveled from one state to another along its lifecycle.

Fig. 1. An artifact-based view of a loan approval process

One of the significant innovations of artifact-centric BPM is that it focuses on
what can be done (goals and progresses) instead of what should be done (tasks
or corresponding services) [1]. Nevertheless, the advantages of artifact-centric
BPM rely on the scalability of the underlying framework. Before discussing our
framework, it is the time to elaborate on the scalability first.

3 Scalability

Scalability is a desirable property of a system, especially in the case as its load
increases. Usually, scalability refers to the capability of a system, network, or
process to handle a growing amount of work, or its potential to be enlarged in
order to accommodate the growth [2]. In our context, we define scalability as,

Definition 1 (Scalability). A system is scalable if it can provide services and
varies the quality of services (QoS) gracefully under light, moderate, to heavy
loads.
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The QoS can be measured from different angles. In this study, we are inter-
ested in performance. Hence, we choose the transaction per second (TPS) and
the average response time (ART) as two indictors of QoS. As we know, investing
more resources in a system can improve its QoS to some extent. Methods of
adding more resources to a system fall into two broad categories: horizontal and
vertical scaling.

Definition 2 (Horizontal Scalability). A system is horizontally scalable (or
scale out/in) if it is scalable as adding more nodes to (or removing nodes from)
the system.

Since Barcelona [7] and ACP [12] frameworks are implemented on a single
server rather than a distributed platform, we need to consider vertical scalability
as well.

Definition 3 (Vertical Scalability). A system is vertically scalable (or scale
up/down) if it is scalable as adding resources to (or removing resources from) a
single node in the system.

Technically, scalability improvement strategies include changing scheduling
rules over shared resources, avoiding centralized control, or leveraging paral-
lelism. We adopt these strategies to develop a distributed framework for artifact-
centric BPM systems.

4 ArtiREST BPM Framework

In this section, we present the artifact-centric business process model, and elab-
orate its RESTful representation, which results in the ArtiREST, a distributed
framework for artifact-centric BPM systems.

4.1 Artifact-Centric Business Process Modeling

There are plethoric studies to specify artifact-centric business process models,
formally or informally. But they reach a consensus that such a business process
is dominated by business artifacts.

In this study, we adopt the ACP model [12] with some modifications. Specifi-
cally, an artifact class is a tuple (A,Q, s, F ), where A is a finite set of attributes,
Q is a finite set of states, s ∈ Q denotes the pseudo initial state and F ⊆ Q is a
set of final states. Let Z be a schema of artifacts, which is a finite set of artifact
classes. A business rule r is a triple (λ, β, v) where λ is pre-condition and β is
post-condition. Table 1 shows a business rule of our running example.

An artifact instance is actuated along its lifecycle by services constrained by
business rules. Without loss of generality, we define services as RESTful web
services [15].
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Table 1. An example of business rule in the loan approval process

Post-condition instate(L,Pending)

r2: Apply for loan L

Pre-condition instate(L,Pending)∧defined(L, amount)∧defined(L, bankName)
∧ amount > 10000

Service apply(L)

Post-condition instate(L,Applied)

Definition 4 (Service). A service over a schema Z is a tuple (n, u,m, Vr, Vw),
where n is a unique service name, u the URI and m a REST method (e.g. GET,
PUT, POST, DELETE, etc. in the context of HTTP). Vr and Vw are finite sets
of variables of artifact classes in Z.

As illustrated in Fig. 1, each state contains links (dots) to available services
that might make state transitions. In this sense, the model conforms to the
famous HATEOAS principle of REST [6]. It is worth emphasizing the importance
of HATEOAS in our framework. Relying on the principle, we reverse the relation
of business rules and services in traditional ACP model, which relieves us from
the centralized control. A process engine needs only to evaluate those business
rules (shaded diamonds) bound to a service (rounded rectangle) locally, instead
of all rules globally when receiving an event like ACP. For example, if it is going
to invoke service apply, the engine now only evaluates business rule r2. This
modification to ACP can improve scalability drastically. In our modified ACP
model, business rules are guards to guarantee the correct invocation of services
and the proper transition among states. A service invocation is correct only if its
pre-conditions hold before invoking the service and the post-conditions hold after
the service has been invoked. A proper transition between two states happens
only if the post-condition of the business rule stands.

Fig. 2. A JSON representation of artifact classes Loan in resource
/{process}/{process id}/artifacts/{artifact} (left); A JSON representation
of business rules r4 in resource /{process}/{process id}/rules/{rule}
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4.2 RESTful Business Processes

The core abstraction of information in RESTful systems is a resource with a
URI [6]. In ArtiREST, we use templates in Table 2 to represent resources related
to an artifact-centric business process at the different levels of granularity. In
addition to them, we can zoom in on the lifecycle of an artifact as Fig. 2 (left)
or on the business rules affiliated to it as Fig. 2 (right).

Both of business information model and its lifecycle of an artifact
can be easily organized as web resources. RESTful services and business
rules can be also represented as resources. Back to our running example,
/loan/1/services/apply represents the URI of the service apply in Fig. 1,

Table 2. Uniform interface semantics for process-related resources

Method Description

Process:/{process}
GET Retrieve a representation of the process, with links to its instances

PUT Deploy or update the process

DELETE Undeploy the process

POST Create a new process instance, which may instantiate some artifact intances

Process instance:/{process}/{process id}
GET Retrieve a representation of the process instance. With links to its artifact

instances

DELETE Delete the process instance

Artifact:/{process}/{process id}/artifacts/{artifact}
GET Retrieve a representation of an artifact, with links to its instances

POST Instantiate a new artifact instance

Artifact instance:/{process}/{process id}/artifacts/{artifact}/{instance}
GET Retrieve the information of the artifact instance, including current state,

attributes, state transitions and logs

PUT Update the attributes of the instance

DELETE Delete the artifact instance

Service:/{process}/{process id}/services/{service}
GET Retrieve a representation of the service

PUT Bind or update the service

DELETE Unbind or delete the service

POST Invoke the service initiatively

Business rule:/{process}/{process id}/rules/{rule}
GET Retrieve a representation of the business rule, with its pre-condition, post-

condition, corresponding service and etc.

PUT Update the business rule

DELETE Delete the business rule
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where 1 is the process instance id and apply is the service name. To invoke
a service, we apply standard HTTP verbs on its URI. For example, a client can
simply invoke the interface POST /loan/1/services/apply with proper para-
meters to apply for a new loan.

4.3 Design Issues

REST is an architectural style for building Internet-scale distributed hyperme-
dia systems [6]. Its scalability comes from its style principles, such as global
addressability, client-server, stateless interaction, uniform interface, and layered
system. ArtiREST inherits REST’s desirable architecture properties, e.g. per-
formance, scalability, simplicity, modifiability, and interoperability by enforcing
these principle constraints in both the framework and its system architecture.
A system architecture conforms to ArtiREST framework is shown in Fig. 3.

Fig. 3. A distributed architecture for ArtiREST system

– Layered System. The architecture is organized as multiple layers, including
proxy, backend servers, cache, and database. The proxy layer provides load
balancing of services across multiple networks and backend servers.

– Stateless. Each request from a client contains all information necessary for
the server to understand and no client context is stored on the server between
requests [6].

– Uniform Interface. A client can only make requests through HTTP verbs,
i.e. GET, PUT, POST, DELETE, etc.

– Cacheable. The architecture employs multiple layers of cache, such as proxy
cache and database cache.

We implement a light-weight and web-based BPM prototype, also named
ArtiREST. Comparing with the existing artifact-centric BPM systems, we have
made few decisions on some design issues.
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– Distributed Process Engines. Like ACP [12], ArtiREST supports auto-
mated realization of artifact-centric models under one prerequisite: all ser-
vices have been implemented, registered, and deployed. It is practical because
the service-oriented approach promotes services registration. Unlike ACP and
other centralized control implementations, ArtiREST advocates distributed
evaluation by incorporating REST’s HATEOAS and micro services. Each
process engine is capable of evaluating those rules related to particular service
independently. New engine instance can be instantiated on demand.

– Cluster. We deploy our prototype in a Docker Swarm Cluster, which enables
booting a large number of containers in a very short time. Each container is
built with all system services and is capable of serving all requests from clients.
As the number of request increases, we can quickly scale up the container or
scale out containers to improve the QoS of the system.

– Sessions. Session management in a distributed system is tough because of
synchronization across servers. However, there should be no session according
to the stateless principle of REST. One trick we are using is the token-based
authentication [17], instead of keeping user sessions. After logging in, a unique
token will be generated for the user. This mechanism requires that the HTTP
header of any requests must contain the token for authentication.

– Instance synchronization. To further improve performance and scalabil-
ity, we don’t save process instances back to process repository once they are
updated. Instead, we keep them in cache temporarily. Two mechanisms can
be used to synchronize data between cache and backend repository: scheduled
or fixed-point synchronization. It is controlled by policies that are application-
sensitive and could be leveraged by a policy manager.

– Data consistency. The data in the database is consistent, but it may not be
true in caches. Inconsistency frequently happens since the number of contain-
ers may vary with the current loads and some containers may crush sometimes.
Many cache algorithms are proposed to ensure data consistency in the industry
so we can use them directly.

4.4 Improving Scalability

Considering our model and system framework design, we address the following
essential points for improving scalability specifically.

– Decentralized business rules evaluation. As mentioned in Sect. 4.1, we
have well-defined REST services bound with related business rules. According
to HATEOAS principle, a process instance regardless of any state only has
limited available services. A user must explicitly invoke a specific service with
self-describing messages, so the business engine only needs to evaluate the
bound business rules.

– RESTful architecture. According to REST principles [6], layered system,
stateless, cacheable mainly contributes to the system scalability. Load balanc-
ing can be performed among process engine instances in a distributed Docker
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Swarm cluster. No centralized session (stateless) also improves scalability.
Caches of business process models and instances on the server side further
improve scalability.

4.5 BPM with ArtiREST

The concepts and technologies relevant to BPM can be outlined as a business
process lifecycle: design & analysis, configuration, enactment, and evaluation,
in a cyclical structure with logical dependencies [19]. In this section, we discuss
how to support BPM with the ArtiREST prototype.

– Design & Analysis. We implemented a web-based graphic tool to support
business process modeling. The tool is used to define artifacts, business rules,
and service interfaces. Since the design model is serialized and saved in a stan-
dard format (XML/JSON), model validation can be done through the valida-
tion checking of XML or JSON. Verification of instances is supported as the
execution model reflects the conceptual model according to ACP claims [12].
So far simulation is not automated, human participation must be involved to
write or execute simulation cases.

– Configuration. Configuration becomes easier since we ship our services into
Docker containers, which facilitates the system configuration and startup.

– Enactment. Process instantiation, service invocation and instance monitor-
ing are involved in the enactment phase. According to the artifact-centric
approach, the instantiation of artifact classes represents the process instan-
tiation. Artifact instances can be serialized for persistence and transmission.
Similarly, processes instance monitoring can be made via monitoring the arti-
fact instances. The creation, update, or state transitions of an artifact will be
logged, which provides information for monitoring. So far artifacts monitor-
ing and logging have been implemented in our prototype while performance
monitoring is absent. Process execution is accomplished by request resources
and invoking RESTful web services.
Taking the loan approval process in Fig. 1 as an example, the execution proce-
dure is shown in Fig. 4. A client applies for a loan by invoking a service named
Apply. The POST request is submitted to invoke the service, and the server
will get the corresponding business rule r2 and check whether the state and
attributes of the artifact Loan satisfy the pre-conditions. If it is satisfied, the
Process Engine will invoke the service and then check if the new state of the

Fig. 4. The enactment of a process of loan approval in ArtiREST
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artifact satisfied the post-condition. If everything is successful, the server will
response to the client with the applied Loan artifact. Otherwise, an alarm is
pending. Similarly, a manager can approve the loan application via a POST
request to invoke service Approve.

– Evaluation. Evaluation involves improvement on process models and imple-
mentations by some techniques, such as monitoring and process mining on
instance logs. Thanks to the artifact-centric approach, it is easier to monitor
artifacts than tracking a traditional activity-centric process instance.

5 Evaluation

The technical evaluation towards the artifact-centric business process modeling
and realization were given in ACP framework [12]. We dont repeat the evalua-
tion here but focus ourselves on scalability. We are going to test if ArtiREST
can provide services and varies QoS gracefully under light, moderate, to heavy
loads. We also compare the scalability of our prototype with the two famous
implementations of artifact-centric BPM tools Barcelona [7] and ACP [12]. All
experiments are conducted with the loan approval process as shown in Fig. 1.

5.1 Load Testing

Load testing makes it practical to measure a systems QoS by simulating user
behavior [11]. There are two primary QoS factors we are interested: availability
and response time. In the following experiments, we ensure services to be always
available and focus on the response time and transactions per second.

The systems to be tested are deployed in a Docker Swarm cluster with ten
physical nodes, including seven process engine nodes, one load balancer, one
cache node, and one database node. Each physical node has 32 GB RAM and
four cores with hyper-threading. So we treat each node as a computer with 8
(logical) CPUs in following experiments.

We are interested if we can use low-cost (limited resources) process engines
to handle heavy loads. As the QoS drops, we will supply more engines to the
system. In other words, we care about the horizontal scalability. To do so, we
ship an engine into a Docker container with only 1 GB RAM and 1 CPU.

We use Apache JMeter1 to simulate virtual users and monitor performance.
Apache JMeter is convenient to generate heavy load with many server protocol
types, such as HTTP, REST, SOAP, etc. We use it to simulate that a growing
number, for example from 0 to 2000 in 45 s (ramp-up period), of virtual users
invoke 5 RESTful web services to complete a loan approval process in Fig. 1.
Theoretically, we want to simulate a linear increasing of load to find out the
maximum number of users (capability) that a system can serve simultaneously.

Figure 5 shows the result of partial load tests. There are six subgraphs, each
of them represents the performance curves with a certain number (1–6) of run-
ning process engine instances. For example, the first graph in Fig. 5 shows the
1 Apache JMeter: http://jmeter.apache.org.

http://jmeter.apache.org
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performance delivered by one process engine. The TPS reaches to a maximum
value (about 40) before the response time begins to increase sharply. We call it
a saturation point, usually happens when resources are exhausted in a system.

Fig. 5. Performance versus number of users. Here we observe two key performance met-
rics, i.e. the ART (average response time) on the left vertical axis, and TPS (transac-
tions per second) on the right vertical axis. The annotation “3 process engine” indicates
there are 3 active process engine instances.

5.2 Horizontal Scalability Evaluation

Usually, horizontal scalability can be measured by increasing loads steadily until
the SLA (Service-Level Agreement) is achieved or the target resource utilization
is reached. Resource utilization of distributed containers is difficult to measure,
so we calculate the maximum TPS before saturation point as the SLA indicator.

Figure 5 shows that ArtiREST behaves well regarding horizontal scalability.
As the increase of the number of process engine instances, the TPS rises steadily,
from 40 up to 250, and supports more active users, from 150 up to 1000. Before
saturation points, the response time is usually lower than 1 s.

Figure 6(a) shows the average number of maximum TPS before the saturation
points vary with the number of process engines. In the linear fit, the equation
is y = 33.378x + 60.152, R2 = 0.96415, where y is an average number of the
maximum TPS and x is the number of containers in the cluster. In the polynomial
fit, the equation is y = −1.238x2 + 58.704x − 21.686, R2 = 0.99683. We can see
that after the number of process engine instances exceeds 15, the TPS increases
slowly. It is a normal phenomenon since we have only 10 physical nodes in
the cluster, including process engines, cache, database, and load balancer. After
the number of process engines exceeds a certain number, the cluster begins to
saturate because of the limited resources for networks, database, cache, etc.
We believe that the TPS can increase much faster and higher by adding more
machines in the cluster and not restricting the RAM volume of each engine.
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(a) Horizontal scalability: maximum TPS
versus the number of process engines

(b) Vertical scalability: maximum
TPS versus the number CPU

Fig. 6. Result of horizontal scalability and vertical scalability

5.3 Vertical Scalability Evaluation

The two mainstream implementations of artifact-centric BPM frameworks,
Barcelona [7] and ACP [12], cannot scale out. Hence, we compare them with
ArtiREST to investigate the vertical scalability by increasing the number of
CPU in a single machine. To do it, we designed models for the loan process in
accordance with ACP and Barcelona languages, respectively.

Figure 6(b) reveals the fact that ArtiREST scales vertically much better than
the two competitors. By analysis, we know the huge difference results from many
factors. On one hand, traditional frameworks focus on the realization of artifact-
centric models but neglect the scalability. On the other hand, there are some
flaws in design and implementation. For example, from the point view of design,
ACP heavily relies on the business rule engine, in exchange for the flexibility
processes modeling, it has to pay for the cost of centralized control. Consider the
implementation techniques, there only exists a single thread in ACP framework
as the centralized rule engine, and each business process instance is also realized
as a single thread. Both the poor design and implementation flaws seriously
harm its performance.

It should be noted that the maximum TPS with one business engine of
ArtiREST reaches as high as 220 in Fig. 6(b), much higher than the previous
experiments in Fig. 5 (about 40 there). This is because in this experiment, we
just consider the number of CPU in a single machine but let the RAM free
(32 GB) when performing the vertical scalability evaluation.

5.4 Dynamic Scalability

In the previous discussions, we start a certain number of process engine instances
simultaneously and test the maximum TPS as its capability. In the real world,
one interesting problem is the ability to dynamically adjust the engine instances
according to the current system loads. Dynamically scaling is attractive because
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it adapts to the growing of loads without restarting the system. Figure 7 shows
the result of a simple dynamic scalability experiment. It depicts the behaviors of
TPS and ART against the number of users as process engine instances steadily
increased. From the three subgraphs, we can see that when the number of users
reaches 173, 390, and 510 respectively, the system begins to saturate. However,
new engines start and join the cluster so that it breaks all saturation point by
lowering response time and increasing TPS. Of course, the result is not perfect
yet. First, the latency of starting an engine is too high (more than 10 s). Second,
we dont know the perfect timing to start new engines. However, it does provide
some findings that the ArtiREST is dynamically scalable. This indicates that the
framework is much promising in pursuit of better scalability. Scaling dynamically
is difficult, which involves loads monitoring, loads prediction, and scaling without
interrupting and latency. We will study these issues in future work.

Fig. 7. Dynamically scaling the process engine instances according to the loads

6 Related Work

The study in this paper is about the scalability of artifact-centric BPM frame-
works. We could classify related work into three categories, i.e. artifact-centric
BPM implementation frameworks, BPM based on RESTful style, and a combi-
nation of artifact-centric approach that following RESTful style.

Since the birth of the artifact-centric approach [13], a number of imple-
mentation frameworks have emerged. Barcelona [7] and ACP framework [12]
are arguably the most important frameworks among them. Barcelona [7] is a
homegrown environment from IBM research, the inventor of the artifact-centric
approach. The formal model GSM [8] and its open-sourced implementation
BizArtifact2 could be considered as the benchmark in the area of artifact-centric
BPM. In the open-source world, there is another implementation ACP [12].
Besides its public accessibility, we prefer ACP because it reflects the original
idea [13] of artifact-centric approach faithfully. Hence, in this study, we adopt
the ACP model and adapt it to RESTful style. When evaluating the scalabil-
ity, we choose them as our references. As indicated in Fig. 6(b) we found that
both of them are underperforming in vertical scalability, aside from inability

2 BizArtifact: https://sourceforge.net/projects/bizartifact.

https://sourceforge.net/projects/bizartifact
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in horizontal scalability. Similarly, our previous frameworks, ArtiFlow [10] and
EZ-Flow [3] have no concerns about scalability.

Parallel with artifact-centric BPM researches, there exist some explorations
of application of REST architectural styles on activity-centric BPM [16,21].
Besides the perspective difference, most works in this direction focus on design
principles or guidelines, instead of the concrete framework implementation.

The work of Kumaran et al. [9] is closest to the our work. They pro-
pose a RESTful architecture for service-oriented business process execution in
which business entities are modeled as Mealy machines, and the framework uses
resource brokers to handle service requests and manage business entities. Con-
trasting to their indirect approach subject to the REST constraints, ArtiREST
gives a straight answer. Moreover, they focus on the discussion of desirable prop-
erties, such as flexibility, interoperability, and scalability, but leave the imple-
mentation aside. As result, they provide neither experiments nor evidence to
prove their claims in scalability.

7 Conclusion

In this paper, we studied the scalability issue in artifact-centric BPM systems,
which was neglected by other researches on artifact-centric approaches. We then
proposed a distributed framework ArtiREST based on the REST architectural
style. Extensive experiments demonstrate the advantage of ArtiREST in both
horizontal and vertical scalabilities over mainstream implementations of artifact-
centric BPM. It can serve as a convincing evidence that the RESTful framework
is effective and promising to reach a scalable artifact-centric BPM system.

In future work, we are going to improve the framework to support more
management aspects of BPM such as performance monitoring and transaction
support. It is also interesting to study how to scale out/in and up/down dynam-
ically of the number of process engine instances according to current loads and
loads prediction.
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Shanghai Science and Technology Development Funds (No. 13dz2260200 & No.
13511504300), and National Hi-Tech. Project (2012AA02A602).
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Abstract. With the increase of mobile apps, i.e. applications, it is more
and more difficult for users to discover their desired apps. Similar app rec-
ommendation, which plays a critical role in the app discovering process,
is of our main concern in this paper. Intuitively, name is an important
feature to distinguish apps. So app names are often used to learn the app
similarity. However, existing studies do not perform well because names
are usually very short. In this paper, we explore the phenomenon of the
ill performance, and dive into the underlying reason, which motivates us
to leverage additional corpus to bridge the gap between similar words.
Specifically, we learn app representation from names and other related
corpus, and formalize it as a collective matrix factorization problem.
Moreover, we propose to utilize alternating direction method of multi-
pliers to solve this collective matrix factorization problem. Experimental
results on real-world data sets indicate that our proposed approach out-
performs state-of-the-art methods on similar app recommendation.

Keywords: Mobile application · Similar app recommendation · Collec-
tive matrix factorization · Alternating direction method of multipliers

1 Introduction

Mobile apps, i.e. applications, are ubiquitous along with the smart phones, and
play a more and more important role in our daily life. However, it is a daunting
task to discover the desired apps for users from the vast number of apps. Sim-
ilar app recommendation is such a useful way to enhance user experience. For
instance, a list of similar apps is presented for each app in Google Play, users can
obtain other similar or related apps with minimal effort when browsing a certain
app. Thus we focus on how to obtain such a list for similar app recommendation.

Two apps are supposed to be similar if their meta information is semantically
related. This is called High Level Software Similarity in previous work [3]. Here
app meta information means the name, description, rating, reviews, screen shots
and all other information describing the app itself. Among all kinds of app
meta information, name is often used as the meaningful identifier to distinguish
c© Springer International Publishing AG 2016
W. Cellary et al. (Eds.): WISE 2016, Part II, LNCS 10042, pp. 324–339, 2016.
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different apps. App developers use name to summarize one app as two or three
discriminative, impressive words. App users use names to search a particular app.
According to a survey [27], 88 % query terms are from app names. Generally,
name functions as keywords of all the meta information for each app.

As important feature, name arouses much research interest, but few of them
make full use of names in app representation learning. Because the app name
usually contains a small number of words, two or three for example, the word
independence assumption in traditional vector space model is supposed to be
false for short texts. Existing studies on the similarity between short texts usually
leverage additional information to help model the word dependency, but such
additional information is often obtained with great effort, especially for those
private information such as query log. Besides, these methods usually relies on
the particular kind of information. Thus how to learn app representation from
names systematically is a challenge in the similar app recommendation task.

We first explore the reason of introducing additional corpus to model word
dependency. Then, we propose a systemic method to utilize this additional cor-
pus to help learn representation from names. The word dependency is modeled
as the word co-occurrence in the additional corpus. We jointly utilize the vector
space model and word dependency to derive the app representation by formal-
izing it as a collective matrix factorization problem [20]. In this paper, we take
description for example because it can be as easily obtained from app stores as
app names. Finally, we propose a new optimization algorithm to solve this col-
lective matrix factorization problem. In contrast to the optimization algorithm
proposed in [20], the alternating direction method of multiplier avoids the com-
putation of Hessian matrix and converges faster without loss of performance. We
investigate our proposed approach on real-world data sets crawled from Google
Play. Experimental results show that our proposed approach outperforms state-
of-the-art methods in the similar app recommendation task.

Our method will help app developers promote their new apps, help app stores
attract more app users, and help app users find their desired apps. In all, the
major contributions of this paper lie in the following three aspects:

• the exploration of the necessity of introducing additional corpus to help rep-
resentation learning from names.

• the formalization of the app representation learning with the help of addi-
tional corpus as the collective matrix factorization problem.

• the proposal to adopt alternating direction method of multiplier to solve the
problem above.

The rest of the paper is organized as follows: Sect. 2 discuss related work;
Sect. 3 describe our motivation for introducing additional corpus for names;
Sects. 4 and 5 present the problem formulation and the optimization algorithm
respectively; Sect. 6 show the empirical results; Sect. 7 concludes the paper.
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2 Related Work

In this paper, we investigate the role that app name plays in the app represen-
tation for similar app recommendation task. As a typical kind of short text, app
name can be treated as document, sentence, words or phrase, but not exactly
the same. Statistical patterns of human word usage can be used to figure our
what people mean. In other words, if units of text have similar vectors in a text
frequency matrix, then they tend to have similar meanings. This is statistical
semantics hypothesis [15]. According to different kinds of statistical semantics
hypothesis, we review the related work in terms of document similarity based on
bag of words hypothesis and word similarity based on distributional hypothesis.

Document Similarity. Treating the document similarity as its content similar-
ity, there are a bundle of classical methods to model the document content, like
TF-IDF [17], LSI [19], LDA [2]. LSI [19] employs matrix factorization methods of
the document-term matrix, such as singular value decomposition (SVD), to gen-
erate the low-dimensional document representations. LDA [2], short for Latent
Dirichlet Allocation, is a three-level hierarchical Bayesian model of text corpora,
in which each document in the collection is modeled as a finite mixture over an
underlying topics, and each topic is modeled as an infinite mixture over words
of topic probabilities. All the three methods are mainly based on vector space
model [6], which is supposed to be the first practical, useful algorithm for exact-
ing semantic information from word usage [15]. Bag of words hypothesis says
that If documents have similar column vectors in a document-term matrix, then
they tend to have similar meanings. To enrich the short texts, various related
studies [10,12,18,23] propose to leverage external resources, such as web search
results, to improve the semantical similarity between text segments.

Phrase/Word Similarity. Words that occur in similar contexts tend to have
similar meanings [7,19]. Distributional hypothesis states that if words have sim-
ilar row vectors in a word-context matrix, then they tend to have similar mean-
ings. A lot of recent studies are based on this hypothesis, such as [9,16,21].
word2vec [21] learns word vectors from word-context matrix through neural net-
work model, then it is extended to sentence and paragraph [16], namely Doc2vec
in this paper. The focus shift from document to word provides more possibilities,
for instance the context may be words, phrases, sentences, paragraphs, chapters,
documents, sequences of characters and so on.

App Similarity. Existing studies [3,4,14,25] focus on the app representation
learning from meta information in different tasks. For app classification, Zhu
et al. [25] enrich the app representation by exploiting the additional Web knowl-
edge from the Web search engine. For app search, AppLDA [14] is proposed
to introduce user reviews to bridge the vocabulary gap between app developers
and users to learn app representation by extending LDA. MobileWalla [1], a
mobile application search engine, computes the semantic similarity between app
based on the WordNet [5]. Panorama [4], a semantic-aware application search
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framework, propose the App Topic Model that integrates the text, link and cate-
gory information in order to discover the latent semantics from apps. For similar
app recommendation, SimApp [3] is the state-of-the-art framework to employ
multiple heterogeneous kinds of app information to detect similar apps.

Different from the related studies on document and phrase or word similarity,
our method takes the word dependency into consideration for the short app
name the and leverages external source without too much effort. Distinguished
from existing studies on app similarity, we put emphasis on the importance of
names in learning app representation. SimApp [3] considers the app name as a
short string of characters and utilizes the well-known string kernel [8], referred
to as SSK (subsequence kernel) to model the similarity between apps as string
matching without considering their semantics.

3 Motivation

App name is such an important feature that cannot be ignored in the app presen-
tation learning. First, app names are usually originated from the summarization
of the description, so words in app names are representative and less noisy. Sec-
ond, though not unique, app names are often used as the identifier where one app
is different from the others, so words in app names are discriminative. Finally,
users identify similar apps usually by names intuitively. However, experimen-
tal results in existing studies [3,4,14,25] show app names do not play the most
significant role in similar app recommendation. This phenomenon arouses our
curiosity to study this problem.
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Fig. 1. Word statistics in crawled app names

Words in app names are usually representative. Here we mean words in app
names can be treated as the keywords of app description texts. We simply use
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the TF-IDF to predict the keywords in app description texts, and top k words
are selected. Therefore the accuracy of this simple keyword extraction method
can be coarsely estimated as the representativeness of words in app names, such
as Precision@1 and Precision@2. Statistical results on our crawled more than 20
thousand apps show that Precision@1 and Precision@2 are 5 %, 4 % respectively.

Words in app names are often discriminative. Simply we use the literal dif-
ference between two app names to measure the discrimination of words, the
word overlap between any two app names. On average, the number of words
overlapped between any two app names is nearly 0.02. Among 200 million app
pairs, 98 % pairs with no word in common. These results suggest app developers
tend to use different words from existing app names even when two apps are
semantically related. This characteristic of word usage will lead to the failure of
word independence assumption in measuring the similarity between app names.

However, the number of words in app names are always smaller than ever.
For instance, a common short text is microblog with the averaged number of
words 5 or so. Statistical results on our crawled apps show that the averaged
number of words is 2.8 for each app name in Fig. 1. In Fig. 1, more than 90 %
apps have no more than 4 words in their names, and almost all the apps have no
more than 6 words in their names. The small number of words in app names will
cause the sparsity of models based on word independence assumption directly.

Generally, both the discriminative words and the smaller number of words in
app names make it more difficult to learn a better semantic space for apps from
names. Therefore we cannot connect “Uber” and “Yandex.Taxi” by looking at
words alone. With the help of auxiliary text documents where these words co-
occur frequently, we may establish a strong semantic similarity between words.
As a result, it is necessary to incorporate auxiliary word dependency in learning
app representation from names.

4 Methods

We first give a formal definition of app representation learning problem. Then
we show this problem can be reduced to the Collective Matrix Factorization
problem, denoted as CMF. Finally, app vectors obtained from CMF are used to
compute the similarity between apps for similar app recommendation task.

4.1 Problem Definition

For each app a ∈ A, there is a collection of information describing a, such as
name Ea, description Da. A is a set of n mobile apps. In this paper, we focus
on the problem as follows.

Definition 1 (App Representation Learning). Let E describe app names
and L describe the semantic relation between two words for all apps in A, our
app representation learning problem aims at learning a latent semantic space for
each app from both E and L.
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Given the name-word matrix E for all the apps in A and their associated
auxiliary document-word matrix L, we hope to bridge the gap between word
that are potentially semantically related. Here we use the app description as
the auxiliary documents for example. As illustrated in Fig. 2, we construct a
two-layer bipartite graph among app names, words and app descriptions.

Specifically, the left layer of bipartite graph is used to represent the relation-
ship between names and words. Each app name can be represented as a vector
of word occurrences and some app names share one or multiple word. If names
of two apps have one or more words in common, they are supposed to be seman-
tically related. Similarly, if two words co-occur in the same auxiliary document,
they will be semantically related. This relationship between words and auxiliary
documents is represented in the right layer of bipartite graph.

...

... ...

WordsNames Descriptions

E L

Fig. 2. Two-layer bipartite graph: name-word bipartite graph E and description-word
bipartite graph L

4.2 Collective Matrix Factorization

We use the typical vector space model to obtain the name-word matrix E ∈
R

n×l, where n is the number of apps, and l is the size of app name dictionary.
E = (eij)n×l where eij means TFIDF of word j in the name of app i, Ei· is
the representation of app i in the original space. We derive the latent semantic
space U ∈ R

n×k by LSI [19] as E = UV T
1 , where Ui· is the latent semantic

representation of app i, and k is the dimension of this latent semantic space.
L ∈ R

n×l is a document-word matrix, where L = (lij)n×l, lij means the
count of word j in the description of app i, such as TF-IDF, TF and binary
value. Here we use the TF value for example. Li· is the representation of the
description of app i. Using Latent Semantic Indexing [19], we obtain the latent
semantic representation by L = WV T

2 .
In order to bridge the gap between words that are likely to be semantically

related, we propose to learn the latent semantic representation U by decomposing
E and L jointly with the constraint V1 = V2. This is called collective matrix
factorization, denoted as CMF, which was proposed by Singh and Gordon [20].
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Our App representation Learning problem can be reduce the following CMF
problem in Eq. (1), denoted as AppLe-CMF1.

min λE‖E − UV T
1 ‖2F + λL‖L − WV T

2 ‖2F + Ω(U, V1, V2,W )
s.t. V1 = V2

(1)

In the optimization objective function of AppLe-CMF as Eq. (1), λE and
λL(0 ≤ λE , λL ≤ 1, λE + λL = 1) are trade-off parameters between the factor-
ization error of E and L. ‖M‖F is the Frobenius Norm of M . Ω(U, V1, V2,W )
is the regularized term to control the complexity of U , V1, V2 and W . In this
paper, we defined this term as γ1‖U‖2F + γ2‖V1‖2F + γ3‖V2‖2F + γ4‖W‖2F .

4.3 App Similarity

We obtain the latent semantic representation U for all apps by optimizing the
objective function of AppLe-CMF. To apply it to the similar app recommen-
dation, we employ the cosine similarity to compute the semantically similarity
s(ai, aj) between any two apps as in Eq. (2). For each query app, top d apps
with higher similarity are recommended.

s(ai, aj) =
Ui·Uj·

‖Ui·‖‖Uj·‖ (2)

5 Optimization Algorithm

The remaining question is how to optimize the objective function of AppLe-CMF
in Eq. (1). First, we introduce the augmented Lagrangian function for better
convergence. Second, we apply the alternating direction method of multiplier to
solve the collective matrix factorization problem. Finally, we analyze the time
complexity of our optimization method.

5.1 Augmented Lagrangian Function

We transform the constrained optimization problem AppLe-CMF into the uncon-
strained optimization problem by introducing the Lagrangian function

λE‖E − UV T
1 ‖2F + λL‖L − WV T

2 ‖2F + Ω(U, V1, V2,W ) + Λ • (V1 − V2),

where Λ is the Lagrangian multiplier. The scalar product • is the sum of all
element-wise products of two matrices A and B of the same size, i.e., A • B =∑

i,j aijbij . Although this Lagrangian function is non-convex with all the four
matrices U , V1, V2 and W , it is convex with respect to any one matrix while
fixing the other three.

Existing alternating methods [22] optimize one matrix by fixing the oth-
ers iteratively until the results converges. The only difference among different
1 Core code is available at https://github.com/bnn2010/iscas2016 AppSimilarity.

https://github.com/bnn2010/iscas2016_AppSimilarity
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alternating methods lies in the update step. Some methods utilize the conjugate
gradient descent step [26], other methods employ the Newton-Raphson step [20].

Compared with the classical alternating methods [20,22,26], the ADMM
algorithm converge much faster due to the addition of the quadratic term
‖V1 −V2‖2F , which can be interpreted as quadratic Tikhonov regularization [13].
This damping term encourages V

(t)
1 not to be very far from V

(t)
2 after t itera-

tions. As the ADMM algorithm converges, V
(t)
1 gets close to V

(t)
2 , so the effect of

the quadratic regularization goes to zero. In other words, the quadratic regular-
ization contributes a term to the gradient that decreases to zero as the algorithm
proceeds. Therefore, the augmented Lagrangian function of the original problem
AppLe-CMF in Eq. (1) is

L(U, V1, V2, W, Λ) = λE‖E − UV T
1 ‖2

F + λL‖L − WV T
2 ‖2

F + Ω(U, V1, V2, W )

+ Λ • (V1 − V2) + α‖V1 − V2‖2
F ,

(3)

where Λ is a lagrangian multiplier and α > 0 is a penalty parameter. The
Lagrangian multiplier Λ is a dual variable associated with the consensus con-
straint V1 = V2, which means the violation degree of the constraint.

5.2 Alternating Direction Method of Multipliers for Collective
Matrix Factorization

The alternating direction method of multipliers for the augmented Lagrangian
function in Eq. (3) is derived by successively minimizing L with respect to U ,
V1, V2, W , one at a time while fixing others at their most recent values, then
updating the multiplier Λ. For each iteration t+1, the update includes two parts:

1. update U , V1, V2 and W

U (t+1) = arg min L(U, V
(t)
1 , V

(t)
2 , W (t), Λ(t))

V
(t+1)
1 = arg min L(U (t+1), V1, V

(t)
2 , W (t), Λ(t))

V
(t+1)
2 = arg min L(U (t+1), V

(t+1)
1 , V2, W

(t), Λ(t))

W (t+1) = arg min L(U (t+1), V
(t+1)
1 , V

(t+1)
2 , W, Λ(t))

(4)

2. update the dual variable Λ

Λ(t+1) = Λ(t) + 2ηα(V
(t+1)
1 − V

(t+1)
2 ) (5)

where η is a step length.

Considering the convexity of each primal variable to L, the minimization in
each step is achieved by the local minimum using the most recent values of the
other primal variables and the dual variables. Thus we obtain the closed form
of the minimization problem in each step as Eq. (6).
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U (t+1) = arg min{λE‖E − UV
(t)T
1 ‖2

F + γ1‖U‖2
F }
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(t)T
1 V

(t)
1 + γ1Ik×k)

−1

V
(t+1)
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(t)
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F }
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(t)
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−1
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−1
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F }

= λLLV
(t+1)
2 (λLV

(t+1)T
2 V

(t+1)
2 + γ4Ik×k)
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(6)

Algorithm 1. Alternating Direction Method of Multipliers for Collective Matrix
Factorization
1: Input:
2: the matrix E, L ∈ R

n×l;
3: Output: the latent semantic space U ∈ R

n×k.
4: begin
5: set V1,V2 as a random matrix
6: set α,η > 0,
7: set U , W and Λ as zero matrix of appropriate sizes
8: while ΔL(U, V1, V2, W, Λ) ≥ ε do
9: update (U, V1, V2, W ) as Eq. (6);

10: update Λ as Eq. (5);
11: end while
12: return U
13: end

As shown in Algorithm 1, the stopping criterion is met when the following
condition is satisfied: |Lt+1−Lt|

L0
≤ ε. Lt+1 and Lt are objective values in the

iteration t + 1 and t respectively. ε is usually a small value.

5.3 Time Complexity

Each iteration in the Algorithm1 consists of updating the five matrices U , V1,
V2, W and Λ. Then we analyze the time complexity for each iteration.

The most time-consuming computation in updating U lies in the multiple
matrices multiplication and the matrix inversion in Eq. (6). Time complexity for
obtaining the matrix to be inverse and computing the inversion of a matrix with
size k ×k is about O(lk2) and O(k3) respectively. Computing the multiplication
of three matrices with size n × l, l × k and k × k separately cost about O(nlk +
max{n, l}k2). Therefore the overall complexity is O(k3+lk2+max{n, l}k2+nlk).

Similarly, the time complexity for updating V1, V2, W and Λ is O(k3 +
lk2 + nk2 + nlk), O(k3 + lk2 + nk2 + nlk), O(k3 + lk2 + max{n, l}k2 + nlk)
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and O(lk) separately. For each iteration in Algorithm1, the time complexity is
O(k3+lk2+max{n, l}k2+nlk). Its leading complexity O(nlk) is the same as that
in gradient descent method. In this sense, the ADMM is nearly as efficient as the
gradient descent method. Suppose the algorithm converges after T iterations, the
overall complexity is O(nlkT ), which is comparable to those of baseline methods,
such as LDA [2], LSI [19] and Doc2vec [16].

6 Experiments

First we present our crawled apps from Google Play, which are used as our
datasets, and other experimental settings. Then we conduct comprehensive
experiments on our datasets in terms of accuracy analysis and parameter sen-
sitivity analysis in similar app recommendation task. To make a further step
towards the performance improvement, we analyze an illustrative example in
detail and compare the word vector for better understanding.

6.1 Experimental Setting

Datasets. We establish our original data set in two steps. First, we use the
app meta-information provided in [3] and obtain 15,282 apps which belong to 42
categories, after removing some noisy apps. For each app, name and description
are preprocessed by removing the punctuation, stop words and low-frequency
words, stemming. Thus there are 3,835 distinct words in names and 41,773 words
in descriptions. Then, we crawl similar app lists presented in Google Play Store
because the test collection is not provided in [3]. The ground truth for app
similarity is generated from our crawled tens of thousands of similar app lists.
Like [3], two apps are considered to be similar if they co-occur in the same similar
app list more than once.

Baselines. In this section, we explain the process of our empirical study and
briefly review several state-of-art algorithms we compared to as baselines. We
compared our proposed AppLe-CMF with three kinds of typical baseline meth-
ods: (1) Document Similarity Models: TF-IDF [17], LSI [19], LDA [2]; (2) Word
Similarity Models: Doc2vec [16]; (3) String Similarity Models: the string ker-
nel [8] used in SimApp [3] denoted as SimApp S. For those latent space models
like LSI, LDA, Doc2vec and AppLe-CMF, we choose the dimension of latent
space from 10 to 100 with step 10 and from 200 to 1000 with step 100. Addi-
tionally, our proposed method AppLe-CMF need to adjust a trade-off parameter
from 0.1 to 0.9 with step 0.1. All these performances shown in the following sec-
tions are in the best configuration. We set α as 1.91×10−4 max{‖E‖F ,‖L‖F }max{n,l}

k
like [24]. ε in the stopping criterion is 10−6 and η is 1.618 as [24] in our experi-
ments.

Evaluation. For rank-based evaluation, we set each app as query app, and
its similar apps can be obtained from the similar app lists. After removing
those query apps with the number of similar apps less than 5, we obtain 4, 457
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query apps. Based on the unreliable assumption that apps out of app a’s similar
app list are dissimilar to a, we choose dissimilar apps for each query app as in
SimApp [3]. To avoid the bias of the unreliable assumption, we randomly select
different numbers of dissimilar apps, such as 50, 100, 200. Therefore we obtain
three test data sets with each query app corresponding to a list of more than 5
similar apps (labeled with 1) and a number of dissimilar apps (labeled with 0),
denoted as AppSet50, AppSet100, AppSet200. We evaluate the performance of
various methods for similar app recommendation with rank-based measures [11],
i.e. Precision@k(denoted as P@k) and NDCG@k.

6.2 Ranking Accuracy Analysis

With P@5 and NDCG@5 as evaluation measures, the best averaged performance
over all the query apps is shown in Table 1. For all the three data sets, the
optimal parameter setting of k is 900, 200, 300, 1000 for LSI, LDA, Doc2vec and
AppLe-CMF separately and the optimal λL is 0.9 for AppLe-CMF. Statistical
significance tests are also done for performance comparisons.

Table 1. Performance comparison between AppLe-CMF and baseline methods

Approach AppSet50 AppSet100 AppSet200

P@5 NDCG@5 P@5 NDCG@5 P@5 NDCG@5

Doc2vec 0.232847 0.232050 0.140273 0.141457 0.079649 0.079178

TFIDF 0.669598 0.702618 0.624680 0.658857 0.583980 0.616297

LSI 0.698093 0.726622 0.653130 0.680771 0.607494 0.633038

LDA 0.641239 0.666057 0.576576 0.598272 0.496433 0.513752

SimApp S 0.702580 0.733794 0.652188 0.683939 0.597846 0.628773

AppLe-CMF 0.714158a 0.738584a 0.669778a 0.692549a 0.613058a 0.634468a

aPerformance differences between AppLe-CMF and any baseline are statistically
significant with p-value < 0.01 for paired t-tests.

As shown in Table 1, our proposed method AppLe-CMF achieves the best per-
formance on all the three data sets among all the methods. For example, P@5
of AppLe-CMF on AppSet100 is 6.7 %, 2.3 %, 11.4 %, 1.6 %, 377.48 % higher
than TF-IDF, LSI, LDA, SimApp S and Doc2vec separately. Obviously, both
typical document similarity models (i.e., TF-IDF, LSI, LDA) and word simi-
larity model (i.e. Doc2vec) perform not so well as string similarity model (i.e.
SimApp S) mainly because the string kernel used in SimApp makes full use of
the limited words of names in terms of characters. Generally, the introduction of
word dependency brings about the performance improvement of AppLe-CMF.

With the increase of the dissimilar app number from each dataset in Table 1,
the performance of each method decreases. Taking SimApp S for example,
NDCG@5 on AppSet100 and AppSet200 is 6.8 % and 14.3 % less than that on



Collective Matrix Factorization for Similar Mobile App Recommendation 335

AppSet50 respectively. This performance deduction can be explained by two rea-
sons. One is that the similar app recommendation task becomes more difficult as
the dataset size increases. The other is the unreliable assumption that there is
some similar apps labeled with 0 as mentioned before. In that case, these noisy
labels have no effect on our performance comparison results.

Table 2. Similar apps for “Uber” from AppLe-CMF and baselines

Specifically for the query app “Uber”, which is a well-known taxi booking
app, we list top 5 apps names for each method in Table 2. One app is similar
(not similar) to the query app if its name is in black (red) color. Note that in
Table 2, “Taxibeat Free taxi app”, “BiTaksi”, “Yandex.Taxi”, “Lyft” etc. are all
taxi booking apps. This qualitative example illustrates the better performance of
AppLe-CMF. TF-IDF and SimApp S cannot capture the latent semantic relation
between “Uber” and “taxi”, which are well related in AppLe-CMF. The semantic
similarity between word vectors may explain the better performance of AppLe-
CMF, which inspires us to explore the underlying reason further.
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Fig. 3. Word vectors in latent space
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(a) P@5 on AppSet50 (b) NDCG@5 on AppSet50

(c) P@5 on AppSet100 (d) NDCG@5 on AppSet100

(e) P@5 on AppSet200 (f) NDCG@5 on AppSet200

Fig. 4. Performance variation with k and λL
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6.3 Word Vector

To illustrate the learned word vector, we present the latent space with 2-
dimension in Fig. 3. Due to the cosine similarity adopted in all the methods,
we focus on the angle between two word vectors. Thus all the word vectors are
mapped to the unit circle for better comparison. We select two similar app pairs
(“tinyCam Monitor FREE”,“IP Webcam”) and (“Strategy & Tactics: WW II
FREE”,“Ice Cream Jump”), where the former means the query app and the
latter means the app to be ranked. After preprocessing, there remains three
words (“Monitor”,“IP”,“Webcam”) in the first example, and seven words except
“FREE” in the second example.

Both examples in Fig. 3 are similar pairs, so they are supposed to have a small
angle between words from different apps. For the first example in Fig. 3a, the
query app is for remote surveillance or control your private or public network/IP
cameras, video encoders, DVRs and Webcams. For our understanding, both
angles between vectors “monitor” and “Webcam”, vectors “monitor” and “IP”
are small. AppLe-CMF reflects our understanding well while baselines do not.
This seems to reveal the underlying reason for the improvement of AppLe-CMF.

6.4 Parameter Sensitivity

There are two parameters in our proposed AppLe-CMF. k is the dimension of
the latent space, and λL is the trade-off parameter, where λE = 1−λL. Here we
investigate its sensitivity to different parameter settings. Experimental results
are shown in Fig. 4, k ranges from 100 to 1000 with step 100 and λL ranges from
0.1 to 0.9 with step 0.1.

In Fig. 4, the relative performance changes with λL is stable. For example,
on AppSet50, NDCG@5 increases by 1.22 % and P@5 increases by 1.80 % from
0.1 to 0.9 when k = 1000. However, the performance increases fast with k from
100 to 1000. For λL = 0.9 on AppSet100, P@5 and NDCG@5 improvement is
9.87 % and 10.59 % respectively. Thus the setting of k has more effect on the
performance of our proposed method.

7 Conclusions and Future Work

We mainly focus on learning app representation from app names for similar app
recommendation. First, we explore the characteristics of names and find the rea-
son why additional information is needed lies in the discriminative and fewer
words in app names. Then we incorporate the word dependency from auxil-
iary documents, such as app descriptions, into name-word matrix and formulate
this app representation learning as the collective matrix factorization problem,
referred to as AppLe-CMF. Finally, for better convergence, Alternating direc-
tion method of multipliers is employed novelly for AppLe-CMF. Experimental
results show that our proposed method outperforms state-of-the-art baselines.

In the future work, we will extend our AppLe-CMF to all the heterogeneous
data in apps, such as links, images and other texts, to obtain a comprehensive
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app representation. Moreover, our AppLe-CMF will be applied to the app search
task and how to model query will become of our main concern. Finally, AppLe-
CMF in the supervised scenario will be attractive.

Acknowledgments. This paper is supported in part by the National High-tech R&D
Program of China (No. 2012AA010902), and NSFC (No. 61303059).
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Abstract. Today multimedia content comprising both text and images
is growing at a rapid pace. There has been a body of work to summarize
text content, but to the best of our knowledge, no method has been devel-
oped to summarize multimedia content. We propose two methods for
summarizing multimedia content. Our novel approach explicitly recog-
nizes two desirable, normative characteristics of a summary - good cov-
erage and diversity of the respective text and images, and that text and
images should be coherent with each other. Two methods are examined -
graph based and a modification to the submodular approach. Moreover,
we propose a metric to measure the quality of a multimedia summary
which captures coverage and diversity of text and images as well as coher-
ence between the text and images in the summary. We experimentally
demonstrate that the proposed methods achieve good quality multimedia
summaries.

Keywords: Summarization · Text and images · Multimedia content ·
Algorithms

1 Introduction

Today multimedia content is growing at a rapid pace on the web. To cater to
readers, publishers such as The New York Times and The Wall Street Journal
offer briefings of content with text and images. The growing shift to mobile
devices calls for summarizing multimedia content. Text summarization has been
addressed. Our research fills a void by examining summarization of multimedia
content - text and images.

The first of two formulations we propose is graph based, inspired by [13]. Each
fragment of either content type is a node, the edge weight within a content type is
the similarity between two fragments, and the edge weight between fragments of
two different types is the coherence between them. The node weight signifies the
amount of information in the fragment. The objective function includes all three
properties. The second approach uses sub-modular functions, inspired by [9]. The
objective function models coverage and diversity of both content types in the sum-
mary, but introduces an additional term for the coherence between these types.
c© Springer International Publishing AG 2016
W. Cellary et al. (Eds.): WISE 2016, Part II, LNCS 10042, pp. 340–348, 2016.
DOI: 10.1007/978-3-319-48743-4 27
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In the absense of ground truth, information coverage and diversity of a sum-
mary are used to measure its quality. We extend this notion to images, while also
incorporating the coherence of the images and text to define quality for the new
concept of multimedia summary. A quality metric, labeled MuSQ (Multimedia
Summary Quality) is introduced. With a small manually annotated data set,
we demonstrate that the proposed metric shows better agreement with human
judgement when compared to traditional metrics such as retention/compression
rate and KL divergence. We then evaluate the proposed algorithms using this
metric, and the experimental results show that our proposed algorithms perform
better compared to the baseline methods.

2 Related Work

While text summarization has been an active area of research for several years,
summarizing multimedia content is relatively unexplored. Recent work has pre-
sented a multimedia summarizer system for retrieving relevant information from
web repositories based on the extraction of semantic descriptors of documents [1].
In this approach, images are not treated as primary objects, but are chosen sec-
ondarily based on the selected text summary. Notably, the content of the images
is not leveraged, instead only its metadata is used, making the summary poten-
tially less accurate.

The literature on summarization of multimedia data [3] focuses largely on
video summarization. Other works [2], based on video/audio features, exploit
natural language engines to create textual summaries.

For text summarization, the two broad approaches are: abstractive and
extractive. In this research paper, we will be focusing on extractive summa-
rization only.

Starting with Luhn [10] automated (text-only) extractive document summa-
rization has been examined by researchers in Information Retrieval and Compu-
tational Linguistics [14]. Algorithms such as support vector machine (SVM) and
regression models have been used. However, Wu et al. [17] found that certain
graph-based algorithms (for example, TextRank [11]) perform better than SVM
and regression methods.

Solving the summarization problem for product reviews, [13] proposed a
graph based formulation which uses a fast and scalable greedy algorithm. They
considered the informativeness and diversity of the sentences to select the sum-
mary of the reviews.

The papers mentioned above follow the bag of words approach, which rely
on frequency of words in documents. In a different approach, [5] used continuous
vector representations for semantically aware representations of sentences as a
basis for measuring similarity. Our technology extends the approach presented
in [5,13] to incorporate images in the summary.

With our goal of multimedia summary it is necessary to associate segments
of text with segments of images. Approaches that describe contents of images
are formulated either by mapping images to a fixed set of human-constructed
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sentences [4,15], or by automatically generating novel captions [8,12]. Other
approaches use Kernel Canonical Correlation Analysis [16] to align images and
sentences; however their reliance on computing kernels, quadratic in number of
images and sentences, make them not easily scalable. We use the framework
developed by [6] to map the text and images onto a common vector space in our
work.

3 Problem Definition

First, we present five desirable qualities of multimedia summary qualitatively,
by extending well-established concepts in text summarization.

– The text (image) part of the summary should provide good coverage of the
text (image) part of the document.

– The text (image) part of the summary should be diverse.
– The text and image part of the summary should be coherent.

We start by defining the content fragment which is either a text unit (typi-
cally, a sentence), or an image segment. The desired size of the summary images
is a configuration parameter of our system. The image segments are generated
as follows. First, we apply an image segmentation algorithm [7] to identify infor-
mative objects in an image. Then, each image segment is bounded by a box.
This is achieved by finding the smallest rectangle parallel to boundaries that
completely encloses the informative object as identified above. If the rectangle
is smaller than desired size, it is merged with other image segments that overlap
with it. Eventually, when the bounding rectangle is at least of the desired size,
we re-size it (by zoom out) to fit the desired size. Now, each such rectangle is
an image segment.

The similarity between a pair of text units (sentences) is determined by first
applying a recursive auto-encoder based vector representation to both the text
units and then taking the cosine similarity between the two vectors. For finding
the similarity between a pair of image segments, we apply the deep learning
based CNN (convolutional neural network) technique [6] to transform images
into a vector of size 4096, and then assess the cosine similarity between these
two vectors. To find the similarity between a text unit and an image segment,
we apply the transformation to project them into a common vector space [6]
and then we compute the cosine similarity between the vectors representing the
image and the text.

3.1 Graph Based Approach

In this approach, (inspired by [13]), we construct a graph to represent the docu-
ment. Each node represents a content fragment. We draw an edge between two
nodes, representing two content fragments, with the edge weight as their simi-
larity. We also assign a reward to each content fragment. A text unit is assigned
the reward score as the number of nouns, adverbs, adjectives, verbs and half of
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the number of pronouns. An image fragment is assigned the reward score based
on the information content. We take the image segment reward as the average
level of similarity with all other image segments.

We attach a cost to each content fragment. The cost of a text fragment is
taken in units of sentences, word or characters, and the cost of an image segment
is taken as one unit, as all image segments are resized to the desired level. The
user also specifies the upper limit on the size of summary for the text and image
parts separately, called as budget for the text and image parts, respectively, and
represented as bT and bI .

We follow an iterative greedy strategy [13] to select the content fragments
to include in the summary. In particular, we find the gain Gi of including an
available content fragments i in the summary, given by:

Gi =
n∑

j=1

wij ∗ Rj +
m∑

k=1

ŵik ∗ R̂k (1)

Here, wij is the edge weight between the ith content fragment and jth text unit,
and ŵik is the edge weight between the ith content fragment and kth image
segment. Further, Rj is the reward of the jth text unit, and R̂k is the reward for
the kth image segment.

Then we find the content fragment, with the maximum gain to cost ratio, and
include it in the summary. Note that we do not impose any order while choosing
the text and image fragments for the summary, although the number of text
units and image segments selected are controlled by the individual budgets for
those two parts of the summary. When a content fragment is included in the
summary, the rewards for all other content fragments are updated, per following
rules. If a content fragment is the same type as the selected content fragment,
its rewards is multiplied by (1 − wij), and if the content fragment in question
is of a different type compared to the selected content fragment, its reward is
multiplied by (1 + wij). This ensures diversity because the value of including
another content fragment that is similar and of the same type as the summary
is reduced. At the same time, coherence is achieved since the value of including
a content fragment that is similar but of a different type is increased.

3.2 Coverage-Diversity Based Approach

In this approach, inspired by the sub-modular approach to text summariza-
tion [5], we have a five part objective function. We have a text coverage term,
and a text diversity reward term. Along similar lines, we define the image cov-
erage term, and an image diversity reward term. Finally, we define a coherence
term which captures the similarity between text and image(s) selected in the
summary. For document D, we denote the summary of the text T as S and of
the images V as I. The objective function is defined as

F (S, I) = α1 ∗CT (S)+α2 ∗RT (S)+α3 ∗CV (I)+α4 ∗RV (I)+α5 ∗H(S, I) (2)

Here, α’s represent the weights which can be tuned by the user.
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The term CT (S) represents the coverage of the text T of the document by
the summary text S, defined in the same way as [5]

CT (S) =
∑

i∈T

min{
∑

j∈S

wij , α
∑

j∈T

{wij}} (3)

The term RT (S) is the reward for diversity of the text summary S with
respect to the text of the document, defined in the same way as [9]

RT (S) =
∑

i∈S

√ ∑

j∈Pi∩S

rj where rj =
1
n

∑

i∈T

wij (4)

where Pi is a partition of the ground set T into separate clusters and rj is the
singleton reward of including sentence j in the empty summary. The clustering
is done using CLUTO with the 4096 sized vector representation of the sentences
derived from [5] with number of clusters as 0.2 times the number of sentences
(so, on average, each cluster would have 5 sentences), a direct K-mean clustering
algorithm is used following the same choice as made in [9]. The term rj is defined
again in the same manner as [9] where n is the number of sentences in T and
wij is the similarity between sentences i and j. By replacing T with V and S
with I, we can define the corresponding terms for images and their summary.

The term H(S, I) represents the coherence between the summary text and
summary images. It is defined as the sum of all pairs of text units and image
fragments, i.e.,

H(S, I) =
∑

i∈S

∑

j∈I

ŵij

here, ŵij represents the similarity between the text fragment i in the text part
of the summary and image fragment j in the image part of the summary.

4 Multimedia Summary Quality

Measuring quality of a summary relative to its original source is important.
Since the problem of multimedia summarization has not been addressed, no
quality metrics have been proposed. We propose MuSQ, or Multimedia Summary
Quality, which includes the desirable characteristics stated in Sect. 3. This metric
does not require ground truth.

Let the similarity between a content fragment (text or image) u and another
content fragment v be given by Sim(u, v). Consider a text sentence v present in
the document text T and a sentence u in the summary text S.

Now consider a metric μT defined as

μT =
∑

v∈T

Rv ∗ max
u∈S

{Sim(u, v)} (5)

The term maxu∈S Sim(u, v) represents the maximum level of similarity between
a sentence v in the document text and any sentence in the summary S.
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Recall that the term Rv is the reward value of the sentence v, and contri-
bution of the sentence v towards the quality of the summary is accordingly
Rv ∗ maxu∈S Sim(u, v). Note that due to the max function, if there are two sen-
tences which are similar to the given sentence v, it will not lead to enhanced
contribution of the sentence to the quality of the summary. On the other hand,
if the summary is having a sentence similar to a sentence in the document, it
leads to increase in the metric value for the summary quality. In this way, the
function μT is able to simultaneously capture the diversity and the information
content of the summary with respect to the text of the original document T .

We define the overall quality metric MuSQ as:

μM = μT + μI + σT,I (6)

μI =
∑

w∈V

R̂w ∗ max
x∈I

{Sim(w, x)} (7)

σT,I =
∑

v∈S

∑

w∈I

{Sim(v, w) ∗ Rv ∗ R̂w} (8)

The terms μT and μI are diversity aware information coverage measure for
the text part and the image part of the summary, respectively. The third term
σT,I measures the degree of cohesion between the text and the image part of the
summary, as the sum of similarities between the sentences and the images in the
summary, across all pairs.

5 Experimental Results

Now, we describe experimental results to validate our algorithms, as well as the
proposed quality metric. First, on a small dataset we check whether the quality
metric MuSQ correlates well with human judgment about the quality of multime-
dia summary, since obtaining human input for a large dataset is very expensive.
Once MuSQ is validated, it is used to evaluate the proposed summarization
algorithms on a larger dataset.

The small dataset comprised ten articles from the New York Times for each of
which we created two summaries. In a survey, participants were shown the orig-
inal article, the two summaries and were asked which one of the two summaries
was better, or whether they were almost of similar quality. To control the order
effect, the summaries were randomly placed first or second (without regard to
their MuSQ scores), and the participants were not given any information about
how the summaries were generated.

We define agreement level in three different ways. The first definition treats
the ‘Equal’ option as half agreement and half disagreement, i.e., AL1 = 100 ∗
(A+0.5E)/(A+E+D), where AL1 is the agreement level according to definition
1, A is number of agreements (i.e., the human judge preferred the summary which
had higher MuSQ score), E is number of times both summaries were deemed to
be of same quality by the human judge, and D is the number of disagreements
(i.e., the human judge preferred the summary which had lower MuSQ score).
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Second definition treats the ‘Equal’ option as disagreement, i.e., AL2 = 100 ∗
A/(A + E + D). Third definition ignores the ‘Equal’ option completely, i.e.,
AL3 = 100 ∗ A/(A + D).

In total, 22 human judges provided 128 responses. Out of these, 87 responses
favoured summaries with higher MuSQ scores, whereas 14 responses found the
summaries to be almost equal in quality. The remaining 27 responses disagreed
with the ranking based on the MuSQ scores. This translates to 68% agreement
for the MuSQ scores (where, as a conservative approach ‘equal’ is classified as a
disagreement), and 76% agreement ignoring the votes for ‘equal’. The Pearson
correlation coefficient between the agreement levels (AL1, AL2 and AL3) and the
fractional difference in the MuSQ scores is approximately 0.51 for all the three
definitions of agreement levels, which shows that our proposed quality metric
correlates well with human judgment.

Now, we describe the experiments performed on a larger dataset, considering
MuSQ as the quality metric. We collected 1, 000 articles from New York Times,
which typically have text and images, both. We kept only those articles which
had at least 20 and at most 100 sentences, and at least 1 image. This resulted in
selecting 703 articles for the experiment. Further, the size of the summary was
specified as 3 sentences and 1 image of size 200 ∗ 200 pixels.

The image segmentation algorithm takes the number of objects to be iden-
tified as input. We choose to identify 20 objects, with a further constraint that
each class of objects does not occur more than 10 times. This ensures that the
objects from a general class, such as background, do not end up as the only
objects in the segments. Also, we used [9] to compute the similarity between
two sentences. The similarity between two images, as well as, between a text
sentence and an image was computed in the same way as [6].

We evaluated the two approaches proposed in this paper using the MuSQ
score. As a baseline, we used the text only version of these two algorithms for
finding the three summary sentences, and augmented this summary with the first
(whole) image from the article (hitherto only known method). The graph based
approach we propose achieves the highest score 539 times, and the coverage-
diversity based approach achieves the highest score 90 times. Only 103 times
out of 703 articles, one of the two baseline approaches outperform our proposed
approaches, and 587 times our proposed approaches outperform the baseline
approaches. This means that our proposed approaches are better 83.5% of the
times and equally good another 1.5% of the times. As the MuSQ scores are
dependent on the size of the original document, it is not appropriate to compare
them across articles.

We also report the traditional text only performance metric for the summary
quality for the four algorithms in Table 1, as well as the newly proposed metric
MuSQ. As expected, theMuSQ score is higher for the enhanced versions compared
to the baseline methods. One finds that both for retention rate and KL-Divergence,
the baseline approaches perform better than the enhanced approaches, which are
to be expected. However, note that the performance degradation is fairly small
and less severe for the graph based approach. Hence, the algorithms proposed by
us provide significant value for summarizing multimedia content.
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Table 1. Quality metric for the four approaches (retention rate and KL-Divergence
are measured only for the text part of the summary)

Metric Enhanced approaches Baseline approaches

Submodular Graph based Submodular Graph based

MuSQ 1528.37 1592.18 1519.95 1564.78

Retention rate 0.3704 0.4608 0.3896 0.4652

KL-Divergence 1.2052 0.8980 1.0822 0.8725

6 Conclusion

Today multimedia content in the form of text and images are commonplace
across publishing sites and devices. The need for the summarization of such con-
tent to comprise both text and images is stronger than ever before. The results
provide strong evidence in support of our proposed methods and validate the
new quality metric. These summaries are better than the summaries generated
only using text part and then adding the first image, which is the only known
multimedia summary method. We hope that future work will advance our under-
standing and knowledge in multimedia summarization to parallel that of text
summarization.
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Abstract. The development of Web-based Information Systems is crucial in
the quest to maintain and develop the enterprise competiveness. However,
capturing requirements from Business Processes (BP) is still an issue, as existing
methods mostly focus, or on human aspects and the user interface, or on
business concerns as rules and workflow coordination, and therefore do not
specify all the Software Architectural components which are relevant for soft-
ware development. We present the Goals Approach, which analyzes BPs and
User Tasks and details them in the process of methodically designing and
structuring the User Interface, the Business Logic and the Database of the
Information System given a Model-View-Controller (MVC) architectural pat-
tern. In this paper we focus on how to obtain the Goals business model of
requirements based on the DEMO method. The approach can be used for
in-house software development, and the method is straightforward fitting Small
and Medium Enterprises agility needs.

Keywords: Web-based applications � Enterprise engineering � Software
engineering � User-Centered Design � Software architecture

1 Introduction

Software development within enterprises still lacks effectiveness as project full-success
rates are still as low as about 30 % [1, 2]. Despite this fact, efforts in SE have at least
taken us from a chaotic state of the practice [3], to a more inspiring situation where
expertized executive management support, user involvement in the development pro-
cess and agile techniques are appointed as factors of project success [4, 5].

In our quest to integrate the enterprise and the software engineering perspectives as a
solution to align business and Information Technology (IT) and create the conditions to
increase software success rates, we bridge both domains by means of a User-Centered
Design perspective that allows the modeling of Web-based applications. We presents
the Goals Approach, which models the business and uses it as the back-bone of the
software architecture. This paper focuses on the business model elaboration from
DEMO [6], as a way to enhance business analysis performance and explain our method.
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1.1 Foundations and Software Development Process

The Goals Approach is founded on five methods: Wisdom [8], which is a software
engineering and architectural method; Goals [9], which establishes a relation between
business and software architectures; DEMO [6], that models the enterprise by means of
an ontology; Activity Modeling (AM) [10], which models human activity and designs
the user interface, and BDD [11], which models user interface and system behavior.

The Software Development Process defines a method that integrates the Enterprise
Engineering and Software Engineering perspectives, concerning a given Business
Process Improvement (BPI) [12], in two phases. The Analysis Phase identifies Business
Processes (Step 1), User Tasks (Step 2), Interaction Spaces (Step 3), Business Rules
(Step 4) and Data Entities (Step 5), composing an Enterprise Structure of business
requirements, which components are presented in Table 1.

The Design Phase applies a User-Centered Design perspective to the Enterprise
Structure in order to specify User Tasks (Step 6), design the User Interface (Step 7),
structure the Business Logic (Step 8) and the Database (Step 9), finishing (Step 10) by
elaborating the Software Architecture based on aMVC architectural pattern [13] in order
to support for any possible combination of BPs that may structure the enterprise service.

Table 1. Enterprise structure’s component’s definition, origin and symbol.

Component Brief Definition Origin Symbol
Business Process 

(BP)
A Network of UTs that lead to a 

Goal
DEMO

User Task
(UT)

A Complete Task within a BP
AM

Interaction Space 
(IS)

The Space that supports a UT
with the same BRs and DEs.

Wisdom

Business Rule 
(BR)

A Restriction on the DE’s Struc-
tural Relations

DEMO

Data Entity
(DE)

Persistent Information about a 
Business Concept

Wisdom

Table 2. Software Architecture components definition, origin and symbol.

Component Definition Origin Symbol
Aggregation

Space
A User Interface Hydra

Interaction
Component

Tool of a User Interface Goals

Interaction
Object

A User Interface Object that 
triggers SRs

Goals

User Interface
SR

A SR that provides support for 
User Interface presentation

Goals

Database
SR

A SR that manages Data Enti-
ties

Goals

350 P. Valente et al.



Each Software Architecture component is presented in Table 2, where SR stands
for System Responsibility. The Software Architecture is elaborated by means of
composing one Aggregation Spaces [14] per each User Task (UT), which architec-
turally uses the ISs which are associated to the UT, ensuring the application of BRs
over identified DEs and ensuring traceability between business and software
implementation.

Goals establishes a relation with DEMO by means of the concepts of BP, UT, BR
and DE which are compatible with the DEMO concepts of Transaction, Coordination
Act, Action Rule and Object Class, respectively. Goals adds the Interaction Space
(IS) which as the key to build-up the Enterprise Structure. We define three patterns of
derivation (A, B and C) which are used to identify Goals component from DEMO
models. The patterns are introduced in Fig. 1, and Steps 1 to 5 which explain the
derivation of components in a top-down process are presented in Sects. 2.1, 2.2, 2.3,
2.4 and 2.5.

2 Analysis Phase

The elaboration of the Enterprise Structure is presented in Steps 1 to 5.

2.1 Step 1 – Business Process (BP) Identification

Goals definition of BP is compliant with the notion of Business Process provided by
DEMO as a “set of interrelated or enclosed Transactions”. One Transaction is a

Fig. 1. Patterns A, B and C of component (BP, UT, IS, BR and DE) derivation from DEMO.
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sequence of Coordination Acts {namely: request (rq), promise (pm), state (st) and
accept (ac)} performed by two actors, or by a single actor directly in the system.

Figure 1 presents the BP derivation patterns based on the DEMO Process Structure
Diagram (PSD). Pattern A includes a single Transaction (T1) performed by Actor A00,
pattern B includes a single Transaction (T1) performed by two Actors (A00 and A01),
and pattern C has two Transactions (T1 and T2) performed by three Actors (A00, A01
and A02). In all cases the relation between Goals and DEMO BPs is of one-to-one.

2.2 Step 2 – User Task (UT) Identification

Contrarily to DEMO, Goals considers that an Actor always carries on a only single task
(a UT) and never two consecutive tasks or Coordination Acts (C-Acts). This aims
Business Process clarification, user performance and software conception efficiency in
order to deploy the necessary tools for the execution of the task by reducing articu-
latory distance and therefore, the user effort [15]. Hence, Goals considers any con-
secutive DEMO C-Acts {request (rq), promise (pm), state (st) and accept (ac)] as a
single UT.

Figure 1 presents the derivation of UTs from the DEMO PSD. In pattern A a single
UT is considered for the four consecutive C-Acts {rq, pm, st and ac}. In pattern B the
consecutive C-Acts {pm and st} performed by Actor A01 are considered as a single UT
(“Request Flight”), and in pattern C, Actor A01 is responsible for transposing the BP
execution from Actor A00 to A02 and viceversa by carrying on the UTs “Coordina-
tion” and “Response”, which are merged from consecutive C-Acts, namely {T1 pm -
T2 rq} and {T2 ac - T1 st} respectively.

2.3 Step 3 – Interaction Space (IS) Identification

One IS supports the interaction between two users in person or remotely while each one
carries on his own UT. Even if many UTs are carried by many Actors, the UTs will still
be different, and if two Actos carry on the same UT of the BP remotely, then they are
performing cooperative work [16]. The derivation of ISs does not depend on DEMO
models as this method does not consider the space where human activity occurs.

Figure 1 illustrates the derivation of the IS from the relation of UTs, as each IS (e.g.
“Bureau” in Pattern B) supports the communication between any two or more Actors,
the line that divides the swim-lanes of each Actor represents an IS. Given that DEMO
only predicts the interaction between two Actors, when applied to DEMO models, this
pattern of derivation will always result in a direct relation between one IS (e.g. ISs
“Bureau” and “Office” for Transactions T1 and T2 in Pattern C) per Transaction.

2.4 Step 4 – Business Rule (BR) Identification

BRs represent regulations or requirements that should be elicited during the Analysis
Phase in order to facilitate the understanding of the restrictions which the user is subject
to when carrying on a User Task within a certain Interaction Space, and represent
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restrictions which are applied to existing Data Entities. BRs are the grounding foun-
dation of the Business Logic (given an MVC pattern), as they are the more specific
programmed system responsibility regarding the structuring of this layer, the middle-
ware of the system.

Figure 1 illustrates a situation in which both T1 and T2 define a BR each (“Short
Travel” and “Less than 5 Travels”), which are also used by the Interaction Spaces of
Transactions T1 and T2. BRs are constantly executed in order to ensure that a given
restriction is ensured regarding the transfer of information between Interaction Spaces
and Data Entities. BR should also be used by Interaction Spaces in order to restrict the
introduction of invalid information by the user, therefore preventing usage mistakes.

2.5 Step 5 – Data Entity (DE) Identification

DEs are business concepts which are recognized within the enterprise domain by those
who have knowledge about it (the enteprise). DEs are compliant with the concept of
Class and relation of Classes used in UML [17]. And this definition is compatible with
DEMO Object Classes (OC) which structures facts and Transactions. Goals derivation
of DEs is carried out using the Object Fact Diagram (OFD) by establishing a direct
relation between one DE per OC.

Figure 2 which presents the relation between OCs and Transactions in the OFD
horizontal swim-lane. Transactions 1 and 2 use each a single DE, and these are related
in a multiplicity of 1 to many (from “Travel” to “Travel Approval”). The resulting
Enterprise Structure is presented above the DEs representation, and is composed by
every identified component until this moment with no changes and is representative of
the social interaction in terms of stable and essential norms, which is known as the
organizational kernel [18].

Fig. 2. Enterprise structure and derivation of DEs from OFD diagram.
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3 Analysis Phase

The Design Phase elaborates the Software Architecture which is conceived in a
top-down process that detailing the User Interaction (Step 6), the User Interface
(Step 7), the Business Logic (Step 8) and the Database layer (Step 9), finishes with the
composition of the Software Architecture (Step 10).

3.1 Step 6 – Task Model

The Task Model details User Tasks (UTs) in order to obtain information in order to
carry on the User Interface design, which happens in Step 7. The Task Model follows
the technique applied in the Wisdom methodology in order to specify the UT in terms
of User Intentions (steps that the user takes to complete the task) and System
Responsibilities (that provide the necessary information), following a traditional
decomposition of an Essential Use Case (EUC) by means of the application of the
Concur Task Trees (CTT) technique [19].

3.2 Step 7 – Interaction Modeling

The User Interface Design is carried out by means of the application of the Behavior
Driven Development (BDD) method [11]. BDD is an agile software development
method that produces pseudo-code as User Stories in order to specify a system feature
(a UT) which is used within a certain scenario (an Aggregation Space).

User Stories specify a flow of user interactions that matches the User Intentions of
the Task Model, specifying one Interaction Components per User Intention, and one
Interaction Object per User Interaction, and related system behavior in terms of User
Interface and Database System Responsibilities (SRs).

Figure 3 presents a User Story example for User Task “Request Flight” where three
Interaction Components (A, B and C) and three SRs (the last SR is always a Database
SR) are identified following the specification of four User Interactions. The User
Interface Design specifies the Aggregation Space which is composed by the Interaction
Components and the Interaction Objects (one to support each User Interaction).

Fig. 3. Interaction model and user interface example.
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3.3 Step 8 – Business Logic Structuring

The Business Logic Structuring is carried out by defining the relations that each System
Responsibility (SR) to the existing to Data Entities (DE) based on the semantics and
current state about identified business concepts. Given the current example and given
Pattern A of derivation, we assume that DEs “Travel” and “Approval” are inherited
from the Enterprise Structure. “Flight Choice” has been mapped to “Travel”, and it is
assumed that the “Airport” Fields belongs to a new DE “Airport”. By means of the
analysis of “SearchFlight”, we assume that it uses a new DE “Flight”.

3.4 Step 9 – Database Structuring

The Database Structuring is possible once all new DEs and Fields are already identi-
fied. The structuring od carried out according to the principles of elaboration of a
Domain Model [17], in terms of Classes and Attributes which suffer simple transfor-
mation in order to structure the final Database [20]. According to our example, two new
DEs have been identified (“Flight” and “Airport”), and for purposes of exemplification,
we assume that DE “Travel” can only be related to a single record of those new DEs,
and that DE “Flight” can is related to more than one “Airport” (usually two).

3.5 Step 10 – Software Architecture Composition

The composition of the Software Architecture is carried out by relating in a single
diagram the every identified component by means of the execution of Steps 1 to 9.
Figure 12 presents the Software Architecture, which relates all the identified compo-
nents in a single Software Architecture, including the User Interface components
associated to UT “Request Flight”, the elaborated Business Logic and Database
components, including the components which are architectural inherited from the
Enterprise Structure.

Fig. 3. Software Architecture example.
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4 Related Work

Our approach can be compared to ArchiMate [21] and BPMN [22] in the perspective
that it provides an Enterprise and Software Structuring language. It is different in the
perspective that it applies a methodology to derive software implementation specifi-
cations. Regarding the specific User-Centered Design perspective, the closest solutions
are methods settle for user interface conception based on user task and domain models,
such as Sukaviriya’s [23] and Sousa’s [24]. Our approach is different as it comple-
mentarily conceives the Business Logic layer based on enterprise business rules and
coordination structures that operate the user interface and domain processing execution.
Considering the enterprise-driven development, it is different from the DEMO-based
GSDP [25] as it specifies a structured user interface.

5 Conclusions

Our approach inherently aims at facilitating requirements elicitation, focuses on user
needs, and simplifies traceability between business requirements and software imple-
mentation, witch match project management needs and user involvement in the
SDP. The Goals Approach strategy, which is based on BPI, fits most successfully sized
projects. Based on Standish Group statistical reports, projects under 1 M$ (one million
dollars) cost are believed to be up to 10 times more successful than 10 M$ projects [4].
It suits Small and Medium Enterprises (SME) in-house development needs of agility
concerning the achievement of tangible results in limited amounts of time [7].
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Abstract. In geo-spatial related data analysis, an important task of geo-data
analysts is to quickly find the things that they are interested from their data, such
as spatial-temporal patterns, spatial clusters, co-location patterns, and spatial
hotspots etc. Currently, most of the geo data analytic tools are exploratory based
and lack of facilities that can help analysts to define what they are looking for
and quickly find them from data. In this paper, we proposed a region profile
based geo-spatial data analytic solution that tackles exactly the issue. The
proposed solution captures analysts’ interests in so called region profiles and
then uses those region profiles to quickly locate the data that satisfy those
interests either manually or automatically. Through the proposed solution,
analysts can easily find what they are looking for in their data. They also can
validate their results in a collaborative analytic environment and share and
reproduce analytic results across a group of analysts.

Keywords: GIS � Geo-spatial data analytics � Spatial analysis � Point pattern
analysis � Spatial statistics

1 Introduction

As the generation of information proliferates, vast quantities of data are created by
systems, software, devices, sensors and all manner of other entities. Some data is
intended for human review, problem identification or diagnosis, scanning, parsing or
mining. As data sets are generated and stored in greater quantities, at greater rates, and
with potentially greater levels of complexity and detail, the “big data” problem of
storing, handling, processing or using the data arises.

Data from sensors, recorded events, astronomical, medical, computer network and
other data can have associated spatial attributes such as geo-spatial coordinates or other
relative or absolute spatial location information. For example, traffic, crime, health and
social data can be associated with spatial locations in a map. Network data can be
associated with real or virtual spatial locations in a network arrangement or topology.
Furthermore, data can be associated with temporal attributes such as a measure of an
absolute or relative time of occurrence at a relevant degree of granularity and precision.
Spatial and spatiotemporal data analysis techniques are known in the art for the analysis
of data sets by identifying co-occurrences of data events, similarity of data events and
rules or models of data events [6]. For example, in genetics, spatiotemporal gene
expression is employed to identify patterns of gene expression [9]. On another scale,
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epidemiological data can be analysed using similar techniques to observe rules relating
data events, such as socio-economic events or factors and their association with health
conditions [3]. In crime recording, spatiotemporal analysis techniques can identify
relationships between criminal occurrences and proximity of certain resources, facili-
ties and times of day, season etc. A variety of analytic techniques and functions can be
employed, e.g. spatial or spatiotemporal clustering; co-location pattern analysis; spa-
tiotemporal pattern analysis.

While a variety of analytic techniques and functions exist, their application to
potentially large data sets across multi-dimensional spaces such as two-dimensional
geographic areas involves considerable analytical effort. Typically, the process of data
analytics involves gathering data, loading data into analytic tools, and applying
exploratory based statistical models or data mining methods. Through this process,
something potentially useful could be discovered, such as clusters, rules, and patterns.
However, such an approach is slow and resource intensive and prone to fail to identify
analytical results that the analysts are most interested in, especially in the Big Data era
with large amount of data coming in at high velocity and rapid changing of analysts’
interests. To mitigate these challenges, a system with better utilities that can help
geo-data analysts to easily identify interesting information from their data is needed.

We believe that exploratory based data analytic [1, 4, 6–8] only works most
effectively at the very beginning stage of the data analytic process, i.e. when an analyst
receives a new set of data and needs to be familiar with it. At the later stages, usually
the analysts will know what they are looking for in the data, but do not have effective
ways of describing and searching for it. At this stage, very often the questions they ask
are “the crime pattern I discovered in this city, does it happen in other cities as well?”
or “in this area, my products have good sales in the places where there is a retirement
home nearby, is this true in other areas too or just a coincident?”. For these questions,
the analysts need quick answers rather than go through another complex analytic
process. In this paper, we propose a system that employs a flexible region profile based
geo-spatial analytic search method that can not only discover something interesting
from data, but also help analysts to encapsulate the similar questions mentioned above
as region profiles and find the data that produce their desired analytic results. The key
contributions of our work is summarised as follows:

• Developing the concept of region profile. A region profile is a capsule that
encapsulates desired analytic results that analysts are looking for and how the
results are produced. A region profile is a template spatial region having a shape and
dimensions, an identification of a plurality of analytic functions, a specification of
one or more parameters for each identified function, and a result set including
output of each of the functions applied to events associated with a spatial region of
the space in accordance with the template and based on the parameters. More details
of profile will be discussed in later sections.

• Developing an interactive visual analytics environment for users to
create/modify region profiles. Under this environment, users can highlight their
interested geo-regions on map, perform statistical and spatial-data mining analytics
to get insights into their data in the highlighted regions, and save their desired
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results as region profiles for further analysis later. The region profile can be easily
shared with other analysts.

• Developing an interactive search facility for users to quickly locate subsets of
data that match pre-defined region profiles. The search facility can search for
subsets of data that match to the profile either automatically or manually controlled
by users.

This paper is structured as follows. Section 2 reviews related work. After give the
details of what a region profile is in Sect. 3, we will discuss how region profiles can be
used in geo-data analytics in Sect. 4. Finally, we discuss the limitations and future
work in Sect. 5.

2 Related Work

In this section, we review some of the geospatial data analytic tools that are most
related to our work. We will also discuss why our solution is different.

ArcGIS [1] is one of the most comprehensive GIS tool. It provides the system for
editing, storing, visualizing and analysing geographic data. Spatial data analysis is one
of its strength. It supports extendable analytic capabilities through extensions. How-
ever, it is an exploratory based data analytic tool and does not have any functionality
that supports users to capture what they are looking for and search through data based
on it. Chen et al. [8] developed a system that focuses specifically on discovering people
movement pattern through social media data. It allows users to filter and select reliable
data from each derived movement category, based on the guidance of uncertainty
model and interactive selection tools. By iteratively analysing filtered movements,
users can explore the semantics of movements, including the transportation methods,
frequent visiting sequences and keyword descriptions. It does mention pattern which
has some similarity to region profile, but it is limited to movement analysis only.
GeoVISTA Studio [4] is an open source Java-based visual programming environment
and is commonly used for developing geo-visualization applications. Another general
system is QGIS [7]. It is an open-source desktop GIS application, which supports
exploratory data analysis and data editing.

3 Region Profile

As discussed previously, when data analytics progress to certain stages, the analysts
should approximately know what they are looking for in their data. The rest of the
analytic tasks should be focusing on looking for which part of the data contains their
desired interests. This is especially true in geo-spatial data analytics due to spatial
data’s spatial dependence [5] and spatial heterogeneity [10] characteristics. Once
analysts discover some interesting result, they need to validate whether the result holds
true in other geographical locations or just a local phenomenon. Traditionally, to
validate the result, the analyst can simply load data from other geo regions into the
model he/she built to see if they generate the same results because all the data are local
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and the analyst does not work collaboratively. However, this solution has some major
drawbacks, especially in the Big Data era with a group of analyst performing data
analytics simultaneously:

• Low efficiency. The model needs to go through the whole data set in order to find
interests in other areas. As there is no clearly defined “local area”, the model also
needs to figure out where to start and when to stop the analysis to find interests in
other areas and at the same time does not lose data locality.

• Insufficient privileges to access required data. In the modern data analytics,
especially with the emerging of Big Data, data set are getting extremely large and
distributed. More often than not, an analyst does not have access to all the data that
he/she needs to validate the results.

• High complexity and error prone to reproduce results. It takes considerable
amount of efforts and analytical knowledge to share a pre-designed model among
analysts and produce the same results. It is even more difficult to share the model
with people who have no analytical knowledge.

To overcome the above issues, we propose the concept of region profile. A region
profile is a capsule that encapsulates desired analytic results that analysts are looking
for and how the results are produced. There are few key elements that are essential in a
region profile, such as a clear defined region, a time window, and the analytic functions
that are used etc. formally a region profile is defined as follows:

Definition 3.1. A region profile RP is a tuple, RP = (S, T, D, F, P, R), where:

– S = ((x1, y1), (x2, y2), …, (xn, yn)) is a sequence of coordinates of a polygon that
defines a local region on map. It can be a predefined region, such as a shape of a city
boundary, or a hand drawn shape, such as a circle.

– T = [t1, t2] is a time interval between t1 and t2.
– D = {d1, d2, …, dn} is a set of data that used to produce the results.
– F = {f1, f2, …, fn} is a set of analytic functions.
– P = {p1, p2,…, pn} is a set of analytic processes. p ε P is a tuple (Fp, Trans), where

Fp ε F is a set of analytic functions and Trans is a set of transition relations between
element of Fp.

– R = {r1, r2, …, rn} is a set of results. Each result r is define as a tuple (i, o, f, p),
where i is a set of inputs, o is a set of outputs, f ε F is a analytic function
produces the result, which can be null if the result is produced by a analytic process,
and p ε P is a analytic process produces the result, which can be null if the result is
produced by a analytic function.

From above definition we can see that a region profile contains all the information
that an analyst needs to reproduce an analytic results. It provides a generic description,
which is not platform dependent, data dependent, and scenario dependent. Therefore,
the analytic results can be easily shared between analysts to reproduce or validate.

The region profile is described in extensible markup Language (XML). Any ana-
lytic system that has parser to parse the XML description and have access to the
analytic functions will be able to reproduce the results. A typical region profile’s
structure is listed as follows:
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<Profile>
<Name></Name>
<StartTime></StartTime>
<EndTime></EndTime>
<Data>

<Type></Type>
<Source></Source>
<Filter></Filer>
<Aggregation></Aggregation>

</Data>
<Polygons>

<Polygon>
<Coordinates></<Coordinates>

</Polygon>
…

</Polygons>
<Functions>

<Function>/<Function>
…

</Functions>
<Processes>

<Process>/<Process>
…

</Processes>
<Results>

<Result></ Result >
…

</Results>
</Profile>

In the following section, we will discuss how a region profile is constructed and
how it can enhance geo-spatial data analytics through our analytic search system.

4 Region Profile Analytic Search

The region profile analytic search is carried out through two processes in our system:
the region profile construction process and the region profile based search process, see
Fig. 1. Each process involves several components to help analysts to construct region
profiles to capture their interests and use these profiles to find data that match their
interest.

4.1 Region Profile Construction Process

The aim of this process is to create a region profile to capture the analysts’ interests.
This is achieved through few steps:

1. Highlight a geographical region on map. At this step, users need to highlight a
region on map that is in their interests. This can be done by either loading a
predefined shape on map or manually drawing a shape.

2. Select data to plot in the highlighted region. At this step, users need to load their
data into this region. The data can be from different sources, such as database,
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Big Data, and spreadsheet etc. The key challenge here is how to bring all the data
together and handle them in a uniformed way. In our system, this is done through
data pre-processing and integration. Data pre-processing is to make sure that data
from different sources are pre-processed into the same format before plotting on
map and passing to analytic functions. Data integration is to bring non-geographical
data onto the map by linking them with data that have geo-location information. To
support the analysis of large amounts of data, users can apply multiple filters on
their data and aggregate data in different aspects, including locations, periodicity,
and attributes.

3. Exploratory geo-data analyses with analytic functions and processes. Once data
are loaded into the selected region, users can start to analyses them and decide what
should be included in their region profile. The data analysis can start with
exploratory analysis if users do not know what the data can tell them. However, the
exploratory analysis here is only performed on the subset of user’s data within the
selected region, not the whole data set. If users know what exactly they are looking
for, they can directly select the analytic functions to produce the results. The system
provides a selection of analytic functions, such as spatial clustering, Co-location
pattern analysis, spatial-temporal pattern analysis etc. External analytic functions
are supported through plug-ins. Data can also be analysed by a sequence of analytic
functions in order to produce desired results, i.e. analytic processes. The system
provides users with a dashboard facility to visualise the analytic results if it is
possible, see Fig. 2. (For data protection purpose, the quality of the image is
reduced.)

Region Pro-
file Creator 

/Editor

Spatial Clustering

Co-location Pattern

Spatial-temporal Pattern

etc.

Analytic Function plugins

Region Pro-
file Matcher

Data in selected region Data in other region

Alert

Analytic result for new data

Region Profile
Region Profile Construction Process Region Profile Matching Process

Dashboard

Filter and Aggregation

Fig. 1. System structure
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4. Save desired analytic results as region profile. Once users decide which analytic
functions and processes with their result should be included in a region profile,
generate the region profile and save it is very straight forward. The analytic search
system will automatically parse the information related to the region profile, e.g.
data, analytic functions, processes, related parameters, and their results etc., and
generate an XML description. The description can be either saved as a file or stored
in a database.

4.2 Region Profile Matching Process

The aim of this process is to help users to find the data that can produce similar results
as defined in region profiles. The process itself is very straight forward. Users open a
predefined region profile and decide whether let the system automatically find the data
that match the profile for them or manually find the data themselves. If the manual
option is chosen, users need to drag the shape defined in the profile to other regions of
the map and see how the data in those regions match to the region profile. However,
there are few challenges in this process need to be discussed.

The first challenge is, in the automatic mode, how the system can efficiently and
effectively go through the map space and find the data that satisfy users’ region profiles.
The simplest way for a system to go through a map space is by dividing the map into
portions the same size of the minimum bounding box of the shape in a region profile,
see Fig. 3, and going through them one by one. The major problems of this solution
are, firstly, an interesting data cluster may be divided into several boxes and therefore
lost their analytical features; secondly, this solution is not efficient. As we mentioned
before, due to spatial heterogeneity, data are not evenly distributed over a map space. It
is totally wasting time and computational power when the system goes through the
areas like oceans, desert, and rural areas, which do not contain data at all. To solve this
problem, we propose a solution called density based traversal. The algorithm starts with
a density analysis in order to know how the data are distributed over a map space and
where are the densest points. It will then pick few points with the highest density to
start with. At each high density point, the algorithm will move the minimum bounding

Fig. 2. Dashboard view of analytic results

Region Profile Based Geo-Spatial Analytic Search 367



box of the shape step by step in a hub and spoke style from high density area towards
the low density area in all directions that have data, see Fig. 4. At each step, the system
will examine how closely the local data are matched to the criteria defined in the region
profile. The movement of the minimum bounding box stops when the density level
drops below a threshold and the data that have been analysed will be removed from the
map space. The whole process will repeat again and again until there is no more data
left in the map space or the density of data is lower than a threshold. The distance of
each step is configurable. It can be a fixed value or a gradient function that generates
values according to the current density, e.g. move slower when the density is high and
faster when the density is low. The advantage of this algorithm is that it only analyses
the areas in a map space that are relevant and always starts with the most relevant areas.
The density based traversal algorithm is performed behind the scenes. Although we
talked about map space, there is no need for a map to be present physically. All
calculations are done virtually.

The second challenge is, how to compare the results generated by a sub-set of data
to the region profile in order to know whether they are similar or not. As we discussed
previously, a region profile can contain analytic results from a list of analytic functions
and processes. If we consider each analytic function or analytic process as an attribute
of the region profile, then we can consider a region profile as a complex object with
many attributes, where the values of attribute are the results of analytic functions or
processes. To compare the similarity between complex objects, we adopted the Term
Weighted Cosine Coefficient [2] from the vector based similarity measurement meth-
ods to calculate the similarity. Suppose we have two objects O1 and O2 and their
property vectors V1 = (t1, t2, …, tj) and V2 = (t1, t2, …, tj) then we can apply the
following formula:

CoshV1;V2 ¼
P j

k¼1 w1k � w2kffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP j
k¼1 w

2
1k

q
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP j
k¼1 w

2
2k

q ð1Þ

Fig. 3. (a) The Minimum bounding box for a shape (the pink rectangle); (b) Dividing map into
minimum bounding boxes (Color figure online)
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Where, the variable wik represents the vector Vi’s k-th term’s weighted value. It is
normally calculated based on the importance of the properties of an object. Here we
assume that although all the results in a region profile are in the analysts’ interest, some
of the result might have higher impact than others, hence we use weighted value rather
than the original value.

At the end of the process, any sub-sets of data that closely matched to the region
profile will be reported back to users.

5 Conclusion

As we discussed previously, most of the geo-data analytic tools are exploratory based
and lack of facilities that can help analysts to define what they are looking for and
quickly find them in their data. In this paper, we introduced the concept of region
profile and how it can be used to help geo-data analysts to capture their analytic
interests and efficiently find or validate those interests in other data sets.

The system proposed in this paper has a good user base in our organisation. Several
patents have been filed around the ideas in this work. In the future work, we will make
the system more efficient and scalable by utilising the technologies from the Big Data
technology stack, such as Apache Spark.

Fig. 4. An illustration of density based traversal
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Abstract. This paper presents a new approach to segment low quality finger-
print images which are collected by low quality fingerprint scanners. Images
collected using such readers are easy to collect but difficult to segment. The
proposed approach focuses on automatically segment and enhance these fin-
gerprint images to reduce the detection of false minutiae and hence improve the
recognition rate.
There are four major contributions of this paper. Firstly, segmentation of

fingerprint images is achieved via morphological filters to find the largest object
in the image which is the foreground of the fingerprint. Secondly, specially
designed adaptive thresholding algorithm to deal with fingerprint images. The
algorithm tries to fit a curve between the gray levels of the pixels of each row or
column in the fingerprint image. The curve represents the binarization threshold
of each pixel in the corresponding row or column. Thirdly, noise reduction and
ridge enhancement is achieved by invoking a rotational invariant anisotropic
diffusion filter. Finally, an adaptive thinning algorithm which is immune against
spurs is invoked to generate the recognition ready fingerprint image.
Segmentation of 100 images from databases FVC2002 and FVC2004 was

performed and the experiments showed that 96 % of images under test are
correctly segmented.

1 Introduction

Fingerprint recognition becomes more popular to identify and verify people. There are
many commercial applications which require the fingerprint of a person to be read by a
sensor in order to be recognized by this application. Recognition of fingerprints often
takes place by finding a number of minutiae on the fingerprint image, then the
recognition algorithm matches these minutiae with those in application database.
Segmentation is the step prior to minute extraction in which a fingerprint image is
usually divided into non-overlapping regions; the foreground and the background. The
foreground is the area of scanner surface which is in contact with the finger surface and
includes the necessary information needed for fingerprint recognition. While the
background is the noisy area which should be removed by the segmentation process.
Therefore, the result of fingerprint segmentation is a fingerprint image in which the
background is removed (Akram et al. 2008; Maio et al. 2009). Incorrect segmentation
can lead to serious consequences on the recognition as the foreground can be labelled
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as background and vice versa. Furthermore, false minutiae can be generated which
gives negative impact on the recognition rate.

When dealing with segmentation fingerprint images, there are two issues to think
about. The first one is that the number of images the segmentation algorithm to deal with
is huge. A robust segmentation algorithm should be able to deal with all kind of finger-
print images. The second one is that each fingerprint image represents unstructured data
which requires specific algorithms to find patterns in the image. Furthermore, dealing
with low quality fingerprint images makes extracting these patterns even more difficult.

Most of the segmentation algorithms aim to use one level of features to achieve
segmentation (Akram et al. 2008; Bazen and Gerez 2001; Feng et al. 2009; Helfroush
and Mohammadpour 2008; Weixin et al. 2009; Yu et al. 2008). In general, there are two
approaches for fingerprint segmentation: block-wise based or pixel-wise based (Ren
et al. 2008). In the block-wise approach, the fingerprint image is divided into blocks and
each block is classified into foreground or background based on features calculated for
the block. While in the pixel-wise method, segmentation is achieved on the pixel level.

This paper proposes a new technique to segment fingerprint images. Segmentation
is achieved by morphological filters to find the largest object in the fingerprint image.
An adaptive threshold algorithm specially designed for fingerprint images is also
proposed. This algorithm considers the gray levels of each row or column in the
fingerprint image as 2D function and fits a curve among the highest and lowest values.
The fitted curve represents the adaptive threshold values for each pixel in this row or
column. The thresholded fingerprint image is enhanced by removing noise and
reconnecting separated ridges by rotational invariant anisotropic diffusion filter. Finally
an adaptive thinning algorithm which is able to remove all spurs is invoked to generate
the final fingerprint image.

The rest of the paper is organized as follows. In the next section state of the art of
fingerprint segmentation is presented. In Sect. 3 the proposed method is illustrated. The
experimental results based on the proposed method are given in Sect. 4, and in Sect. 5
the conclusion is presented.

2 Literature Review

In recent years, biometric authentication became a big field of research because of its
importance to identify and verify people. Automated Fingerprint Identification System
(AFIS) is one among many other fields which was developed rapidly. In this section,
the recent state of the art is presented.

Sankaran et al. ((2017) proposed a method to automatically segment latent fin-
gerprints in order to distinguish between ridge and non-ridge patterns. The authors
invoked machine learning algorithms to achieve the latent segmentation. The finger-
print image was divided into non-overlapping blocks and for each block a number of
features were computed and fused to construct a feature vector. Features include
Saliency, Intensity, Gradient Ridge, and quality features were fused to create the
feature vector. A random forest classifier was employed to segment the image into
foreground and background blocks. Results showed high segmentation accuracy of
about 96 % on inked fingerprint datasets.
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Thai et al. (2016) proposed a novel factorized directional bandpass (FDB) seg-
mentation method for texture extraction based on the directional Hilbert transform of a
Butterworth bandpass Directional Hilbert Butterworth

Bandpass filter (DHBB) filter interwoven with soft-thresholding. The original
image was transformed into the Fourier domain and filtered first by the DHBB factor
obtaining 16 directional sub-bands. Next, soft-thresholding was applied to remove
spurious patterns. The feature image was reconstructed from these sub-bands using a
second DHBB factor. Finally, the feature image was binarized and the ROI is obtained
by morphological operations.

Thai and Gottschlich (2016) developed a segmentation method by global three-part
decomposition (G3PD). Based on global variational analysis, the G3PD method
decomposed the fingerprint image into cartoon, texture and noise parts. After
decomposition, the foreground region was obtained from the non-zero coefficients. The
proposed method was evaluated by the segmentation of 10560 images.

Ezeobiejesi and Bhanu (2016) proposed an algorithm to segment latent fingerprint
which was based on fractal dimension features and weighted extreme learning machine.
The feature vectors, which were built from the local fractal dimension features, were
invoked as input to a weighted extreme learning machine ensemble classifier. The
result of classification was two classes; fingerprint and non-fingerprint classes.
The proposed segmentation algorithm was evaluated by achieving better results than
the state of the art regarding the false detection rate (FDR) and overall segmentation
accuracy compared to the existing approaches.

Nimkar and Mishra (2015) developed an algorithm for fingerprint segmentation.
The proposed algorithm was named as Adaptive (scale) and Orientation (vector). The
basic idea of the proposed algorithm was originated from the total variation models,
along with two features of fingerprints; namely, scale and vector. The result of the
algorithm was to decompose the fingerprint image into two regions; noisy and texture.
The algorithm was tested on two different fingerprint datasets and PNSR was invoked
to check the efficiency of the algorithm.

Carneiro et al. (2014) achieved a comparative study to analysis four thresholding
techniques (Niblack, Bernsen, Fisher, Fuzzy), two thinning techniques (Stentiford and
Holt) and a feature extraction (Cross Number) technique for fingerprint applications.
The authors tested and analyzed the algorithms on a set of 160 fingerprint images. The
results pointed out the positive and negative sides of the different algorithms.

3 The Proposed Approach

The proposed approach for fingerprint segmentation and enhancement is depicted in
Fig. 1. It consists of five stages:

1. Pre-processing
Fingerprint images with low contrast, false traces ridges or noisy complex background
cannot be segmented correctly. Therefore, such images should be enhanced. The
pre-processing applied in this paper is mean and variance normalization. A fingerprint
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image I½x; y� is normalized by specifying its desired mean and variance values denoted
m0 and v0 as shown in Eq. 1.

I0½x; y� ¼ m0 þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I½x; y� � mð Þ2:v0=v

q
if I½x; y�[m

m0 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I½x; y� � mð Þ2:v0=v

q
otherwise

8
<

:
ð1Þ

This process produces a fingerprint image I0½x; y� according to m0 and v0. In this
equation, m and v are the mean and variance of the fingerprint image I½x; y�.
2. Segmentation

The proposed segmentation approach segments the fingerprint image in two
non-overlapping regions; the foreground and the background according to the fol-
lowing relationship:

I ¼ [ Fo;Bað Þ ð2Þ

where I is the fingerprint image, Fo is the foreground region and Ba is the background
region.

Since the fingerprint foreground represents the object with the largest area in the
image, locating this object in the image means locating its foreground. Figure 2
depicts the steps followed to isolate this object from the rest of the image. The process
starts by binarizing the fingerprint image using the Otsu thresholding method (Otsu
1979). To isolate the foreground from the rest of the image, dilation is applied to force
the detached ridges to attach to each other. A square structuring element whose size is
related to that of the image under consideration is created. The fingerprint foreground
becomes a large single object dominating the image. By applying a modified version
of connected component labelling algorithm (Suzuki et al. 2003) and targeting the
largest object, the foreground of the fingerprint is located and extracted. Extraction of
this object takes place by a simple IF THEN rule which checks the presence of a white
pixel in the image contacting the largest foreground object. Figure 4C depicts the
largest object in the fingerprint image while Fig. 4D presents the results of this
segmentation.
3. Adaptive Thresholding

Due to the fact that gray levels of pixels representing fingerprint’s ridges varies widely
from an image to another and from one position in a certain image to another one,
traditional thresholding algorithms may not produce robust results. Therefore, the
need for an adaptive algorithm which eliminates such problems is essential. In this
paper, a special thresholding algorithm for fingerprints analysis is proposed. Consider
a strip of one pixel width taken laterally or longitudinally anywhere in a fingerprint
image where ridges and valleys exist. Plotting this strip gives a wave similar to that
shown in Fig. 3. In this plot, the x-axis represents the location of the pixels in the
strip, while the y-axis is the gray level of each pixel. The highest amplitude point of
each cycle of the wave represents a ridge while the lowest amplitude point corre-
sponds to a valley.

The main idea of the proposed adaptive thresholding algorithm is find a curve
which fits the ridge-valley wave and separates it into two parts; an upper part
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Fig. 2. Segmentation of fingerprint images.

Pre- processing

Segmentation

Thresholding

Anisotropic Diffusion
Filtering

Post-processing and 
Thinning

Fig. 1. The proposed Approach for fingerprint segmentation and enhancement.
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represents the ridges and the lower one represents the valleys. The fitting algorithm
which can achieve this job is called Locally Weighted Scatter-plot Smoothing
(LOWESS) (Cleveland 1979; Cleveland and Devlin 1988). This is a method to fit a
smooth curve between two variables where one variable is the ridge and the other one
is the valley. The method is nonparametric because the linearity assumptions of

Fig. 3. Applying LOWESS fitting on horizontal strips (above) and vertical one (below). The
blue colour is the ridge-valley system of one strip and the red curve is the resultant fitting curve.
(Color figure online)
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(A) (B)

(C) (D)

(E) (F)

(G)

Fig. 4. Details of the proposed approach. (A): Original Image. (B): Fingerprint image after
Pre-processing. (C): Image of the largest object. (D): Extracted foreground. (E): Thresholding a
fingerprint strip by LOWESS. (F): Rotational Invariant Anisotropic Diffusion Filter. (G):
Thinning and Post-processing
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conventional regression methods are relaxed. Therefore, the overall uncertainty is
measured as how well the estimated curve fits the population curve. Applying this
method upon the ridge-valley curve depicted in Fig. 5 generates a curve (the red
curve) which fits between the ridges and the valleys. The intersection of this curve
with the ridge–valley system is a unique value of threshold calculated for each cycle
of the wave (a ridge and a valley). Once these adaptive threshold values are computed,
the strip is converted into black and white. This operation is applied for each image
row from the top to the bottom and each column from the left to the right. The final
binary image is generated by an OR operation of the two images generated from the
horizontal and vertical strips which is depicted in Fig. 4E.
4. Anisotropic Diffusion Filtering

Many fingerprint matching systems employ minutiae for matching. With the presence
of noise in the image, many true minutiae can be missed and false minutiae can be
detected instead. Therefore, the recognition process will be affected. In order to avoid
these errors, it is essential to improve the fingerprint image quality. Anisotropic
Diffusion filter is designed to reduce the noise in images while preserving the region
edges, and to smooth along the image edges removing gaps due to noise.
The basis of the method was introduced by Weickert (Weickert and Scharr 2002).
Modifications and improvements were presented by (Kroon and Slump 2009)
(Gottschlich and Schönlieb 2012; Kroon et al. 2010).
The method consists of two steps. In the first step, the image is described by a
structure tensor called the second-moment matrix. While in the second step, the
structure tensor is transformed into a diffusion tensor for edge enhancing diffusion
filtering.
The details of this approach is given in (Kroon and Slump 2009) which can be
summarized as follows:

1. Smooth the image by a Gaussian filter.
2. Calculate Hessian from every pixel of the Gaussian smoothed image.
3. Gaussian Smooth the Hessian.
4. Calculate eigenvectors and eigenvalues of the image from step 3. Note that image

edges give large eigenvalues, and the eigenvectors corresponding to those large
eigenvalues describe the direction of the edge.

5. The eigenvectors are used as diffusion tensor directions.
6. The diffusion is performed by a finite difference scheme.
7. Back to step 2, till a certain diffusion time is reached.
Applying this approach on the fingerprint images produced by the former step will
improve image quality by removing the noise and enhancing and preserving ridge’s
edges. Results of this enhancement is depicted in Fig. 4F.
5. Post-processing

In this stage, the skeleton of the enhanced fingerprint image is generated. The skeleton
algorithm invoked in this stage was designed to handle situations where spurs are to be
minimized which fits the requirements of fingerprint recognition applications. It is
assumed that skeleton points are those which sit at the center of a circle that touches the
edge of the shape to be skeletonized at multiple points. The gray-level of each pixel on
the skeleton depends upon the shortest distance to travel around the perimeter of the
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shape to be skeletonized to connect the most distant two points. Thus spurs in the
skeleton due to small edge perturbations will have low intensity even if they are very
long which fits the requirements of fingerprint applications. Finally a threshold should
be selected depending on the expected size of any noisy protrusions in the silhouette
(Howe 2016). An example of an image which is treated with post-processing is
depicted in Fig. 4G.

Fig. 5. Segmentation and enhancement results from FVC2002. Left column: Original image.
Middle column: Results of rotational invariant anisotropic diffusion filter. Right column:
Thinning and post processing. Row 1: FVC2002-DB1-A-9_3. Row 2: FVC2002-DB2-A-2_7.
Row 3: FVC2002-DB3-A-4_3. Row 4: FVC2002-DB4-A-17_1
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4 Experiments and Results

To test the proposed algorithm, two different datasets are employed. The first one is the
second fingerprint verification competition FVC2002 (2002) which consists of 4
datasets (3 real and 1 synthetic). There are 31 participants who voluntarily submit their
fingerprints. The second dataset is FVC2004 (2004) which has fingerprints of 43

Fig. 6. Segmentation and enhancement results from FVC2004. Left column: Original image.
Middle column: Results of rotational invariant anisotropic diffusion filter. Right column:
Thinning and post processing. Row 1: FVC2004-DB1-B-107_6. Row 2:
FVC2004-DB2-B-103_1. Row 3: FVC2004-DB2-B-109_4. Row 4: FVC2004-DB2-B-105_4
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Good

Almost Good

Almost Bad

Bad

Fig. 7. A comparison with the algorithm described by (Fleyeh and Jomaa 2010). Left column:
Original images. Middle column: segmentation from (Fleyeh and Jomaa 2010). Right column:
results from current approach.
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participants including 29 industrial, 6 academics and 8 independent developers. It is
very important to mention that different scanning sensors were used to collect the
fingerprint images and dealing with FVC2004 databases is much harder than 2002 due
to the perturbations deliberately introduced.

The proposed approach was tested by 100 fingerprint images which were selected
randomly and without repetition from the FVC2002 database DB1-A, DB2-A, DB3-A,
and DB4-A, and from FVC2004 DB1-B, DB2-B and DB4-B. These images represent
unstructured data which should be cleaned and prepared for classification. Wrong
segmentation may increase false minutiae in the image and hence reduce classification
rate. On the hand, undetected true minutiae has a negative impact on the classification
rate. The validation test showed that the proposed algorithm could segment 96 % of the
images under test. Samples of segmented images from datasets FVC2002 and
FVC2004 are depicted in Figs. 5 and 6, respectively.

A comparison with the method proposed by Fleyeh and Jomaa (2010) to segment
images from FVC2000 shows that the current approach performs much better than the
other one. The results depicted in Fig. 7 show that segmentation is good even with
images which are previously classified as bad by the other approach. It can be seen that
great improvements have been achieved by the current approach compared to the
former one. These improvements are not only clear with images formerly classified as
bad or almost bad, but also for images classified as good and almost good.

5 Conclusion

The problem of fingerprint segmentation is one of the pattern classification paradigms
which are not fully solved yet. Fingerprint images collected as forensic evidences suffer
from background noise. This paper proposes a new approach to segment and enhance
low quality fingerprint images. Segmentation was achieved by morphological opera-
tions. An adaptive thresholding approach which was specially designed for fingerprint
images was proposed and tested. A rotation invariant anisotropic diffusion filter was
invoked to remove noise and enhance and preserve ridges. This step enhances ridge
structure and reduces false minutiae in the segmented images. Finally, an adaptive
thinning algorithm which was able to remove spurs was included in the proposed
approach.

A set of experiments were performed to evaluate the proposed approach which
showed high robustness. The proposed approach was able to segment 96 % of images
used for testing. All images which were segmented as almost good, almost bad and bad
can now be segmented as good, which indicates that high robustness is achieved.
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Abstract. Paper manufacturing is energy demanding and improved
modelling of the pulp bleach process is the main non-invasive means of
reducing energy costs. In this paper, time it takes to bleach paper pulp
to desired brightness is examined. The model currently used is analysed
and benchmarked against two machine learning models (Random Forest
and TreeBoost). Results suggests that the current model can be super-
seded by the machine learning models and it does not use the optimal
compact subset of features. Despite the differences between the machine
learning models, a feature ranking correlation has been observed for the
new models. One novel, yet unused, feature that both machine learning
models found to be important is the concentration of bleach agent.

Keywords: Feature selection · Machine learning · CFS · Random for-
est · TreeBoost · XGBoost · Paper manufacturing

1 Introduction

Paper manufacturing is intrinsically energy demanding. According to the Con-
federation of European Paper Industries, its members consumed about 101 TWh
in 2013 [1]. To put this in perspective, the EU-28 countries consumed a total
of 3262 TWh electricity in the same year, roughly a third were consumed by
industries [2]. The paper manufacturing in Europe thus accounted for roughly
8.5 % of the total usage of electrical energy in the industrial sector. The collab-
orative partner in this work is one of the largest paper mills in Sweden. Even
relatively small improvements in terms of energy efficiency leads to substantial
energy savings and competitive advantages in terms of cost effectiveness. The
time when paper production goes from producing paper of one quality to another
is called a changeover. During changeovers, produced paper cannot be sold since
the quality of the product is not in any marketable state. Since the production is
continuous, the manufacturing plant still consumes the same amount of energy
as in a non-changeover state. Paper produced during a changeover must be recy-
cled and there is, therefore, a two folded energy waste. Reducing changeover
time is among the most effective mean a paper manufacturer can do to reduce
costs. A success factor for reducing the changeover time is to better understand
c© Springer International Publishing AG 2016
W. Cellary et al. (Eds.): WISE 2016, Part II, LNCS 10042, pp. 385–396, 2016.
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and model the bleaching process, a process that is hard to observe directly as it
possesses long lead times. If brightness of the paper is to be changed, a bleach-
ing process must be initiated hours in advance. Better prediction of bleach time
would improve planing and preparations for coming changeovers. Currently the
company models the bleach process by looking at mass transport of paper pulp
within the paper production plant.

The main objective of this article is to investigate and ensure whether if all
the necessary features are incorporated in the current model for predicting the
bleach time. The proposed method is based on a pre-study, that outlines ideas of
feature selection and modelling of high dimensional manufacturing systems [3].
The investigation is done by first using Hall’s filter technique Correlation-based
Feature Selection [4], and append this new feature set to the existing feature set
used by the pre-existing model. Collected data from the paper plant was then
invoked to benchmark the current model and also to train two strong models
based on Brieman’s Random Forest [5] and Friedman’s TreeBoost algorithm
[6]. The models are then benchmarked against each other to examine if the
extended feature set offered means of more precise predictions of the bleach
time using novel data. The machine learning models are compelling as both
offer functionality for assessing feature importance. This article presents and
analyse feature rankings suggested by the new models.

This article is organized as follows. In Sect. 2, available data is discussed.
Section 3 discusses the models employed in this work. Section 3 presents measur-
ing of variable importance and in Sect. 4 experimental results are shown. Results
are discussed in Sect. 5 and the article is concluded in Sect. 6.

2 Data

It is essential to monitor manufacturing plants. Sensors are placed throughout
the entire process, with the primary function of letting operators and control
loops observe the current state of production. Such sensor readings are stored
in a data warehouse to let the manufacturer evaluate past performance of the
production. In this case, thousands of different variables have been stored in a
data warehouse. In this article, only data stored between the bleach tower and
the point where the brightness of the paper pulp is measured are used.

The manufacturer continuously stores a product code describing the type of
paper that is currently produced. The product code contains information regard-
ing several properties of the paper, one among them is brightness. By looking at
the recorded product codes in the period March 2013 to October 2015, it could
be determined at what timestamps the plant started to produce a new product
with a different brightness. Furthermore, given these timestamps it was possible
to match if changes in the concentration of bleaching agent in the bleach tower
had preceded the change in brightness. A total of 231 observations of changes
in bleach agent within 12 hours of a brightness change was identified. The time
difference between change in bleach agent level and brightness change in the final
product was used as the target feature to evaluate model performance. If several
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Fig. 1. Correlation between the 847
variables. Lighter greys indicates
higher correlation, completely white
lines are features with zero variance.

Fig. 2. Correlation between the 712
features after removal of zero variance
features. Reordered rows and columns
to visualize closely correlated features.

changes in the bleach agent occurs within a time frame, the one closest to the
brightness change was the one considered. One problem with the target value
worth commenting on is that it included both the time it takes for the bleaching
as well as the time of the actual changeover. There are 847 different candidate
features extracted from the companies data warehouse to create a dataset which
were used to predict bleach time. These features represents set points and sensor
readings from the pulp manufacturing part of the plant and the paper machine
itself. The vast majority of the features are numerical, but some of them can be
treated as categorical as they only take binary values. In industrial environments,
missing values are common and often carries information regarding the status of
the machinery. It was neither suitable to omit nor impute them. However, 135 of
the features never change in any of the observations. Figure 1 depicts all features
and their corresponding correlations, lighter greys signifies a higher correlation
and the white lines are features with zero variance (never changing). The fea-
tures with zero variance are removed since they cannot add any information to
the data driven models. Removing the non-changing ones reduces the number
of features to 712, where 80 of them are binary. Furthermore, a number of fea-
tures are fully correlated to each other, because of the nature of the production
process. This is not directly apparent in Fig. 1 but if the rows and columns of
the correlation matrix are reordered the correlation becomes clear as shown in
Fig. 2.

3 Models

In this section, three different types of models are described. First, the current
model of the bleach time in the paper plant is presented. It is then followed by
presenting the two machine learning algorithms that are proposed to be used to
identify additional features.
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3.1 The Current Model

The current model used by the paper manufacturer to predict bleach time has
been constructed from a set of differential equations that describes flow of paper
pulp between storage tanks in the paper manufacturing plant. In total 7 features,
{x1, x2, . . . , x7}, and 3 numerical constants, {α1, α2, α3}, are used to predict the
bleach time given the current state of the production plant. These features and
numerical constants have been selected by domain experts. Feature and constant
names have been replaced by dummy names due to confidentiality reasons. The
model itself is shown in Eq. 1.

ŷ =
α1x1x2

(α2 − x3)(x4(α2 − x6) − α2x5)(α2 − x7)
+ α3 (1)

3.2 Machine Learning Models

Tree based ensemble learners have in the past few years emerged as the top
performing algorithms for modelling complex systems based on structured data
[7–10]. The strength of ensembles has been analytically confirmed by Tumer and
Ghosh [11]. The authors proved that an ensemble of weak learners, which are not
strongly correlated to each other, improves the combined generalization ability.
Ensemble techniques are especially useful when the training data is in limited
supply. Single decision trees are sensitive to the training data in the sense that
minor changes in the training data can produce widely different trees [12,13]
which also motivates the use of ensemble techniques. Both machine learning
models used in this article are based on the CART tree, introduced by Breiman
et al. [12], which has been widely employed due to its simplicity and predictive
capabilities. The CART tree is a binary tree that splits the feature space in two
parts at each node, leafs in the tree describes the final regression/classification. A
CART tree, h(x), partitions the input space into J disjunct regions, R1, . . . , RJ .
A value is associated with each of the regions, bj , it is this value that constitutes
the prediction of individual trees. The individual tree model is expressed in Eq. 2,
where 1(x ∈ Rjm), is the binary indicator function.

h(x) =
J∑

j=1

bj1(x ∈ Rj) (2)

3.3 Random Forest

The Random Forest, RF, is a modelling technique that employs bagging [14],
which reduces variance and overfitting of a classifier. Bagging means that given
a training set D with size n, re-sample D uniformly with replacements into m
new datasets Di each with size n′. Usually n′ = n is chosen, then 1 − 1/e of
the samples are expected to be unique within each of the produced subsets [15].
After re-sampling, a model of choice is fitted for each Di. The final prediction
is made by having a majority vote from the weak learners, each being equally
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weighted. RF was introduced by Breiman [5], RF extends the idea of bagging
by not only sub-sample datasets but also by random sampling of which features
each tree in the forest uses. Predictions using an RF model is done via a majority
vote as shown in Eq. 3.

ŷ(x) =
1
K

K∑

k=1

hk(x) (3)

Measuring variable importance in an RF works by randomly permuting indi-
vidual feature to measure how much the sum of squares errors (SSE) increases
when a feature becomes noisy. The rationale behind this argument is that when
an important feature randomly changes the prediction error increases. Given
feature data D = {x1,x2, . . . ,xm}, corresponding targets Y and an RF model,
H(x), variable importance is then calculated as follows.

1. Calculate the unaltered SSE, e0 =
∑

(Y − H(D))2.
2. Permute each feature, i ∈ {1, . . . , m} while keeping the rest fixed. The dataset

Di denotes a permuted i:th feature.
3. Recalculate SSE, ei =

∑
(Y − H(Di))

2 for each Di.
4. For each i calculate the variable importance ratio, Ii = ei/e0

3.4 TreeBoost

In 2001 Friedman [6] proposed a gradient boosting machine extending on
Schapire’s work with boosting [16]. The algorithm is generic with regards to
predictor, but can easily be optimized for CART trees, this variant is called
TreeBoost. In this article an R implementation of Friedman’s TreeBoost has
been used, called XGBoost. The fundamental idea of TreeBoost is to create an
ensemble via boosting of decision trees of a fixed size. A TreeBoost model is
built iteratively, adding one tree at the time beginning with constant prediction
at round zero. The ensemble can be viewed in Eq. 4. Selecting which tree to
add is done via gradient decent of an objective function, which consists of a loss
part (squared loss) and a regularization part. Details of XGBoost can be found
in [17].

H(x)(t)i =
t∑

k=1

hk(xi) = H(x)(t−1)
i + ht(xi) (4)

To asses feature importance of boosted trees, it is essential to understand how
individual trees in the ensemble measure feature importance. Variable impor-
tance of an individual tree, h(), the estimated importance squared of a feature,
j, in a CART tree is expressed in Eq. 5. Where J−1 is the number of non-terminal
nodes. 1() is a binary indicator function which indicates if a non-terminal node
splits on feature j and î2t is the empirical improvement in squared error of the
split. Friedman generalized this idea to measure feature importance over the
whole ensemble, of M tree, by arguing that feature importance for the ensemble
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could be estimated as the mean of the features importance of the individual
trees, as shown in Eq. 6.

Î2j (h) =
J−1∑

t=1

î2t1(vt = j) (5)

Î2j =
1
M

M∑

m=1

Î2j (hm) (6)

4 Results

In this section, data pre-processing and feature set are described along with per-
formance of the current model, the machine learning models and their respective
variable importance indications. The section is finalized by comparing the feature
importance found by the two models to each other.

4.1 Data Processing and Feature Selection

Beside reducing number of features from 847 to 712, additional reduction was
performed by using Correlation-based Feature Selection (CFS) [4], which reduced
the number of features to 23. The intersection of the feature set selected by CFS
and the one selected by domain experts showed that two features were shared
among both sets. The union of the two sets generated a feature set with 28 dif-
ferent features (23 from CFS, 7 from experts, but 2 features are common in both
sets). The union set was employed by the learning algorithms. The features cor-
relations are displayed in Fig. 3, where {x1, x2, . . . , x7} are the features selected
by domain experts and the rest are features selected by the CFS.

To evaluate the performance of the current model, all 231 samples (28 fea-
tures) are used. While for the machine learning models a 50-50 split is used to
create a training and testing set, respectively.

4.2 Performance of the Current Model

Figure 4 is produced by applying the current model to all available samples and
subtracting the actual time taken before the brightness changes in the final
paper. The figure shows the error of the current model in terms of frequency.
A mixture of two normal distributions was used to produce the density func-
tion which approximates the histogram. A standard EM algorithm was used to
estimate the distribution [18]. The fitted density function is described in Eq. 7.

fmix(x) =
λ1

σ1,
√

2π
e

− (x−μ1)2

2σ2
1 +

λ2

σ2,
√

2π
e

− (x−μ2)2

2σ2
2 (7)

It is worth noting that the mode of the distribution is shifted to the right.
The empirical bias of the distribution described in Eq. 7 can be calculated by
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Fig. 3. Correlation between features
selected by CFS and domain experts.
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Fig. 4. Histogram showing error of cur-
rent model, solid line is an estimated
density function via a mixture of two
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employing Eq. 8 to the estimated μ:s and λ:s. In the case of the current model,
evaluated on the entire dataset, the value of μmix was 4130.

μmix = λ1μ1 + λ2μ2 (8)

The empirical variance of the current model was computed by Eq. 9. The
standard deviation was σmix = 8942 s.

σ2
mix = λ1σ

2
1 + λ2σ

2
2 +

[
λ1μ

2
1 + λ2μ

2
2 − (λ1μ1 + λ1μ1)

2
]

(9)

rMSE is used to compare the current model with the machine learning mod-
els, as they are trained with rMSE as evaluation criteria. rMSE is given in Eq. 10,
where n is the number of samples, y is the target value and ŷ is the target esti-
mated by the model. The rMSE of the current model is 9568.

rMSE =

√
√
√
√

n∑

i=1

(ŷi − yi)
2 (10)

4.3 Random Forest Results

To find optimal settings for an RF model leave-one-out cross validation was used
in the parameter grid search. It was found that that parameter settings p = 25
and K = 1000 yielded the best performance. Figure 5 depicts one profile from
the tuning of the parameter p, using fixed K = 1000. This figure suggests that
p ≈ 25 gives good generalization.

The RF model’s performance was then measured against testing dataset.
Figure 6 shows the error distribution as a histogram together with the estimated
mixed model of normal distributions.
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Fig. 5. Figure showing the RMSE for
different values of p when training and
evaluating the RF model using leave-
one-out cross-validation, and K = 1000
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Using the methodology described earlier, the mean of the estimated mixed
distribution was μmix = −45 s, the empirical standard deviation was σmix =
8533 s and the rMSE was 8147. It is evident that the RF model performs much
better than the current model. It is interesting to investigate if RF utilizes other
variables compared to the current model. However, due to random sampling of
the subsets, different variable importance in terms of increased MSE, could differ
between runs. To minimize such effect, 100 different RF models were created and
evaluated in order to find the average variable importance. The results are shown
in Fig. 9.

4.4 TreeBoost Results

The parameters of TreeBoost model was tuned in a similar manner to RF. Tree-
Boost requires two parameters to be tuned, the learning rate η, and the maxi-
mum depth of the trees Dmax. The results from the grid search is visualized in
Fig. 7. The performance of TreeBoost was noisy regarding its parameter settings,
although a general trend is observed such that a low value of η yields a lower
RMSE. The best setting was found at Depth = 7 and η = 0.2. When evaluating
this model on the test set, an rMSE of 8176 is achieved. Similarly, a mixture of
normal distributions was fitted to the errors depicted in the histogram of Fig. 8.
The fitted distribution has μmix = 320 s and σ2

mix = 8170 s. The TreeBoost
model, thus, has a slightly larger bias but lower variance compared to the RF
model.

Results from the tuned TreeBoost model is shown in Fig. 10. Again, 100
models were trained and evaluated with regards to variable importance to negate
effects of random sampling.
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Fig. 7. Training error for different set-
tings of TreeBoost, using leave-one-out
cross validation.
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4.5 Comparing Variable Importance

From Figs. 9 and 10, it is clear that the different algorithms did not rank the
feature identically. This is due to two facts. The algorithms do not measure fea-
ture importance in the same way and the algorithms uses two different methods
to perform the ensemble. However, it is interesting to investigate if there is a
correlation in the feature ranking. To measure this, Spearman’s Rank Corre-
lation was used. Given two rank vectors x and y, the rank correlation can be
calculated by using Eq. 11. Where x describes the ranking of feature importance
from RF and y describes the feature rankings from the TreeBoost model. Where
n is the total number of features. The resulting Spearman’s Rank Correlation
are ρ = 0.3218, and p = 0.0952. These values suggest that the hypothesis that
there is a weak correlation between the ranking of the two models is not rejected
with an alpha-level of 0.1.
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ρ = 1 − 6
∑

(x − y)2

n3 − n
(11)

In Table 1 presents the top most important features as selected by the learn-
ing models together with those selected by the experts. Features selected by
the models are those which gives 50 % increase/gain compared that given of the
maximum important feature. Due to confidential reasons on behalf of the paper
plant, numerical values are not provided but instead their physical interpreta-
tions are given.

Table 1. Top most important features found by both machine learning models, as well
as the features selected by domain experts.

Feature Type Unit Origin

X1 Flow m3/h Expert, RF

X2 Level % Expert, TB

X3 Level % Expert, TB

X4 Flow m3/h Expert

X5 Flow m3/h Expert, TB

X6 Flow m3/h Expert

X7 Level % Expert

X8 Concentration % RF, TB

X11 Volume m3 RF

X13 Level % RF

X16 Voltage kV RF, TB

5 Discussion

It is interesting that the set of features found by CFS had an overlap with those
selected by domain experts. This is promising since CFS could select any among
the 712 features. Since the final pruned dataset (28 features) were created by
taking the union between the current dataset and the one selected by CFS, it
was expected that some of the variables would have high correlation between
each other.

When comparing the feature importance rankings from the two machine
learning models, indications of correlations are evident. It was found that X11

had high correlation with both X1 and X6. This is an interesting outcome as
X11 were selected as the most important feature by the RF model, which in
line with what the domain experts had deemed important for the system. On
the other hand, TreeBoost did not select X11 as an important predictor and
selected X1 instead. Suggesting that both machine learning algorithms have an
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implicit agreement regarding the importance of these features. Since features
are correlated, ranking them directly is hard. It was, therefore, encouraging to
observe that the two different methods had an agreement in the ordering of the
feature importance.

Despite the fact that only half of the samples were used for training, the
machine learning models were able to outperform the current model for unseen
data, with regards to bias, variance as well as rMSE. It has been seen that
the machine learning models were able to drastically reduce the bias compared
to the current model. This is expected since the current model does not try
to actively predict the time of a changeover, but only the time it takes for
bleaching to take effect. Unfortunately, it has not been possible to segregate
the two time parts out of the target variable. However, given the assumption
that changeovers are relatively constant in time, it is clear that the machine
learning models were able to produce a significantly lower variance compared
to the current model. This showed that, with the help of the extended feature
set, it is possible to increase the performance when estimating the bleach time
compared to the current model.

A feature that seems promising for future investigation is the feature X8.
What this feature describes is the new concentration of bleaching agent after
the bleaching process is initiated. It is reasonable that such information could
have predictive capabilities in how long the actual bleaching will take. X8, as
a reminder, was classified as the topmost important feature by the TreeBoost
model and third most important by the Random Forest model. As this features
is not used by the current model, it seems feasible to extend it by utilizing X8

in order to increase its predictive capability. This is something that for practical
reasons is good, as the two machine learning models are rather large and not
practical to implement in the current control system used by the paper man-
ufacturer. Results from this work indicate that improvements in bleach time
production is possible.

6 Conclusion

In this work, an exploratory analysis of feature importance for predicting bleach
time in a large paper manufacturing plant has been conducted. Different machine
learning techniques, RF and TreeBoost, have been used to model bleach time.
It has been shown that machine learning algorithms were able to reduce the
prediction’s bias, variance as well as rMSE. Further, by using Spearman’s Rank
Correlation, it is suggested that the feature importance ranking from the different
machine learning algorithms were correlated. The big take-away from this article
a new feature, X8, were identified as important factor in estimating bleach time.
This feature describes the concentration of bleach agent after the bleach process
had been initiated. Future work will aim to incorporating X8 into the pre-existing
model such that it achieves improved predictive performance while still being in
a format which is suitable for the current infrastructure used at the paper plant.
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Abstract. Trust between nodes is the foundation of communication security in
wireless sensor network. A new entire trust model of wireless sensor network is
constructed in terms of comprehensive trust value of nodes. The direct trust
value is deduced on basis of node trusted elements system, according to the
Shannon entropy theory. Experiments show that trust model of wireless sensor
network based on Shannon entropy can improve the stability, speed and security
of networks efficiently.

Keywords: Shannon entropy � Wireless sensor networks � Trust model

1 Introduction

Sensor nodes of Wireless Sensor Networks (WSN) are always deployed in hostile region
or severe environment which is difficult to maintenance safely via manual method, and
gain, collect, process and transfer information of local area or research objects [1–5].
There are many uncontrollable and variable factors in the environment of nodes, such as
temperature, moisture, wind force, and pressure etc. Due to existence of those factors,
nodes of sensors are ease to be attacked and malfunctioned, and it can make whole
networks to be anomaly, even to be broken down. For example, when sensor nodes are
deployed into hostile military area and are caught by enemy, the data from our networks
would be leaked and modified maliciously, even camouflage node would be connected
into our networks. In another scenario, if sensor nodes are deployed into severe outside
natural area, internal modules of nodes are easily malfunction and cause network to
break down, owning to influence of severe environment. Besides the influence of
environment, sensor nodes are possible to behave selfishly, cause error or date lose, and
break the function or lifetime of networks, in consideration of its limitation of com-
munication, memory, power, computation, and unbalanced distribution. All external
factors and internal limitation to damage WSNs are named as attack of WSNs.

Generally, the source of WSNs’ attack can be classified into external attack and
internal attack [6]. External attack includes information interception, information
listening, camouflage node, fake route distribution, fake information transfer, service
rejection etc. Internal attack includes package discarding, information resend,
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information steal, fake data distribution and data modification etc. About external
attack, there are many effective approaches against it, including general access control,
intrusion detection, data authorization, digital watermarking, key security system etc.
However, internal attack is difficult to defend effectively in that its indiscoverable and
undetectable features, which don’t exist in external attack, invalidate most general key
security techniques. Thus, information security and efficiency of networks are
threatened seriously in terms of general key security systems are entirely malfunctioned
under internal attack. In this scenario, as the complement of general key security
systems, trust model and trust management technique of WSNs, which depend on
nodes’ trust relationship and trust degree to judge anomaly behavior, are critical
research fields of WSNs’ security. Therefore, establishment of nodes’ trust relation is
essential condition to evaluate networks’ functionality, since operation and mainte-
nance of WSNs do generally rely on the trust between sensor batch nodes.

2 Related Work

Nowadays, domestic and international scholars, who research WSNs trust [7–12],
generally focus on basic principle, behavior of nodes, trust degree of nodes,
confidential degree of nodes, structure of networks, and coordination of nodes etc.
Fuzzy theory, Subject Logical theory, Bayesian theory and Uncertainty deduction etc.
are leveraged to construct trust model. Moreover, trust issues of WSNs are integrated
into other theories, such as Cloud theory, Rasch theory, Social Networks theory,
Analytic Hierarchy Process, and Grey theory etc., and correlate trust models are
constructed on the basis of those theories [13–20].

However, there are still various defects in those theories and models, including:

1. Complicate computation and evaluation of trust value. Massive and delicate
parameters for computation need more memory and CPU of nodes, which burden
nodes’ loads and energy consumption heavily.

2. Historical Storage of computing parameters. There are enormous parameters in the
communication between nodes, history information of which need to store in the
nodes’ memory for a long time.

3. Simplification and deletion of parts of parameters. There are some unnecessary
parameters that need to be simplified or deleted in terms of loose couple for actual
application or weak effect for trust results.

4. Inaccuracy of trust results. In consideration of effect of only one or few elements in
trust values, it will separate the relation among elements of trust system. Moreover,
manual configuration or prior configuration for element weights will cause inac-
curacy of trust values’ evaluation.

3 Trust Model Based on Shannon Entropy

In landmark paper published in 1948, entitled “A Mathematical Theory of Commu-
nication”, C. E. Shannon addressed conception of entropy, which analyzes and eval-
uates quantity of information in message.

398 J. Hu and C. Guan



Generally, signals from information source are uncertain, so that uncertainty can be
evaluated by probability of occurrence. Probability of occurrence is more, uncertainty
is less; on the other side, probability of is less, uncertainty is more.

Function of uncertainty F is monotonic decreasing function of Probability P, and
the uncertainty function of two independent signals occurred in same time equals to the
sum of uncertainty function of each signal, Fðp1; p2Þ ¼ Fðp1ÞþFðp2Þ, named Addi-
tivity. The function F, which can satisfy Additive property and Monotonic decreasing
property, shall be logarithmic function, FðpÞ ¼ log 1

p ¼ � log p.

During analysis of quantity in information, it is not just consideration of uncertainty
of one signal’s occurrence, but average uncertainty of all signal’s occurrence from
source. If there are n values in signals from source: U1 � � �Ui � � �Un, the probability of
occurrence is P1 � � �Pi � � �Pn, and occurrence of each signal is independent, the average
uncertain degree of source is statistic mean E of each signal’s uncertainty FðpiÞ, named

Entropy, is defined as HðUÞ ¼ EðFðPiÞÞ ¼ �Pn
i¼1

Pi log pi, where base of logarithm is

2, and unit is bit, U represent collection of all signals may occurrence.
In consideration of massive and complicate information from sensor nodes in

WSNs, this paper combines Shannon entropy, fuzzy trust model and trust model of
Social Networks to deduce trust value of nodes precisely.

3.1 Direct Trust Elements System of Nodes

Direct trust of nodes is influenced by various trust elements, so that direct trust ele-
ments system of nodes is the foundation and prerequisite of computation of direct trust.
The choice of trust elements shall conform to the features of WSNs and Wireless
Sensor. Therefore, trust elements are classified into trust elements of nodes commu-
nication, trust elements of node structure, and other elements.

(1) Trust elements of nodes communication, include speed of data process, indicator
of data process, transmit power of node signal.

Speed of processing data is data which are processed for same task in unit time by
nodes, is defined:

Speed of processing data = Amount of processing data/processing time.
Indicator of processing data is rate of transfer data to receive data for same task

during a time cycle by nodes, is that:
Indicator of processing data = Amount of transferring data/Amount of receiving

data.
Transmit power of node signal is transmit power of sensor node during data

transmission.

(2) Trust elements of node structure, include variation of memory capacity and
consumption of power.

Variation of memory capacity is variation of memory capacity from beginning to
end of data transfer by node for same task, is that variation of memory
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capacity = memory capacity at end of data transfer – memory capacity at beginning of
data transfer.

Consumption of power means the power consumption of node for same task in unit
time, is that:

Consumption rate of power = power consumption of node/Processing time.

(3) Other elements, include success rate of mission accomplished, distance between
nodes, amount of neighbor nodes, distortion rate of data, and count of node
communication.

Success rate of mission accomplished is that:
Success rate of mission accomplished = amount of mission accomplished/amount

of mission.
Distortion rate of data is discrepancy rate of receive data of present node to receive

data of prior node. It is that:
Distortion rate of data = amount of discarding data in a node/amount of receiving

data in prior node.
Count of node communication is that user can deliver command of append

node to all nodes in networks, when a new node appears and is added by user.
Otherwise, if the node appears suddenly, its trust will be evaluated by count of node
communication.

3.2 Weight Computation of Trust Elements Based on Shannon Entropy

Evaluating Node collects related data of trust elements from evaluated node. Suppose
there are m evaluated nodes, n trust elements, value matrix of trust elements is that:

X ¼
x11 x12 � � � x1n
x21 x22 � � � x2n
..
. ..

. ..
. ..

.

xm1 xm2 � � � xmn

2
6664

3
7775;

where x ¼ ðxijÞmn. In the case of a trust element, large fluctuation of evaluated node xij
means that this node is anomaly, need to be marked as anomaly node and deleted from
networks in order to less effect for evaluation matrix.

Steps of weight computation of trust elements based on entropy, is described as
following:

(1) Normalize of matrix:

x
0
ij ¼

xij �minfxjg
maxfxjg �minfxjg
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(2) Computing weight of trust element j for node i, is pðxijÞ.

pðxijÞ ¼ xij
Pm
i¼1

xij

(3) Computing entropy of trust element j:

ej ¼ �k
Xm
i¼1

pðxijÞ ln pðxijÞ

(4) Computing discrepancy factor of trust element j, dj ¼ 1� ej. If discrepancy factor
is less, the influence to trust element j is less. If discrepancy factor is bigger, the
influence to trust is more, and element is more important and will set more weight
during the computation of direct trust.

(5) Computing weight of element j:

wj ¼ dj
Pn
j¼1

dj

(6) Evaluating trust value of elements:

sij ¼ wj � x
0
ij

4 Validation from Simulation Experiment

This paper compares suggested novel trust model and trust propagation algorithm with
general trust model and algorithm via MATLAB simulation software, and analyzes con
and pro of these models and algorithms. Configurations of experiment environment are
as following:

(1) Deploy 200 node from Uniform distribution in area 100*100.
(2) Element attributes of nodes includes speed of data process, indicator of data

process, transmit power of node signal, variation of memory, consumption of
power, success rate of mission accomplished, distortion rate of data, and count of
node communication, distance with other node, and count of neighbor nodes.

(3) All nodes are kept in initial state at beginning of experiment. After running of
simulation, element attributes of nodes start to be variable.

(4) All nodes are kept in trust state at beginning of experiment. After running of
simulation, untrusted nodes will be generated.

(5) Via 100 iteration of simulation, variation in practical scenario of WSNs will be
simulated.
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Critical subject of trust model is to simplify and speed computation of trust value,
in order to reduce consumption of resource, such as power, memory capacity and
bandwidth etc. Moreover, precision of trust value can be increased, and stability, speed,
security of networks can be fortified.

From Fig. 1, trust values of nodes in suggested trust model increase rapidly at
beginning of experiment 1. After that, the trust values of nodes in suggested trust model
tend to be stable gradually, which means the networks are more stable. On the contrary,
trust value of nodes in general trust model increase slowly. After that, more fluctuation
and low level of trust value in general trust model happened during the procedure of
simulation. Therefore, suggested trust model of WSNs based on entropy can improve
the stability, speed and security of networks efficiently.

5 Conclusion

Information security and efficiency of WSNs are threatened seriously in terms of
general key security systems are entirely malfunctioned under internal attack. In this
scenario, as the complement of general key security systems, trust model and trust
management technique of WSNs, which depend on nodes’ trust relationship and trust
degree to judge anomaly behavior, are critical research fields of WSNs’ security. In this
paper, a new entire trust model of wireless sensor network is constructed in terms of
comprehensive trust value of nodes, which synthesize direct trust value and recom-
mended trust value. The direct trust value is deduced on basis of node trusted elements
system, according to the entropy of information theory. Simulation experiments show
that the trust mode based on entropy can improve the stability, speed and security of
networks efficiently. The following work will study how to compute recommend trust
value according to the theory of social relational networks.
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Abstract. This study has investigated the quality and reliability of manual
assessments on railway embankments within the domain of railway mainte-
nance. Manually inspecting vegetation on railway embankments is slow and
time consuming. Maintenance personnel also require extensive knowledge of
the plant species, ecology and bio-diversity to be able to recommend appropriate
maintenance action. The overall objective of the study is to investigate the
reliable nature of manual inspection routines in favour an automatic approach.
Visual estimates of plant cover reported by domain experts’ have been studied
on two separate railway sections in Sweden. The first study investigated visual
estimates using aerial foliar cover (AFC) and sub-plot frequency (SF) methods
to assess the plant cover on a railway section in Oxberg, Alvdalsbanan, Sweden.
The second study investigated visual estimates using aerial canopy cover
method on a railway section outside Vetlanda, Sweden. Visual estimates of the
domain experts were recorded and analysis-of-variance (ANOVA) tests on the
mean estimates were investigated to see whether if there were disagreements
between the raters’. ICC(2, 1) was used to study the differences between the
estimates. Results achieved in this work indicate statistically significant differ-
ences in the mean estimates of cover (p < 0.05) reported by the domain experts
on both the occasions.

1 Introduction

Presence of vegetation on and alongside railway tracks is a serious problem. Vegetation
on the tracks reduces the elasticity of the ballast and increase water retention eventually
contributing to the deterioration of wooden sleepers. Vegetation alongside railway
tracks (especially in curves and level crossings) severely challenges visibility, as a result
of which, trains have to be slowed down. Proper control and maintenance is therefore
necessary to ensure smooth operational routines. Inspections aimed at measuring veg-
etation on and alongside railway tracks and embankments in Sweden (and elsewhere in
the world) are currently performed manually by a human operator. Such inspections are,
to a large extent are carried either by visually inspecting the track on-site, or by manually
looking at video clips collected by maintenance trains. A decision concerning the
condition is given by the inspector and is normally only explicit in cases of poor
condition, for which the inspector recommends further maintenance action. Manually
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inspecting vegetation is slow and time consuming. Such inspection routines require that
the maintenance personnel have extensive knowledge of the plant species to be able to
recommend appropriate maintenance action. Further, preservation of the ecology and
maintaining its diversity are yet other important issues [1–5]. The aim of this study is to
investigate and assess the quality and reliability of such manual assessments; more
specifically to compare the visual estimates (VE) of plant cover reported by the domain
experts to be able to evaluate disagreements (if any).

Previous investigations on the problem reported significant difference between the
raters’ [6, 7]. Such work has mainly investigated the observers’ ability to assess plant
cover from images acquired on railway tracks to verify proof of concept. Results
achieved from the above work indicate that seven out of the nine ANOVA tests
conducted in this study have demonstrated significant difference in the mean estimates
of cover (p < 0.05). The current article aims to extend the aforementioned work by
carrying out cross investigations between domain experts on site as opposed to
assessing vegetation from photographs. Work reported in this article is part of a major
research project aimed at automating the process of detecting vegetation on railway
embankments. A good description of the research project aimed at automatic vegetation
detection on railway embankments is out of the scope of this article but could be found
elsewhere [5, 8, 9]. Study of the prevalent differences between domain experts (if any)
is therefore necessary to be able to advocate automatic procedures in favour of slow
and time consuming manual routines.

The rest of the paper is organised as follows. Section 2 presents methodology; a
brief introduction to the methods is also provided for the benefit of the readers unfa-
miliar with the methods. Section 3 presents results of the visual estimates reported by
the different raters’. The paper finally presents concluding remarks.

2 Data Acquisition and Methodology

Studies aimed at investigating the VE of plant cover on railway embankments were
carried out on two separate sites as follows.

2.1 On-Site Visual Estimates from Alvdalsbanan, Oxberg, Sweden

The first set of estimates was collected along the Alvdalsbanan railway track in Oxberg,
Sweden. Two domain experts visually estimated the total plant cover of woody plants,
herbs and grass separately (in %) using aerial foliar cover (AFC) and sub-plot fre-
quency (SF) methods. In the context of assessing vegetation AFC is the area of ground
covered by the vertical projection of the aerial portions of the plants. Small openings in
the canopy and intra-specific overlap are excluded. In contrast, SF is a measure of the
number of sub-plots that contain the target species. A good discussion concerning the
methods could be found elsewhere [10]. At this stage it is worth mentioning that the
raters’ had long standing experience in estimating plant cover within the railway
domain. Note that VE of mainly woody plants were reported along the Alvdalsbanan
due to their dominant presence along the track. All the estimates were made by within a
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sample area of 1 � 1 m with the assistance of a boundary of a square meter (a.k.a.
grid). The grid consisted of a sub-plot frame quadrat where each sub-plot measured
10*10 cm (see Fig. 1).

Different VE per plot were reported from a total of five plots in Oxberg as follows:

1. VE of the total cover using the AFC (no grid)
2. VE of the total cover using AFC and the square meter grid
3. VE of the woody plants using AFC and the square meter grid
4. VE of total cover using SF and the square meter grid
5. VE of woody plants cover using SF and the square meter grid

2.2 On-Site Visual Estimates from Vetlanda, Sweden

The second set of VE was collected from a section outside Vetlanda, Sweden. Three
domain experts provided estimates on-site in 12 out of a total 179 sample areas. Twelve
sample areas were selected by a systematic sampling method in which the starting
position (of the first sample area) was chosen at random, and every eighth sampling area
was assessed accordingly. Each sample area was represented by a rectangular area
comprising of five ballast areas in between six sleepers on a railway track. VE in this
particular case were reported using only the aerial canopy cover (ACC) method. ACC is
the area of ground covered by the vertical projection of the outermost perimeter of the
natural spread of foliage of plants, also known as the convex hull. Small openings within
the canopy were included and in situations when it was practically impossible to identify
individual plants, raters’ agreed (in prior) to report such plant clusters as one plant.

At this stage it is worth mentioning that the railway section in this particular case
was investigated twice in June and August 2013; to study the effect of a vegetation
management routine that was carried out in between the sessions (see Table 2). The
plant cover reported before and after the vegetation management routine (mainly
herbicide treatment), expressed in percentage is presented in Table 2.

Note that no time limits were applied for gathering VE and the raters’ reported their
estimates independently on both sessions. All the observations were recorded and their
mean estimates were computed for further analysis (see Table 1). Before proceeding
any further it is worth mentioning that all the data was log10 transformed for all further
parametric analysis. This is because a preliminary visual analysis of the raters’ mean

Fig. 1. Square meter grid with sub-plots
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and median histogram plots has indicated an irregular, positively skewed distribution.
The fact that log10-transformation makes a positively skewed data distribution less
skewed justifies our choice [9].

Table 1. On-site visual estimates of plant cover (in %) at Oxberg, Alvdalsbanan, Sweden

Method Rater Plot 1 Plot 2 Plot 3 Plot 4 Plot 5 Mean diff.
between the
raters’

VE of total cover using
AFC without a grid

Rater A 50 55 40 25 15 16
Rater B 45 20 15 15 10
Relative
difference
between the
raters

5 35 25 10 5

VE of total cover using
AFC and a grid

Rater A 62 37 16 15 13 5.6
Rater B 52 28 20 18 15
Relative
difference
between the
raters

10 9 4 3 2

VE of woody plants
cover using AFC and a
grid

Rater A 30 21 15 14 9 2.2
Rater B 25 22 13 13 7
Relative
difference
between the
raters

5 1 2 1 2

VE of total cover using
SF and a grid aid

Rater A 86 59 46 61 47 17.8
Rater B 94 81 68 73 72
Relative
difference
between the
raters

8 22 22 12 25

VE of woody plants
cover using SF and a
grid aid

Rater A 64 49 43 51 39 8.4
Rater B 34 52 49 50 41
Relative
difference
between the
raters

30 3 6 1 2

Table 2. On-site visual estimates of plant cover at Vetlanda, Sweden

(%) cover in June (%) cover in August

Mean 12.89 2.6
Std. deviation 1.55 1.8
Max. 29 7
Min. 4 0
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Analysis-of-variance (ANOVA) tests were tried and tested to investigate whether if
there were differences between the estimates i.e. test the null hypothesis (H0) to check
whether if the means of estimates are equal between the raters’. Density plots of the
residuals obtained from the log10 transformed data were approximately normally
distributed again justifying our choice of the ANOVA test. Intra-correlation coefficient
(ICC) was used to be able to assess inter-rater reliability. Inter-rater reliability is the
degree of agreement (a.k.a. ratings) between the raters’ by comparing the variability of
different ratings of the same subject with the total variation across all ratings and all
subjects. The ICC coefficient can theoretically vary between 0 and 1.0, where an ICC
value of 0 indicates no agreement whereas an ICC value of 1.0 indicates perfect
agreement/reliability. A complete discussion of the classes is out of the scope of this
article but could be found elsewhere [11]. In this particular article, ICC (2, 1) class was
chosen (Eq. 1.).

ICCð2; 1Þ ¼ varðbÞ
varðaÞþ varðbÞþ varðeÞ ð1Þ

In addition to the ICC (2,1) method the Krippendorff’s a was calculated using
Eq. 2; where D0 is the observed disagreement and De is the expected random
disagreement.

aKripp ¼ 1� D0

De
ð2Þ

3 Results and Discussion

Differences in the VE between the raters’ were computed using ANOVA test and their
reliability was assessed using the ICC (2,1) and the Krippendorff’s a coefficient.
Results achieved from the investigation at Oxberg, and Vetlanda have been tabulated in
Tables 3 and 4 for the sake of simplicity.

Table 3. Inter-rater reliability between the visual estimates reported by the two raters’ in
Oxberg, Alvdalsbanan, Sweden

Method Reliability
ICC(2,1)

ICC(2,1)
p-value

Krippendorrf’s a

VE of total cover using AFC (no grid) 0.42 0.094 0.291
VE of total cover using AFC (grid aid) 0.94 0.0037 0.93
VE of woody plants cover using AFC (grid aid) 0.94 0.0012 0.935
VE of total cover using SF (grid aid) 0.46 0.016 0.283
VE of woody plants cover using SF (grid aid) −0.58 0.83 −0.354
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VE from Oxberg, Alvdalsbanan, Sweden indicate that better estimates were
observed when the raters’ had used the grid while estimating vegetation cover. Reli-
ability coefficients while assessing the total cover and woody plants cover using AFC
method assisted by a grid were relatively better. Reliability coefficients while assessing
the woody plants cover using SF method assisted by a grid was in between moderate to
poor and can be attributed to the high mean difference (17.8 %) in the VE for that trial.
See Table 1. The reliability coefficient values of the VE while assessing the woody
plants cover using SF method assisted by a grid were all negative. This indicates that
the raters’ estimates were worse than random. In particular remarkable differences have
been observed when the raters’ assessed the first plot. Post VE interviews revealed that
individual interpretations as of how to assess bigger woody plants using SF methods
led to the huge differences [9].

VE from Vetlanda, Sweden obtained in June and August 2013 were investigated
using two one way ANOVA tests. Results achieved in both the cases showed a sta-
tistically significant difference between the three domain experts estimates (p < 0.05);
indicating that the raters’ disagreed on both the occasions. It was not in the interest of
this investigation to identify which raters’ differed from the others. Reliability of the
raters’ was assessed using ICC (2,1); see Table 4. ICC2 coefficient values in the current
case could be considered as showing moderate reliability for a single rater i.e., how
accurate a single rater would be if they made the estimates on their own [9].

4 Conclusions

Current day vegetation assessments within railway maintenance are (to a large extent)
carried out manually; either through visual inspection onsite or by looking at video
clips collected by maintenance trains. The overall objective of the study is to expose the
unreliable nature of the (slow and time consuming) manual vegetation inspection
regime in favour an automatic approach. The quality and reliability of such manual
assessments have been investigated for the purpose by studying the visual estimates
(VE) of plant cover reported by domain experts’ on-site on two separate railway
sections in Sweden. The first study investigated VE of domain experts using aerial
foliage cover (AFC) and sub-plot frequency (SF) to assess the plant cover on a railway
section in Oxberg, Alvdalsbanan, Sweden. A second study investigated VE of domain
experts on a railway section outside Vetlanda, Sweden. VEfrom two separate occasions
(in June and August 2013) were recorded using the aerial canopy cover method
(ACC) on the same track with maintenance routine carried out in between the
assessments.

Table 4. Inter-rater reliability between the visual estimates reported by the three raters’ in
Vetlanda, Sweden

Method Reliability
ICC(2,1)

ICC(2,1)
p-value

Krippendorrf’s a

VE of total cover using ACC in June 0.53 3.9 * 10−7 0.05
VE of total cover using ACC in August 0.51 3.15 * 10−6 0.05
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VE of raters’ were recorded and analysis-of-variance (ANOVA) tests on the mean
estimates were investigated to see whether if there were disagreements between the
raters’. ICC(2, 1) was used to study the differences between the estimates. Results
achieved through ANOVA and ICC(2,1) tests clearly indicate that VE of plant cover
are quite unreliable thereby suggesting the need for an automatic approach. Results
achieved also highlight the importance of a well-defined protocol be presented to the
personnel (in prior) to reduce systematic errors as a result of misinterpretation while
assessing vegetation cover. There are other areas within the domain of railway main-
tenance that are (to this day) heavily reliant on manual inspections to ensure smooth
operations. It would be interesting to extend the work further by investigating other
immediately relevant areas and report if similar differences persist.
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Abstract. An Opportunistic Networks is a wireless self-organized network, in
which there is no need to build a fixed connectivity between source node and
destination node, and the communication depends on the opportunity of node
meeting. There are some classical message transmission algorithms, such as
PRoPHET, MaxProp, and so on. In the Opportunity Networks with community
characteristic, the different message transmission strategies can be sued in
inter-community and intra-community. It improves the message successful
delivery ratio significantly. The classical algorithms are CMTS and CMOT. We
propose an energy efficient message forwarding algorithm (EEMF) for
community-based Opportunistic Networks in this paper. When a message is
transmitted, we consider not only the community characteristic, but also the
residual energy of each node. The simulation results show that the EEMF algo-
rithm can improve the message successful delivery ratio and reduce the network
overhead obviously, in comparison with classical routing algorithms, such as
PRoPHET, MaxProp, CMTS and CMOT. Meanwhile the EEMF algorithm can
reduce the node’s energy consumption and prolong the lifetime of network.

Keywords: Opportunistic networks � Message transmission � Community
characteristic � Energy efficient

1 Introduction

An Opportunistic Networks (ON) is a network of wireless connected nodes. Nodes may
be either mobile or fixed. The network topology may change due to node mobility or
node activation and node deactivation. There is no a fixed connectivity between source
node and destination node, and the communication depends on the opportunity of node
meeting [1]. Due to the short-distance wireless mobile devices (such as smart phones,
smart bracelets, Apple Watches, iPads, etc.) are widely used, the direct communication
and data sharing for each other are becoming more and more convenient [2]. The
typical applications of Opportunistic Networks are booming, such as the pocket
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switched networks (PSN) [3], the mobile vehicular networks (VN) [4], and the wireless
sensor networks (WSN) [5].

In Opportunistic Networks, the communication among nodes shows intermittent
connectivity due to the node’s moving. Therefore the Opportunistic Networks only
depends on the encounter opportunity among nodes to forward messages. Conse-
quently, the “Storage-Carry-Forward” strategy is usually used to deliver messages in
Opportunistic Networks. In addition, the nodes generally tend to congregate together
according to social relations in Opportunistic Networks, show community character-
istic. The node is much active in itself community, while it hardly move to other
communities. There are just a few nodes which can visit other communities according
to their interests, they are likely to set up the ties between different communities.

Another feather of Opportunistic Networks is that most of nodes supply with
batteries. The power of a battery is usually limited, and charging is not convenient in
some case. So it is very important to save energy. In this case, how to forward
efficiently messages from source node to destination node in the community-based
opportunistic networks is a huge challenge.

The remainder of this paper is organized as follows. Section 2 describes the exiting
message transmission mechanism and energy efficient solutions. Section 3 introduces
the community division and message buffer for saving energy. Section 4 shows the
energy efficient message forwarding algorithm (EEMF) for community-based Oppor-
tunistic Networks that we propose in this paper. In Sect. 5, we set the simulation
scenario and analyze the experiment results. And Sect. 6 concludes overall paper and
lists future work.

2 Related Work

Many researches have done the considerable works on message forwarding in
Opportunistic Networks. Due to the intermittent connectivity of nodes, the message
forwarding or not is mainly based on the encounter probability between the nodes. The
typical message forwarding algorithms based on probability are PRoPHET [6], and
MaxProp [7]. These algorithms rely on the meeting opportunity between nodes to
achieve the goal node of forward, so as to improve the delivery successful ratio. But
these algorithms do not consider the community characteristic of Opportunistic Net-
works. Some research scholars considered the community characteristic and proposed
corresponding algorithms, such as CMTS [8], CMOT [9], OSNLMTS [10], etc. But
these algorithms mainly considered to improve the message delivery successful ratio
and reduce the network latency, did not take into account the energy consumption of
networks.

At present, the research on the node energy consumption in Opportunistic Net-
works had made some progress. The research is mainly two directions.

Firstly, it is mainly considered in the hardware layer. Let the node sleep according
to a certain way, or lower the power of node’s scan and receive to get the goal of
energy conservation based on the environment.

The literature [11] takes sleep mode. It saves energy according to sleep mode. And
designed a framework makes nodes in sacrificing a small amount of communication
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opportunity can save energy, on the basis of the framework effectively balance the
energy saving and node connectivity problems.

The literatures [12, 13] design an energy-saving MAC scheme. They propose as a
kind of MAC layer routing protocol for WSN, named S-MAC. In order to reduce
energy consumption when the S-MAC listen the idle channel, node periodically sleeps.
It forms a virtual cluster with neighbor nodes at the same time. In the node dormancy,
neighbor nodes automatically in sync.

The literatures [14, 15] design moving plan of node to reduce energy consumption.
In the range of communication, MULEs collects data from the sensors, stores and
transmit messages to the nodes which close the MULEs by wireless.

Secondly, energy consumption is considered in software layer. It uses suitable
routing algorithm to reduce the amount of data packet transmission, achieves the goal
of energy saving.

The literature [16] propose IC-Routing algorithm. In the environment of natural
disaster, node’s mobility and encounter show the characteristics of periodic. We choose
a more worthy trust path by evaluating routing delay and the transmission probability,
and control the message copies to reduce the network overload.

In this paper, we build a community-based network model and propose an energy
efficient message forwarding algorithm (EEMF) for community-based Opportunistic
Networks. We assume that there are n nodes in Opportunistic Networks. And we set a
threshold value d, if the encounter probability of node i and node j is bigger than d,
node i and j are belong to the same community. After the network runs for a period of
time, the n nodes are assigned into different communities according to the encounter
probability each other. The EEMF includes two parts: intra-community forwarding and
inter-community transmission. The former adopts multi-copy forwarding strategy
according to the node residual energy and the counter probability between nodes within
a community, while the latter selects optimal path between the connected communities
according to nodes’ transmission probability. As this scheme considers both the local
community characteristic and the connectivity among communities in global network,
meanwhile adopts energy efficient strategy, it would be feasible to achieve the optimal
performance.

3 Community Division and Message Buffer

3.1 Community Division

The node moves in Opportunistic Networks and shows community characteristic. The
nodes have a high encounter probability in the same community, while there is a low
encounter probability in different community. When the encounter probability is
greater than the threshold d, the two nodes will be divided into the same community. It
can effectively reduce the weak connection problem by setting the threshold.

The process of community division is described as following.
Firstly, we initialize the local community of node i as Ci ¼ if g.
Secondly, when node i and j meet together, we update the encounter probability as

pði;jÞ.
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Thirdly, if pði;jÞ is bigger than the threshold d, then put the node j into the com-
munity of node i.

Newman and Girvan [17] proposed modularity to measure the performance of
community division. The modularity function Q is used to measure the quality of
community division. The Q would be bigger, when the nodes in the same community
have a strong relation and the nodes in different communities have a weak relation. The
bigger of Q value, the better of the community division quality. Because of different
value of threshold d would have different number of community, so there is different
community division result with different threshold value d. We can select different
threshold d, compare the modularity function Q, would get the best threshold d.

By experiment verification, the best threshold d is 0.25 in this paper.
The above-mentioned method can get the best community division result. We don’t

need to know the number of community in the network in advance. And the location
and size of community are changed with the node moving. It’s more flexible, suitable
to the real situation.

3.2 Message Buffer

If the copies of message are too many in the network, it will waste the network resource.
We introduce ACKmechanism to eliminate redundant message copies. When a message
gets to the destination node, the destination node immediately broadcasts a respond
message of ACK into the network. When a node gets the respond message, compares the
message ID with messages in message buffer, and deletes the message with the same ID.
When the message’s time to live (TTL) is over the threshold, delete it.

4 Message Transmission Strategies of EEMF

4.1 Intra-community Forwarding Strategy

The PRoPHET is a classical probability-based transmission algorithm, defines the
delivery predictability to measure delivery probability metric between nodes. If the
delivery predictability of node j is larger than that of node i which carries with mes-
sages, the node j can gain a copy of the messages from node i. Since nodes move in a
community frequently, the encounter probability between nodes is high, there are large
number of message copies in network. In this case, a great deal of unnecessary mes-
sages are forwarded, they waste a lot of network resources. Therefore we propose an
improved PRoPHET algorithm for intra-community message transmission in this
paper. We select one-hop nodes for destination node as relay nodes and consider the
residual energy of node. This way ensures high delivery ratio and reduce redundant
message copies with energy efficiency.

Encounter Probability Between Nodes. Each node holds an encounter probability
vector to store encounter probability between nodes. Whenever node i encounters node
j, the encounter probability should be updated according to the formula (1), where
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pinit 2 ½0; 1� is an initialization constant. This formula ensures that nodes have high
delivery predictability when they are often encountered.

pði;jÞ ¼ pði;jÞold þð1� pði;jÞold Þ � pinit ð1Þ

If node i does not encounter node j during a time interval, they are less likely to
become good forwarders of messages to each other. As a consequence, the delivery
predictability must age. The aging equation is shown in formula (2), where c 2 ½0; 1� is
the aging constant, and k is the number of time units. The time unit can be different, and
should be defined based on the average interval of nodes encounter within the
community.

pði;jÞ ¼ pði;jÞold � ck ð2Þ

The simulation results shown in Sect. 5 reveal that pinit ¼ 0:75 and c ¼ 0:98 are the
most appropriate values.

The residual energy factor r of node can be gotten by the following formula (3),
where rj is the residual energy factor of node j, Ec

j is the current residual energy of

node j, and Ei
j is the initial energy of node j.

rj ¼
Ec
j

Ei
j

ð3Þ

We define the forwarding probability for considering the residual energy of
encounter probability. So, the forwarding probability from node i to node j is shown in
formula (4), where k is weighting factor.

p
0
ði;jÞ ¼ kpði;jÞ þ ð1� kÞrj ð4Þ

Message Forwarding Process in a Community. Intra-community message for-
warding depends on the forwarding probability of node. When two nodes encounter,
the EEMF compares the forwarding probability, and the messages always forward to
the node whose forwarding probability is larger. If a node forwards a message to
another node, it does not delete the message. If a node relays a message, it stores and
manages the message in accordance with the “first-in first-out” principle, until the TTL
(the time to live) value expires or the message is transferred to the destination node.

Meanwhile, If the messages are forwarded to the destination node, an ACK packet
that carries the ID of the received message is sent to the network. When a node receives
the ACK packet, it will eliminate the redundant message copies based on the ACK
information.

From the perspective of energy saving, this message forwarding method selects the
node with the highest forwarding probability as a relaying node to ensure the reliability
of delivery. And it selects only one-hop node as the relaying node to reduce the number
of redundant copies in the network.
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4.2 Inter-community Transmission Strategy

The core of inter-community message transmission is to find the optimal path from the
source node community to the destination node community.

Community Transmission Probability. We reference the concept of community
transmission probability in literature [9]. Each node holds a community transmission
probability table which stores the transmission probability from the node to each
community. The community transmission probability is divided into two categories:
the accessible community transmission probability and the inaccessible community
transmission probability. For the local community, the value of community transmis-
sion probability is 1. For the accessible community and the inaccessible community,
the values of community transmission probability are calculated as following.

The accessible community transmission probability of a node is the probability that
the node visits the accessible community, is calculated by formula (5). Where picj is the
community transmission probability of node i visiting community cj, Ca is the
accessible community set of the node i, Nicj is the number which node i visits com-
munity cj.

picj ¼
NicjP

ck2Ca

Nick
ð5Þ

The inaccessible community transmission probability can be calculated by the
accessible community transmission probability and the encounter probability. We
assume that there are three communities: cx, cy, and cz. cx is the local community of
node i, cy is the local community of node j and the accessible community of node i, and
cz is the accessible community of node j and the inaccessible community of node i. The
scenario is shown in Fig. 1.

If the node i and j encounter each other, they exchange the community transmission
probability table. A communication path from community cx to community cz (i.e.
cx ! cy ! cz) is established when the node i encounter the node j. The node i has an
opportunity to transfer messages from cx to cz through cy.

czcycx

node j

node i

node i

node j

Fig. 1. The community path ðcx ! cy ! czÞ is built by the node i and j
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Equation (6) shows the inaccessible community transmission probability of the
node i to the inaccessible community cz.

picz ¼ picy � pði;jÞ � pjcz ð6Þ

Where picy indicates the accessible community transmission probability of the node
i to the community cy, and builds the community path cx ! cy. Likewise, pjcz indicates
the accessible community transmission probability of the node j to the community cz,
and builds the community path cy ! cz. pði;jÞ indicates the encounter probability of
node i and node j and provides the opportunity that the messages can transmit from the
community cx to the community cz.

When we consider the energy efficient, we need replace the pði;jÞ with the p0ði;jÞ, then,
the formula (6) change to formula (7).

picz ¼ picy � p0ði;jÞ � pjcz ð7Þ

Inter-community Message Forward Process. When messages are forwarded
between communities, the community transmission probability of a node to the target
communities is used to choose the best community communication path. Thus the node
with the highest community transmission probability is often chosen as a relay node
between communities, until the message is delivered to the target communities.

5 Simulations Scenario and Results Analysis

5.1 Simulation Scenario

In this paper, we use the ONE (Opportunistic Network Environment) to simulate, and
compare with typical algorithms such as PRoPHET, CMTS, MaxProp and CMOT. The
Fig. 2 shows the interface of the ONE simulation software.

Before the simulation begins, the pretreatment process of 10000 s completes the
community division. The specific simulation parameters are set in Table 1.

5.2 Experimental Results and Analysis

Based on the above scenario, we compare the performance of five algorithms with
different nodes average speed and messages TTL. The metrics include the successful
delivery ratio, the average overhead and the residual energy. We still discuss the effects
on energy consumption by selecting different k value.

The effects of energy consumption by changing k value To get the best energy
saving, we need to seek the suitable value of k. The simulation results are shown in
Fig. 3, when k is 0.7, 0.75, .80.8, 0.85, 0.9. When we set k ¼ 0:85, then network owns
the best energy saving state. So we select k ¼ 0:85 in following experiments.
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Fig. 2. The simulation interface of the ONE

Table 1. The parameters of simulation scenario

Category Parameter (unit) Values

Scenario features Simulation time (s) 43200
Threshold d 0.25
Simulation region (m2) 8500 m � 8500 m

Community and node
characteristics

Movement model Community movement
Initial energy (mA.H) 1000 k
Energy in scan
consumption (mA.H)

60

Energy in transmit
consumption (mA.H)

300

Movement speed (m/s) 1*7
Transmission rate (KB/s) 250
The maximum
transmission range (m)

30

Cache size (MB) 10
Wait time (s) 5*10

Data packet
characteristics

Event generator Message event generator
Data packet size (MB) 0.5*1.5
TTL (s) 1000/2000/4000/6000/8000/10000/12000
The total number of data
packets

1000
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The effects in Different Average Speed of Nodes. We set the message TTL is 6000 s.
As shown in Fig. 4, when the average speed increases, the successful delivery ratio
improves for all algorithms. The EEMF and CMOT have the highest successful
delivery ratio. When the average speed is less than 5 m/s, the successful delivery ratio
increases linearly. Figure 5 shows the change of network average overhead, when the
average speed increases. The EEMF and CMOT is lower network overhead than
PRoPHET, CMTS, and MaxProp. Except for the MaxProp, other algorithms are not
sensitive to the change of the average speed. When the average speed is greater than
5 m/s, the average overhead almost remain the same.

Fig. 3. The nodes energy consumption for different k value

Fig. 4. Comparison of delivery ratio in different average speed of nodes
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The Effects in Different Messages TTL. We set the average speed of nodes is 5 m/s.
Figure 6 shows that the successful delivery ratios of all algorithms are low when the
message TTL is small. When the message TTL increases, the successful delivery ratio
improves for all algorithms. When the message TTL is greater than 6000 s, all algo-
rithm have slow increase of successful delivery ratio, except for CMTS. Meanwhile the
CMTS is lower successful delivery ratio than that of other algorithms. Figure 7 shows
that the EEMF and CMOT have lower overhead ratio than other algorithms. With the
message TTL increasing, the average overhead of CMTS increase, while the average
overhead of other algorithms decrease.

Fig. 5. Comparison of average overhead in different t average speed of nodes

Fig. 6. Comparison of successful delivery ratio in different message TTL
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The Comparison of Nodes’ Residual Energy. We set the average speed of nodes is
5 m/s, and the message TTL is 6000 s. After the network runs in above different
algorithms, the residual energy of all nodes are shown in Fig. 8. We can see that the
EEMF and CMTS have the best energy saving effect.

6 Conclusion and Future Work

According to the community characteristic of nodes in Opportunistic Networks, We
still consider the limited power supply by battery, propose an energy efficient message
forwarding algorithm (EEMF) for community-based Opportunistic Networks.

Fig. 7. Comparison of average overhead in different message TTL

Fig. 8. The nodes residual energy after running different algorithm
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The EEMF algorithm can reduce the node’s energy consumption and prolong the life of
network. Our major contributions are summarized as following. Firstly, we propose a
new community division method, which is more suitable the community-based
opportunistic networks. Secondly, on the basis of CMOT algorithm, we consider the
energy saving strategy which can prolong the lifetime of network. The simulation
results show that the EEMF and CMOT algorithm are better than the PRoPHET,
MaxProp and CMTS algorithm in the successful delivery ratio and network overload.
At the same time, the EEMF and CMTS algorithm are better than the CMOT, MaxProp
and PRoPHET algorithm in energy saving effect. In short, the EEMF algorithm
combines the advantages of other algorithms, improves the successful delivery ratio,
reduces the network overload and energy consumption of nodes at the same time, so as
to prolong the network lifetime.

Acknowledgment. This work is partially supported by the National Natural Science Foundation
of China (61162002, 61661037), and the Jiangxi province National Natural Science Foundation
of China (20151BAB207038).

References

1. Xiong, Y.P., Sun, L.M., Niu, J.W., Liu, Y.: Opportunistic networks. J. Softw. 20(1), 124–
137 (2009)

2. Wu, J., Xiao, M., Huang, L.: Homing spread: community home-based multi-copy routing in
mobile social networks. In: 2013 Proceedings IEEE, INFOCOM, pp. 2319–2327 (2013)

3. Ma, C., Yang, J., Du, Z., Zhang, C.: Overview of routing algorithm in pocket switched
networks. In: 9th International Conference on Broadband and Wireless Computing,
Communication and Applications (BWCCA), pp. 42–46. IEEE Computer Society (2014)

4. Gaito, S., Maggiorini, D., Rossi, G.P., Sala, A.: Bus switched networks: an ad hoc mobile
platform enabling urban-wide communications. Ad Hoc Netw. 10(6), 931–945 (2012)

5. Hu, S.C., Wang, Y.C., Huang, C.Y., Tseng, Y.C.: Measuring air quality in city areas by
vehicular wireless sensor networks. J. Syst. Softw. 84(11), 2005–2012 (2011)

6. Lindgren, A., Doria, A., Schelén, O.: Probabilistic routing in intermittently connected
networks. In: Dini, P., Lorenz, P., Souza, JNd (eds.) SAPIR 2004. LNCS, vol. 3126,
pp. 239–254. Springer, Heidelberg (2004)

7. Burgess, J., Gallagher, B., Jensen, D., Levine, B.N.: MaxProp: routing for vehicle-based
disruption-tolerant networks. In: 25th IEEE International Conference on Computer
Communications, pp. 1–11. IEEE (2006)

8. Niu, J., Zhou, X., Liu, Y., Sun, L.: A message transmission scheme for community-based
opportunistic network. J. Comput. Res. Dev. 46(12), 2068–2075 (2009)

9. Zhang, S., Tan, P., Bao, X., Song, W.W., Liu, X.: Community-based message opportunistic
transmission. In: Vogel, D., Guo, X., Linger, H., Barry, C., Lang, M., Schneider, C. (eds.)
Transforming Healthcare Through Information Systems. LNISO, vol. 17, pp. 79–93.
Springer, Heidelberg (2016)

10. Liu, Y., Gao, Y., Qiao, J., Tan, C.: Community-based message transmission scheme in
opportunistic social networks. J. Comput. Appl. 33(5), 1212–1216 (2013)

422 S. Zhang et al.



11. Feeney, L.M., Nilsson, M.: Investigating the energy consumption of a wireless network
interface in an ad hoc networking environment. In: Proceedings - IEEE INFOCOM, vol. 3,
pp. 1548–1557 (2001)

12. Singh, S., Raghavendra, C.S.: PAMAS – power aware multi-access protocol with signalling
for ad hoc networks. ACM SIGCOMM Comput. Commun. Rev. 28(3), 5–26 (1998)

13. Ye, W., Heidemann, J., Estrin, D.: An energy-efficient MAC protocol for wireless sensor
networks. In: Global Telecommunications Conference, GLOBECOM 2005, vol. 3,
pp. 1567–1576. IEEE (2008)

14. Ramiro, S., Stolwijk, C., Dougados, M., van Tubergen, A.: Data mules: modeling and
analysis of a three-tier architecture for sparse sensor networks. Ad Hoc Netw. 1(2–3), 215–
233 (2003)

15. Juang, P., Oki, H., Wang, Y., Martonosi, M., Peh, L.S., Rubenstein, D.: Energy-efficient
computing for wildlife tracking: design tradeoffs and early experiences with ZebraNet. In:
International Conference on Architectural Support for Programming Languages and
Operating Systems, vol. 37, pp. 96–107 (2002)

16. Uddin, M.Y.S., Ahmadi, H., Abdelzaher, T., Kravets, R.: A low-energy, multi-copy
inter-contact routing protocol for disaster response networks. In: IEEE Communications
Society Conference on Sensor, Mesh and Ad Hoc Communications and Networks, SECON
2009, pp. 637–645. IEEE (2009)

17. Newman, M.E.J., Girvan, M.: Finding and evaluating community structure in networks.
Phys. Rev. E Stat. Nonlinear Soft Matter Phys. 69(2 Pt 2), 026113 (2004)

Community-Based Message Transmission with Energy Efficient 423



A Multi-Semantic Classification Model
of Reviews Based on Directed Weighted Graph

Shaozhong Zhang1(&), William Wei Song2, Minjie Ding1,
and Ping Hu1

1 School of Electronic and Computer Science, Zhejiang Wanli University,
Ningbo 315100, Zhejiang, China

dlut_z88@163.com
2 Information Systems and Business Intelligence,

Dalarna University, 79188 Borlänge, Sweden
wso@du.se

Abstract. Semantic and sentimental analysis plays an important role in natural
language processing, especially in textual analysis, and has a wide range of
applications in web information processing and management. This paper intends
to present a sentimental analysis framework based on the directed weighted
graph method, which is used for semantic classification of the textual comments,
i.e. user reviews, collected from the e-commerce websites. The directed
weighted graph defines a formal semantics lexical as a semantic body, denoted
to be a node in the graph. The directed links in the graph, representing the
relationships between the nodes, are used to connect nodes to each other with
their weights. Then a directed weighted graph is constructed with semantic
nodes and their interrelationships relations. The experimental results show that
the method proposed in the paper can classify the semantics into different
classification based on the computation of the path lengths with a threshold.

Keywords: Directed weighted graph � Reviews � Semantic classification

1 Introduction

Semantic analysis is a branch of natural language processing. It studies the meanings
and characteristics of a given text through analyzing its vocabulary. In recent years, with
the development of social network systems and increasing interactive activities per-
formed by users, reviewing the web services and products has been considered and
required over all aspects of various networks, including social, economic, political, and
commercial networks. Particularly, as e-commerce products and websites have rapidly
booming, users, including buyers, sellers, and go-betweens are increasingly required to
provide their comments (i.e. reviews) on merchandises, products, services, and even
business activities and behaviors. Undoubtedly, reviews have become an important
factor in improving the quality of businesses, products, services, and even ways of doing
businesses. However, although there are many researches on investigation of using user
reviews to support businesses, to dig into the semantics (semantic and sentimental
analysis) of the user reviews remains less touched. Therefore, it is significant to carry out
the study of reviews semantic analysis of e-commerce and social networks.
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Generally, given an entity, its semantics consists of five components, a semantics
target, properties of the semantic target, meaning, semantic holders, and a time when
the entity pertains the semantic. In previous studies, generally, researchers considered
to use entity to represent semantic targets (objects) [1]. An entity can be a product, a
service, a topic, a person, an organization, or an event. Usually, an entity has a hier-
archical structure and is described as a set of properties. Each property of an entity at
different levels has its own value [2]. Sentimental values usually represent some
semantics of the entity, expressing the sentiment of an entity as a positive, negative, or
neutral style. Of course, a higher intensity of the sentiments at different levels can also
be defined to describe opinions at great details [3–5].

A general task of a sentiment analysis is, for a given review text, to mine and
extract its entity semantics and characteristics. A key task of sentimental analysis is
achieved through its name (or naming) entity [6–8]. With the entity naming recogni-
tion, we try to classify entities into different categories, to which similar entities belong
[9, 10]. The characteristics and classifications of entities form attributes of the entities
used to represent the sentiments of the entities and the research of semantic-sentimental
classification analysis is the key issue to the obtainment of an overall sentiment of a
given review text (or a review document). Conventional machine learning methods
used for semantic categorization of entity sentiments include support vector machines
(SVM), maximum entropy, and naive Bayesian classifier. [11–13]. These methods are
mainly used for topic-based semantic classification. However, with the quick increase
and great diversity of item reviews provided by various types of users, many problems
occur when processing the sentiments of the user reviews, including (1) uncertainty – a
review being less relevant to a given text; (2) short texts – being hard to determine the
exact meaning without context; (3) randomness – review target may change; and
(4) being not strictly comply with the integrity of information. Furthermore, a target
entity included in a review text is not just one; there may be more than one target entity.
The semantics of the given review text may differ from one entity to another. That is, in
one same review, it may exhibit one sentiment to an entity while to another entity it
may present another sentiment. Hence, it is the most important issue of how to dis-
tinguish different semantic classification of different entities in the same review. That is
a so called multi-classification problem of semantic-sentimental analysis study.

2 Related Work

In recent years, extensive researches have been carried out in the field of semantic
analysis and opinion mining to analyze the review textual contents from the social
networks and the web information systems. The purpose of semantic analysis and
opinion mining is to find out what a user’s views, such as attitudes and emotions, are
on a particular entity. The entities represent an individual, an event, or a theme.
Currently, most of the methods, dealing with users’ opinions and emotions, focus on
the research of classification and similarity of text data [14]. The existing semantic
classification methods are divided into supervised and unsupervised ones. In their
report [9], the authors presented a machine learning algorithm based on distance
monitoring, which divides the Twitter information into two types, positive and
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negative, and uses distant supervision to classify the sentiment of Twitter messages. In
their paper [15], Li and Liu proposed a TF-IDF weighting method and apply it to the
voting mechanism and importing term scores, which provide an acceptable and stable
clustering result. This approach displays an investigation direction of positive and
negative polarity classification. A rule-based sentiment polarity calculation method is
applied for extracting sentiment features from Chinese reviews [16], based on a sen-
timent word dictionary to calculate the basic polarity of the sentiment features. The
method also considers to judge the dynamic sentiment word’s polarity and to adjust the
polarity according to the context information. Pak and Paroubek proposed an automatic
method to collect a corpus of positive and negative sentiments without human inter-
ference and a corpus of objective texts [17]. The size of the collected corpora can be
arbitrarily large. The method performs a statistical linguistic analysis on the collected
corpus to generate a sentiment classification. In their paper [18] the authors developed a
sentiment analysis system for reviews with Chinese sentimental orientation. The sys-
tem analyzes the problems of tendency of semantic content of the reviews based certain
characteristics and following a particular categorization. They propose the concept of
dependencies to identify reviews’ sentimental orientation.

3 Sentiment Analysis Framework

3.1 Semantic and Objects

Definition (Semantics): A semantic is a quadruple, (g, s, h, t), where g is the semantic
target, also called object, s is the semantic about the object, h is the semantic holder,
and t is the time when the semantic was expressed. In practice, the object can often be
decomposed and described in a structured manner with multiple levels, which greatly
facilitate both mining of semantic s and later use of the mined semantic results [1].

Definition (Object Structure): An object o is a product, service, topic, issue, person,
organization, or event. It is described with a pair, o: (T, W), where T is a hierarchy of
parts, sub-parts, and so on, and W is a set of attributes of o. Each part or sub-part also
has its own set of attributes [1].

The relationship between semantic and object is shown in Fig. 1.

Semantic

Object 1=O1(T1,W1)

Object 2=O2(T2,W2)

Object n=On(Tn,Wn)

Fig. 1. Construction of semantic and objects
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Look at Example 1. There is a review on a hotel on booking.com. “Loved the decor
of the hotel and the location was perfect for shopping (1) and very close to the train
station (2). Friendly and professional front desk staff (3). But it was very hot in our
rooms because of the weather (4). I feel that this hotel needed air conditioning because
my husband and I didn’t sleep any of the nights because of being so uncomfortable (5).
Would visit this hotel again only in the cooler months (6). Also the breakfast wasn’t
satisfactory (7). They kept running out of fruit and fruit salad - and for someone with
allergies to other things, you rely on fruit (8).”

The semantic of the above can be decomposed into eight objects and corresponding
attributes of the object and represented as pairs. This definition essentially describes a
hierarchical decomposition of an object based on the part of relation. The root node is
the name of the object, e.g., Review on Hotel. All the other nodes are parts and
sub-parts, etc. A semantic can be expressed on any node and any attribute of the node.

Considering Example 2, in our example review above, the sentences (1), (2), (3) and
(6) express positive opinions about the hotel. The sentences (4), (5), (7) and (8) express
negative comments on the hotel. Clearly, one can also express semantics about parts or
components of the hotel.

This object as a hierarchy of any number of levels needs a nested relation to
represent it, which is often too complex for applications. The main reason is that since
NLP is a very difficult task, recognizing parts and attributes of an object at different
levels of details is extremely hard [1]. We use a directed graph to denote object and
path for relation.

3.2 Directed Weighted Graph

In order to describe and extract semantic, emotional tendencies, we use a directed
weighted graph to represent the structure of reviews text. We consider that the theory
and method of graph structure is suitable for textual semantic analysis. Formally, a
directed weighted graph is a set of triples. A triple is a collection of nodes, a set of
links, and a collection of weights.

Definition (Directed Weighted Graph): A directed weighted graph is G defined as
G = <V, E, K > , where V represents a set of nodes, E a set of edges, K a set of weights.

In the directed weighted graph, we consider to use the markedness and orderliness
to describe the tags of semantic and emotion vocabulary appearing in a review text. For
a given node v in the graph G, based on the order of the review text, we consider a
(time) sequential relationship among other nodes connected to v by using the directed
weighted graph. In the directed weighted graph G are there three types of nodes, i.e.,
text data nodes VT , semantic and emotion tags nodes VS, and sematic classification
nodes VC. So V = {VT, VS, VC}. A text data node represents a text in the reviews.
A semantic and emotion tag node corresponds to a particular emotion or specific
semantic tags.

Definition (Links): In the space of nodes V of G, there are n nodes, V1, …, Vn. For any
two nodes Vi and Vj, a directed link Eij goes from Vi to Vj if i < j (Vj appears after Vi),
denoted to be Eij ¼ Vi ! Vj.
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The value (weight) of a directed link between two nodes represents the strength of
semantics and tendentious. The value can be calculated with the weights of a link.
Directed links connect text nodes with tags nodes, tags nodes with others tags nodes,
and tags nodes with semantic nodes. The strength of a connection is represented by a
weight function of links.

Definition (Weighted Function): A weight function Kij of links is used to compute the
directed link weights of Eij connecting any two nodes Vi and Vj, i,j = 1, …, n.

With this method the semantics of a text can be represented by a path consisting of a
set of weights and a series of tags and the strength of the semantics can be calculated by
the weights in the path.

3.3 Semantic Classification Model

Basically, the idea of a semantic classification model is based on the directed weighted
graph, i.e. G = <{VT, VS, VC}, E, K>. The essential factors are described as follows.
Firstly, given a review text data node, VT, its properties are expressed as VT = <
ReviewerID, Data>. Secondly, considering VS as the semantic keywords, tags and other
feature nodes extracted from a review text, we have VS 2\SignTagSet[ . Here
SignTagSet is a known semantic lexicon library and contains two parts (signs), a
positive part and a negative part. Thirdly, all the vocabularies are signs with certain
scores. VC denotes a set of semantic classification nodes. It represents different
semantics and tendentiousness.

Definition (Semantic Classification): A semantic classification is defined as VC, and
the ith element VC

i in VC is defined to be:

VC
i ¼ ðVT

i ;V
S
j ;V

S
k ;Eij;EjkjEij;Ejk 2 E; Þ

Here VC
i , a node set, is the ith classification; VT

i is the node of the ith review text; VS
j is

the set of the jth semantic keywords in semantic lexicon; VS
k is the kth tags node set of

the meaning objects; Eij connects the node VT
i to the node set VS

j , and Ejk connects the

node set VS
j to the node set VS

k .

4 Weights and Semantic Classification Algorithm

4.1 Weights of Kij Between Nodes in G

A weight on a link represents a frequency of some tags nodes in text, the tightness
between tags nodes, and the similarity relationship between tags node and a particular
semantic content node. The Kij represents the weight of a directed link which is from a
node Vi to another node Vj. We define a function N(Vij) to be the number of the directed
links from Vi to Vj. A junction-weight Kij between two nodes and a sum of the
junction-weights can be defined as:
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Kij ¼
X

Vj2ðNðViÞ \NðVjÞÞ
NðVijÞ and

X
ij
Kij  VðVT ;VS;VCÞ�� ��

Algorithm (To compute the weights of K)
Input: the node set VT

i of a review text and the set of semantic nodes extracted from
the reviews VS

j ;
Output: All values of K that between the nodes;

Step 1: Initialization: i = 1, j = 1, k = 1;
Step 2: For each text node in VT

i , calculate its frequency that its feature values
appeared in the other tags node set, i.e. N(Vij).
Step 3: Move to next tag node in VS

j and j ¼ jþ 1;

Step 4: Return to Step 2, until searching all the tag nodes in VS
j . For each tag node

Calculate its number of frequencies of the junction from VT
i ;

Step 5: For a tag node in VS
k calculate the frequency of characteristic value from VS

k
to another tag node marker, i.e. N(Vkj);
Step 6: Next tag node in VS

k , k = k+1, return to Step 5 for all the nodes in VS
k ;

Step 7: For a text node of VT
i , i = i+1, return to Step 2, for all the nodes in VT

i ;
Step 8: Compute the following formula Kij ¼

P

Vj2ðNðViÞ \NðVjÞÞ
NðVijÞ and Kkj ¼

P

Vj2ðNðVkÞ \NðVjÞÞ
NðVkjÞ

With the above algorithm we calculate the semantic closeness from the review text
nodes to all the tag nodes, as well as all the other tag nodes. By setting different
thresholds, we connect two nodes with a link with the values of path weights reaching a
certain range, i.e. a directed link Eij between Vi and Vj. Hence we construct a directed
weighted graph with reviews text nodes and some semantic tag nodes.

4.2 Algorithm of Semantic Classification

The basic idea of semantic classification is to estimate the value of each path from a
review text node to a tag node. Every weight on the path will calculate cumulatively.
The objective is to identify a set of paths having their path length being not greater than
a certain threshold. Each set of nodes on a path represents one kind of meaning or
opinion of a review text, which can be as a classification of the reviews. In the actual
calculation, using the path length to calculate the path weight is more convenient. The
reciprocal of a path length is considered to be the weight of the path. The larger the
value of weight is, the shorter the path length. Now our task is to find a list of different
kinds of paths, with their sum of the path length being within a certain threshold. The
nodes on one path give one similar semantic and can be classified in one category. By
setting different thresholds, we obtain different paths lengths, thus generate a semantic
classification of the reviews (i.e. different semantics or opinions).

We define the reciprocal of a weight as the length of a path from a node Vi to
another node Vj, denoted Sij = S(Vi, Vj) = 1/Kij. Obviously, when a weight of a link is
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zero, i.e. Kij = 0, the path length of the link SðVi;VjÞ ¼ 1. When the path length of a
link (from one node to another) is shorter, the tightness between the nodes is higher.
When searching the nodes that form all the paths, we can identify similar semantic
content of some nodes linked together through a path. In this way, we can produce a
series of paths whose nodes have different semantic similarities (i.e. classification of
opinion semantics) by setting a range of thresholds for the path lengths. Of all these
semantic classifications, the semantic class with the shortest path contains the review
texts having closest semantics (the same or similar meaning). Semantic classification
may vary when the range of path lengths is adjusted through the thresholds. This forms
different types of semantic classification, termed Multi-Semantic Classification. The
algorithm of Multi-Semantic Classification is given below.

Algorithm (To compute Multi-Semantic Classification)
Input: review text nodes VT

i and tag nodes VS
j ; the weight value between nodes Kij

and Kkj.
Output: A collection of semantic classification:VCjMaxðWijWi ¼

P
EijÞ.

Step 1: Initialize the paths, s VT
i , R ¼ s : VT

i

� �
, set the path length threshold.

Step 2: Select a tag node from VS
j , and decide: If Sij = S(s, Vj) = 1/Kij > e (indi-

cating that the tightness is smaller than the expectation), discard the node. Other-
wise, if Sij <= e, add the node and continue.
Step 3: If the node VS

j is already in the set R of path nodes the process has

completed, go on to Step 2; if not, add VS
j to R. Set the node VS

j as the source node

s, represented as QVS
j
, i.e. R ¼ R[ VS

j

n o
, QVS

j
 s.

Step 4: For each node VS
k on the path from s to VS

j , judge:

(1) If the distance of s! VS
k is the shortest then add the path to s;

(2) If the VS
k is an intermediate node of the path and the node is on the path from

s to the node VS
j , then delete VS

k , and connect s to VS
j ;

(3) If the path from VS
k ! VS

j is on the way of the path from s to VS
j , i.e. V

S
k ! VS

j

is a subset of s! VS
j , then add the nodes in the path to VS

j until no such nodes

exist as VS
k ! VS

j on the path s! VS
j . If there is a subset of nodes on a path,

which is a node set on another path, delete the path and then fusion junction as
one node, that means the path already exist and not need give a new one.

(4) Calculate the shortest path to VS
j on the global path:

�Sðs;VS
j Þ ¼ minð

X

k¼1;j¼1
ðSðs;VS

j Þ QðVS
k ;V

S
j Þ

��� ÞÞ

Step 5: Select next node of review text VS
j and go to Step 1 until all review text

nodes to be addressed.
Step 6: Select and set the tightness classification threshold function f(e), and proceed
as follows:
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For all nodes VS
j , do while not end of j:if there is �Sðs;VS

k Þ� f ðeÞ then all the nodes on

the path form a valid path, and correspond a semantic classification, denoted as VC
i ;

Step 7: Output VC
i and all the nodes on the corresponding path.

We obtain different semantics and its orientations about the reflection of review texts
using the Algorithms 1 and 2. The semantics obtained is the meaning mined from one
review text or a number of review texts. By analyzing the semantics, we can understand
the review texts and grasp the dynamics of people public opinions.

5 Experiment and Discussion

5.1 Dataset

Obviously a collection of internationally recognized data is more supportive to be used
to test the effect of our proposed approach. The dataset we use is from Amazon.com
collected by Stanford University [19, 20], whose characteristics are shown in Table 1.

The data set contains 24 categories, about 83.06 million reviews and 9.4 million
Items. Each review is composed of reviewerID representing the ID of the reviewer,
reviewerName representing the name of the reviewer, helpful representing helpfulness
rating of the review, reviewText representing the text of the review, overall representing
the rating of the product, summary representing the summary of the review, and the
time of the review. Each Item is composed of ID of the product, title representing the
name of the product, price representing the price in US dollars (at the time of crawl),
imUrl representing the url of the product image, as well as related representing the
related products (i.e. also bought, also viewed, bought together, buy after viewing).

In order to facilitate the experiment, we did some preliminary processing for raw
data. In this experimental, the data set is divided into two parts: training data and test
data. We use the Reviews data as the training set and as a test set the Item with
corresponding ID of the product to the reviews. We also randomly select 100K Review
data as the test data. Another test set is the 1M samples data obtained from the Review
data collection covering the following five datasets, Books, Electronics, Sports and
Outdoors, Video Games, Baby. Each corresponding data are also extracted from the
Item data set according to the ID of the product in the Review data set. The related
content of also bought, bought together, buy after viewing of related products indicates
that a user purchases another commodity when he have bought or viewed some kind of

Table 1. Review dataset of Amazon

Category Reviews Items

Books 22.5M 2.37M
Electronics 7.82M 498K
Sports and outdoors 1.32M 532K
Video games 3.26M 51K
Baby 915K 71.3K
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similar goods. This user behavior reflects that these users have a similar tendency.
From the views of semantic analysis, the user who has bought the same goods tends to
share similar semantic in their comments. Therefore, it is feasible to maintain the
accuracy of user’s semantic classification of reviews by considering whether the users
have purchased the same items.

5.2 Experimental Results and Analysis

Experiment 1 is to analyze the number of semantic classification under different path
lengths. Path length is controlled by the threshold function f(e), see the Algorithm 2. The
higher the value of e is, the longer the path and there are more nodes contained in the
same type of classification. This is reflected that the number of semantic classifications is
small in the overall number. Conversely, if the value e is smaller one the semantic
relationship between the nodes is closer and there may be less number of nodes to be
included in a semantic classification. The number of total classification of semantic is
increased. The comparison of the five semantic classifications is shown in Fig. 1.

As shown in Fig. 1, it can be observed that when the value of e is small, the number
of semantic classification is larger. The number of classification will increase rapidly
when the threshold is less than 0.01. The number of semantic classification will close to
a certain value when the threshold value is a larger one. Theoretically, when e is close
to zero, the number of semantic classification is close to the number of reviews of all
the users. When it is close to 1, the number of semantic classification will be close to 1.
Under the same situation of e, the number of semantic classification of electronics is
large indicates that there are more divergent of user reviews of this kind of com-
modities. The semantic classifications of the books and sports classes have close
numbers whereas the type of baby has smaller number of semantic classifications. It
indicates that these users of the baby type have a consensus in opinion.

Fig. 2. Comparisons of five semantic classifications under different thresholds
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Experiment 2 is a comparison of the number of semantic classification under dif-
ferent training samples. As we can see from Fig. 3, the number of training samples has
a greater impact on the number of semantic classification. When there is a small sample
size, the number of semantic classification is lower. When the sample size is increased,
the number of semantic categories also increased. The Increasing of the number of
semantic classification of will be flattening gently when the number of samples reaches
a certain level. Wherein there is a more of electronics semantic types and the types of
books and sports are in the intermediate level, there is less semantic type in baby type.

The accuracy of the model using for semantic classification is analyzed by the test
sample data set. The analysis method uses the proportion of users who buy the same
number of items which is belong to the same semantic classification of users, and the
proportion of users who purchased the same goods but not in the same semantic
classification of users to verify the accuracy. The proportion of user who bought the
same product at the same time in the same classification represents an accurate ratio.
The proportion of users who buy the same product but not in the same semantic types
of users represents the error rate. The comparison of the experimental results is shown
in Fig. 2.
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Abstract. Data Warehousing Systems (DWS) are of great relevance for sup-
porting decision making and data analysis. This has been proven over time,
through the generalization of its development and use in all kind of organiza-
tions. Many researchers have presented the need to incorporate and maintain
Data Quality (DQ) in DWS. However, there is no consensus in the research
community on how or whether it is possible to define a set of quality dimensions
for DWS, since such set may depend on the purpose for which the data are used.
Moreover, quality requirements may vary among different domains and among
different users. The contribution of this paper is twofold: a study of existing
proposals that relate DQ with DWS and with contexts, and a proposal of a
framework for assessing DQ in DWS. This proposal is the starting point of a
broader and deeper investigation that will allow quality management in DWS.

Keywords: Data quality � Data warehousing system � Data warehouse �
Context

1 Introduction

Data Quality (DQ) evaluation in Data Warehouse Systems (DWS) is a very important
issue, considering that the main goal of these systems is to give support to decision
making. However, despite the existing efforts towards its solution, there are still many
open aspects [1–3]. We believe that when considering DQ at least two objectives
should be achieved by the system: providing to the final user DQ information about the
data he obtains, and controlling and improving DQ throughout its data transformation
and loading process.

DWS typically have various components with different goals and characteristics:
data sources, ETL (Extraction, Transformation and Load) components, Data Ware-
house (DW), data marts (DM), front-end components. Data in each of these compo-
nents are in different states, regarding granularity, quality, structure, etc. We think that
in order to effectively manage DQ in DWS, we must address the problem differently in
each DWS component, taking into account the particularities of data and related pro-
cesses in each one.

The importance and influence of data context in DQ has been stated many years ago
[4], and is widely accepted. Also the fitness for use approach [5], where it is considered
that DQ completely depends on the fitness of the data to the use they will have, is
adopted by most of DQ researchers.
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The approach of this work is to assess DQ in DWS by means of considering each
system component and the corresponding data context in each one. For example, the
context of data in the DW component may be given by associated data from inside and
outside the DW, while the context of data in the front-end component may be given by
the profile of its user.

In this paper we propose a framework for assessing DQ in DWS using contexts,
which is implemented through Datalog rules, and we present an example of its
application. Our proposal is based on a thorough study of the existing literature relating
DQ, DW and Contexts. Some of the results of this study are also presented in this
paper. The contribution of this paper is twofold: (i) a study of existing proposals that
relate DQ, DWS and contexts, and (ii) a proposal of a framework for assessing DQ in
DWS.

The rest of the document is organized as follows: in Sect. 2 we present some
preliminary concepts regarding DQ, DW and Contexts, in Sect. 3 we present the
existing work that relate these areas, in Sect. 4 we present our proposal for assessing
DQ in DWS, in Sect. 5 we present an example using the proposal framework and
finally, in Sect. 6 we present some conclusions and future work.

2 Preliminaries

For the research community DQ is a multi-faceted concept, which is represented by DQ
dimensions that address different aspects of data. At the same time, the approach of
DQ as fitness for use has been widely adopted by this community. A huge set of DQ
dimensions have been defined in the literature in the last 20 years, existing a subset that
is used by most of the authors, with similar notions and/or definitions. Some works that
gather definitions of DQ and DQ dimensions [6, 7], show that there is not an standard
or agreement about the set of dimensions that characterize DQ. Recently, in [3] a new
effort for organizing DQ dimensions was presented, where six clusters are proposed,
which intend to cover the main dimensions: accuracy, completeness, redundancy,
readability, accessibility, consistency, usefulness and trust.

In this work we consider a DQ metamodel for managing DQ, which consists of:
DQ dimensions, which represent general quality aspects, DQ factors, which are more
specific quality characteristics that are grouped in each dimension, and DQ metrics,
which define the way the DQ factors are measured. This way, a DQ dimension may
have many corresponding DQ factors and a DQ factor may have many corresponding
DQ metrics. For example, for the DQ dimension accuracy we can consider the DQ
factors syntactic accuracy and semantic accuracy. Meanwhile, for the DQ factor
syntactic accuracy, we can consider a DQ metric that calculate it by searching the data
value in a dictionary, and another one that applies a rule that determines if the data
value has a valid format.

A DW is a database whose data are the result of the extraction, integration, cleaning
and diverse transformations of heterogeneous source data, with the goal of giving
support to decision-oriented analysis. The most commonly used model for this kind of
data is the Multidimensional Model [8], whose intention is to give the analyst a natural
way for manipulating the subjects and indicators of the analysis. Data in this model are

Data Warehouse Quality Assessment Using Contexts 437



presented in a n-dimensional space, called data cube, where the axis are the dimensions
of analysis and the points in the space contains the indicators, called measures. Each
coordinate of the cube is called a fact. The dimensions are structured in hierarchies that
give the criteria for data aggregation, which is an essential operation in multidimen-
sional analysis. Besides, the hierarchies are composed by levels, and the instances of a
level are called members. For example, in the dimension Time there may be a hierarchy
composed by levels date, month, quarter, year. “Q1”, “Q2”, “Q3”, “Q4” are members
of the level quarter. Figure 1 shows an example of a data cube [8].

A DWS is an information system whose main component is a DW, and whose
general architecture is composed by different components that make possible the whole
process from the data sources towards the end-user. In [9] different architectures are
presented, but the two-tired architecture, shown in Fig. 2, is stated as the most refer-
enced one. It remarks the separation between the sources and the DW, although it
represents the four main stages in the data flow: source layer, data staging, DW layer,
and analysis. Moreover, the metadata repository is used in all DWS lifecycle; there

Fig. 1. A three-dimensional cube for sales data having dimensions store, time and product, and
a measure amount.

Fig. 2. Two-tier architecture in data warehouse.
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exists information about the sources, DM schemes, results of the data quality assess-
ment, users data, etc.

As said before, the importance of considering the context in DQ management is
widely recognized. However, it is not possible to find in the literature a concise and
globally accepted definition for the concept of context. In fact, there are a lot of
conceptualizations and definitions for it, whose approaches depend on the research
domain where it is applied. For example, in [10], the context is defined as the possi-
bility of selecting data according to the user environment, while in [11] the authors
consider that the context is a set of variables of interest that influence the actions of an
agent. In [12] a set of definitions extracted from the Web are analyzed. The authors
consider that is difficult to find a relevant definition that satisfies all disciplines and they
mention that there are still few ideas about the relevant properties that should be
considered when modeling context.

In this work we are interested in data context, and the notion of context we use,
which is based on the literature, can be synthesized as: the relevant information that
influences data content, its interpretation, and the actions over it.

3 Existing Work

In this Section we comment the most important conclusions obtained from a literature
review of the existing work that relates the three research topics Contexts, DQ and DW.
Afterwards, we present an analysis of these works, putting the focus on DQ tasks and
DQ dimensions.

3.1 Connecting Three Research Areas: Context, DQ and DW

The used approach for analysing the research advances in the use of Contexts in DQ
evaluation in DWS was to also study the proposals that address the combinations of
two of the involved topics. Therefore, we present an analysis of the works that focus on
DQ-DW, Context-DW and Context-DQ, and then an analysis of the works that address
the three topics (Context-DQ-DW).

Data Quality and Data Warehouse (DQ-DW). In spite of the existing consensus on
the importance of incorporating and maintaining DQ in DWS, there is not an agreement
in the literature on how to do it. Neither is identified the best moment or component in
the construction of the DWS, for performing DQ management. Most of the works focus
on data cleaning during ETL process, such as the ones presented in [13, 14], and on
solving DQ problems in the sources selection stage [15]. The task of evaluating DQ
throughout the whole DWS lifecycle is in general ignored or only mentioned but not
addressed. In [1] the authors consider that DQ problems in multidimensional reposi-
tories still need to be correctly ordered.

In [16] the authors emphasize on the subjectivity of DQ in DWS, considering two
aspects: (i) DQ problems may be relevant or not, depending on the decisions to be
made, and (ii) data analysts may have different notions and expectations about DQ.
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Finally, although many works associate DQ dimensions to DWS [2], an adequate
set of DQ dimensions for these systems has not yet been identified and agreed. This
fact leads us to question if it is possible or not to define a unique set of DQ dimensions
for DWS.

Contexts and Data Warehouse (Context-DW). Some authors consider that the context
in a DW is defined by its dimensions, since they are the ones that gives meaning and
allow the analysis of the DW measures [17, 18]. Other authors consider that the context
is defined by documents content [19, 20], being very frequent that non-structured data
obtained from sources as the enterprise intranet, the web or emails, have a relationship
with the entities and relationships stored in the DW. They consider that in the data
analysis stage the context of the DW facts is also described in documents [20]. On the
other hand, they mention that the OLAP (On-line Analytical Processing) performed by
the user determines the context of the decision making. The authors claim that although
contextual information should be consider when exploiting a DW, there has been very
little research in the integration of context in DWS.

Contexts and Data Quality (Context-DQ). Many authors consider that the concept
fitness for use means that DQ depends on the context where data are used [2, 13, 17,
21–23]. In [23, 24] they consider the context as the data users and their tasks at hand.
Besides, in [24] the authors propose to manage DQ considering the construction of
information as a process, so DQ is a dynamic measure. In this case, during the
information construction, from data to knowledge, DQ would go through different
contexts. Additionally, in [23] DQ and information quality are considered different. In
particular, for the authors, information quality metrics are necessarily
context-dependent while DQ metrics may be absolute.

Many works found in the literature are based on the DQ dimensions classification
given in [4], where DQ dimensions are classified in intrinsic, contextual, representa-
tional and accessibility, for example [22]. In this work the authors claim that due to the
dependence of DQ on the context, despite the wide discussions about DQ dimensions
existing in the literature, it does not exist a unified set of DQ dimensions. In [21] the
authors remark that most of existing DQ approaches are context-dependent, however
the contextual dimension is in general not represented.

Contexts, Data Quality and Data Warehouse (Context-DQ-DW). Few works relating
the three research areas are found in the literature. The proposal presented in [2]
integrates DQ during the whole DW development process, in particular in the
requirements analysis phase. The authors mention that some DQ dimensions are
objective and others are subjective, and the subjectivity is given by the users by their
DQ requirements.

Meanwhile, in [17] contexts are represented through dimensions that include
hierarchies. According to the authors, DQ cannot be evaluated without a contextual
knowledge about the production and use of data.

Finally, in [25] the authors remark that DQ is context-sensitive by nature, and
therefore it must be evaluated in the context of the business where data will be used.
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They also state that research in DQ evaluation has only focused on the identification of
DQ dimensions and factors, and in particular for decision support systems relevant DQ
factors has not been identified and context has not been considered.

3.2 Analysis from DQ Perspective

In this Section, the reviewed works are analyzed with respect to two aspects: first, the
DQ tasks presented and the consideration of the context for the proposal, and second,
the DQ dimensions used or defined in the proposal.

DQ Tasks. Different DQ tasks are addressed in the considered literature: data profiling,
data cleaning and data evaluation, and only some of the works propose the use of
context when performing the task. Table 1 shows the references of the works that
address each task and if they consider or not the context for their proposal.

As can be observed, DQ Measurement tasks are the ones that most use context in
the analyzed proposals. The authors of these works remark the importance of context
consideration in the DQ metrics definitions, and show how context elements such as
the user task, can modify the DQ measurement results.

Quality Dimensions. Another important result obtained from the literature review, is
the identification of the DQ dimensions proposed in the different works. We group the
papers according to their topics, in Context-DQ and DQ-DW, and for each group we
present the proposed DQ dimensions. Table 2 show the most relevant DQ dimensions
(for space reasons, 13 from 54) proposed in Context-DQ papers, while Table 3 shows
the most relevant DQ dimensions (for space reasons 10 from 21) presented in DQ-DW
papers.

It is worth noting the variety of terminology and concepts for DQ dimensions that
can be found in the bibliography, for example accuracy and correctness, which refer to
the same concepts. This confirms the lack of standardization of the concepts in DQ
research area. As can be seen, much more DQ dimensions have been found in the
works of DQ and context than in the ones of DQ and DW. In both cases the dimensions
accuracy, completeness and timeliness are the most referred.

Table 1. Data quality tasks

Task Takes into account the context
Yes No

Analysis [23, 26] [15, 21, 22, 24, 25, 27, 28]
Data cleaning [29] [13, 14, 17, 26, 27, 30]
Measurement [23, 25, 26, 29, 31] [15, 21, 22, 24, 27, 28]
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4 Framework for DQ Assessment in DWS

According to the articles analyzed before, we develop a proposal whose purpose is to
define a framework that gives support to DQ assessment in DWS. For this, we consider
the different components that make up the SDW (see Fig. 2) and the different contexts
that have influence on such components. One purpose of this work is to define contexts,
which may influence DQ assessment, along the entire lifecycle of the DWS, consid-
ering the different contexts that data go across from the DW until they are used by the
end-users [24]. Our proposal does not focus on data sources and ETL layers quality
issues, since many researches have already addressed them (especially data cleaning
inclusion in ETL).

Table 2. Quality dimensions in articles focused on DQ and CTX.

Dimension Article

Accessibility [22]
Accuracy [22, 28, 31]
Completeness [21, 22, 28, 31]
Consistency [21, 28]
Correctness [24]
Freshness [31]
Granularity [25]
Precision [31]
Relevancy [22, 25]
Security [22, 31]
Timeliness [21–23, 28]
Traceability [22]
Usefulness [24]

Table 3. Quality dimensions in articles focused on DQ and DW.

Dimension Article

Accuracy [1, 27, 30]
Completeness [1, 27, 30, 32]
Consistency [1, 27, 32]
Correctness [32]
Reasonableness [15]
Temporality [15]
Timeliness [1, 15, 30]
Transparency [32]
Trust-worthiness [15, 32]
Uniqueness [1]
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4.1 Context in Each DW Component

In this section we present and define contexts for the components in the DW layer.
Each component with its context is presented in Fig. 3. In the following we describe
the elements that determine each context.

Context in the Data Warehouse (DWC): It is defined by data in the DW, doc-
uments, e-mails and other data external to the DW. All these elements are related to
data stored in the DW.

Context in the Data Mart (DMC): A Data Mart contains a subset of the data
stored in the DW, which had been transformed, and is directed to a specific analysis
domain (e.g. a section in the organization). Hence, for us, the DMC is determined by a
set of rules that describe properties, constraints and quality requirements specific to the
corresponding analysis domain.

Context in Use (CiU): The CiU is the context in the data presentation layer, and is
determined by data that describe the end-user. These data can be geographical location,
language, role, requirements (of data or quality), etc. The context could be one of them
or a combination of them. For example, the DQ requirements could be a minimum
level of data accuracy or data completeness.

4.2 Data Quality According to the Context

For the quality assessment in the DW components, taking into account the contexts
introduced before, this work is supported by two quality approaches: Crosby’s Meeting
Requirements (compliance with the requirements) [33] and Juran’s Fitness for Use
(meeting the needs of the user) [5]. The former is applied for DQ assessment in two
components, DW and DM, while the latter is applied for DQ assessment in the data
presentation layer (shown in Fig. 3). Based on these quality approaches DQ is defined
according to the context in each DW component:

Fig. 3. Two quality approaches in a DWS to evaluate data quality according to the context.
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Quality in the Data Warehouse (DWQ) depends on the DWC, therefore the DQ
metrics for the DW are defined using this context.

Quality in the Data Mart (DMQ) depends on the DMC, therefore the DQ metrics
for the DM are defined using this context.

Quality in Use (QiU) depends on the CiU, therefore the DQ metrics for the
presentation layer are defined using this context.

The concepts we have just defined constitute the base to apply the following steps
for defining the DQ metrics for assessing DQ in DWS:

1 – Select the component to be assessed: DW, DM or Presentation
2 – If the component is DM then specify Domain and Domain Rule(s) Else
If the component is Presentation, specify User data
3 – Determine DQ dimension
4 – Determine DQ factor
5 – Define DQ metric: Name, contextualizing object, contextualized object,
granularity, description and result type.

4.3 Implementation Using Datalog

We implement the context-based DQ metrics using Datalog, since it allows us to
represent the DWS data, the defined contexts and the metrics as a set of logical rules,
which can also be executed performing the DQ measurements. Our model is based on
the model of [34], and the example used for applying it, is a supermarket chain called
“BigSales” that maintains information about its sales in a DWS. Figure 4 shows the
conceptual multidimensional model (following MultiDim model [8]), where the DW
dimensions (Products, Time and Store) with their hierarchies and levels, and the DW
dimensional relationship (Sales) with its measure (amount-of-sales), are shown.

According to the model of [34], facts are represented through abstract entities, e.g.
AFactQty(Sales, s1,50), where s1 is a fact identifier and 50 is its measure value. The
aggr predicate associates an abstract fact with a level member, e.g. aggr(X, Store,
branchId, 31) means that the dimension is Store, the level is branch and the member has

Fig. 4. Hierarchies for each dimension in the DW and the dimensional relationship “Sales”.
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branchId 31, for the abstract fact X. The rules represent the rollup operations between
level members and for our example they are of the form:

aggr(X, Products, familyId, chocolate) :- aggr(X, Product, productID, chocolate
bars)

The rollup operations between the level members productId and familyId
aggr(X, Store, cityId, MVD) :- aggr(X, Store, branchId, 30)
The rollup operations between the level members branchId and cityId
aggr(X, Time, month, 5 − 2013) :- aggr(X, Time, date, 30−5−2013)
The rollup operations between the level members date and month
idToName(MVD, Montevideo). Given an id returns the corresponding name
AFactQty(Sales, s1, 50). s1 is a fact identifier and 50 is its measure value

5 Using the Framework

Due to lack of space, we only present one case, out of six developed, that illustrates
how the proposed framework is used.

Metric Definition
Component: DM Domain: Sales    
Domain Rule (RSales): "The branch’s name structure must be p1-p2-p3, where p1 is the 
supermarket’s name, p2 is the city's name to which it belongs (cityName in the city 
level) and p3 is the branch’s identifier (branchId in the branch level)"
Quality dimension: Accuracy Quality factor: Syntactic accuracy
Quality metric: dmq_Example Contextualizing object: RSales

Contextualized object: branch level members of Store dimension
Granularity: Attribute
Description: For each level member (with branchName b) of the branch level, the 
metric verifies that b has the structure p1-p2-p3 where p1 must be “BigSales” (Super-
market’s name), p2 must be the value in cityName and p3 the value in brancheId.
Result: 1 (if the attribute value verifies RSales), 0 otherwise.

Metric Implementation
The Contextualizing object is the domain rule RSales, and the rules aggr(X, Store,

branchId, B), aggr(X, Store, cityId, A) and idToName(A, C) are used to represent it.
The dmq_Example DQ metric uses this context and other rules.

context(X,B,C):-aggr(X,Store,branchId,B),aggr(X,Store,cityId,A),idToName(A,
C).

Where A is the id of a city, B is the id of a branch and C is the city’s name for A. For
each abstract fact X, the context predicate returns the id of the branch and the city’s
name for this branch.

dmq_Example(X, N):- context(X,B,C), aggr(X,store,branchId,S), idToName(S,N),
branchStructName1(S,Y), branchStructName2(S,Z), branchStructName3(S,W),
‘BigSales’ = Y, B = Z, C = W.
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Where S is the branchId, N is the branchName in the DW for the brancheId, Y is the
real value of p1 in the branchName’s structure (p1-p2-p3), Z is the real value of p2, W is
the real value of p3. For each abstract fact X, the dmq_Example DQ metric returns the
names of all branches that meet the rule RSales (which correspond to the result = 1
specified in the metric definition)

6 Conclusion and Future Work

In this work we presented a literature review that showed the importance of considering
the context when assessing DQ, in particular in DWS. Based on the performed liter-
ature analysis and some obtained results, a framework for DQ assessment in DWS was
presented. This framework allows and leads the user to the consideration of the con-
textual nature of data quality, which was widely analyzed in the literature, however, we
have not yet found a research solving this issue in DWS.

The proposed framework is based on the definition of contexts for the different
DWS components, and DQ metrics that use these contexts. It contains a set of steps that
must be applied for defining the context-based DQ metrics. The main advantage of this
framework is that it helps the DQ expert to identify the context that influences DQ in
each DWS component, and to define appropriate context-based DQ metrics.

An implementation using Datalog is presented too, which allows the representation
of the metrics and their execution. Finally, an example is shown as a proof of concept.

As ongoing work we are implementing a case study with real data, where the
framework is applied, and as future work we are planning to formalize the proposed
models and develop a complete framework that allows DWS DQ assessment.
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