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Abstract. The automatic generation of direction in natural language, for the 
location of objects, is an ongoing research area heavily supported by the use of 
virtual environments (VEs). Important components of spatial language such as the 
selected reference object, along with specific features related to the situation of 
the scenario and the user, have to be properly combined in order to create a 
helpful direction to locate an object within a VE. In this paper we present a 
scheme, constructed upon literature review and specific empirical data, to link 
those different elements related to the location of objects, aimed to establish the 
suitable algorithms for the automatic generation of spatial language in VEs. 
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1. Introduction 

Humans, animals and objects occupy a place in space; in consequence, 
we have developed spatial knowledge, a basic skill for the localization 
process. Albeit a seemingly simple task, spatial language to express 
where objects are located, calls for a mix of spatial knowledge and an 
accessible visual representation for our linguistic system [1]. 

The automatic generation spatial language, directions for the location 
of objects, represents a challenge with a number of difficulties. Take for 
example, the use of absolute references that might cause confusion with 
respect to relative references [2]; or the fact that there is not a straight 
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forward method to select a reference object [3]. Even though, a number 
of applications applying spatial language have been developed, among 
which are included: graphic design and drawing programs, computer 
games, navigations aids, robot systems, training simulators and 
geographic information system interfaces [3], where virtual environments 
(VEs) play an important role.  

1.1. Related Work 

Concerning VEs, in his doctoral thesis, Kelleher [4] developed a 
computational framework, perceptually based, for the interpretation of 
spatial language. The computer system is a VE for a user to navigate and 
manipulate objects. It contains a mechanism for the user to select 
different frames of reference thorough a semantic framework with 
locative prepositions. On it, a visual saliency algorithm is used for the 
integration of the speech.  

Also for the interpretation of spatial language, Gorniak & Roy [5] 
developed a system through a model that describes objects of 3D scenes 
but with spatial relations interpreted in 2D. Their system has an 
algorithm to extract visual features of the objects, and it manages the 
description of spatial relations. Their descriptive spatial language 
contains hundreds of reference-expressions based on similar scenes, a 
syntactic analyzer of spoken expressions, and a composition engine 
managed by an interpreter with various lexical units.  

For the automatic generation of spatial language in VEs, Barclay [3] 
developed a model for processing scene descriptions that operates in
realistic environments, tested on a large set of 3D scenes representations.
This project emphasizes the use of references and spatial relations for 
locating objects, through perceptual salience. 

More recently, Trinh [6] developed a system with a tool for semantic 
modeling of spatial relations among objects in VEs, where the spatial 
relations are specified at a conceptual level. The model focuses on the 
spatial limitations of VEs, such as space communication difficulties. For 
a detailed analysis of computer systems with spatial language see Lara, 
De Antonio & Peña [7].  

None of these systems incorporates the user modeling. In this paper we 
present a scheme that deals with the complexity and specific elements 
that are combined for the automatic generation of spatial language. The 
scheme includes an original algorithm for 3D objects, to select the best 
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reference object; and it also, incorporates significant aspects of the user 
modeling, to give direction to a user in a VE for the location of objects.   

2. Elements for the automatic generation of spatial language 

As mentioned, spatial language involves different concepts and elements. 
Because the location of an object is inherently relative, to place it, a 
frame of reference has to be established. The spatial frames of reference 
provide a structure to specify the object’s spatial composition and 
position; a coordinate system to give directions from different points in 
space or a mental representation of positions such as up, down or side 
[8]. In the adoption of a specific frame of reference, an object can be 
pointed in relation to: the observer, the environment, its own intrinsic 
structure, or other objects in the environment [9]. 

A common practice to give direction for the location of an object is the 
use of reference objects; in fact, it might be difficult to state the position 
of an object without referring to another [8]. The selection of a reference 
object (RO) conveys the recognition of its prominent features, that is, its 
perceptual saliency. Early mentioned by Titchener [10], this key concept 
for the location of objects has been described as those features of the 
object that somehow draw our attention [11, 12, 13], mainly probable 
because they are rare or just different in the scenario [14,15]. However, 
as Gapp [16] stated out, in some cases, the selection might obey only to 
the distance between the object to be located (OL) and the RO. The use 
of a RO implies to establish a spatial relation between the OL and the 
RO, see Figure 1.  

Fig. 1. Structure of a spatial language sentence 
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In addition, the good perception of an object depends on factors such 
as visual acuity, clarity of vision and the viewpoint of the observer, as 
well as on the social and psychological impact that these features might 
have on the viewer.  

A first approach to give directions to a person for the location of an 
object is to take into account if the OL is within the field of view of that 
person [17]. If the OL is not in the users’ field of view, it might or not be 
the case that they are in the same room (or space). In both cases, extra 
directions are required to place the user in a position in which his/her 
field of view reaches the OL; and both are out of the scope of this paper.  

The scheme here presented is then focused to the particular case that 
the OL is within the user’s field of view. This leads to diverse situations, 
from which were included in the scheme the next cases: A) The object is 
salient by itself; B) The object is somehow occluded; and C) The object 
is not salient and therefore a RO is required.  

The elements for the automatic generation of spatial language 
situations will be next described, and in the next sections how to use 
those elements for the three aforementioned situations, including others 
derived from them, are discussed.  

2.1. Syntactic structure of the spatial language  

Kelleher [4] proposed a linguistic structure proper for the automatic 
generation of spatial language, the one shown in Figure 2. In which the 
syntactic structure is divided into a nominal syntagm that refers to the 
OL, and a verbal syntagm and adverbial syntagm.  The nominal syntagm 
includes the article “The”, + an optional (Object_feature) + the OL; an 
example is: “The yellow pen”. The verbal sytagm specifies the nature of 
the problem, in this case to indicate the positional situation, which is 
always “is”.  Finally the adverbial syntagm contains both the spatial 
relation and the RO; its structure comprehends the “spatial relation” + the 
article “the” + an optional (Object_feature) of the RO + the RO. It is 
worth to mention that the adverbial sytagm changes when it includes 
several references object, take for example this adverbial syntagm: “…in 
front of the desk, between the red ball and the bicycle, to the right of the 
second printer.”
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Fig. 2. Syntactic structure of a spatial language sentence 

In order to generate in an automatic form this structure, we need to 
establish a reference object and then select the proper spatial relation.  

2.2. Algorithm for the Selection of the Best Reference Object  

Three criteria were considered for this algorithm: visual saliency of the 
object, and from the user: prior knowledge [16, 18], and the probability 
to remember. The visual saliency of an object might relay on a number of 
factor. However, because VEs are predominantly visual and based on a 
literature review, we proposed in [19], the use of the more prominent 
objects’ features related to the human vision, that is: color, size and 
shape.  

For the automatic interpretation of these features in a VE, in [20] we 
proposed a weighted combination of these three measures of the features 
of the objects, and how to get them, in order to calculate the saliency by 
each object in the scenario, to obtain an ordered relation by perceptual 
saliency of all of them.  

The second criterion for the algorithm is the prior knowledge of the 
user. It refers to the areas of knowledge to which the objects belong and 
the user’s probability to posses them, based on his/her previous training 
or experience. It represents the level of familiarity that a user possesses 
with a certain area of knowledge and the objects associated with this 
area. For example, a computer engineer should have certain knowledge 
regarding computer input/output devices. This requires for the system to 
manage a user modeling [21], with a test from which a degree of 
familiarity related to the analyzed object can be established. 

The last criterion for the algorithm is the probability to remember, that 
is, the probability for a user to remember a previously seen object in the 
VE. For it, three factors can be considered: the perceptual saliency of the 
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object in question, the user’s ability to remember objects’ location and 
the history of the user visibility of the object within the VE. 

The first factor, the perceptual saliency of the object, can be calculated 
as in [20]. For the user’s probability to remember the location of an 
object, the Rey-Osterrieth complex figure text [22] provides a scale for 
each particular user, which in turn will be part of the user modeling.   

As of the history of vision, it involves several concepts: the maximum 
viewed surface of the object inside the scene from any of the past user’s 
points of view, the clarity of vision or clarity of perception, the time of 
vision exposure of an object by the user, and the time of oblivion (the 
involuntary action of stopping remembering or keeping in memory the 
information of the objects observed in a scene). All of which imply a 
number of calculation, regarding the history of the different user’s fields 
of view during his/her navigation in the VE.  

This algorithm will proportionate the best RO, and by including in it
the OL, it will also be able to establish if the OL is salient by itself.  

A third part of the syntactic structure (see Figure 1) is the spatial 
relation. An algorithm to select it is next described. 

2.3. Algorithm for the Selection of the Spatial Relation  

Gapp [23, 24] divided spatial relations into two classes: topological, 
those that refer to a region proximal to an object (e.g. “at”, “near”); and 
projective, that take into account the relation between those objects (e.g. 
“in front of”, “behind” or “above”). The relation “between” has an 
exceptional position in the group, because it refers to two objects, its 
basic meaning is defined by the structure of its region of applicability;
the location with the highest degree of its applicability is the midway 
between two ROs. 

Different criteria for the automatic choice of a particular spatial 
relation can be applied. A set of selected relations and the criteria to use 
them is here briefly described. The set includes some of the most 
commonly used, and that we consider cope most of the situations.  

On/Under are spatial relations suitable when the OL is in contact with 
the RO, therefore a collision in the VE has to be detected, in the “Y”
axis. 

Close to is a proper relation when the distance between the OL and the 
RO does not exceed certain threshold. 
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Left/Right/Above/Below/In front of/Behind are spatial relations 
mutually exclusive. The key to choose one is to establish, from the point 
of view of the user, the nearest objects to obtain their roominess. The 
roominess will evaluate the objects’ points that fall down inside or out of 
the distance, from the user to the objects in his/her field of view. 

Inside requires first determining if the OL is inside another one. In this 
case can be applied the ray-casting technique; by evaluating the hit object 
or objects through several rays directed from the center inside of an 
object, it can be inferred an outsider object.  

Between can be used once is evaluated if there are several ROs 
candidates. The two closest objects of reference (RO1 and RO2) are then 
identified and their distance to the OL is calculated. A criterion based on 
the object with highest distant, lower than the nearest distance to the OL 
with a threshold difference, can be applied to use this spatial relation. 

Once the best reference objects and a spatial relation are established 
then the next step is to generate spatial language, this algorithm is next 
described.  

3. Algorithms to Generate Spatial Language  

Let us now have a close look to the syntaxes for the different mentioned 
situations, when the OL is in the field of view of the user.  

A) The OL is salient on itself; this situation does not require a RO to 
generate its location direction. In this case, for simplicity, we proposed to 
use the user as frame of reference, which means that the word “you” will 
be used instead of the RO. The structure is then (as described in section 
2.1):  

“The”, + an optional (Object_feature) of the OL + the OL + “is” + the 
“spatial relation” + “you”. 

Example: “The yellow box is in front of you”
B) The OL is somehow occluded; this could be because the object is 

inside another one, or because another object occludes it. In any case the 
object that occludes the OL becomes a secondary object to be located 
(OL2) and a second spatial relation is required to indicate the relation 
between the OL and the OL2, that in turn requires a secondary RO 
(RO2). The structure, in this case is:   

“The”, + an optional (Object_feature) of the + the OL + “is” + the 
“spatial relation” + “the” + the OL2 + “that is” + “spatial relation” + 
“the” + an optional (Object_feature) of the RO2 + the RO2 
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Example: “The blue ball is inside the white box that is on the brown 
desk”

C) The OL is not salient and it requires a RO, in this case the RO 
might or not have a high probability of being remembered by the user, 
both cases are treated separately. In the case that there is a high 
probability that the user remembers a RO, inside a certain radius near to 
the OL, then the spatial relation between them is determined to generate 
the directions with the same structure used in the A) situation.  

If there is not a high probably for the user to remember any of the ROs 
within a radius of the OL, then the perceptual saliency of the objects is 
applied to them, and the sentence with directions is structured as in the 
situation A). These situations are summarized in the next Table 1. 

Table 1.  Criteria for different situations for the automatic generation of directions.

The OL is in the field of view of the user
Situations Criteria

A) The OL is salient on itself The directions include a spatial 
relation of the intrinsic type (listener 
centred).

B) The OL is somehow occluded The directions consider the object 
that contains the object to be located, 
or the object that occludes it, and it is 
transformed into a secondary object
to be located OL2.

C) The OL is not salient and it requires a 
RO

C.1) The RO has a high probability of being 
remembered by the user

C.2) The RO does not have a high 
probability of being remembered by the user

In this situation is considered the 
users’ probability to remember the 
RO.

The direction is generated, 
considering the RO with the 
maximum probability of being 
remembered.
The user has previous knowledge 
about the RO.
The spatial relation is determined 
between the OL and the RO.

The RO selected is the one with 
maximum value of saliency, the 
highest probability of being 
remembered by the user, and the 
user’s prior Knowledge.
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4. Conclusions and Future Work 

The automatic generation of spatial language is a complex task that 
requires the incorporation of a number of factors. All the objects’ 
features in a VE can be explored by the computer system to categorize 
them by their saliency and their proximity to the user. It can also be 
established the field of view of the user at each moment of his/her 
navigation in the scenario. And, it can be included a user modeling to 
personalize, to some extend, the spatial language. A number of elements 
that require schematization, in order to automatically generate a proper 
direction for the user to locate an object in a VE. In this paper we 
proposed such a scheme, including the algorithms to select a better 
reference object, to select a proper spatial relation and to generate the 
spatial language. 

Other features can be included in the future to this scheme. Regarding 
the user modeling, cognitive and emotional perceptions that might 
probably have an influence in the selection of a reference object. It can 
be also included other visual features of the objects, for example its 
texture. Finally, the directions to place the object in the field of view of 
the user can be included. 
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