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Preface

On behalf of the organizing committee, it is an honor and a great pleasure to
welcome all of you to Brunei and to the Computational Intelligence in Information
Systems (CIIS 2016) Conference.

CIIS Conference is initiated from the INNS-CIIS 2014, with help from the
International Neural Network Society (INNS). CIIS Conference aims to bring
together researchers from countries in the Asian Pacific Rim to exchange ideas,
present recent results and discuss possible collaborations in general areas related to
computational intelligence and their applications in various domains.

This year, the international program committee constitutes 80 researchers from
19 different countries. CIIS 2016 has attracted a total of 62 submissions from 21
countries. These submissions underwent a rigorous double-blind peer-review pro-
cess. Of those 62 submissions, 26 submissions (42 %) have been selected to be
included in this book.

First and foremost, we would like to thank the keynote speaker, the invited
speakers and all the authors who have spent the time and effort to contribute sig-
nificantly to this event. We would like to thank members of the technical committee
who have provided their expert evaluation of the submitted papers; Janusz Kacprzyk
and Thomas Ditzinger from AISC series, Springer; members of the local organizing
committee for their contributions to this event; Pg. Hj Mohd. Esa Al-Islam Bin Pg Hj
Md. Yunus and all members of the steering committee for their useful advice; and
last but not least, Hjh Zohrah Binti Haji Sulaiman, our Vice Chancellor.

We would also like to acknowledge the following organizations: Universiti
Teknologi Brunei for its institutional and financial support, and for providing the
venues and administrative assistance; Brain Science Research Center, International
Neural Network Society, Asia Pacific Neural Network Society, Cisco, Google
Developer Group Brunei and BAG networks for their technical support.

Finally, we thank all the participants of CIIS 2016 and hope that you will
continue to support us in the future.

September 2016 Somnuk Phon-Amnuaisuk
Thien-Wan Au

Saiful Omar
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On Using Genetic Algorithm for Initialising
Semi-supervised Fuzzy c-Means Clustering

Daphne Teck Ching Lai1(B) and Jonathan M. Garibaldi2

1 Faculty of Science, Universiti Brunei Darussalam, Gadong BE1410, Brunei
daphne.lai@ubd.edu.bn

2 School of Computer Science, University of Nottingham,
Nottingham NG8 1BB, UK

jon.garibaldi@nottingham.ac.uk

Abstract. In a previous work, suitable initialisation techniques were
incorporated with semi-supervised Fuzzy c-Means clustering (ssFCM) to
improve clustering results on a trial and error basis. In this work, we
present a single fully-automatic version of an existing semi-supervised
Fuzzy c-means clustering framework which uses genetically-modified pro-
totypes (ssFCMGA). Initial prototypes are generated by GA to initialise
the ssFCM algorithm without experimentation of different initialisation
techniques. The framework is tested on a real, biomedical dataset NTBC
and on the Arrhythmia UCI dataset, using varying amounts of labelled
data from 10 % to 60% of the total data patterns. Different ssFCM
threshold values and fitness functions for ssFCMGA are also investigated
(sGAs). We used accuracy and NMI to measure class-label agreement and
internal measures WSS, BSS, CH, CWB, DB and DU to evaluate cluster
quality of the clustering algorithms. Results are compared with those
produced by the existing ssFCM. While ssFCMGA and sGAs produced
slightly lower agreement level than ssFCM with known class labels based
on accuracy and NMI, the other six measurements showed improvement
in the results in terms of compactness and well-separatedness (cluster
quality), particularly when labelled data are low at 10%. Furthermore,
the cluster quality are shown to further improve using ssFCMGA with
a more complex fitness function (sGA2). This demonstrates the appli-
cation of GA in ssFCM improves cluster quality without exploration of
different initialisation techniques.

Keywords: Semi-supervised · Genetic algorithms · Fuzzy clustering

1 Introduction

Clustering is a pattern recognition approach for discovering natural and hidden
groupings of similar data patterns, defined by a distance metric. One challenge
in an unsupervised learning task such as clustering is that the solution varies
according to the initial prototypes (cluster centres) chosen, often at random.
One way is to use labelled data patterns as examples for guiding the clustering
c© Springer International Publishing AG 2017
S. Phon-Amnuaisuk et al. (eds.), Computational Intelligence in Information Systems,
Advances in Intelligent Systems and Computing 532, DOI 10.1007/978-3-319-48517-1 1



4 D.T.C. Lai and J.M. Garibaldi

of unlabelled ones, this is known as semi-supervision. Pedrycz and Waletzky [1]
has applied semi-supervision in fuzzy clustering by using labels as known mem-
bership to clusters. As opposed to a binary approach, fuzzy clustering allows
data points to belong to more than one cluster. This is considered a more realis-
tic representation. Thus, semi-supervised fuzzy clustering takes the advantages
of learning from available labels and using fuzzy membership to represent the
degree of belongingness of data patterns to all clusters.

Initial prototypes affect the classification accuracy of clustering algorithms
and thus, there are initialisation techniques available to improve accuracy [2–4].
Previously, ssFCM was investigated as an automatic (post-initialisation) tech-
nique [5] to improve accuracy rates where initialisation techniques were applied
prior to ssFCM. However, the search for good initial prototypes was manual
involving separate experimentation with different techniques; simple cluster seek-
ing [2], KKZ [3] and subtractive clustering [4]. In this paper, our aim is to investi-
gate the use of genetic algorithm (GA) in a fully automatic ssFCM framework to
improve clustering results, investigating agreement level with known class labels
and cluster quality in terms of compactness and well-separatedness. The idea is
to use simple, existing GA operators to produce initial prototypes that will lead
to better clustering results together with ssFCM rather than using ssFCM alone.
As the clustering algorithm used is semi-supervised, the number of clusters is
assumed to be the number of classes provided by known labels. Thus, this paper
focuses on investigating the performance (accuracy rate and cluster quality) of
ssFCM with the application of GA.

Färber et al. [6] warned against using class labels for evaluating clustering
algorithms or using class labels in designing clustering algorithm to learn class
structure instead of the internal structure of data. The class labels used in our
study are for guiding the learning of internal structure of the dataset, and the
labelled data patterns themselves undergo learning and gets updated at each
iteration. For this reason, we use internal measures to evaluate cluster quality and
thus, the internal structure, in addition to using external measures to evaluate
class-label agreement in this investigation.

Hruschka et al. [7] wrote an extensive piece on the design of evolutionary
algorithms for clustering, mostly applied in an unsupervised setting to improve
Kmeans or FCM clustering [8]. Liu and Huang [9] proposed an evolution-
ary ssFCM algorithm applied to textual data, which is different to our study
where an evolutionary technique was applied externally of ssFCM on numer-
ical data. As part of continuing work [5], we explore external improvements
to ssFCM because ssFCM is simple and performs well with suitable distance
metrics.

The paper is organised as follows: We discuss ssFCM and GA methodologies
used in the framework in Sect. 2. The experiments are presented Sect. 3, followed
by results and discussion in Sect. 4 and conclusions in Sect. 5.
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Fig. 1. Flowchart of ssFCMGA.

Algorithm 1. Semi-supervised fuzzy c-means [1].
1: Initialise c, labelled data membership matrix F and initial membership matrix U0

2: Calculate prototypes using

vi =

∑N
j=1 u2

ijxj
∑N

k=1 u2
ij

, 1 ≤ i ≤ c. (1)

3: Compute squared Euclidean dist. d2
ij between prototype vi and data pattern xj .

4: Update partition matrix, U using equation :

uij =
1

1 + α

⎧
⎪⎨

⎪⎩

1 + α(1 − bj
∑c

l=1 flj)
∑c

l=1

(
dij
dlj

)2 + αfijbj

⎫
⎪⎬

⎪⎭
(2)

5: If ||U′ − U|| < ε, stop. Else, go to Line 2 with U = U′

2 Methodology

In this section, a ssFCM framework using Genetic Algorithm (ssFCMGA) gen-
erated prototypes is presented. Figure 1 shows the flowchart of ssFCMGA where
GA is run to supply the initial prototypes, V0 for ssFCM.

2.1 Semi-supervised Fuzzy C-Means

The objective function of ssFCM proposed by Pedrycz and Waletzky [1] contains
unsupervised learning in the first term and supervised learning in the second
term as follows:

J =
c∑

i=1

N∑

j=1

up
ijd

2
ij + α

c∑

i=1

N∑

j=1

(uij − fijbj)pd2ij , (3)

where uij is the membership value of data pattern j in cluster i, c is the number
of clusters, dij the distance (Euclidean) between data pattern j and prototype
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Fig. 2. Matrix-based real encoding representing prototypes as solutions.

Fig. 3. One-point crossover in matrix-based real encoding.

vi, fij the membership value of labelled data pattern j in cluster i, bj indicates
if data pattern j is labelled, p is the fuzzifier parameter (commonly 2) and α
is a scaling parameter for maintaining balance between supervised and unsu-
pervised learning components such that supervised learning does not dominate.
The authors recommend α to be proportional to N/M , where M is the number
of labelled data. The algorithm is summarised in Algorithm1.

2.2 The Genetic Algorithm

Encoding Scheme. The potential solutions (initial prototypes) are represented
with a matrix-based real encoding. Figure 2 shows an example of two solutions,
P1 and P2 containing two prototypes each, C1 and C2, for a dataset with 5 fea-
tures. The matrix-based encoding is chosen to ensure that the feature represen-
tation is not lost [7] when parts of the prototypes are swapped during crossover.
To allow for slight mutation of values directly, the real encoding scheme is used.
The genetic algorithm steps are as follow:

Step 1: Population Initialisation. At the first generation of the GA, the
initial population of 50 cluster solutions are chosen randomly from the dataset.
Smaller population sizes of 10 and 20 were tried in preliminary experiments but
poor results were obtained.

Step 2: Selection Criteria. Each solution is evaluated using fitness function
(3). Using elitism scheme, two solutions with the minimum J values in a pool of
parent and children solutions are chosen for crossover and mutation.
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Table 1. Dataset specifications showing number of data patterns (N), number of fea-
tures (n) and number of classes (c).

Dataset N n c

Nottingham Tenovus Breast Cancer (NTBC) [11] 663 25 6

Arrhythmia (Arrhy) 420 277 3

Table 2. Parameter settings for the experiment

Parameter Setting

Population size 50

Max generation 20

Parameter threshold 10

Probability of crossover 1

Mutation frequency Random number of times between 1 to n/10 for each
data pattern where n is number of features

Number of runs 100

Percentage of labelled data {10 %, 20%, 30 %, 40 %, 50%, 60 %}

Step 3: Crossover. A one-point crossover scheme is used, as shown in the
example in Fig. 3. Feature values in column 3 to 5 in P1 has now been swapped
into P2’ and vice versa for P2. As the feature values in the original column stays,
the context (feature representation) is not lost as explained earlier.

Step 4: Mutation. The prototypes are modified using an approach based on
Maulik and Bandyopadhyay’s work [10]. Rather than changing gene positions,
we slightly change the values. In our case, every data patterns will undergo a
random variable rate of mutation depending on the number of features, n, from
1 to n/10 times per data pattern. For each data pattern, the randomly chosen
feature to mutate is based on the equation: x′

l = xl ± λ where 0 < λ < 1 and
there is equal probability for the mutation to be an addition or subtraction.

Step 5: Termination Criteria The selected parents undergo crossover and
mutation to produce children. Together, they form a new population. The best
parent is selected from this population for the next generation, repeating Step
2 to 4. The algorithm terminates when the best parent has converged based on
criteria: ||P′ − P′′|| < δ, where P′ and P′′ are the best solutions found in the
previous and current generations respectively. So far, δ was set to 10.

3 Experiments

The experiments are run 600 times for each data set, 100 times for each amount of
labelled data setting. The datasets, Nottingham Tenovus Breast Cancer (NTBC)
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and Arrhythmia from UCI repository, are used and summarised in Table 1.
Experimental settings used are summarised in Table 2. Normalised Mutual Index
(NMI) [12] and accuracy (rate of true positives) were calculated based on matches
between ssFCM clusters with class labels to measure agreement level with known
labels. Internal measures within-sum-of-squares (WSS), between-sum-of-squares
(BSS), Calinski-Harabasz index (CH) [13], Davies-Bouldin index (DB) [14], Com-
pose Within and Between scattering validity index (CWB) [15] and Dunn index
(DU) [16] were used to evaluate cluster quality in terms of compactness and
well-separatedness.

The threshold ε value (Step 5 in Algorithm1) for ssFCM and ssFCMGA
is set to 0.05. ssFCMGA with ε values of 0.5 (sGA0.5) and 0.8 (sGA0.8) are
explored to study their effects on class-label agreement and cluster quality. An
experiment was also run using ssFCMGA with a fitness function that adds three
functions, (3), DB and CWB with 0.05 ε value, referred as sGA2.

For WSS, CWB and DB, a smaller value is more favourable while for accuracy
rate, NMI, BSS, CH and DU, a larger value is. Apart from accuracy rate and
NMI, the range of the other measures are data-dependent and they serve as
relative measures for cluster quality comparison between algorithms.

4 Results and Discussion

Figure 4 shows graphs of respective scores against varying amounts of labelled
data for NTBC. ssFCMGA and ssFCM produced competitive accuracy and NMI
values. Slight improvement is found in six measures (Fig. 4(c)–(h)), particularly
at low amounts of labelled data 10 % and 20 %. At above 30 % labelled data,
both ssFCMGA and ssFCM produced competitive values for these six measures.
These trends were also found in Arrhythmia, as shown in Fig. 5. This shows that
where labelled data is scarce at below 30 %, GA in ssFCMGA is able to find
better initial clusters improves clustering result of existing ssFCM.

We increase ε value from 0.05 to 0.5 and 0.8 to study the effects on clus-
ter quality and class-label agreement. In Fig. 6(a) and (b), we observed slight
increase in class-label agreement but the cluster quality deteriorate drastically
(see (c), (d) and (g)) for NTBC. However, both class-agreement and cluster
quality improves with increasing amount of labelled data using ssFCM and all
ssFCMGAs. In Fig. 7, no visible improvement in class-label agreement and clus-
ter quality is observed to worsen (see (c) to (h)). With higher ε values, the
algorithms sGA0.5 and sGA0.8 may not have converged despite achieving simi-
lar NMI and accuracy values as ssFCMGA.

Using the three combined function as a fitness function in sGA2, we observed
further improved cluster quality for both datasets (the green dashed-dotted line
with + in Figs. 6 and 7(c)–(h)) from using 10 % to 60 % labelled data. By com-
bining the three functions, the different definitions of compactness and well-
separatedness used in these functions are considered, further pushing the GA
to search for cluster centres that will produce more compact and well-separated
clusters. Table 3 showed significant improvement for sGA2, particularly with
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Fig. 4. Graphs of respective scores against percentage of labelled data for NTBC.

small amounts of labelled data, demonstrating the importance of GA to find good
initial clusters where label data is scarce. Results are compared with Kmeans
using applicable measures, shown in Figs. 6 and 7. While Kmeans show better
cluster quality than sGA2 (see WSS, BSS, CH, DB and DU values) the agreeable
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Fig. 5. Graphs of respective scores against percentage of labelled data for Arrhythmia.

level (NMI) is worse than ssFCM. sGA2, on the other hand, maintains competi-
tive agreement levels with ssFCM while producing clusters of better quality than
ssFCM. A poor agreement level may mean producing clusters that may not be
meaningful or have relevance to the class structure.



On Using Genetic Algorithm for Initialising Semi-supervised Fuzzy c-Means 11

Fig. 6. Graphs comparing different ssFCMGAs for NTBC. Results from Kmeans (KM)
are reported under graph title.

Table 4 shows the run time in seconds of the different ssFCM algorithms. It
is obvious using more functions as fitness function requires more computational
time, shown in sGA2.
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Fig. 7. Graphs comparing different ssFCMGAs for Arrhythmia. Results from
Kmeans(KM) are reported under graph title.
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Table 3. p-values obtained using Mann-Whitney test between ssFCM and the respec-
tive ssFCMGAs on NTBC dataset with varying amount of labelled data using WSS,
BSS, CH, CWB, DB and DU measures.

NTBC Arrhythmia

ssFCMGAs 10% 20% 30% 40% 50% 60% 10% 20% 30% 40% 50% 60%

WSS

ssFCMGA 0.001 + − + − − 0.997 0.938 0.834 0.911 0.951 0.809

sGA2(0.05) 0.001 + + + + − 0.440 0.506 0.481 0.554 0.583 0.539

BSS

ssFCMGA 0.058 0.023 0.547 0.063 0.902 0.322 0.049 0.304 0.647 0.557 0.183 0.016

sGA2(0.05) + + 0.002 0.002 0.307 0.952 + + + + 0.001 0.009

CH

ssFCMGA 0.204 0.116 0.618 0.076 0.625 0.080 0.051 0.299 0.673 0.540 0.180 0.015

sGA2(0.05) 0.223 0.022 0.454 0.035 0.932 0.363 + + + + 0.001 0.010

CWB

ssFCMGA 0.197 0.583 0.997 0.919 0.892 0.605 0.053 0.296 0.663 0.539 0.179 0.015

sGA2(0.05) + + 0.002 0.032 0.070 0.163 + + + + 0.001 0.010

DB

ssFCMGA 0.173 0.577 0.943 0.877 0.850 0.547 0.052 0.312 0.635 0.560 0.187 0.016

sGA2(0.05) + + + 0.013 0.030 0.125 + + + + 0.001 0.008

DU

ssFCMGA 0.169 0.510 0.989 0.882 0.879 0.673 0.041 0.286 0.582 0.663 0.185 0.026

sGA2(0.05) + + + 0.008 0.024 0.083 + + + + 0.001 0.006

− No improvement with p<0.001

+ Significant improvement with p<0.001

Table 4. Running time in seconds for ssFCM and the respective ssFCMGAs on NTBC
dataset with varying amount of labelled data.

NTBC Arrhythmia

ssFCMs 10% 20% 30% 40% 50% 60% 10% 20% 30% 40% 50% 60%

ssFCM 1.6 1.2 1.2 1.0 1.0 0.9 0.2 0.2 0.2 0.2 0.2 0.2

ssFCMGA 420.1 417.8 423.1 425.2 426.5 426.0 64.1 57.8 62.0 63.5 68.0 67.3

sGA0.5 412.7 419.3 422.1 423.1 427.4 425.5 63.3 65.5 69.9 64.9 62.0 64.4

sGA0.8 425.5 428.5 429.3 431.5 435.5 435.4 63.4 62.1 71.8 71.3 68.9 67.6

sGA2(0.05) 3694.8 3094.1 2546.8 2148.5 2050.5 1987.3 334.7 309.5 319.6 322.9 312.3 284.1

5 Conclusion

In this study, two datasets were experimented in detail using ssFCMGA.
ssFCMGA, particularly sGA2 generated good initial cluster centres to produce
clusters of higher quality than ssFCM, particularly when labelled data are scarce
(below 30 %). This was achieved automatically without having to experiment
using different initialisation techniques. Furthermore, sGA2 perform as compet-
itively well as ssFCM in producing clusters that agree with class labels. While
Kmeans produced clusters of better quality than the ssFCMGAs, the agreement
levels with class labels are lower which may signify good quality clusters that
may less meaningful or have relevance.
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One limitation in our study is that only two datasets are studied. As future
work, we would study more datasets. In addition, we would like to explore multi-
objective evolutionary methods for semi-supervised clustering.
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13. Caliński, T., Harabasz, J.: A dendrite method for cluster analysis. Commun. Stat.
3(1), 1–27 (1974)

14. Davies, D.L., Bouldin, D.W.: A cluster separation measure. IEEE Trans. Pattern
Anal. Mach. Intell. 1, 224–227 (1979)

15. Rezaee, M.R., Lelieveldt, B., Reiber, J.: A new cluster validity index for the fuzzy
c-mean. Pattern Recogn. Lett. 19(3–4), 237–246 (1998)

16. Dunn, J.C.: A fuzzy relative of the isodata process and its use in detecting compact
well-separated clusters. J. Cybern. 3(3), 32–57 (1973)

http://dx.doi.org/10.1007/978-3-642-38342-7_13


Estimation of Confidence-Interval for Yearly
Electricity Load Consumption Based on Fuzzy

Random Auto-Regression Model

Riswan Efendi1,2(&), Nureize Arbaiy1, and Mustafa Mat Deris1

1 Faculty of Computer Science and Information Technology,
University Tun Hussein Onn Malaysia, 86400 Batu Pahat, Malaysia

{riswan,nureize,mmustafa}@uthm.edu.my
2 Mathematics Department, UIN Sultan Syarif Kasim Riau,

Pekanbaru, Indonesia

Abstract. Many models have been implemented in the energy sectors, espe-
cially in the electricity load consumption ranging from the statistical to the
artificial intelligence models. However, most of these models do not consider
the factors of uncertainty, the randomness and the probability of the time series
data into the forecasting model. These factors give impact to the estimated
model’s coefficients and also the forecasting accuracy. In this paper, the fuzzy
random auto-regression model is suggested to solve three conditions above. The
best confidence interval estimation and the forecasting accuracy are improved
through adjusting of the left-right spreads of triangular fuzzy numbers. The
yearly electricity load consumption of North-Taiwan from 1981 to 2000 are
examined in evaluating the performance of three different left-right spreads of
fuzzy random auto-regression models and some existing models, respectively.
The result indicates that the smaller left-right spread of triangular fuzzy number
provides the better forecast values if compared with based line models.

Keywords: Fuzzy random variable � Auto-regression model � Left-right
spread � Triangular fuzzy number � Forecasting error � Electricity

1 Introduction

The decision makers and researchers should pay attention seriously to enhance the
studies in organizing and managing the electricity load demand and consumption,
respectively. The output of these studies is very determinative for energy planning and
power management. Additionally, load forecasting helps an electric utility to make
important decisions including decisions on purchasing and generating electric power,
load switching, and infrastructure development [1].

Forecasting is a predictive analytical technique that deals with estimation the future,
generally by considering the past data sets and models. It can be applied in various
domains of management, finance-economic, energy, engineering, computer science,
and others. In electricity forecasting, among the models frequently used for electricity
forecasting are autoregressive integrated moving average (ARIMA), regression time
series, time series, genetic algorithm (GA), artificial neural network (ANN), and
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particle swarm optimization (PSO) [1]. In this decade, the implementation of fuzzy
theories with regression and time series are frequently used to forecast the electricity
load consumptions by researchers [2–8].

In the electricity forecasting models, the accuracy of forecasted values is still in
issue and very important. Because, not easy to get the historical data accurately and
many factors may influence the behavior of electricity load data. Moreover, the ran-
domness and fuzziness of these data play the important role. To solve both conditions,
the fuzzy random regression and auto-regression models and its applications have been
introduced [9, 10, 15, 16].

From [9, 10], we are interested to modify some aspects such as the formatting of
fuzzy data and the left-right spreads (LRS) of TFN in this paper. Both aspects are very
essential to be considered in improving of the estimated confidence interval (CI) per-
formance and the forecasting accuracy of fuzzy random auto-regression (FR-AR)
model. The rest of paper is organized as follows: In Sect. 2, the theories of fuzzy random
variable (FRV) and fuzzy random auto-regression (FR-AR) are described. The proposed
ideas are presented in Sect. 3. In Sect. 4, the empirical analysis of electricity load
consumption are discussed. In the end of this paper, the conclusion is mentioned briefly.

2 Fundamental Theories of Fuzzy Random Variable
and Fuzzy Random Auto-Regression Model

In this section, there are two fundamental theories, namely, fuzzy random variable and
fuzzy random auto-regression. Both theories are very important in building the pro-
posed procedure of LRS of TFN for FR-AR model as described in Sects. 2.1 and 2.2.

2.1 Fuzzy Random Variables

Suppose some universe C, let Pos be a possibility measure that is defined on the power
set P(C) of C. Let R be the set of real numbers. A function Y : C ! R is said to be a
fuzzy variable defined on C [11]. The possibility distribution lY of Y is defined by
lYðtÞ = PosfY ¼ tg; t 2 R, which is the possibility of event fY ¼ tg. For fuzzy vari-
able Y , with possibility distribution lY , the possibility, necessity, and credibility of
event Y6r are given as follows:

PosfY � rg ¼ sup lYðtÞ; t� r; ð1Þ

NecfY � rg ¼ 1� sup lY ðtÞ; t� r; ð2Þ

Cr Y � rf g ¼ 1
2
ð1þ sup t� r lY ðtÞ � sup t� r lYðtÞÞ: ð3Þ

The credibility measure is an average of the possibility and the necessity measures

from Eq. (3), i.e., Cr{.} = Pos :f g þ Nec :f g
2 . The motivation behind the introduction of the

credibility measure is to develop a certain measure, which is a sound aggregate of the
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two extreme cases, such as the possibility (which expresses a level of overlap and
highly optimistic in this sense) and necessity (that articulates a degree of inclusion and
is pessimistic in its nature). Based on credibility measure, the expected value of fuzzy
variable is presented as follows.

Definition 1. Expected value of fuzzy variable [12]
Let Y be a fuzzy variable. The expected value of Y is defined as:

EðYÞ ¼ Z
CrfY � rgdr � Z

CrfY � rgdr; ð4Þ

under the condition that the two integral are finite. Assume that Y ¼ ½al; c; ar�T is
triangular fuzzy variable (TFV = TFN) whose possibility distribution is given by

lY tð Þ ¼
x�al
c�al ; if al � x� c
ar�x
ar�c ; if c� x� ar

0; otherwise

8<
: ; ð5Þ

Making use of Eq. (4), the expected value of Y can be written as

E Yð Þ ¼ al þ 2cþ ar
� �

4
: ð6Þ

Definition 2. Fuzzy random variable [13]
Suppose that (Ω, R, Pr) is a probability space and Fv is a collection of fuzzy variables
defined on possibility space (C, Ƥ(C), Pos). A fuzzy random variable is a mapping X :
Ω ! Fv such that for any Borel subset B of R, Pos{X(x) 2 B} is a measurable function
of x.

Let X be a fuzzy random variable on Ω. From the previous definition, we know, for
each x є Ω, that X(x) is a fuzzy variable. Moreover, a fuzzy random variable X is said
to be positive if, for almost every x, fuzzy variable X(x) is positive almost surely. For
any fuzzy random variable X on Ω, for each x є Ω, the expected value of the fuzzy
variable X(x) is denoted by EðXðxÞÞ, which has been proved to be a measurable
function of x [13], i.e., it is random variable. Given this, the expected value of the
fuzzy random variable X is defined as the mathematical expectation of the random
variable EðXðxÞÞ:
Definition 3. Expected value of fuzzy random variable [13]
Let X be a fuzzy random variable defined on probability space (Ω, R, Pr). Then, the
expected value of X and variance of X are defined as

EðXÞ ¼ Z
X½Z CrfnðxÞ� rgdr � Z

CrfnðxÞ� rgdr�PrðxÞ; ð7Þ

VarðXÞ ¼ EðX�eÞ2; ð8Þ

where e = EðXÞ is given by Eq. (7).
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2.2 Fuzzy Random Auto-Regression (FR-AR) Model

In time series, autoregressive or AR(p) model can be written as [14]:

Yt ¼ ;1Yt�1 þ;2Yt�2 þ � � � þ ;pYt�p þ et; ð9Þ

where ;1; . . .; ;p are coefficients of Yt�1; . . .; Yt�p, respectively, et is an error models at
time-t. From [10], the fuzzy random auto-regression (FR-AR) model can be defined as
input and output data Yt�p for all p ¼ 0; 1; 2; . . .; n are fuzzy random variables, which
are written as:

Yt ¼
[n

i¼1
Yl
it; Y

c
it; Y

r
it

� �
T ;Pit

� �
; ð10Þ

where Yt is a time series data at time-t and its formatted as a triangular fuzzy number
[left, l; center, c; right, r]. From Eq. (10), all values given as fuzzy numbers with
probabilities, Pit. These data, Yt also can be presented in Table 1.

Let a simple FR-AR model with coefficients ;l1; ;r1
� �

and ;l2; ;r2
� �

can be written as:

Yt ¼ ;l1; ;r1
� �

Yt�1 þ ;l2; ;r2
� �

Yt�2 þ elt; e
r
t

� �
; ð11Þ

To estimate CI of both coefficients in Eq. (11) can be derived by following steps:
Step 1: Provide the real time series data in the fuzzy data format [min, max] per

interval time-t, such as, per one week, per one month, etc. For example,
week-1; [3020, 3050], week-2; [3000, 3057], etc.

Step 2: Divide the fuzzy data into the fuzzy random data [min, center, right] with
probabilities. For example, week-1; FRD1 = [3020, 3030, 3040], Pr1 = 0.4
and FRD2 = [3030, 3040, 3050], Pr2 = 0.6.

Step 3: Calculate the expected value (EV) and standard deviation (Std:Dev) of fuzzy
random data (FRD) in Step 2, respectively.

EV ¼E Yð Þ ¼ Center of FRD1 � Pr1ð Þþ Center of FRD2� Pr2ð Þ
¼ 3030� 0:4ð Þþ 3040� 0:6ð Þ
¼3036

Variance(Y) = E(Y – e)2

Table 1. Fuzzy random input-output time series data

Time/Sample Output Input

0 Yt Yt-1 Yt-2 … Yt-k
1 Yt-1 Yt-2 Yt-3 … Yt-(k+1)
2 Yt-2 Yt-3 Yt-4 … Yt-(k+2)
… … … … …

n Yt-n Yt-(n+1) Yt-(n+2) … Yt-(k+n)
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Standard deviation (Std:Dev) = s(Y) = √Variance(Y) = 7.4
Step 4: Determine the confidence interval (CI) of FRD. For example,

Week -1 : [(EV – Std:Dev), (EV + Std:Dev)] = [3028.6, 3043.4].
Step 5: Estimate CI for each coefficient model by using linear programming

(LP) approach.

Objective function: min J ;ð Þ ¼ Pn
i¼1

;ri � ;li
� �

,

Subject to
;ri �;li

a1;l11 þ a1 þ 1
3
l

� �
;l12 �E1 Yð Þ � Std:Dev1 Yð Þ

a2;l21 þ a2 þ 1
3
l

� �
;l22 �E2 Yð Þ � Std:Dev2 Yð Þ

..

.

an;ln1 þ an þ 1
3
l

� �
;ln2 �En Yð Þ � Std:Devn Yð Þ

and

a1 þ 2
3
l

� �
;r11 þ b1ð Þ;r12 �E1 Yð Þþ Std:Dev1 Yð Þ

a2 þ 2
3
l

� �
;r21 þ b2ð Þ;r22 �E2 Yð Þþ Std:Dev2 Yð Þ

..

.

an þ 2
3
l

� �
;rn1 þ bnð Þ;rn2 �En Yð Þþ Std:Devn Yð Þ

Step 6: From Step 5, define the estimated confidence-interval (CI) for each
coefficient model.

Ŷt ¼ ;̂l1; ;̂r1
i
Yt�1 þ ;̂l2; ;̂r2

i
Yt�2

hh

3 Proposed LRS of TFN in Estimating Confidence-Interval
of FR-AR Model

In fuzzy random auto-regression model, the left-right spreads (LRS) of TFN are very
important to be considered, because their contributions are very significant in reducing
the length of confidence-interval (CI) and the forecasting error. In this paper, the main
motivation is to investigate the effect of various LRS in achieving the high forecasting
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accuracy and to introduce a new formatting of fuzzy data which not clearly described in
the previous studies. The forecasting procedure can be derived by following steps:
Step 1: Define the new data format. We suggest to transform the real data into TFN

by using various L-R spreads (± k).
Real data ! TFN : Yt ! [Yt – k, Yt, Yt + k], k = 5, …, 10
3000 ! [2990, 3000, 3010], if k = 10

Step 2: Define the real data in Step 1 as new fuzzy data [Yt – k, Yt + k].
Year-t: 3000 ! [2990, 3010]

Step 3: Divide fuzzy data (FD) into FRD1 and FRD2 as described in Sect. 2.
FRD1: [2990, 2996.66, 3003.33], FRD2: [2996.66, 3003.33, 3010]

Step 4: Calculate EV and Std:Dev of FRD.
Step 5: Determine CI of FRD.
Step 6: Estimate coefficients FR-AR(p) model using LP.
Step 7: Determine the estimated CI for each coefficient model.
Step 8: Change k = 6, 7,.., 10 and repeat Steps 1–7.
Step 9: Find and state the best coefficients model based on various k.

The effect of LRS (k) to the forecasting accuracy can be explained as follows:
Since k1\k2\k3\. . .\kn. Thus, the area of triangles can be written as:

A1\A2\ � � �\An; ð12Þ

By using Eq. (12), EðYÞ and VarðYÞ, of the fuzzy random variables can be written
as:

E1 Yð Þ\E2 Yð Þ\ � � �\EnY ; ð13Þ

and

Var1 Yð Þ\Var2 Yð Þ\ � � �\VarnðYÞ; ð14Þ

Thus, the confidence intervals of fuzzy random variables (FRDs) can be written as:

E1 Yð Þ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Var1 Yð Þ;

p
E1 Yð Þþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Var1 Yð Þ;

p	 
h i
; . . .; En Yð Þ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Varn Yð Þ;

p
E1 Yð Þþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Varn Yð Þ;

p	 
h i
;

ð15Þ

From Eq. (15), the range of FRDs can be denoted as:

R1 FRDð Þ\R2 FRDð Þ\ � � �\RnðFRDÞ; ð16Þ

By using (16), the range of FRD decrease gradually by following values of k
(LRS). Therefore, the smaller k will produces the better coefficients of FR-AR model.
From this equation, we can claim that the adjusting of LRS is very important in
improving of forecasting accuracy.
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Table 2. Actual and TFN electricity load data with k = 10

Year Actual data TFN data

1981 3388 [3378, 3388, 3398]
1982 3523 [3513, 3523, 3533]
1983 3752 [3742, 3752, 3762]
… … …

2000 12924 [12914, 12924, 12934]

Table 3. Yearly electricity load of fuzzy data

Year Fuzzy data

1981 [3378, 3398]
1982 [3513, 3533]
… …

2000 [12914, 12934]

Table 4. FRD of electricity load consumption

Year FRD-1 Pr-1 FRD-2 Pr-2

1981 [3378, 3384.6, 3391.3] 0.4 [3384.6, 3391.3, 3398] 0.6
1982 [3513, 3519.6, 3526.3] 0.2 [3519.6, 3526.3, 3533] 0.8
… … … … …

2000 [12914, 12920.6, 12927.3] 0.1 [12920.6, 12927.3, 12934] 0.9

Table 5. EV and SD of FRD-1 and FRD-2

Year Expected value Standard deviation

1981 3386.67 4.3
1982 3523.00 4.6
… … …

2000 12926.67 3.6

Table 6. CI of FRD1 and FRD2

Year Confidence intervals

1981 [3382.4, 3390.9]
1982 [3518.4, 3527.6]
… …

2000 [12923, 12930]
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4 Empirical Analysis

In this section, the various LRS of TFN are examined to investigate the best CI of the
yearly electricity load consumption of North-Taiwan, the period 1981 to 2000 [6, 7]
which are used as model building. By using the proposed algorithm given in Sect. 3,
the estimated CI for model’s coefficients can be calculated as follows:
Step 1: Transform the yearly electricity load consumption into TFN format as shown

in Table 2. In this paper, we examine k = 10, 8, 5.
Step 2: Define the fuzzy data using TFN in Step 1 as shown in Table 3.
Step 3: Divide fuzzy data (FD) in Step 2 into FRD1 and FRD2 with probabilities as

shown in Table 4.
Step 4: Calculate EV and SD of FRD of electricity load consumption as shown in

Table 5.
Step 5: Determine CI of FRD as presented in Table 6.
Step 6: Estimate coefficients FR-AR(p) model using LP.

Min = ((at)T, r - (at)T, l) + ((dt)T, r - (dt)T, l), (at)T, r � (at)T, l, (dt)T,
r � (dt)T, l.
Subject to
Inequalities of Left-LP:
3378(at)T, l + 3384.6(dt)T, l � 3382.4
3513(at)T, l + 3519.0(dt)T, l � 3518.4
… … …
12914(at)T, l + 12920(dt)T, l � 12923
Inequalities of Right-LP:
3391.3(at)T, r + 3398(dt)T, r � 3390.9
3526.3(at)T, r + 3533(dt)T, r � 3527.6
… … …
12927.3(at)T, r + 12934(dt)T, r � 12930
(at)T, l � 0, (at)T, r � 0, (dt)T, l � 0, (dt)T, r � 0

Step 7: Write the estimated CI for each model with k = 5, 8, 10 in Table 7.

Remark: (at)T, l = (at)T, r = ;̂l1; ;̂
r

1

h i
, (dt)T, l = (dt)T, r = ;̂l2; ;̂

r

2

h i

Table 7. The estimated of model coefficients

k Model-1

10 a = (at)T, l = (at)T, r = 0.598
d = (dt)T, l = (dt)T, r = 0.401

k Model-2
8 a = (at)T, l = (at)T, r = 0.615

d = (dt)T, l = (dt)T, r = 0.384
k Model-3
5 a = (at)T, l = (at)T, r = 0.624

d = (dt)T, l = (dt)T, r = 0.375
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Mathematically, the predicted Models 1–3 can be written as:

Y1t ¼ 0:598Yt�1 þ 0:401Yt�2; ð17Þ

Y2t ¼ 0:615Yt�1 þ 0:384Yt�2; ð18Þ

Y3t ¼ 0:624Yt�1 þ 0:305Yt�2; ð19Þ

Step 9: Find and state the best coefficients model based on various k. By using
Eqs. (17–19), the comparison of forecasting errors are measured using

Table 8. Actual, Forecasted Values and MSE using M1 – M3 models

Year North M1 M2 M3

1981 3388 3384.0 3384.0 3384.2
1982 3523 3518.8 3518.9 3519.1
1983 3752 3747.6 3747.6 3747.8
1984 4296 4291.0 4291.1 4291.3
1985 4250 4245.1 4245.1 4245.3
1986 5013 5007.3 5007.4 5007.6
1987 5745 5738.6 5738.6 5738.8
1988 6320 6313.0 6313.1 6313.3
1989 6844 6836.5 6836.5 6836.7
1990 7613 7604.7 7604.8 7605.0
1991 7551 7542.8 7542.8 7543.0
1992 8352 8343.0 8343.0 8343.2
1993 8781 8771.6 8771.6 8771.8
1994 9400 9389.9 9390.0 9390.2
1995 10254 10243.1 10243.1 10243.3
1996 11222 11210.1 11210.2 11210.4
1997 10719 10707.6 10707.7 10707.9
1998 11642 11629.7 11629.7 11629.9
1999 11981 11968.4 11968.4 11968.6
2000 12924 12910.4 12910.5 12910.7
MSE 78.6 77.9 74.6

Table 9. Comparison MAPE between FR-AR and the Existing Models

Model MAPE (%)

Support Vector Regression (SVR-CAS) 1.30
SVR-CGA 1.35
SVR-CPSO 1.31
Artificial Neural Network (ANN) 1.06
Regression 2.46
Fuzzy Time Series (FTS) 1.42
FR-AR (Proposed LRS with k = 5) 0.10a

aSmallest MAPE.
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mean square error (MSE) from three different models can be shown in
Table 8.

From Table 8, Model-3 (M3) indicates the smaller MSE as compared with M1 and
M2 in term of forecasting accuracy. Through this model, the estimated of CI with k = 5
is better than k = 10 and k = 8, respectively. The decreasing of k contributes to reduce
the forecasting error, thus, the forecasting accuracy can be improved significantly.
Moreover, the time series plot between actual electricity load consumption and its
forecasted values are also illustrated in Fig. 1 by using Models 1–3.

Figure 1 shows the forecasted values which derived by M1, M2 and M3 are not too
much different. Thus, the graphs of actual and models look like similar in this figure.

Furthermore, the comparison of mean absolute percentage error (MAPE) is also
presented with the existing models in Table 9.

Table 9 indicates the proposed LRS with k = 5 has smaller MAPE as compared
with existing models. Our proposed LRS is able to achieve the higher level forecasting
significantly. From this table, the contribution of smaller LRS is very satisfactory in
reducing the forecasting error of FR-AR model.
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Fig. 1. Actual and Forecasted Values Using Models 1-3
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5 Conclusion

The new formatting of the real time series data into the fuzzy data has been introduced
in this paper clearly. Moreover, in achieving the higher forecasting accuracy of FR-AR
model, we adjusted the left-right spreads of TFN. The smaller of LRS in TFN is a
promising procedure to achieve the best estimated confidence-interval (CI) which
shown by MSE of three different models (M1, M2, M3). Furthermore, the comparison
MAPE with existing models is also done in this paper, the result indicates the fore-
casting error which obtained by proposed LRS is better than others. From this study,
the increasing of LRS in TFN will increase the forecasting error also. Finally, the
further study should be completely investigated with various k and others time series
data in determining the smaller LRS of TFN.

Acknowledgment. The authors are grateful to Research and Innovation Fund, UTHM for their
financial support.
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Abstract. In recent years a large number of evolutionary and other population
based heuristics were proposed in the literature for solving NP-hard optimization
problems. In 2015 we presented a Discrete Bacterial Memetic Evolutionary
Algorithm (DBMEA) for The Traveling Salesman Problem. It provided results
tested on series of TSP problems. In this paper we present an improved version
of the DBMEA algorithm, where the local search is accelerated, which is the
most time consuming part of the original DBMEA algorithm. This modification
led to a significant improvement, the runtime of the improved DBMEA was 5–
20 times shorter than the original DBMEA algorithm. Our DBMEA algorithms
calculate real value costs better than integer ones, so we modified the Concorde
algorithm be comparable with our results. The improved DBMEA was tested on
several TSPLIB benchmark problems and other VLSI benchmark problems and
the following values were compared: - optima found by the improved DBMEA
heuristic and by the modified Concorde algorithm with real cost values - run-
times of original DBMEA, improved DBMEA and modified Concorde algo-
rithm. Based on the test results we suggest the use of the improved DBMEA
heuristic for the more efficient solution of TSP problems.

Keywords: Traveling Salesman Problem � Discrete optimization � Memetic
algorithm

1 Introduction

1.1 The Traveling Salesman Problem

The Traveling Salesman Problem (TSP) was first formulated in 1930, and also
nowadays is one of the most widely researched combinatorial optimization problems
(which also has wide practical applications).

The original problem involves a salesman who starts the journey from the com-
pany’s headquarters, visits each city at least (and preferable at most) once, and then he
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returns to the starting place. The task is to find the route which allows the salesman visit
all cities with the minimum time spent or distance travelled [1, 2].

This problem has several application areas, such as logistics, planning, manufacture
of microchips and genome sequencing. In the case of genome sequencing the cities
represent DNA fragments and the distance is the similarity value between these DNA
fragments [1].

1.2 The TSP as an NP-Hard Task

The Traveling Salesman Problem can be defined as a graph search problem where
weights are assigned to each edge (cost between the endpoints of the edge) (1):

GTSP ¼ ðVcities;EconnÞ
Vcities ¼ v1; v2; . . .; vnf g;Econn� vi; vj

� �ji 6¼ j
� �

C : Vcities � Vcities ! R;C ¼ ðcijÞn�n

ð1Þ

C is called cost matrix, where cij the cost of going from city i to city j.
The goal is to find the cycle with the lowest cost that visits every vertex (the

directed Hamiltonian cycle with minimal total length). Otherwise, the goal is to find a
permutation of vertices p1; p2; p3; . . .; pnð Þ that minimalizes the total cost (2).

C ið Þ ¼
Xn�1

i¼1
cpi;piþ 1

� �
þ cpn;p1 ð2Þ

Depending on the properties of the cost matrix TSPs are divided into 2 classes. If
the cost matrix is symmetric (cij ¼ cji for all i and j) then the TSP is called symmetric,
otherwise the problem is asymmetric.

The corresponding optimization problem (the decidable question whether the given
directed Hamiltonian cycle has the lowest possible cost) is known to be NP-hard (Non
deterministic Polynomial-time hard) problem. A problem is NP-hard if every problem
in NP can be reduced to this problem, meaning it is at least as hard or harder than any
problem in NP [3].

To the set of our present knowledge NP-hard problems cannot be solved in
polynomial time with exact algorithms, their time complexity is in worst case expo-
nential. Algorithms that generate all possible tours and search for the shortest one
cannot deal with large-sized problems in real time in the case of TSP.

Many discrete optimization problems are NP-hard to be solved optimally. With
implementation of an efficient algorithm for the TSP, also a generally effective method
to solve other NP-hard optimization problems may be obtained (other logistics opti-
mization problems, bin-packing etc.).

1.3 Our Previous Work

In recent years we did extensive research on the comparison of various population
based algorithms (genetic algorithm [4], bacterial evolutionary algorithm [5], particle
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swarm algorithm [6] and their memetic versions [7, 8]). We analyzed the properties
(especially the speed of convergence) of these algorithms by applying them on several
numerical optimization benchmark functions [7].

In 2005 based on the concept of Moscato [9] we proposed a bacterial memetic
algorithm which combines the bacterial evolutionary algorithm with a second order
gradient based method (Levenberg-Marquardt method) [8].

While a gradient type local search is not possible for discrete problems, we pro-
posed the use of bounded complexity local search, and our investigations showed that
the discrete version of bacterial memetic algorithm (Discrete Bacterial Memetic Evo-
lutionary Algorithm DBMEA) is effective for small-sized Bin Packing [10] and
Traveling Salesman problems [11].

Considering the above, we came to the conclusion that it would be worth while to
investigate the method deeper, and we started carry out further research to compare the
properties (tour length, runtime) of our DBMEA with the most efficient algorithm,
Concorde algorithm [1, 12] for several TSP benchmark problems [13]. The algorithm
showed good properties, the runtime was more predictable than in the case of Concorde
algorithm. The local search was the weakest, most time consuming part of the algo-
rithm, so we decided to try the acceleration of it.

2 The Discrete Bacterial Memetic Evolutionary Algorithm

The improved DBMEA is a memetic algorithm, an extension of the bacterial evolu-
tionary algorithm with accelerated 2-opt and 3-opt local search.

Memetic algorithms are the combination of global search evolutionary algorithms
and local search methods. In each iteration for the individuals a local search step is
applied [9]. Memetic algorithms eliminate the disadvantages of both methods. Evo-
lutionary algorithms search globally, however, in most cases they don’t find the
optimal solution due to their slow convergence speed. Gradient based methods use only
local information in their search process, so they converge always to the nearest local
optimum, however they converge to it much faster. As a result, in many cases the
addition of local search approaches usually can improve significantly the performance
of the classical evolutionary algorithms, so the memetic algorithms can be used effi-
ciently for solving TSP and other NP-hard optimization problems [14].

2.1 Bacterial Evolutionary Algorithm

The development of Bacterial Evolutionary Algorithm (BEA) [5] was inspired by the
biological phenomenon of microbial evolution. The process of bacterial recombination
that inspired BEA is the following: Bacteria can transfer DNA to recipient cells through
mating. Male cells transfer strands of genes to female cells. After that, those female
cells get features of the male cells and transform themselves into male cells. By these
means, the features of one bacterium can be spread among the entire population [5].
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The Bacterial Evolutionary Algorithm contains two special operations for evolving
its population, the bacterial mutation and the gene transfer operations. The process of
BEA consists of three steps as illustrated in Fig. 1.

In the first step the algorithm creates a random initial population with Nind indi-
viduals. Each individual means a solution for the original problem. Then the algorithm
improves the individuals of the population using the two operators (bacterial mutation
and gene transfer). The bacterial mutation improve the bacteria individually. The gene
transfer operation allows the transfer of information in the population between bacteria
in the hope that it can produce better bacteria. This process is repeated until the
stopping criterion is fulfilled.

Encoding the Individuals. One of the most critical problem in applying an evolu-
tionary algorithm is to find a suitable encoding of the individuals in the population.
A good choice of representation will limit the search space, so it will make the search
easier.

In DBMEA we use permutation encoding. Each individual represent a possible tour
for the Traveling Salesman Problem. We assigned an index (0 … n − 1) to every
vertex in the graph, where n is the number of the cities. So a possible tour can be
described as a sequence of indices.

Fig. 1. The process of bacterial evolutionary algorithm
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The starting point is the city with index 0 in every tour, therefore the start city is not
present in the encoded representation of the tours. If each city is visited only once, then
each index (excepting index 0) appears once in the code, therefore the length of the
string is n − 1. In this work the examined TSP benchmark problems are Euclidean. The
Euclidean problems are metric, which means that they satisfy the triangle inequality
(cik � cij þ cjk for all i, j and k). As a result each encoded tour contains each point only
once because the optimal tour visits all points only once in the metric case (Fig. 2).

Creating the Initial Population. The algorithm begins by creating the initial popu-
lation. The creation of the initial population is a crucial part because it can affect the
convergence speed. In order to achieve this goal we generate random and deterministic
individuals in the population. Our former test results showed that the use of deter-
ministic individuals can be effective in solving TSP [15].

Random creation: Most of the individuals (excepting the 3 deterministic individuals)
are created randomly. The length of the random individuals equals to the number of
vertices in the graph (each city is visited only once). Random creation guarantees the
uniform distribution of the population in the search space.

We generate three deterministic individuals with the following three eugenic
heuristics.

Nearest neighbour (NN) heuristic: The Nearest neighbour heuristic represents a
deterministic method, which represent a tour in which always the nearest unvisited city
is visited. The advantage of this heuristic is that it is easy to implement and executes
quickly.

Secondary nearest neighbour (SNN) heuristic: The Secondary nearest neighbour
heuristic is also a deterministic method, which visits always the second nearest
unvisited city in the tour.

Alternating nearest neighbour (ANN) heuristic: The combination of above two
methods. It represents a tour in which the nearest and second nearest unvisited cities are
visited in alternating order.

Bacterial Mutation. Bacterial mutation optimizes the bacteria individually. The
process of the bacterial mutation can be seen in Fig. 3. For every bacterium of the
population, the operator does the following.

Fig. 2. The encoding of the tour
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Initially Nclones clones are created from the original bacterium. The chromosomes
are divided into fixed length (Iseg) but not necessary coherent segments (genes). In our
algorithm we use both loose and coherent segment mutations.

Next it chooses randomly one from the genes of the bacterium, and it randomly
modifies the value of the selected segment in the clones but the same gene in the
original bacterium remains unchanged. Beside the randomly mutated clones in the
DBMEA algorithm also a deterministic clone is generated, which has a reverse
ordering segment.

The next step is the evaluation of each clone bacterium including the original. If one
of the clones proved to be better than the original bacterium, the new value of the gene
is copied back to the original bacterium and to all the clones. This process is con-
secutively applied until all the genes of the original bacteria are mutated.

At the end of the mutation the best (most fit) clone is selected from the clones, all the
others are deleted. As a result of the bacterial mutation the cloned bacteria are more or
equally fit than the original bacteria.

Coherent segment mutation: In this case the elements of the segments are consec-
utive in the chromosome. It is easy to execute: the chromosome is cut into segments
with equal length as it can be seen in Fig. 4.

Loose segment mutation: As opposed to the coherent segment mutation, the ele-
ments of the segments are not necessarily adjacent, it may come from different parts of
the bacterium. An easy way to create loose segments is the permutation of indices that
points to alleles in the chromosome as it can be seen in Fig. 5.

Fig. 3. Bacterial mutation

Fig. 4. Coherent segments
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The time complexity of the bacterial mutation is in one generation OðNindNclonesn2Þ,
and the space requirement is O NindNclonesnð Þ [15].
Gene Transfer. The gene transfer operation allows the transfer of information
between the bacteria in the population in the hope that the bacteria become better and
better.

In the gene transfer operation first the population is sorted in a descending order
according to their fitness values sorted and divided into two parts (a superior and an
inferior half). Next, the operator repeats Ninf times the following: it chooses randomly
one bacterium (source bacterium) from the superior part and another bacterium (des-
tination bacterium) from the inferior part. After that, it copies some randomly selected
segment with pre-defined length (Itransfer) of the source bacterium into the other one.

Gene Transfer in the DBMEA algorithm is the following: A source segment with
pre-defined length is selected randomly from the source bacterium and this segment is
transferred to the destination bacterium. The destination offset is set randomly, not
necessary equal with the source offset.

In Fig. 6, the source segment is (6, 2, 9), and the destination bacterium get this
segment (between 5 and 7). The length of the destination bacterium remains unchan-
ged, the elements in the destination bacterium, which are identical with the elements in
the transferred segment, must be deleted (thus eliminating double occurrence). (In the
example the first element of the destination bacterium, 2 is located in the transferred
segment, so it is deleted, and the first element of the infected destination bacterium
becomes 5 etc.).

At the beginning of the gene transfer operation the fitness value of the bacteria are
calculated OðNindnÞ, and then the bacteria are sorted in a descending order
OðNindlogNindÞ. After each gene transfer the new fitness value of the destination
bacterium is calculated, and the infected destination bacterium is added to the sorted
population. The time complexity of this calculation is O Ninf nþNindð Þ� �

. Summarizing
the required operations the total time complexity of the gene transfer operation is
CGT ¼ OðNind nþ logNindð ÞþNinf nþNindð ÞÞ [15].

Fig. 5. Loose segments
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2.2 Local Search

Local search algorithms are important parts of the memetic algorithms because itera-
tively improve the candidate solutions in the population by moving to neighbouring
solutions. In many optimization problems local search methods can be much more
efficient than genetic search, but usually they need to be combined with metaheuristics
(genetic algorithms, bacterial evolutionary algorithms etc.) to find the optimal solution
[16].

We applied a 2-opt and 3-opt local search technique in the new DBMEA algorithm.
The local search is accelerated in the following way. A candidate list is registered

for all vertices. The candidate list contains the indices of the closest vertices in
ascending order. The local search doesn’t examine the whole graph searching for
improvements, only the pre-defined number of closest vertices (candidate lists contain
them) for each vertices.

2-opt Local Search. 2-opt local search replaces two edge pairs in the original graph to
reduce the length of the tour. The algorithm works on metric TSP instances.

Edge pairs (AB, CD) are iteratively replaced with AC and BD edges and the
following inequality is examined: |AB| + |CD| > |AC| + |BD|.

The whole graph isn’t examined searching for vertex C, only the members of
candidate list of vertex A.

If the inequality holds then edge pairs are exchanged; the deleted AB and CD edges
are replaced with AC and BD edges (Fig. 7). One of the sub-tours between the original
edges is reversed in the improved tour. This is continued till no further improvement is
possible.

3-opt Local Search. The 3-opt local search replaces edge triples. The deleting of three
edges results three sub-tours. There are two possible new edge orders to reconnect
these sub-tours (Fig. 7). The output of the 3-opt step is always the less costly tour.

Fig. 6. Gene transfer
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Computational Results
The DBMEA algorithm was tested on 10 TSPLIB benchmark problems [17] and

other VLSI benchmark problems [18]. More parameter settings were tested, and the
following configuration gave the fastest convergence:

– the number of bacteria in the population (Nind = 100)
– the number of infections in the gene transfer (Ninf = 40)
– the length of the chromosomes (Iseg = 10)
– the length of the transferred segment (Itransfer = ncities/10)
– length of the candidate lists (square root of the number of cities)
– the number of clones in the bacterial mutation (Nclones = 20)

Each benchmark problem was tested 10 times with the above mentioned parameter
setting. Our results are compared with an other efficient TSP solver algorithm (Con-
corde) in terms of the optimal tour and the run time, that is considered in the literature
as the most efficient approach.

In these instances the distances between the points are Euclidean distances, so the
problems are always symmetrical.

2.3 Comparison of Optimal Tour Lengths

We compare the best tour found by our improved DBMEA algorithm with the optimum
found by the modified Concorde algorithm. Table 1 also contains the average tour
lengths in the case of the improved DBMEA algorithm. As mentioned before, we
modified the Concorde algorithm to calculate the distances between the cities with real
values.

As it can be seen in Table 1, for the majority of the investigated benchmark
problems (8 out of the 10 tested problems) we achieved identical results. In the
remaining few (two) cases DBMEA produced near-optimal solutions.

Fig. 7. 2-opt and 3-opt local steps

Improved Discrete Bacterial Memetic Evolutionary Algorithm 35



2.4 Comparison of Runtimes

In the following the runtimes used for the achieved results on the benchmark problems
will be examined. The comparison of runtimes is difficult and relative because it
depends on the performance of the computer.

In Table 2, the comparison of runtimes averaging 10 tests can be seen. The cal-
culation of the optimal tours was on an Intel Pentium Dual CPU T2390 1,86 GHz,
2 GB RAM workstation.

According to the test results the structure of the TSP instance has a big effect on the
run time of the Concorde algorithm. For example, the run time of DCA1389 is more

Table 2. Comparison of runtimes

Name Average run times of our
improved DBMEA
algorithms (10 tests)

Average run times of the
modified Concorde
algorithm (10 tests)

Ratio between
original and
improved DBMEA
algorithms

pr107 3.07 s 0.41 s 22.19
XQF131 3.79 s 0.85 s 29.98
XQG237 96.11 s 4.46 s 12.79
LIN318 125.14 s 3.92 s 10.59
PMA343 147.68 s 9.65 s 15.04
PKA379 160.94 s 15.08 s 14.69
XQL662 871.157 s 157.27 s 7.63
DKG813 2 504.74 s 2 031.11 s 7.31
DKA1376 18 610.15 s 807.11 s 5.58
DCA1389 34 380.12 s 380 155.1 s 10.71

Table 1. Comparison of minimal tour lengths

Name Best tour
lengths found
by our
improved
DBMEA
algorithm

Average tours
lengths found by
our improved
DBMEA (10
tests)

Optimal tour lengths
found by the
modified Concorde
algorithm (real
values)

Gap (best
tour
DBMEA
and optimal
tour) [%]

pr107 44 301.68 44 301.68 44 301.68 0
XQF131 566.42 566.42 566.42 0
XQG237 1 029.18 1 029.18 1 029.18 0
LIN318 42 024.54 42 024.54 42 024.54 0
PMA343 1 387.51 1 387.51 1 387.51 0
PKA379 1 344.41 1 344.41 1 344.41 0
XQL662 2 550.84 2 550.84 2 550.84 0
DKG813 3 243.41 3 244.56 3 243.41 0
DKA1376 4 743.6 4 745.13 4 736.87 0.14
DCA1389 5 155 5 157.26 5 152.69 0.04
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than 471 times longer than the run time of DKA1376, although the size of the problem
is almost equal. In the case of the DBMEA algorithm the difference between the run
time of DCA1389 and DKA1376 was much smaller, the structure of the problem has
much smaller impact. In the case of DCA1389 our algorithm was faster than in the case
of Concorde.

The ratio between the run time of the original and the improved DBMEA algorithm
is between 5 and 20, so we achieved significant improvement.

According to the above we propose that the new DBMEA algorithm is efficient for
solving TSP, especially for large-sized problems with complicated structure.

3 Conclusions

It can be concluded that the improved DBMEA algorithm produces optimal or
near-optimal tour lengths on TSP benchmark problems. The run time is more pre-
dictable in the case of our DBMEA algorithm because the structure of the TSP instance
has much smaller impact on the run time than in the case of the Concorde algorithm.
The runtime was 5–20 times shorter than our original DBMEA algorithm on the tested
benchmark problems.

In our further work we will examine other population based techniques for solving
TSP and other NP-hard optimization problems. We plan to test DBMEA algorithm on
other NP-hard optimization benchmark problems (e.g. bin packing).
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Abstract. The determination of stampede occurrence through abnormal
behaviors is an important research in context-awareness using individual activity
recognition (IAR). An application such as an intelligent smartphone for crowd
monitoring using inbuilt sensors is used. Meanwhile, there are few algorithms to
recognize abnormal behaviors that can lead to a stampede for mitigation of
crowd disasters. This study proposed an improved stampede prediction model
which can facilitate abnormal detection with k-means. It can identify cluster
areas among a group of people to know susceptible places that can help to
predict stampede occurrence using IAR with the help of geographical posi-
tioning system (GPS) and accelerometer sensor data. To achieve this, two
research questions were formulated and answered in this paper. (i) How to
determine crowd of people in an area? (ii) How to know when stampede will
occur in the identified area? The experimental results on the proposed model
with decision tree (DT) algorithm shows an improved performance of 98.6 %,
97.7 % and 10.9 % over 94.4 %, 95 % and 18 % in the baselines for specificity,
accuracy and false-negative rate (FNR) respectively thereby reducing high false
negative alarm.

Keywords: Individual activity recognition � Context-awareness framework �
Stampede prediction model � Participant identification node � Specificity

1 Introduction

Context sensing, context acquisition, context-awareness are increasing problems
towards contextual information in a ubiquitous society [1, 2]. Most importantly context
play a significant role in physical, computing, personal and environmental entities
especially with the interactions between smartphones and other handheld devices. These
problems are important to human lives and our immediate environment with relevant

© Springer International Publishing AG 2017
S. Phon-Amnuaisuk et al. (eds.), Computational Intelligence in Information Systems,
Advances in Intelligent Systems and Computing 532, DOI 10.1007/978-3-319-48517-1_4



interaction factors. The origin of crowd monitoring system (CMS) were traced back to
1995 when Close Circuit Televisions was used with pattern recognition for CMS [3].
This technique has no feedback, it involves physical efforts, and requires regular par-
ticipations of security officers. This result to the work in [4], where Wireless Sensor
Networks using wireless communication technique for better situational awareness was
proposed. The study suffered a high rate of false negative alarm (FNA) [5], as a result of
redundant features and inadequate preprocess of the activity recognition data from the
mobile sensor. Consequently, the use of low power sensors, specifically temperature and
acoustic sensors were less reliable as well. The limitations above led to emerging
technology of mobile phone sensing for monitoring activity of people for possible safety
control in case of any unforeseen situation in crowd related scenario [5]. Automatic
recognition of user activities using different contextual data for enhancement of per-
vasive system using context-awareness application is still in its infancy [6, 7], consid-
ering its potential to offer more adaptable, flexible and user-friendly services [11].
Despite the improvement in the work of [6, 7]. The study has some limitations, which
drew the attention of [5] to improve the work by introducing context-aware computing
and wireless sensor network (CAC-WSN) to investigate activity recognition accuracy;
inadequate real-time information dissemination and high rate of FNA for efficient
stampede prediction to mitigate crowd disaster. Given the shortcomings found in [5],
this ongoing research work intends to develop an enhanced context-awareness frame-
work for mitigation of crowd disaster (MCD) capable of providing efficient stampede
prediction with most relevant features for reducing time complexity with improving
recognition accuracy for effective MCD. The proposed stampede prediction model in
this paper is one of the possible solutions in the ongoing research to the limitations found
in the baseline [5].

1.1 Purpose of the Study

Mitigation of crowd disaster is paramount [5, 8, 9]. Reason to reduce the risk and
dangers to human lives in everyday activities around us. The causes of crowd disasters
were traced back to stampede in a crowded area refer to [8]. Interestingly, the menace
and causes of the crowd disaster can be addressed using pervasive computing precisely
CAC-WSN technology, together with individual activity recognition and machine
learning as the technique [5]. The motivation lies in the fact that the solution proposed in
the baseline; as observed in [5]; assumed high-density crowd without criteria to ascertain
how to determine it with 20 people used in their study. This in the actual sense is
necessary to know the extent to which the crowd is prone to stampede in real life
scenario. More so, the density of a particular place remains constant, as only the number
of people will vary depending on the event of activity. On this premises, this paper
proposes an improved stampede prediction model that will help to predict stampede in a
crowd scenario using machine learning technique with individual activity recognition to
extend the work of [5], for effective MCD. The ultimate goal is to reduce the false
negative alarm as shown in our experiment. To achieve this, two (2) research questions
(RQs) are formulated and answer in this paper. The following are the RQs:
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1. How to determine crowd of people in an area?
2. How to know when stampede will occur in the identify crowd?

2 Related Works

According to Okoli and Nnorom [9], the human stampede has recently happened in
places like China, Russia, Nigeria and another part of the world. The implication of this
danger represents critical challenges to the national security of any nation. In the study of
[8], the leading causes of mass death and injury worldwide were traced to human
stampede [10]. Early frameworks [11, 12]; does not look into monitoring activity of
people for possible occurrences of dangers and does not consider any activity scenario
using the IAR to investigate ARac and FNA related to crowd disaster, unlike those listed
in Table 1. Nearly all the existing framework focuses on the utilization of standard
context interaction (SCI) [13]. In [14] a framework that specifically catered to the need of
users using themobile device was proposed, its feasibility was demonstrated based on the
scenario. A Java based having core design principles, runtime infrastructure, and a
programming model was introduced in [15]. Ontology-based for the ubiquitous envi-
ronment is proposed in [16], context modeling, its extensibility and open nature of system
with dynamic pluggability of component distributed over several nodes was suggested in
[17], and a framework for the provision of intelligent network embedded systems were
presented [18].

Table 1. Context-awareness frameworks with justifications of outstanding issues

Reference (R) MLT ATSI FNA SCI ARac MPS

R [13] ✔

R [14] ✔

R [15] ✔

R [16] ✔

R [17] ✔

R [18] ✔

R [23] ✔

R [12] DT
R [24] DT
R [5]a DT ✔ High Low 92 %
R [25] NN
Proposed framework DT others ✔ low improved ✔

Key
aBaseline. MLT – Machine Learning Technique.
DT – Decision tree algorithm
NN – Neural Network algorithm
SCI – Standard context interaction.
ATSI –Accurateness and timeliness of sensed information support for
critical situation (real time).
ARac – Activity Recognition accuracy.
MPS – Mobile Phone Sensing
SPM – Stampede prediction model
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According to Ravindran et al. [12], context-aware computing is a peculiar kind of
application that can sense the physical environment and reacts accordingly.
To facilitate the quick and efficient development of the useful application, it combines
context-aware services and MLT using Mumbai as a case study in Context-Aware and
Pattern-Oriented Machine Learning Framework (CAPOMF). The essence was to help
commuters to avoid potholes and saves the repair costs of vehicles in Mumbai. It shows
the potential of context-awareness application to ease the problem faced by people of
Mumbai [12]. As proposed in this paperMLT is the choice to achieve the proposedmodel.
In the previous context-awareness research, MLT is rarely used [11, 19–21] to realize
context-aware computing and application goal. In [12], it was remarked that many
context-awareness systems store contextual information, but no one usesMLT to provide
context-awareness services proactively [11, 19–21]. A stampede prediction model was
investigated in (Zhang et al. 2013) using a video camera withMLT, but the work does not
use IAR, context acquisition, real-time management of the mobile sensors, context
modeling, and inference. At the same time, feedback to a potential victim of disaster in an
emergency may be difficult due to static nature of video camera. According to Oscar et al.
[22], recognition of human activities has been somehow individualized, it can be taken a
step further. This observation was investigated by [5] using the scenario such as standing,
fall, peak-shake-whst, still, climbing-up, climbing-down and jogging for both individual
and group recognition. The baseline utilized activity recognition accuracy of 92 % for
onset stampede prediction to mitigate crowd disaster in a crowded area. The study used a
smartphone as a participatory sensing node with embedded tri-axial accelerometer sensor
using 20 students to acquired data. However, the baseline has the following limitations.
(i) The result of 92 % ARac employed with stampede algorithm may be inadequate for
effectiveMCD. (ii) The algorithmused for the predictionwhich utilized high-density does
not consider how the participant clustered in a group based on the area of the location
which can facilitate the stampede detection. Table 1 shows the summary of existing
context-awareness framework.

3 Proposed Work

In this section, the details of the methods used for the improved stampede prediction
model are discussed. These include decision tree (DT) and K-means algorithms.

3.1 Decision Tree

In classification decision tree (DT) has been reported to give higher accuracy result in a
simple body motion in activity recognition (AR) [23]. It has delivered the best results in
the derived feature vector for AR in the study of [26]. The evidence from the literature
on this algorithm has confirmed the reason for its choice in this paper. DT is essentially a
hierarchical decomposition of the (training) data space, in which a predicate or a con-
dition on the attribute value is used to divide the data space hierarchically [27]. It has
been used for various learning tasks including classification, regression, and survival
analysis [28]. It has the following advantages: (i) Easy to understand (ii) Useful for data
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exploration (iii) fewer data cleaning is required (iv) No constraints on data types and
(v) High performance with less effort. However, it uses a straightforward idea to resolve
classification problem [29]. This method was chosen to compare the result of the pro-
posed method in this paper with the previous work on activity recognition on machine
learning by [30], and the baseline on crowd abnormality monitor (CAM) by [5].
However, Fig. 1 outlines the design flow of the proposed model starting from the data
collection using the smartphone and activities used for individual activity recognition
(IAR) in the first phase of the study. After that, interactions take place among the
individuals’ label for group activity recognition (GAR). The second step employed the
context-awareness application with the said smartphone used to monitor the scenario.
The mobile sensor data acquired from GAR are then utilized to build, compare and
report the best model following preprocessing and extraction methods not detailed in
this paper.

3.2 K-Means

To answer research question RQs 1. K-means is adapted in this paper to help us clustered
the activity of the IAR in the group using the PSid nodes to know the various sub-areawith
clusters of the participant which belongs to each subarea list in a group. Each participant
node, PSid is assumed to fall into a particular cluster of a set of a participant in the crowd
often refer to as a group. The PSid which is a node relating to a participant at one time is
closer to the cluster’s centroid k than any centroid far from k, the centroid.We assume that
variation between monitoring participant whose monitor’s device is represented by PSid
and another participant P 2 Ki and ki (centroid), is the representation of group cluster,
which is measured by dist (p; ki). The dist (x, y) is the Euclidean distance. In this case x, y
represents longitude and latitude between two PSid nodes in a particular crowd scenario
given in Eq. 1. The cluster is initialized by randomly chosen points as centers among a
group of participant. We utilized the sci-kit learn default in python program for the
employed k-means, where average complexity is given by O (K n T), and k is the number
of clusters, n is number of samples and T is the number of iteration.

Human activity
recognition with

smartphone
sensors with PSid

Crowd of 20
people

Clustered the
IAR using

PSid with k-
means

Generate GAR
label from
sensor data

Context interaction using location ,
environment

Is GAR labelled
correctly

Group activity
recognition (GAR)

Build stampede
model using DT

Compare model
Report the

best

Yes No

Fig. 1. Proposed model for group activity recognition

Improved Stampede Prediction Model on Context-Awareness Framework 43



Let x ¼ x1; x2ð Þ and y ¼ y1; y2ð Þ then the distance between the two nodes is given by:

dist x,yð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x1 � y1ð Þ2 þ x2 � y2ð Þ2

� �r
ð1Þ

Equation 1 represents the Euclidean distance. The quality of the cluster Ki can be
measured using the cluster difference. This is done with sum of the square error
between all nodes PSid using geographical position system (GPS) sensor data in Ki and
the centroid ki defined as follows in Eq. 2.

E ¼
Xc

i¼1

X
P2Ki

dist p; kið Þ2 ð2Þ
In Eq. 2, E represents the sum of the square error (SSE). SSE is determined by using

the node of participant that is nearest to each pair of node PSid in the monitoring group
and subsequent ones in the group. P is the sensor data from GPS in subarealist for any
group and ki is the cluster Ki centroid. The longitude and latitude sensor for each PSid in
each cluster group, is the distance from cluster center to every PSid node. The squared
and, the distance are summed up as shown in Eq. 2. The algorithm adapted is presented
in Algorithm 1. It depicts an example of k-means clustering of points in subarea, with k
= 8 using the number of activities scenario. The main advantage of k-means: (i) it has
been successful for clustering of mobile sensor data [31]. (ii) It is better for large data
with time complexity of O(KT) [32], particularly with crowd of people it varies in
number and it will make the data to increase based on the number of people in the scene.

Algorithm 1. K-Means algorithm for clustering 

Require: K, numbers of clusters; D, a dataset of T points 

Ensure:  J set of K clusters  

1. Initialization. 
2. repeat 
3. for each points a in D do
4. find the nearest center and assign t to the 

corresponding cluster. 

5. end for
6. Update clusters by calculating new centers  
7. using mean of the participants’ node.

until stop-iteration criteria met 
8. return clustering result. 
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3.3 Participant Nodes Behavior for Group Clustering

To answer RQs. 2. The crowd behavior monitoring was done with the use of sensor
data for each participant identification node PSid on an individual basis. Individual
sensor analyses with context recognition performed on human activities are illustrated
in Fig. 3. The mapping between the program sensors and activities considered were
learn using MLT. The individual participant id node is represented as PSid. The
algorithm for individual and group behavior participants’ node clustering is shown in
Fig. 2 with the help of Algorithm 1. The crowd formation distribution is divided into
sets of Subarealist using the crowd controller station (CCS). When a new participant
PSid node is noticed, the context-awareness application senses and notifies the CCS to
automatically add the new node into the specific subarealist1 based on the present
location. The procedures for grouping a participant in Subarealist is equally achieved
using line 5 module in Fig. 2. It takes care of the mobility of the participant PSid node
whenever the distance traversed by the participant is greater than a threshold value. The
threshold is about 30 m from the wifi-hotspot for the indoor condition which is of
greater value to the outdoor condition. Figure 2 also takes notes of any nearby par-
ticipant and distance between two participants PSid nodes in the subareas unit. In case
the distance is less than 2 m then the new PSid nodes is added to the Subarealist 2
through CCS. In order to achieve the clustering of the participant in all the Subarealist
1-2 k-means algorithm described in Sect. 3.2 is utilized to clusters all the nodes PSid.
The region identification and grouping of participants are actualized by using the
smartphone of the participant with the PSid as shown in Fig. 2.

4 Experimental Results

The details about data collection, preprocessing, feature extraction and evaluation
metrics formulas for accuracy (AC), precision (P), recall(R) and f-scores (F) are not
included in this paper, refer to page 17 of [33]. The confusion matrix based on the
proposed model is summarized as follows using eight classes of IAR in Fig. 1. Detail is
as shown in Table 2 and performance evaluation is shown in Fig. 3.

4.1 Performance Evaluation Criteria

In addressing research question 2. In addition to metrics refer to in Sect. 4, two others
specifically specificity (SP) and macro-average (Mmav) are chosen to evaluate the
performance of the classifier. SP, this is used to determine the negative activity pre-
diction that is correctly recognized as negative. The mathematical definition of the
metrics are defined in Eq. 3, it was not considered in the previous studies.

SP ¼ TN
TN þFP

; Mmav ¼ 1
N

XN

i¼1

PC
c¼1 nciMciPC
c¼1 nci

ð3Þ
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To evaluate the overall effectiveness of activity recognition for mitigation of crowd
disaster, macro-averaged is used. Recognition is basically a classification task in
content recognition and another domain to determine the overall interaction between

Require: S participant node PSid. Lat: Latitude. Long: Longitude. T: Time

Ensure: SA: SubArea SA. SA1: SubArealist1. SA2: SubArealist2. 

SAn: SubArealistn. Dist: distance 

1. Start Input S, Output (Lat, Long, T)
2. Input SubAreaList (SA, SA1, SA2…SAn, Lat, Long, T) 
3. Output S grouped in a SubArea, SA
4. While S is ready do
5. for each S of participant SubAreaList do
6. Set locationUpdateWindowSize
7. SetminTime for location manager minimum power consumption
8. With mint milliseconds between location update to reserve power
9. SetminDist = locationbroadcasting in case device moves using the 

minDistance meters

10. TDeviation = Location.getT( ) – currentbestlocation.getT( )
11. If TDeviation > TWindow then participant have moved and transit to 
12. new location by crowd controller station (CCS) using timestamp
13. elseif (Lat,Long) as SA location context clusters using Dist between nodes S, group S into
14. SA, SA1 and Crowdcount (S+1) 
15. endif
16. endfor
17. endwhile
18. End

Fig. 2. Enhanced algorithm for group clustering using participant smartphone as nodes

Table 2. Confusion matrix summary in 2 � 2 for group clustering classification

Class Actual Predicted
climb-down
TP FN TN FP

P:Climb_down 1225 1112 113 10548 128
Q:Climb_up 1225 1096 129 10542 134
R:Stampede 1225 560 665 10671 5
S:Jogging 594 577 17 11292 15
T:Fight 2553 2504 49 8672 704
U:Standing 1480 1440 40 10381 40
V:Panic 1377 1344 33 10489 35
W:Walking 2222 2154 68 9626 53

46 F.I. Sadiq et al.



classes macro–average is necessary [34, 35]. It shows the overall average of the entire
class. The macro-average represent Mmav, N is type of validation (split or cross vali-
dation), C represent no of clsases, nc is number of instances that belong to a class c, Mci

is the value of metric M for class c in ith type of classification. C = 8, N: 10-fold. Now
using Eq. 3, with DT algorithm the following results are obtained to answer RQs 2.

5 Discussion of Results

Table 2 explains the details of AR classes and their instances in the classification model
by summarizing the confusion matrix. It shows that out of the 1225 stampede recog-
nized 560 (TP) were predicted correctly and 665 were predicted to belong to fight
(663) and walking (2) known as FN. Out of the 2553 fights, 2504 (TP) predicted
correctly and 49 were predicted to belong to climb-down, climb-up, stampede and
walking, 10, 9, 2, and 28 as (FN) respectively. In the case of the panic of 1377, 1344
(TP) predicted correctly and 33 were predicted to belong to jogging 5 and standing 28
as (FN). In this study all other classes were regarded as normal i.e. P, Q, S, U and W
amounted to 6746 instances Table 2, because participant can be in any of these stage in
crowd before any of the R, T and V of 5,155 instances can occur since they are the
major anomalies in the crowd that can lead to stampede known as crowd disasters (refer
to Sect. 4.1 page 4) of [5]. The evaluation for each activity class is as shown in Fig. 3.

Figure 4 using the same dataset shows that the specificity and accuracy (AC) of the
proposed model 98.6 %, 97.7 % outperformed 94.4 %, 95 % for baseline (BS) [5]
features when used in the proposed model and 94.4 %, 92 % of baseline1 (BS1) [30].
Note that the specificity and macro-average were not used in the work of the baselines,
we derived this through evaluation using the same features and dataset in our study,
because the measurement can be evaluated through the 4 metric parameters in Table 2.
The SP is necessary when any danger which can result to panic or fight is sensed by the

c:precision :recall :f-score : specificity 
based each class overall

Fig. 3. Evaluation based on precision, recall, F-score and specificity based on class
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monitoring device, predicting the activity correctly will help to save the participant and
know what measure to take or security personnel. This is evident from our validation
result with low risk of reduced FNR 10.9 % in proposed model and high risk of FNR
18 % [5] and 26.4 % [30] respectively with same features and methods.

The proposed model is the benchmark against the state-of-the-art for human
activity recognition [30] and that of context-aware ad-hoc network for mitigation of
crowd disasters using activity recognition in [5]. The comparisons are summarized in
Table 3. In the proposed model the chance of stampede occurrence is very low with
reduced FNA using false negative rate FNR 10.9 %, against the baseline (BS) and
(BS1) with FNR 18 % and FNR 26.4 % respectively using the same dataset and
methods. The proposed model outperforms the baselines as shown above. However
[25] uses video sensors and different methods which makes it unsuitable for

Fig. 4. Performance evaluation using macro-average based on precision, recall, f-score,
specificity and accuracy for the proposed model and the baselines

Table 3. Benchmark of the proposed model with similar model

Reference
learning
technique

Dataset Number of
sample/device

Method Framework/metric

BS [5] Individual activity
recognition/group

20:Smartphone
sensing

Decision-tree/
Stampede algorithm

CAM: AC 95 %,
SP 94.4 % FNR
18 %

BS1 [30] Individual activity
recognition on
Heterogeneities

30:Smartphone
sensing

Decision tree AC 92 %,SP 94.4
%, FNR 26.4 %

Proposed
approach
improved
stampede
model

Individual activity
recognition/group

20:
smartphone
sensing

Decision-tree/K-means
for clustering

CAM, AC 97.7
%, SP 98.6 %,
FNR 10.9 %
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benchmarking hence the replacement with [30] a public dataset of human activity
recognition from machine learning repository.

6 Conclusion

The study is evaluated using machine learning algorithms for effective mitigation of
crowd disaster with an improved stampede prediction model to extend the work of
baseline. Data collected in real time from 20 students on individual and group activity
recognition were obtained using smartphone sensing and analyzed offline using deci-
sion tree algorithm. The clustering of the participant using the smartphone as partici-
pant nodes PSid was achieved using K-means algorithm to determine subarealist with
various clusters to know the area that is more susceptible to stampede which can lead to
crowd disasters. Experimental results show that the proposed model achieve better
classification result using decision tree algorithm and can facilitate safety control
measure in a disaster-prone area in crowded area.
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Abstract. This paper investigates the accuracy of five state-of-the-art
machine learning techniques — decision tree J48, nearest neighbors, k-
nearest neighbors (k-NN), backpropagation neural network, and naive
Bayes — for image-based snake species identification problem. Conven-
tionally, snake species identification is conducted manually based on the
observation of the characteristics such head shape, body pattern, body
color, and eyes shape. Images of 22 species of snakes that can be found in
Malaysia were collected into a database, namely the Snakes of Perlis Cor-
pus. Then, an intelligent approach is proposed to automatically identify
a snake species based on an image which is useful for content retrieval
purpose where a snake species can be predicted whenever a snake image
is given as input. Our experiment shows that backpropagation neural
network and nearest neighbour are highly accurate with greater than
87% accuracy on CEDD descriptor in this problem.

1 Introduction

There are approximately 3,000 snake species has been identified so far with
600 of them are categorized as venomous [13]. For many countries with vast
agricultural sectors especially in South East Asia Region, snake-bite is a common
occupational hazard to farmers and plantation workers [19]. Snakebite is a severe
medical emergency which requires fast first-aid treatment and typically leads
to hospital admission. Globally, at least 421,000 envenoming and 20,000 deaths
occur each year due to snakebite [13]. In Malaysia, according to a five-year review
of snakebite patients admitted to a tertiary university hospital, there were 260
cases of snakebites reported, and 52.9 % of them were bitten by unidentified
species [4].

To perform optimal clinical treatment, the diagnosis of the snake species
responsible for the bite is vital. The slightest delay might result in severe mor-
bidity and mortality [4]. Therefore, it is important to precisely and concisely
determine the type or species of the snakes. This information is important to
identify if the snake is venomous or not, thus helps physicians to determine
suitable anti-venom therapy and further treatment plan. Since different species
c© Springer International Publishing AG 2017
S. Phon-Amnuaisuk et al. (eds.), Computational Intelligence in Information Systems,
Advances in Intelligent Systems and Computing 532, DOI 10.1007/978-3-319-48517-1 5
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inhabits many different regions, the dynamic approach is needed and developed
for diagnosing the type of snakes in various parts of the region.

Other than medical purposes, the snakes species identification is also useful
for wildlife monitoring purpose [9]. Image captured by camera traps in national
parks and forest can be used to assess the movement patterns of the correspond-
ing reptiles [15]. Wildlife monitoring is essential to track the changes of the
population size and the condition, as well as to detect new species inhabiting
a particular area. Nature disaster and environmental pollution can affect the
balance of ecosystem if not monitor adequately.

Nonetheless, considering the difficulty faced by most people in identifying the
snake species, the main aim of this work is to perform species recognition by the
input of a snake image. Satisfying this objective may serve various purposes
in medical treatment and environmental management. Conventionally, snake
species are distinguished manually based visual features such as head shape, skin
color, eye shape, and body shape. This process requires knowledge of snakes fea-
tures which is not common for most people where only a handful experts have
this useful knowledge.

Therefore, in this paper, we present textural image classification of snake
species from South East Asia using multiple supervised machine learning tech-
niques to assist people (not necessarily experts) in recognizing the snake species.
Our work compares and analyzes a few techniques to obtain the most precise
and accurate outcome of the species classification. We manually gathered and
created snake species corpus of 22 species from Perlis Snake Park in Malaysia.
Then, we extracted textural features from each images using Color and Edge
Directivity (CEDD) [3] descriptor. Finally, we performed species classification
using five different state-of-the-art classifiers which are naive Bayes [8], deci-
sion tree J48 [17], k-nearest neighbors (k-NN) [6], nearest neighbors (k-NN with
k = 1) [6], and backpropagation neural network [1,14]. The overview of the exist-
ing works regarding textural image classification is presented in Sect. 2. Section 3
describes database of snake images used in this research. In Sect. 4, we report
experimental results and conclude our discussion with some direction for further
works in Sect. 5.

2 Related Works

Numbers of automated image detection and recognition techniques were pro-
posed several decades ago. Recently, the image classification and detection of
animal has been explored to protect and monitor wildlife [5,16,20], and also vice
versa, to protect human from animal threat [18]. Machine learning algorithms
have been used widely in many studies to achieve this purposes.

Image-based wood species recognition was proposed by Zhao et al. [21–23].
In [22], they considered color, texture, and spectral features to discern the wood
species visually by using the backpropagation neural network. This technique
compares the classification output with desired output, and the errors are prop-
agated back to the previous layer and adjusted until it meets the predetermined
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threshold. Zamri et al. [21] applied Improved-Basic Gray Level Aura Matrix
(I-BGLAM) technique to extract 136 features from each wood image. Backprop-
agation neural network classifier then was used to classify 52 wood species based
on the extracted features. In 2012, backpropagation neural network was used to
recognize butterfly species in [12]. Features used were calculated by using branch
length similarity (BLS) entropies from the boundary pixels of a butterfly shape.
While in [23], color and texture features were used with the k-nearest neigh-
bour (k-NN) as the classifier. kNN algorithm classifies wood species according
to similarities of extracted features. Another work, Faria et al. [7] also pro-
posed an image-based plant species recognition by using k-nearest neighbour.
The research analyzed the RGB information channels to extract the suitable
features for plant species identification problem.

Christiansen et al. proposed a detection of wildlife animal using thermal cam-
eras to promote wildlife-friendly farming to reduce injury and death of animals
due to agricultural machinery [5]. This work uses k-NN classifier to discriminate
animal and non-animal based on heat characteristics of objects. In the work of
Yu et al., sparse coding spatial pyramid matching (ScSPM) has been used to
extract features and classify image captured by camera traps using Support Vec-
tor Machine (SVMs) [20]. They successfully used the method to identify over 57
animal species and achieved an average classification accuracy of 82 %. Parikh
et al. presented multiple object detection techniques such as object matching,
edge based matching and skeleton extraction for real-time application [16]. In
contrast, Rangdal et al. proposed animal detection of targeted animal and pre-
vent animal intrusion in the residential area. Their system uses Haar of Oriented
Gradient to extract shape and texture features and use SVMs as classifier [18].

These developments have shown that the growing interest in nature and
wildlife conservation increases the needs of utilizing the available technological
breakthrough—such as sensors, digital technology, and artificial intelligence—
for species identification. Snake is one of the animals with the highest number of
species. Thus, there is a demand for an automatic snake species identification. To
our knowledge, the closest work to our research can be found in [10]. In [10], an
automatic snake species identification from snake images was proposed by using
machine learning algorithms. In contrast to our work which applies texture based
approach as features, James et al. [10] used features describing top, side and body
views of snake images. However, these features were manually converted into
feature vectors whereas, in our study, the texture-based features are extracted
automatically from the snake images.

3 The Snakes of Perlis Corpus

The Snakes of Perlis Corpus consists of snake images which were collected from
the management of Taman Ular and Reptilia, Perlis, Malaysia. The corpus con-
tains 349 samples of 22 different snakes species. The highest number of samples
with 33 samples is of the William Ratsnake species while the lowest number of
samples with three samples is of the Bungarus candidus species. Figure 1 shows
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Fig. 1. Examples of snake images in the snake of Perlis corpus

Table 1. The snakes of Perlis corpus: samples distribution

No. Snake species Number of
samples

No. Snake Species Number of
samples

1 Albino Burmese python 12 12 Reticulated Python 32

2 Green tree python 10 13 Malayan Krait 3

3 Albino naja sputatrix 31 14 Savu Python 12

4 Leucistic Texas rat snake 10 15 Malayan Pit Viper 9

5 Ball python 12 16 Mangrove Pit Viper 8

6 Naja tripudians 29 17 Dog-toothed Cat Snake 25

7 Black naja sputatrix 11 18 Asian Rat Snake 33

8 Ophiohagus Hannah 28 19 Copperhead Rat Snake 7

9 Boa constrictor 29 20 Yello Naja Sputatrix 8

10 Oriental rat snake 10 21 Javelin Sand Boa 4

11 Mangrove snake 7 22 Yellow Rat Snake 19

several examples of snake images in this experiment from the species of Yellow
Ratsnake, William Ratsnake, Naja Tripudians and Green Tree Python (Table 1).

3.1 Feature Extraction

Feature extraction is a process to transform raw images into particular
forms that are useful for machine learning tools to perform classification. As
previously mentioned, we used a texture-based descriptor, Color and Edge
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Directivity Descriptor (CEDD) [3] in this project since a snake species can
usually be identified by human eyes based on its colour and skin texture. The
CEDD descriptor uses colour and texture characteristics represented in his-
togram form. The features are created in two steps. Firstly, the histogram is
divided into six regions based on texture [3]. Secondly, 24 regions are calcu-
lated from each of these regions by using colour characteristics. Hence, 144
features (6 × 24) are generated. The texture-based descriptor was selected to
distinguish snake species based on the patterns of the snake skin. JFeaturelib
package [11] was used to generate feature vectors for this descriptor. Hence,
this procedure produces a dataset called Snake-CEDD dataset where the total
number of attributes is 144.

4 Experiment

We conducted an extensive series of experiments to compare the accuracy of
five state-of-the-art machine learning algorithms on Snake-CEDD data set (as
described in Sect. 3. The Weka package [2], was used to implement the five
machine learning techniques (nearest neighbours, k-nearest neighbours (k-NN),
naive Bayes, backpropagation neural network, and decision tree J48) in these
experiments. For k-NN, we randomly selected k = 7 in this experiment. While
for backpropagation neural network, we used three-layer network where the hid-
den layer consists of c+d

2 nodes where c is the number of species and d is the
number of attributes. In all experiments, a standard machine learning evalua-
tion technique, the 10-fold cross-validation, was performed for ten repetitions to
ensure the correctness of the experimental results. The ten repetitions ensure
that all classes including classes with small sample size were included in the
training and testing process.

4.1 Performance Metrics

The snake species identification problem is presented as a multi-class problem.
We present the accuracy of five of the state-of-the-art algorithms in Sect. 4.2. The
accuracy is measured by four metrics: the percentage of the correct predictions,
precision, recall and F-measure. Correct predictions give the percentage of the
images which were correctly classified. The precision explains the fraction of test
images classified as a class x that are truly from the class x whereas recall is the
fraction of test images from a class x that are correctly identified as the class
x. For instance, given a class label Green Tree Python, the precision gives the
fraction of the images classified as Green Tree Python that are correctly from the
Green Tree Python species. The recall explains the fraction of the Green Tree
Python images which are correctly identified as the Green Tree Python species.
F-measure is the harmonic means of precision and recall. These performance
metrics are calculated by using Eqs. 1, 2, 3 and 4.

Correct predictions =
TP + FP

TP + FP + TN + FN
(1)
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where TP is the number of true positive cases, TN is the number of true negative
cases, FP is the number of false positive cases, and FN is the number of false
negative cases.

Precision =
TP

TP + FP
(2)

Recall =
TP

TP + FN
(3)

F-measure = 2 · precision · recall
precision + recall

(4)

The average accuracy for each set of 10 cross-validation folds is calculated result-
ing one result is produced for each run. Hence, for each algorithm, 100 estimates
(10 folds times 10 runs) are used to calculate the accuracy metrics in these
experiments.

4.2 Results and Discussion

Table 2 shows the accuracy of all algorithms on Snake-CEDD dataset. The cor-
rect predictions value for each of the five algorithms: 75.64 % for naive Bayes,
87.93 % for backpropagation neural network, 89.22 % for nearest neighbour,
80.34 % for k-NN, and 71.29 % for J48. The correct predictions score of back-
propagation neural network and nearest neighbours are significantly better than
naive Bayes at the 5 % level of statistical significant. Naive bayes, however, has
the correct predictions score better than the accuracy of J48 but this maybe
due to chance since we cannot rule it out at 5 % significant level. All techniques
perform worse than nearest neighbour where the correct predictions score of
J48, k-NN, and naive Bayes are significantly worse than nearest neighbours (at
5 % significance level). Nearest neighbour gives better prediction since all snake
images of a particular species are usually similar in texture and colour.

The recall, precision and F-measure for backpropagation neural network,
nearest neighbour and k-NN are significantly higher than naive Bayes and
J48 algorithm. They perform almost perfect predictions with 0.99, 0.96, and
0.96 precision for backpropagation neural network, nearest neighbour and k-
NN, respectively. For recall, these algorithms (backpropagation neural network,

Table 2. Accuracy result on Snake-CEDD dataset

Classifier Correct
predictions

Recall Precision F-measure

Naive Bayes 75.64 0.92 0.94 0.93

Backpropagation neural network 87.93 1 0.99 0.99

Nearest neighbour 89.22 1 0.96 0.97

k-NN (k = 7) 80.34 1 0.96 0.97

Decision tree J48 71.29 0.79 0.71 0.72
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nearest neighbour and k-NN) obtain perfect prediction (score 1 for recall).
Backpropagation neural network obtains slightly higher F-measure score com-
pared to nearest neighbours and k-NN, hence, it is not significantly better than
nearest neighbours and k-NN. The results demonstrate the high probability of
backpropagation neural network, nearest neighbour and k-NN to provide correct
and consistent predictions.

5 Conclusion

This work introduced a snake images corpus, namely Snake of Perlis Corpus
which consists of snake images from Taman Ular & Reptilia, Perlis, Malaysia.
The corpus was used to experiment the effectiveness of a snake species identi-
fication by using machine learning techniques. The experiment shows that the
nearest neighbour algorithm perform and the backpropagation neural network
perform the best on the dataset extracted from the images by using texture-
based feature descriptor (CEDD descriptor). To our knowledge, this is the first
time texture-based features are used for automatic snake species identification.
In future work, we plan to apply other image-based features (such as Haralick,
shape, and spectral features) and to apply segmentation process for snake species
recognition. We will also conduct further test on the accuracy of backpropagation
neural networks and k-NN for this problem with different parameters.

Acknowledgments. Authors would like to thank the Taman Ular & Reptilia, Perlis
and the School of Computer and Communication Engineering for the facilities provided
in conducting this research.
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Abstract. Bus transit is not popular in Brunei partly due to high ownership of
private cars and this will lead to severe traffic congestion in the future. This paper
discusses the design of a mobile application to sustain an incentive scheme for
public bus transportation in Brunei. It supports a case study on whether an
incentive scheme has impact to increase bus transit ridership under the prevailing
transport conditions. The application has a front-end mobile app to collect dates
and time stamps of each ride and a back-end infrastructure to manage stakeholder
details, incentive schemes, bus routes and a repository for travel time stamps.
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1 Introduction

Transportation is among the more vital economic activities to move goods and people
on demand from source to destination. As population increases, the cost of trans-
portation manifests itself in many forms such as higher costs of sustaining land use for
transportation, and health, safety and environmental effects from pollution and traffic
congestions. There is urgent need to strive for optimal use of land for roads and
highways, to address traffic congestion and air pollution contributed mostly by pet-
roleum powered vehicles. Hence, an efficient transportation system is critical to balance
the needs of essential road users and the environmental impacts from transport.

The two main forms of transportation, private and public differ largely on their
usage. Public transportation such as buses and trains generally convey a larger number
of people and goods, and available for public use. Normally, it runs on fixed routes and
charges set fares. Private transportation is on-demand and not available for public use.
Public transportation such as buses and rapid transits are effective for their high
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capacity modes to move people and goods. Findings argue that effective mobility
management resulting in high quality public transportation and transit oriented
development reduces vehicle miles travel, thereby reduces pollution emissions and
traffic congestion, resulting in better consumer savings and economic development [1].
Such findings place emphasis for countries to develop effective public transportation
strategies to encourage its citizens to peruse of public transportation. In Brunei, this
emphasis has yet to be realised nor experienced by the populace due to the ease of
owning private vehicles, generous fuel subsidies and relative small population, con-
tributing to low ridership in public transportation. Such issues are highlighted in a
white paper on the need to formulate a masterplan to sustain a land transportation
system for the country [2]. The current low ridership is a concern. To alleviate this
issue, a case study is conducted on whether an incentive scheme has impact to increase
ridership under the prevailing bus transit conditions. This paper discusses the design of
a mobile application to support the incentive scheme. The application has a front-end
mobile app focusing on building the interfaces for the respective stakeholder roles and
collects the dates and time stamps of rides, while the back-end supports the adminis-
tration and database infrastructure.

The rest of the paper is organized into the following sections: Sect. 2 discusses the
prevailing bus ridership problem; Sect. 3 discusses the background of incentive pro-
grams on public transit; Sect. 4 discusses our approach in designing and developing the
R4R incentive application; Sect. 5 provides a critical discussion of the results of the
pilot study; and the conclusion and further research are presented in Sect. 6.

2 Problem Statement

The current low ridership of the public bus transport is a concern and a reflection of the
high ownership of private vehicles in Brunei. Results of the Transport Attitude Survey
conducted by the Centre for Strategic and Policy Studies (CSPS) confirm high car
dependency across the surveyed population and a large proportion of those who use the
bus transport regularly have no access to cars [2]. It is evident that public transportation,
particularly buses, is not effectively utilized by the local populace. Despite efforts by the
Land Transport Department to improve the bus transport system such as enhancements
in route maps, schedules and interior comfort [3], the number of bus riders remain low.
Meanwhile ownership of private vehicles increased by 19 % over two years (2011–
2013) and the car ownership rate at 2.65 people per vehicle is high [4]. Clearly the
enhancement efforts have not motivated more local populace to use the public bus
transport. This may be due to the common attractions of private car, such as diverse
activity locations, abundant parking lots and relative lower levels of traffic jams [5].

3 Related Literature

Incentive schemes have been applied on public transport to reduce commuter con-
gestions at peak times or to encourage more commuters to switch from private to public
travel mode. One such scheme is the Travel Smart Rewards (TSR) in Singapore.
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The TSR is introduced to optimize public transport capacity by reducing morning peak
period congestion on the Mass Rapid Transit (MRT) or Light Rail Transit (LRT) [6].
TSR uses the accumulation of points for cash rebates. Points are earned per trip on the
MRT or LRT with the perk of extra points in the morning off-peak hours. Further
motivation to induce off-peak riders is the use of “gamification” where riders login to
play “Spin to Win” for more point accumulation or gain cash rebate. In 2014, the TSR
extended to corporate-tier rewards to encourage companies to create supportive envi-
ronments for flexi-travel for their employees, i.e. to be able to travel on public transport
during off-peak periods [7]. TSR was launched in January 2012 and within two years of
implementation, the results are encouraging. On average about 12 % employees (pilot
study of 12 companies) shifted out of the morning peak periods [8] and an estimated
7–8 % decrease in commuters number in the morning peak periods since 2013 [9].

The INSTANT project is another example of a pilot program to use an incentive
mechanism to decongest roads in Bangalore, India, by encouraging commuters to travel
at less congested periods. The focus group is the employees of Infosys Technologies,
Bangalore. Qualified commuters are awarded credits daily based on arrival times, and
weekly, an algorithm is applied to qualify winning commuters for cash rewards.
Winners are randomly selected based on different levels, and non-winners at higher
levels qualify for lower levels. After the weekly draw, credit deduction is applied to all
winners and non-winners. The credit deduction feature influences the behavior of
commuters to arrive early to maintain credit balances for the weekly draws and pre-
vious winners would need a longer period to build up credit balances [10]. The project
ran for a period of six months and recorded results over three time segments (before 8
AM, 8–8.30 AM, 8.30–9 AM). The results show that number of commuters in each
segment has roughly doubled over the study period [10].

By contrast, our R4R incentive scheme approach focusses on increasing bus rid-
ership overall rather than shifting commuter travel to off peak times. TSR and
INSTANT incorporated “gamification” and employers participation to entice travel at
less congested periods while R4R is based on specific routes of a bus company and a
group of vendors to provide rewards points accumulated per ride, mainly due to the
reasons that the Brunei bus transport system has not matured to an extent with con-
venient routes (bus on-off boarding is within walking distance) and ticketing is manual.
Hence the R4R design would need to account for these issues. In addition, for the same
public transport patronage scheme, outcomes are different in different countries [11].
This adds up to the novelty of the R4R scheme, introduced in this paper, since no
similar schemes have ever been implemented in Brunei.

4 Methodology of the Rides for Rewards (R4R) Application

Figure 1 shows the methodology applied to develop the R4R mobile application. It has
five stages, namely pre-initiation survey, collect requirements, assess requirements,
develop prototype and conduct a pilot study. The pre-initiation survey is a pre-
development stage conducted early to gauge the viability to develop the application.
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4.1 Pre-Initiation Survey

Prior to the development of the application, an initial survey is conducted to gauge
early opinions on whether the surveyed group would switch to bus transport mode if a
mobile based incentive scheme is in place and to get some insights on their preferences
on type of rewards. The target group is students from the same university, the rationale
being that university students are perceived to be low income earners, dependent on
others for transportation and of an age where they are independent travelers. A total of
102 responses are received and 84 % are students. While 59 % has indicated that they
would switch to bus transport if the incentive scheme is introduced, however, only
about 21 % rate that the scheme would be successful to increase bus ridership. In terms
of preferences for rewards, the top three choices are free movie tickets (59 %), food
vouchers (51 %) and entertainment discounts (48 %). However, when the respondents
are asked to list local businesses by name for rewards redemption, the top business
choices are food and beverages related at about 33 %. These results show some evi-
dence that an incentive scheme would be supported and preferred rewards are geared
towards food and beverages.

4.2 Collect Requirements

Collect requirements is in the form of a survey conducted over a period. A landing page
(http://ride4rewards.tumblr.com/) is created to provide information on the R4R scheme
and direct respondents to one of two surveys, based on age category: 15–29 years and
over 30 years. Link to the survey is propagated on buses and social media. The
objectives are to gain insights on the demographic details of bus commuters, fre-
quencies of bus rides, further insights on inducements to convert non-commuters to
commuters and the choice of mobile technology in common use. Table 1 is a summary
of the responses.

A total of 226 responses were recorded, 191 responses from the 15–29 years
category and 35 responses from the over 30 years. In the 15–19 years category,
respondents are mostly predominantly students (87 %) with 85 % in low income level.
The over 30 years category are mostly working in the public sector (66 %) and 57 %
are in the considerable high income level. In frequency of using public bus, both
categories show similar results i.e. 63 % have never taken the bus. This is reflected in
their daily mode of travel of very high usage of private vehicles at 90–100 %. There is

Fig. 1. Methodology applied to develop the R4R application.
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some evidence that a bus ridership incentive scheme would encourage more riders in
both categories; 51 % from the 15–24 years and 29 % in the over 30 indicated that they
would take the bus with an incentive scheme in place. The surveyed results also show
Android device is predominantly high for both categories at over 60 %, though there is
a relatively high percentage for IOS device at 30–37 %.

4.3 Assess Requirements

The findings of the Collect Requirements stage are used to identify which stakeholders
to connect with, in terms of relevant bus routes and businesses providing the rewards.
The findings will also influence the development technology for the mobile application.
From the responses, the mobile application can expect better support from students and
youths in the age group 15–29 years, with low income level. Hence bus routes selected

Table 1. Summary of responses from the Collect Requirements stage

Category: 15–29 years Category: over 30 years

Number of
responses

191 35

Demographics
Age group 43 % in the 20–24 age group 40 % in the 30–34 age group
Nationality. 87 % citizens; 8 % permanent

residents
91 % citizens; 6 % permanent
residents

Occupation 4 % government sector; 87 %
students

66 % government sector; 2 %
students

Average monthly
income

85 % in the $0–$499 range 57 % in the above $3000 range

Bus ridership
Permission to ride
bus

61 % have parents who allow them
to use the bus on their own

63 % would allow their young
children, 15 years and above, to
ride the bus on their own

Frequency of
rides

63 % have never used the bus; 3 %
use the bus daily

63 % have never used the bus; 3 %
use bus at least monthly

Incentives
R4R incentive
scheme (claim
travel behavior)

51 % stated R4R will encourage
them to ride the bus

29 % stated R4R will encourage
them to ride the bus

Rewards 15 % towards free bus rides; 26 %
towards gadgets, clothes and
food/beverage vouchers

26 % towards free bus rides; 20 %
towards gadgets, clothes and
food/beverage vouchers

Others
Mobile
technology

66 % used Android phones; 30 %
used iPhone

63 % used Android phones; 37 %
used iPhone

Daily transport
mode

90 % private vehicle; others 10 % 100 % private vehicle
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for the study are more relevant to this group. Brunei has only six private bus companies
and each company is allowed to operate specific routes. Amongst the six companies,
only one company (PHLS Sdn. Bhd.) agreed to participate on six of their routes. These
routes cover some of the areas highlighted in the survey as relevant to this group, such
as places of worship, shopping malls and youth centers. Similarly, the vendors sup-
plying the rewards are selected based on the preferred choices of rewards identified
from the survey. Hence, the six businesses participating in the scheme include apparel,
restaurant franchises and companies promoting activities which appeal to youths such
as a fitness center. Finally, the predominant mobile technology is identified as Android
based (66 %) though the IOS based devices are relatively high at 30 %. Therefore the
mobile application was developed on Android. IOS based devices will access the
scheme via Web app.

Though the assessment is focused on the youths, comments from the over 30-years
category should be noted, that an incentive scheme would have minimal success
without taking into account factors such as high ownership of private vehicles, gen-
erous fuel subsidies and sufficient number of bus stops within walking distance for
commuters.

4.4 Develop Prototype: R4R Mobile Application

Developing the prototype takes into consideration the needs of the main stakeholders
and the potential that the R4R incentive scheme can evolve into a business platform to
sustain the public transportation industry in Brunei.

Description of the R4R Ecosystem. R4R is designed to support an incentives-based
ecosystem comprising several stakeholders: bus riders, bus companies, vendors pro-
viding the rewards and administrator. Figure 2 shows a high level use case diagram of
the main actors i.e. stakeholders. The main role of the bus rider is to earn points and
redeem points for rewards. Points are earned per bus ride, by referral and a once-off for
registration. During the study period, riders are issued special R4R tickets with unique
codes which can be scanned to earn points using the mobile application. After accu-
mulation of sufficient points, riders select respective rewards to redeem. Once they
claimed a reward, a unique code is issued. This code will enable the rider to use the
reward at the respective vendor’s business place by simply showing the code. The role
of the vendors is to supply details of the rewards and to verify the rewards claim upon
presentation of the code by the rider. For the bus companies, their role is to supply
details of the bus routes and to issue the special R4R tickets to the riders. The
administrator’s role is to manage the platform for the R4R ecosystem. This includes
managing all components relating to riders, vendors, bus companies, the rewards
system, the code system and in addition, the R4R platform itself.

For the prototype, management of the ecosystem is highly dependent on the
administrator. If the R4R ecosystem goes “live” and operates as a business entity, it is
to be expected that some of the other actors (stakeholders) will assume better control of
their respective functionality. For example, vendors should have autonomous control to
initiate their own rewards and bus companies would directly update their route
information.
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Architecture Overview of R4R. The architecture overview for the R4R application is
based on a Backend as a Service (BaaS) approach to connect the front-end mobile app
to the backend resources in the cloud using unified application programming interfaces
(APIs) and software developer’s kits (SDKs) (Fig. 3).

The front-end R4R mobile app is designed using Intel XDK software [12]. It is
created as a hybrid app of web and native technologies using HTML5 technologies,
integrated with Cordova plugin which enable the app to access the device’s native
features such as camera and GPS. Pure JavaScript is used to communicate data between
the client (app) and the server. Parse is used for the back-end comprising the Parse
server and online database [13]. Parse has its own API to communicate with the
database using JavaScript, Java or Objective-C. This is an advantage as it provides a
unified interface between HTML5 and the back-end technology. Hence developers
need not switch between different programming languages during development and can
focus more on the front-end app development.

Fig. 2. Use case diagram for the main actors of the R4R system.

Fig. 3. Architecture overview of the R4R system.
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Features of the R4R Mobile App. The R4R mobile app prototype is focused on two
actors, Riders and Vendors. Hence the app features two different login modes, Rider
login and Vendor login. Riders have access to four main features: Rewards, Scan for
points, Feedback, and Profile. Rewards feature lists available rewards that can be
redeemed with the required number of points. Scan for Points feature allows riders to
earn points by scanning the QR code on the special R4R bus ticket or by manually
keying in the code found below the QR code. Figure 4 shows the process of how Riders
earn points and redeem rewards. Feedback feature is a form whereby riders’ feedback is
captured live on the Parse database. The Profile feature is where Riders edit account
details. In addition, Profile comes with additional views: “MyRewards”, “MyTasks”,
“Sponsor Profiles” “Bus Routes” and “About”. All these views basically list the
information relevant to the Rider and inform various statuses of their points and rewards.

Vendors have access to two features, view the status of their rewards offered and
use the Scan Code feature to scan codes from Riders claiming their rewards. Admin-
istrator oversees the R4R platform i.e. manages the technical operations of the platform
as well as the business process(es). For example, a business process is capturing
sponsor and reward details on the system, after negotiating and agreed upon on the
terms with vendors. “Bus Companies” is currently an actor that does not interact direct
with the R4R system. They feed details of the bus routes manually to the Administrator
for input into the system.

R4R Mobile App User Interface (UI) Design. The overall UI is designed for familiarity
in user experience. Hence the design is influenced by minimalistic art movement for
simplicity and to reduce graphic noise. Button and input boxes are designed with
rounded edges to soften the look. Icons are designed for familiarity to engage riders
(users). Serif font is chosen as it is web-browser friendly. “Roboto Slab” font is selected
for highlights as it gives off a semi-formal look and its thickness is ideal for legibility
against the Serif font. Finally the main color scheme is “teal/green” to reflect the
sustainability nature of the study and because “Green” colour has a feel of nature,
balance and harmony. Figure 5 shows the UI design for the app and the theme is
consistently applied throughout.

Fig. 4. Process to earn and redeem points for reward; *Points earned each time; **Points earned
once-off

Rides for Rewards (R4R) 67



4.5 Conduct Pilot Study

A pilot study is conducted to test the prototype on the field and to observe claimed and
actual travel behaviour during the trial period. The trial period is three weeks. The
participants are one bus company with six routes (Routes 34–39), six vendors spon-
soring the rewards and riders and bus Riders. The Riders also include a focus group of
seventeen survey respondents randomly selected. The focus group will test and provide
technical feedback of the R4R app and participate in the data validation where the main
purpose is to observe the claimed and actual travel behaviour with the R4R incentive
scheme during the trial period. Public riders were informed of the study and where to
access the app through posters on the buses and ticket conductors. The Android version
is downloadable from Google Play [14]. The web app version is downloadable via a
URL link [15]. Riders who participate in the R4R pilot study are required to request for
QR codes from the conductor. One QR code would be issued per ride. The codes are
scanned via the mobile app to earn ten points. The point system was designed in such a
way that riders would earn points not only by riding the bus but also by completing
other tasks such as referrals of the mobile app. During the trial period, riders are
rewarded generously to encourage them to take the first step towards sustainable travel
behaviour as shown in Fig. 6.

Technical bugs with the application as reported by the focus group were resolved
with relative ease within the study period, though non-technical issues were not
resolved, such as some buses being unable to distribute the codes as they were not
adequately briefed about the trial study.

Fig. 5. User Interface (UI) for the R4R mobile app. (1) Login page (2) List of available rewards
(3) Scan QR code on R4R bus ticket (4) Riders’ feedback (5) Riders’ profile page. Noted the
picture is shown in shades of grey while the actual colour presentation is in shades of
“teal/green”. (Color figure online)

Fig. 6. R4R pilot study bonus points
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5 Results

Survey results from the pre-initiation stage show some evidence that commuters will
switch to taking bus transport with an incentive scheme, as claimed in 59 % of the
respondents, who are mainly tertiary level students. The basis of this percentage justify
developing the R4R mobile application to support the pilot study. The follow-up
survey from the Collect Requirements stage is targeted for two age groups 15–29 and
over 30. Results show that the highest percentage of feedback comes from the age
group 20–24, of which 87 % are students (Table 1). This is expected as the incentive
scheme would appeal more to those who are low income owners and are dependent on
others for transport. This age group is also tech-savvy according to Socialbakers which
stated a majority of Facebook users in Brunei are 18–24 (33 % population) [16]. Not
surprisingly, the survey shows 96 % in this age group own a mobile smart device
(Table 1). This is crucial as the R4R incentive scheme is developed for mobility.

Findings from both surveys influenced the development of the R4R system as a
platform as well as the user interface design of the R4R mobile app. The platform has
to support a mobile solution where commuters can do live updates to earn and redeem
points and vendors are able to do live validation of claim codes. The mobile app is both
Android and web based for broad coverage. The R4R platform and mobile app went
live during the pilot study stage. The process flow of earning, redeeming and claiming
points (Fig. 4) using the R4R system was successfully demonstrated. The results of the
study period showed that R4R gained thirty two registered users and eleven riders
successfully earn points by scanning or keying codes from bus tickets. The highest
point earner from one rider is 140 points. A total of 10 reward vouchers were claimed
by the riders.

In the pilot study stage, the focus group of 17 participants are sorted into two groups
where 9 of 17 answered ‘Yes’ to taking the public bus with R4R incentive scheme,
meanwhile 8 out of 17 answered ‘No’ to taking the bus with R4R incentive scheme. The
number of participants in each group is decided in such a way to replicate similar
claimed behaviour percentage (Table 1) from the survey conducted at the Collect
Requirement stage. In the first week, none of the participants took the public bus. In the
final week, only 4 out of 9 participants who claimed that they will take the public bus
with R4R incentive scheme actually took the public bus, the other 5 did not. For the 8
participants who claimed that they will not take the public bus with R4R incentive
scheme, 6 performed as claimed while 2 shifted their behaviour and took the bus. Based
on this, 35 % of the participants took the public bus with R4R incentive scheme and
65 % did not. A discrepancy can be observed between the participants’ claimed beha-
viour from the survey responses (51 %) and the actual behaviour (35 %) from the pilot
study. This is as expected it takes time to change habits or behaviours [17].

6 Conclusions and Future Work

There are technical and business aspects to sustaining the R4R incentive scheme for
public bus transport. The technical aspects involve the development of the front-end
mobile app and the back-end cloud infrastructure. This led to the implementation of the
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R4R mobile and web apps accessible on Google Play and URL respectively, while the
R4R cloud is on a BaaS service provider (Parse). The business aspect of R4R includes
integrating all the services of the vendors (rewards sponsors) and the bus companies
with the back-end to serve the riders.

The R4R technical platform has demonstrated its workability to capture data
especially ride information details and emulated the process of earning, redeeming and
claiming rewards. This technical platform has potential to be evolved into a business to
support not only bus transport but other forms of public transports. The business aspect
of the R4R scheme would have to encompass the main stakeholder, riders, vendors, bus
companies and the business itself. To be a viable business, the technical platform has to
be further developed to include features to let vendors and transport companies do live
updates and provide advertisement space. It would also need to go beyond the current
basic gamification features to better engage riders. Furthermore, as data accumulate,
there is potential to include analytics clients to explore data.

At the conclusion of the study, it is not possible to determine if the R4R scheme
was able to increase bus ridership based on current conditions. This is due to several
factors such as: the study period of three weeks being too short to get realistic data,
insufficient bus operators are participating and therefore there are insufficient bus routes
to simulate normal travel conditions, insufficient propaganda on the scheme hence
attracting minimal riders. However, the focus group results (35 %) show some evi-
dence that riders will actually take the bus with an incentive program in place. This is a
good indication to further the research of the R4R scheme to better understand its
viability as an incentive mechanism and a sustainable business to address the low
ridership issue.

It should be noted that the CSPS whitepaper has discussed that the main issue
which causes low ridership in bus transport is poor quality of the bus transport system
in terms of conditions of buses and bus terminals, connectivity to places, overall
journey speed and high ownership of private vehicle [2]. Collaborative efforts with
several organisations such as the Land Transport Department, policy makers and bus
operators are necessary to manage this issue. The R4R platform aspires to be the
catalyst to initiate such organisations to start prioritising improvement of the public bus
transport system to address the low ridership issue.
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Abstract. Near field communication (NFC) is a form of short range contactless
and wireless communication between devices, a subset of RFID, with a much
shorter communication range for security purposes. Any objects can become a
passive device by tagging a NFC tag on them. In the past, RFID and smart card
was a feasible choice for bus fare/token ticketing as their tag can cost as low as
10 cents/piece, being also the average price for a NFC tag. However, their tag
readers are expensive, such as passive RFID and smart card reader, and not
universal. Thus, this project proposes an economical and portable ticketing
system, named mBus, designed to (1) simplify payments for bus rides and
(2) low-cost fare/token tracking using NFC. The proposed mBus consist of
(1) bTag, (2) bReader, and (3) bData. The bTag are able to (1) store infor-
mation, and (2) communicate with an active reader device, bReader. User can
purchase a bTag, being a NFC tag, and a bus pass. bTag contain crucial
information such as user information and remaining token/fare. A mobile
application, named as bReader, allows the bus driver to (1) read bTag, (2) act as
a payment gateway, and (3) create new users. The system record user data in
bData, being a remote SQL database using PHP web pages. The system is being
designed as mobile application since mobile devices has huge market in the
portable devices industry and recent mobile system has NFC chips installed in
them, i.e. anyone who desires to use this bus fare/token ticketing system can find
and obtain inexpensive NFC-embedded mobile device easily.

Keywords: Near field communication (NFC) � mBus � bData � bTag � bReader

1 Introduction

Near field communication (NFC) tags, lately, is being deployed as bus pass especially
as close-range bus fare/token ticketing system, i.e. NFC reader is used to track and
detect NFC tags, while NFC passive tags are being used as bus pass and store bus pass
information. NFC, being a subset of RFID, shares the same characteristics, being
(1) the low cost, (2) low power usage, and (3) no necessity of reading in direct line of
sight characteristic of RFID. NFC provides data transmission rate up to 424 Kbit/and
uses 13.56 MHz radio frequency to communicate. However, NFC have a much shorter
effective range compared to the best effective range, being 10 cm (reported), i.e. normal
effective range is 3 cm. The benefits of NFC communication having shorter range is
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that NFC communication will have much lower vulnerability to noise and interference
compared to RFID and other short range wireless communication technology such as
Infrared and Bluetooth.

In 2013, Manuel et al. reveals that NFC-Powered Bridge between mobile appli-
cation and NFC embedded system has various new security-related attack vectors to the
system [1]. Some of these vectors could be found in (1) the mobile application itself,
(2) the NFC communication itself, and (3) the communication to the target system. To
solve these problems, concepts to secure the NFC communication are made such as
encrypt the target system itself. However, this will cause additional battery usage for
the calculation of the cryptographic algorithms. Nonetheless, this issue will be con-
sidered in the system. In 2006, Esko et al. discuss about the capability of the NFC tags
to be emulated as a RFID tags in card interface mode [2]. This capability allows NFC
tag to be tracked by both NFC tracker and RFID tracker. This work highlights one of
the communication mode of NFC intended for peer-to-peer data communication which
is NFCIP-1, defined under ECMA-340 standard. There are two variants of NFCIP-1,
active mode and passive mode. By using NFCIP-1, it is possible to minimize the power
usage and extend the lifespan of the target device or NFC tags which is beneficial to
device that has restricted energy source. In 2009, Morak et al. proposed a method to
register new patients with NFC-implemented system [3]. The moment the system
touched a non-associated new user ID card, it implicitly register the ID card with a time
stamp while the card data can be edited online later. This method will be referred when
building up system to create new tag. In 2011, Finžgar et al. proposed a system which
enables the use of phones for acquiring electronic public transport ticket [4]. However,
in their proposed system, user are required to register as user, prior, and payment are
divided into different subscribers, which could complicate the management and the
price of tickets.

In this paper, a proof of concept using NFC as bus fare/token system is proposed.
Overall, several advantages can be obtained, being (1) implementation of a easy-to-
implement low-cost secure mobile ticketing system (encrypted) for public transport,
(2) avoidance of bus operator related errors, such as fare/token calculation, (3) facilitate
the monitoring of passenger and their preferences, and (4) distributed management for
fare/token, compared with legacy-based centralized controlled system, such as
fare/token purchase. The remainder of this paper includes: Sect. 2 that outlines the
NFC characteristics; Sect. 3 that describes and discusses the proposed system; Sect. 4
discusses the mBus system and shows experimental results; and Sect. 5 concludes the
paper.

2 NFC Characteristics in Related Works

Being a subset of RFID, NFC shares the low cost, low power usage and no necessity of
reading in direct line of sight characteristic of RFID. NFC also provides a data
transmission rate up to 424 Kbit/and uses 13.56 MHz radio frequency to communi-
cation. However, NFC have a much shorter effective range which the best effective
range is 10 cm and normal effective range being 3 cm. The benefits of NFC com-
munication having shorter range is that NFC communication will have much lower
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vulnerability to noise and interference compared to RFID and other short range
wireless communication technology, such as Infrared and Bluetooth, and is desirable in
this project.

For the close-range bus fare/token ticketing application, NFC reader is used to track
and detect NFC tags, while NFC passive tags are used as bus pass and store infor-
mation. The users are free to bring their own NFC tag as a bus pass. If the user don’t
have or can’t get access to any NFC tag, the bus driver will have NFC tags to sell,
being the NFC tag type 2. The NFC tag type 2 itself is cheap to manufacture thus easy
obtainable, while the tag’s high reusability reduce the overall cost. The 136 bytes
memory in the tag is more than enough to store bus pass information required in this
system.

3 Methodology

The target of this work is to deliver a bus fare/token ticketing application that utilizes
NFC. The target audience of this work will be any bus companies that want to
implement an emerging and economical mBus system. NFC will be used as the pay-
ment gateway, and to communicate and to modify NFC tag as bus pass. Mobile devices
that are NFC enabled will be used as bReader for bus drivers. Passive NFC tag, named
bTag, will be used as bus pass, which the tag contains crucial information to uniquely
identify each tag stored in the bData. The bus fare/token ticketing system, at first, will
verify bus drivers and check if the device is NFC-enabled. If the bus driver is verified
and the device is NFC enabled, i.e. bReader, the system will shall scan bTag. The
owner of the bTag can thereafter, (1) pay the bus fare/token, (2) check the balance bus
fare/token, and (3) perform top-up. For a bTag, either (1) unrecognizable, or (2) new,
the system will then enquire if the user wants to purge the tag and modify to become a
new bTag, allowing the creation of new bTag on-the-go. When the bTag is categorized
as unrecognizable, either (1) modified illegally or/and (corrupted) and/or (2) missing,
the owner of the bTag can proceed to repair the tag, by checking the bData. If the
owner of bTag loses the tag, the owner may also apply for a new bTag, and reclaim his
remaining fare/token. bData store crucial information for the whole system, which
include tables such as USER that stores users’ information with their corresponding tag
information, (1) HISTORY LOG that record the payment, top up or creation of the
users, (2) BUS that stores bus related information and (3) MISSING TAG which has all
the records of missing tag. Figure 1 shows the system flow and main component, with
the following features.

• Function to detect bTag as either authorized bus pass or unrecognizable tag. If
authorized as existing bus pass, allow owner of tag to proceed with payment, check
for remaining balance or top up bus fare/token. If not, allows creation of new user.

• Function to detect if the authorized bTag has been illegally modified. If true, the
bTag is categorized as unrecognizable.

• Function to store bTag activities. Only store bTag activity that affects the bTag
balance or the bTag creation.
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• Function to pass the history of bTag activity to bData through Internet connection.
The stored history in the bTag is then purged.

• Function to detect if the authorized bTag has expired, as the owner of the tag
reported it to be missing and lost. If true, the bTag is purged.

bData, using mySQL database, is used to store all information for the system.
Administrator is able to modify the bData through phpMyAdmin while the bus
fare/token ticketing application may only indirectly access the database through
PHPfiles. Being an open-source license-free database, more cost can be saved while
security measure can be applied freely to make the database more secure. MySQL also
can be hosted in Linux operating system, which can be installed in inexpensive
low-end equipment which further reduces the cost of mBus system.

4 mBus System

mBus system consist of (1) bReader, (2) bTag, and (3) bData. bReader can be any
devices that have NFC chip installed and able to connect to the Internet. This bReader
should have .nfc package to provide access to NFC function and allows mobile
application to read and to write NDEF message located at the NFC tag. bTag can be
any type-2 rewritable NFC tag that has 136 bytes memory, able to communication with
active NFC reader devices and can be programmable using NDEF. bData tracks the
bus fare/token to the MySQL database for updating and retrieving required data. The
following subsections discussed important elements of mBus.

Fig. 1. mBus System (a) system flow, and (b) main component and steps
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4.1 System Database

XAMPP, being a free Apache distribution software, include installation of several web
application is used in the project–see Fig. 2(a). With its control panel, the process of
running the Apache webserver and MySQL database can be simplified. Apache
webserver is used to host the MySQL online to be accessible through Internet while
MySQL is used to store database information for the users–ERD diagram is shown in
Fig. 3. Aptana Studio 3 is used to create PHP that connects the bus fare ticketing
application to the MySQL Database for updating and retrieving required data–see
Fig. 2(b).

4.2 Security–Verification Code

The verification code applied is encrypted using 128 AES encryption with TagID +
UserID + Bus Fare + Last Tag Year + Last Tag Month + Last Tag Day + Salt (re-
trieved from salt local storage based-on the date) + a specific secretID (retrieved from
salt local storage based on date) since last creation, payment or top up. An encryption
will be re-done on the retrieved data with the same salt and the same secretID. The
verification code will be the same if the information in the tag is unaltered or uncor-
rupted. If match, the system will then check the toggle mode, while changing the
Create New User button to Top Up selection.

Fig. 2. bData system and application (a) XAMPP (b) Aptana Studio 3

Fig. 3. ERD for mBus
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• If the toggle mode is Payment, the bus fare will be deducted and the bTag will be
rewritten with new bus fare, new current date and verification code from encryption
with salt and secretID of the day. This action will be recorded into the bTag history
local storage. The tag owner is revised to hold the bTag in place to avoid writing
error.

• If the toggle mode is Scan, there will be no change while the bTag owner can
check the remaining balance. If the verification code does not match, the bTag is
categorized as unrecognized and the selection will revert back to Create New User
if the selection is Top Up.

4.3 Analysis on bTag

In our first analysis, we analyses different bReader, being mobile devices, performance
for the 25 mm diameter NTAG203 bTag. Analysis results show that the types of
bReader do not greatly affect the bTag scan range, i.e. sharing almost similar scan
range. It is assumed that mobile device manufacturers uses the same type of com-
mercial NFC chip which emits the same power for detecting NFC tag, resulting in
identical scan range for different bReader–see Fig. 4(a). In our second analysis, we
analyses the performance of different bTag using Huawei Ascend Mate 7. Based on
the analysis results, the type of bTag greatly affects the scan range–see Fig. 4(b). These
bTag have different design, different size and different transparency, which may con-
tribute to the scan range: (1) the more transparent the bTag, the longer the scan range,
and (2) the larger the bTag the further the scan range–see Fig. 4(c). Besides that, it was
found also that android devices also share similar spot when tagging bTag, which is
shown in Fig. 4(d).

4.4 mBus GUI

Figure 5(a) shows the bReader login screen. When a bus driver clicks on the mBus icon
on the bReader, the login screen is loaded which requires the driver to authenticate
himself as a valid driver – see Fig. 5(a). The driver must enter correct driverID and
correct corresponding password to use the application. When successful, the driver will
proceed to the MAIN MENU. Otherwise the user is notified why they cannot log in –

Fig. 5(b). The verified bus driver will be greeted with this initial login screen–see
Fig. 5(c). Now the application can scan the bTag and perform verification. Verification
is done using AES 128 bit encryption with bTag detail followed by the salt- and
secretID, determined by last bTag date on the tag. If new generated encrypted text
match encrypted text on the bTag, the bTag is verified and the MAIN MENU will
change–see Fig. 5(d).

By clicking the Create New User button, the bus driver is taken into the add
screen, where the bus driver can insert userID and bus fare to create a new user–see
Fig. 6(a). For existing bTag, different mode available; (1) Scan - only show user ID
and bus fare, (2) Payment - the bReader will require the tagging of bTag to confirm
payment–see Fig. 6(b), and (3) Top Up–driver should key-in the amount of bus fare
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and the bTag owner have to confirmed the value by retagging, whereby owner will be
notified when the top-up is successful showing available fare–see Fig. 6(c). If the
tag_ID inside bTag is outdated, the bTag will be purged, as it is not a valid bTag. By
clicking View History Log button, the driver will be taken into the bData screen,
where s/he can see all previous tagged activities, including the creation of the new bus
pass, payment, top up and purge tag–see Fig. 7(a). By clicking the Sync With

(a)              (b)

(c) (d)

Fig. 4. Analysis of mBus system (a) bReader scan range (b) bTag scan range (c) bTag
appearance (d) bTag scan spot

Fig. 5. mBus System (a) – (b) bReader login and (c) – (d) MAIN MENU
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Database button, the system will attempt to either inserting or updating bData into the
history, thereafter, notify the driver that the system log will be cleared.

5 Discussion and Future Works

This work aim to prove that even with inexpensive or low requirement, an effective
solution can still be produced. With the license-free attribute of NFC and MySQL,
followed by the inexpensive price of mobile devices, it is possible to create a bus

Fig. 6. mBus System (a) create new user (b) make payments (c) top-up (d) purging old pTag

Fig. 7. bData component (a) view log (b) loading bTag data into bData

Table 1. Comparison with other NFC applications

Manuel [1] Esko [2] Luka [4] Proposed Method

System completeness No* Yes Yes Yes
Encryption Yes No No Yes
Battery consideration Yes Yes Yes Yes
De-Centralized No* No No Yes
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fare/token ticketing system. The mBus system developed was being tested, in the
campus, to measure its performance, in real-time. Table 1 shows the comparison of the
proposed system with some existing NFC applications.

There is considerable work yet to be done especially in the following two elements.
The first, is due to the extreme short effective range of NFC communication, though
sometimes this seems to appear as one of the weaknesses, can be of great help if used in
the right situation. For example, if the wireless communication range is too far, the
communication between the bReader and the bTag can be easily interrupted or sniffed,
which required more security to be introduced, which could increase the workload of
the whole system. As NFC is still a newly developed wireless communication tech-
nique, the NFC can still be improved to have a much better security during commu-
nication and be more robust to surrounding disturbance. It should be noted that while
the communication between the bReader and bTag system is considered to be secured
because of the short range, the communication between bReader and the bData may
not be secured as the communication could still be tapped by third parties. Therefore,
for future works, we would like to establish a secure channel between the bReader and
the bData. Secondly, it was found that the more sub-system used to connect bReader to
bData, the more problems will emerge. As an example, when we tried to use Con-
nectify, being the software that could transform a computer into a wireless hotspot
device, the connection attempts were mostly unsuccessful.

Acknowledgements. This work is supported by the UTAR Research Fund Project No. IPSR/
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Abstract. Trust between human and robot is one of the crucial issues in
robot-based therapy. It is highly important to provide a clearer and richer
understanding and also to answer the questions why trust occurs in machines
and how it can maintain successful interaction. In this paper, an agent based
model for trust dynamics in short-term human-robot interaction is discussed and
formally analysed. Three different cases were implemented to simulate various
scenarios that explain the development of trust during short-term human-robot
interaction; namely, (1) high level of trust, (2) moderate level of trust, and
(3) low level of trust. Furthermore, simulation traces for fictional characters
under different cases have pointed out realistic behaviours as existed in the
literature. The developed model was verified by using mathematical (stability
analysis) and automated verification (Temporal Trace Language).

Keywords: Trust � Human-Robot interaction � Robot-based therapy � Formal
model

1 Introduction

Robots are poised to create a number of new roles in today’s modern society. In the
beginning of its development, robots are designed to serve important functions in
factory automation, they are becoming in human daily functioning. This new function
has prompted entirely new perspectives in human-robot interaction (HRI). It is fun-
damentally accepted principle by many researchers that HRI aims to study how humans
interact with robots to accomplish specific tasks in human environments. This concept
involves the design of robotic systems, interfaces, algorithms that make those robots
capable to deliver effective interaction with humans. Therefore, exploring issues that
are related to maintain the interaction between these new technologies and human
beings are extensively researchable to get deeper insight to the phenomenon of trust in
human robot interaction [1–3]. Thus, one of the grandest challenges for fruitful col-
laboration and communication between human and any other peer such as human,
animal or machine is the existence of appropriate level of trust which is an important
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characteristic needed to allow any human-robot interaction and relationship will
achieve its designed objectives [4–8].

By modelling trust dynamics, it will provide a basic guidance to robot designers in
designing a more trustworthy artefact that can increase the level of human trust from
their design perspectives [7, 9]. The paper aims to discuss a formal analysis that can be
modelled to generate trust’s dynamics within short-term HRI and its possible appli-
cation in robot-based cognitive therapy. The paper is organized as follows; Sect. 2
describes several grounding concepts of trust and HRI. Based on those concepts, a
formal model is designed (Sect. 3). In Sect. 4, a number of simulation traces are
presented to evaluate the proposed model by a mathematical analysis to determine
stability of the model (Sect. 5), and followed by verification of the model as depicted in
the literature using an automated temporal trace verification tool. Finally, Sect. 6
concludes the paper.

2 Trust and Human-Robot Interaction

Human robot interaction becomes an interesting area for the designers of robotic
systems due to the ability of providing high potential of attracting and engaging user by
applying significant factors for both implementation and appearance of robot conducive
to effective interaction [2, 5, 7]. As a result, evaluating the capabilities of human and
robots, and designing the technologies and training that produce desirable interactions
are essential components of HRI. These components are inherently interdisciplinary in
nature and requiring contributions from a number of fields such as psychology, cog-
nitive science, mathematics, computer science and engineering. In a possible related
scenario, a sociable robot will be able to assist a person to follow correct diet intake or
to suggest some exercises in daily living. Despite of its simplicity, this scenario
resembles an unstructured and natural way of human-robot interaction, which is one of
the most complicated areas faced by HRI researchers [7, 9]. In addition, trust can be
considered as one of the crucial factors, as this will increase the robot’s acceptance in
its role as an assistive technology in our daily routines [2, 5, 9].

2.1 Trust Dynamics

In the different perspectives, trust can be connected to the ability to persuade people in
social interaction and collaboration. Thus, this could be one of the important keys that
could directly influence individual’s willingness to interact and cooperate with robot.
One should aware that by having inappropriate level of trust, it could create a frus-
trating HRI experience [6, 8]. Normally, this negative influence will lead to another
serious consequence such as failing to follow the advices/therapies recommended by
the robot. For example, the effect of frustration will influence the neglect tolerance
level; a condition when the robot’s performance is declining but human attention is
increasing as a result of performed tasks or as the rising level of task complexity [5, 7].
The fundamental construct of HRI trust is centrally related to the extent how robot
performs its function properly. Believable behaviours, cues, physical appearances and
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level of automation are among important constructs to reflect the functionality of the
robot [5, 10–12, 14, 15]. In robotic therapy (therapeutic), the HRI concept is important
to establish support-provision concepts such as emotional, appraisal, and instrumental
support [2, 3]. This type of robot aims to play significant role in helping individuals.

2.2 Long-Term and Short-Term Human Robot Interaction

The duration of HRI can be classified into two defined categories, namely; short-term
interactions and long-term interactions. In short-term HRI, it occurs when many people
interact with a robot for a limited time interval. For instance, the interaction occurs
between hotel’s receptionists, information kiosks, or with tour-guides. In the same vein,
users spend restricted time (time constraint) with a robot. However, within this con-
straint, robots are expected to have a number of abilities to interact with people in novel
modalities [16]. For example, a sociable museum tour-guide robot (mobile robot) was
used as a case study to illustrate the concept of short-term interaction. This robot has been
programmed with the function as an interactive digital tour-guide in museums with
special function to help people and briefed to them important information for each
displayed artefacts during the tour. The most critical task for this robot is to attract people
to participate in a new tour and maintaining their attention. In the case of a tour-guide
robot, this interaction could last for less than twenty minutes, and a person has to
understand how to utilize his or her interaction with that robot within specified period of
times [17]. In robot-based therapy for anxiety, a robot in a lab interacts in single sessions
(up to 30 min) with individuals with the aim to reduce their anxiousness [18].

For long-term HRI, a human can interact with a robot over a prolonged period or
even live together at the natural settings [19]. This type of interaction will allow a
human to gradually acquire important knowledge of the robot (e.g., learning ability). In
the domain of health management, the robotic weight loss coach (Autom) was
developed to encourage behavioural change intervention and long-term interaction with
robot among adults with overweight or obesity issues [20]. The proposed robotic
system was compared to a touch screen computer (with an equivalence functionality)
and to paper-based logbook for up to six weeks. The results have shown Autom’s users
used their system longer (< 52 days) compared to the touch-screen computer (< 37
days) and paper-based logbook users (< 30 days). However, the main challenge of the
interaction will occur when the robot always displayed the same reaction of behaviour
[21]. This cause a human would soon become bored with the robot and would dis-
continue his or her interaction with it.

3 Computational Modeling

This section covers the formalization of the trust dynamic. The proposed model
combines ideas from research in theories in communication, trust, human-robot
interaction, and dynamic modeling. These important constructs are embedded to
simulate how people develop their trust with the robot. All of these constructs and its
interactions are discussed in the following paragraphs in this section. Conceptually
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there are nine main components are interacting to each other to simulate the dynamics
of trust. These components are as transparency, risk, trust, distrust, perception,
behaviour, competency, deception, and experience (as depicted in Fig. 1).

The model can be formalized once the conceptual and relationships of the model
have been determined. All nodes are formulated to have values ranging from 0 (low) to
1 (high).

3.1 Instantaneous Relationships

The instantaneous relations are derived from a number of formulae, namely; perception
(Pc), reliable behaviour (Rb), positive deception (Pd), competency (Cy), transparency
(Tr), and positive experience (Pe). The short-term concepts (as a precursor to the
long-term relations) can be considered as instantaneous relations. These are short-term
perceived risk (Sp), distrust (Sd), and trust (Sr). These relationships were designed by
the following formulae. Perception is calculated using the combination of long-term
perceived risk (Lp), physical appearances (Pa), and reliable behaviour (Rb). The effect
of reliable behaviour is measured by multiplying the value of believable behaviour (Ba)
and behavioural cues (Bc).

Fig. 1. Conceptual model of trust in short term human-robot interaction
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PcðtÞ ¼ ½apc � PaðtÞþ ð1� apcÞ � RbðtÞ� � ð1� LpðtÞÞ ð1Þ

RbðtÞ ¼ BaðtÞ � BcðtÞ ð2Þ

Later, the positive deception (Pd) is computed by regulating concepts in long-term
positive experience (Le), physical appearances (Pa) and reliable behaviour (Rb).

PdðtÞ ¼ ½kpd � RbðtÞþ ð1� kpdÞ � PaðtÞ� � LeðtÞ ð3Þ

Competency is high when level of automation (La), positive experiences (Pe), and
reliable behaviour (Rb) are high

CyðtÞ ¼½ucy � RbðtÞþ ð1� ucyÞ � ðwc1 � RbðtÞþ
wc2 � PeðtÞÞ� � LaðtÞ;

X
wci ¼ 1

ð4Þ

Short-term perceived risk (Sp) occurs when users foresee any potential threat in the
relationship based on the behaviour of the robot. It has a positive correlation with
long-term distrust (Ld), and contrary for both perception (Pc) and reliable behaviour
(Rb). This concept will contribute towards the development of short-term distrust (Sd).
It refers to the temporary non-confident in machine’s behaviours and related to the
relationship between short-term perceived risk, positive deception and short-term trust.

SpðtÞ ¼ LdðtÞ � ½ð1� PcðtÞÞ � ð1� RbðtÞÞ� ð5Þ

SdðtÞ ¼ ½bsd � SpðtÞþ ð1� bsdÞ � ð1� PdðtÞÞ� � ð1� SrðtÞÞ ð6Þ

Contrary to this, short-term trust (Sr) refers to in the outcomes of a behaviour or
relationship between human and robot through the interactions of positive deception
(Pd), competency of advices given by robot (Cy), transparency (Tr), and short-term
distrust (Sd). Another important concept, namely transparency plays an important role
to understand the action or behaviour generated by robots. This concept combines all
aspects in long-term trust (Lr), personality (Ps), and behavioural cues. Feeling about
the interaction with the robot can be computed by evaluating norms in positive
experience (Penorm) and long-term trust (Lr).

SrðtÞ ¼½bsr � ðasr � TrðtÞþ ð1� asrÞ � CyðtÞ�þ ð1� bsrÞ � ½Pd tð Þ�
ð1� SdðtÞÞ � ð1� SpðtÞÞ� ð7Þ

TrðtÞ ¼ ½wr1 � LrðtÞþwr2 � PsðtÞþwr3 � BcðtÞ�;
X

wri ¼ 1 ð8Þ

Pe tð Þ ¼ bPenorm � Penorm þð1� bPenormÞ � LrðtÞ � Penorm ð9Þ
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Note that, apc, kpd , ucy, bsd , bsr, asr and bPenorm represent the proportional contri-
bution factor, while, wci and wri are the weightage factor used for those respective
relations. These proportional contribution and weightage factors have values ranging
from 0 to 1.

3.2 Temporal Relationships

Short-term perceived risk contributes towards the development of long-term response
(Lp), while the accumulated short-term trust and short-term distrust produce long-term
trust (Lr) and long-term distrust (Ld) respectively. The formation of long-term positive
experience (Le) is modelled using the accumulation of short-term positive experiences.

Lp tþ dtð Þ ¼Lp tð Þþ kLp � Lp tð Þ � Sp tð Þ�Lp tð Þ½ ��
ð1� LpðtÞÞ � dt ð10Þ

Lr tþ dtð Þ ¼Lr tð ÞþuLr � Lr tð Þ � Sr tð Þ�Lr tð Þ½ ��
ð1� LpðtÞÞ � dt ð11Þ

Ldðtþ dtÞ ¼LdðtÞþwLd � LdðtÞ � ½SdðtÞ�LdðtÞ�
ð1� LdðtÞÞ � dt ð12Þ

Leðtþ dtÞ ¼LeðtÞþ aLe � ½PeðtÞ�LeðtÞ��
ð1� LeðtÞÞ � dt ð13Þ

Note that the temporal contribution is measured in a time interval between t and
t + dt. Furthermore, the temporal changes for all temporal formulas are computed by
flexibility rates kLt, uLr, wLd, and aLe. Based on those aforementioned formal specifi-
cations, a numerical prototype was developed as a platform to explore potential results
and traces that explain the dynamics of the trust development during human-robot
interaction.

4 Simulation

In this section, to illustrate the mechanism of the model, a number of experiments have
been carried out to study effect of different variants and conditions on experimental
setup (with all proportional contribution and weightage factors were assigned as 0.5
and 0.3 respectively) (Table 1).

Case #1 (High Level of Trust in HRI): This case aims to model positive humans’
characteristics and good appearances robots (equipped with believable cues, reliable
behaviours, and high level of automation) [9, 15, 21]. This is consistent for a person
has good experiences in dealing with robot (as depicted in Fig. 2(a)). Typically, in
human’s natural settings, this condition can be related to human-expert interactions or
perhaps with human-pet interactions [1, 10].
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Case #2 (Moderate Level of Trust in HRI): The given values were specified to
determine possible conditions for moderate levels of trust. This condition exists when a
person interacts occasionally with robots and expected fewer outcomes from the
interaction. The same phenomena can be observed within our interactions with friendly
strangers but expecting nothing from them [7, 10].

Case #3 (Low Level of Trust in HRI): This case represents the poor level of trust
between human and robot (as depicted in Fig. 2(b)). All of those external factors have
negative effects in initiating human-robot trust. Normally, humans are less willing to
rely upon robot (negative traits) for achieving a particular task when robot’s charac-
teristics have less influences in terms of poor appearances, non-reliable performing, no
social cues, and low level of automation [1, 6, 12, 14].

Table 1. Initial values for the simulation experiments

Factors Case #1 Case #2 Case #3

Personality 0.9 0.5 0.1
Physical appearance 0.9 0.5 0.2
Believable behaviour 0.8 0.4 0.1
Believable cues 0.8 0.5 0.1
Level of automation 0.7 0.4 0.1
Positive experience 0.9 0.5 0.2

Fig. 2. Trust level for (a) Case #1 and (b) Case #3
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5 Evaluation

In this section, the temporal dynamics of the proposed model is verified using math-
ematical analysis and logical verification. Section 5.1 describes the stable (equilibrium)
states of the model and Sect. 5.2 evaluates the dynamic properties of the model using
an automated logical verification.

5.1 Mathematical Analysis

In this section the equilibria are analyzed that may occur under certain conditions. The
equilibria describe situations in which a stable situation has been reached. Furthermore,
the existence of reasonable equilibria is also a sign for the theoretical correctness of the
formal specifications. As a first step, those formal specifications are replaced with
values such that the differences between time point t and t + dt are all 0 (in particular
all temporal relationships). This leads to the following equations;

kLp � Lp � Sp�Lp½ � � 1� Lpð Þ ¼ 0

uLr � Lr � ½Sr�Lr� � ð1� LrÞ ¼ 0

wLd � Ld � ½Sd�Ld� � ð1� LdÞ ¼ 0

aLe � Le � ½Pe�Le� � ð1� LeÞ ¼ 0

Assuming the parameters kLp, uLr, wLd, aLe nonzero, from (10) to (13), thus, the
following equilibria cases can be distinguished for all possible simulation traces:

Lp ¼ 0; Sp ¼ Lp; Lp ¼ 1

Lr ¼ 0; Sr ¼ Lr; Lr ¼ 1

Ld ¼ 0; Sd ¼ Ld; Ld ¼ 1

Le ¼ 0; Pe ¼ Le; Le ¼ 1

These possible conditions will result up to 34 = 81 possible equilibria. However,
for some typical equilibrium cases, the formal analysis can be pursued further.

Case #1: Lp = 0
In this case, from (1), it shows that this equation is equivalent to

Pc ¼ ½aPc � Paþð1� aPcÞ � RbÞ�

Assuming aPc = 0, therefore Pc = Rb
Case #2: Sp = Lp
From Eq. (6), it follows that
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Sd ¼ ½bSd � Lpþð1� bSdÞ � ð1� PdÞ� � ð1� SrÞ

However, the following subcases show how this case could be occurred;

½bSd � Lpþð1� bSdÞ � ð1� PdÞ� ¼ 0 or Sr ¼ 1

Assuming 0 < bsd < 1, this is equivalent to:

Lp ¼ �½ð1� bSdÞ � ð1� PdÞ�=bSd
By Eq. (7), it follows that;

Sr ¼ bSr � ðaSr � Trþð1� aSrÞ � Cy½ � þ ð1� bSrÞ � ½Pd � ð1� SdÞ � ð1� LpÞ�

Moreover, it can be described as;

bSr � ðaSr � Trþð1� aSrÞ � Cy½ � þ ð1� bSrÞ � ½Pd � ð1� SdÞ � ð1� LpÞ� ¼ 0

which later can be analyzed as;

bSr:ðaSr � Trþð1� aSrÞ � Cy ¼ �ð1� bSrÞ � ½Pd � ð1� SdÞ � ð1� LpÞ�

Assuming 0 < bsr < 1, and 0 < a < 1, this is equivalent to:

Pd ¼ bsr � ðaSr � Trþð1� aSrÞ � Cy½ � � ½ð1� SdÞ � ð1� LpÞ�=ð1� bsrÞ

From Eq. (1), and assuming apc 6¼ 0, this is equivalent to

Pc ¼ ½apc � Paþð1� apcÞ � RbÞ� � ð1� SpÞÞ

Case #3: Pe = Le
For this case, using (4), it shows that

Cy ¼ ½ucy � Rbþð1� ucyÞ � ðwc1 � Rbþwc2 � LeÞ� � La

Figure 3 visualizes the stability condition (equilibrium) for a number of selected
relationships.

5.2 Logical Verification

In order to verify whether the model is capable to generate traces that adherence to
related human-robot interaction literatures, a set of cases have been identified from
related literatures. If these cases can be proved, it shows that the model produces traces
that are coherent with the existing literature. For example, a case for boundary testing
(long-term trust < 0 or competency > 1) can be explored and checked in order to avoid
the occurrences of unexpected conditions. In addition, by executing a number of
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simulations traces and verifying these cases with respect to the resulting traces, we can
easily detect any possible logical errors.

The Temporal Trace Language (TTL) is used as a basis to allow the verification
process to take place. TTL is built on atoms referring to time stamps, states of the
world, and simulation traces [22]. This relationship can be formalized as a state (c, t,
output(R))| = p. This representation means that state property p is true at the output of
role R in the state of trace c at time point t. For this purpose, special software has been
developed for TTL, featuring both a property editor and a checking tool that enables
formal verification of such properties against a set of simulated traces. A number of
simulation traces including the ones described in Sect. 3 have been used as basis for the
verification and were hold true (confirmed).

VP1: Physical Appearances will Improve Trust in Human Robot Interaction. If
the robot has physical appearances that can be understood by human, it will increase
the level of short-term trust during human-robot interaction [1, 3, 23].

VP1 ≡ ∀γ: TRACE, ∀t1, t2:TIME, ∀R1,R2,D1,D2:REAL
[state(γ,t1)|= has_value(physical_appearances, R1) &
state(γ,t2)|= has_value(physical_appearances, R2) &
state(γ,t1)|= has_value(long_term_trust, D1) &
state(γ,t2)|= has_value(long_term_trust, D2) &
t1 < t2 & R2 > R1] ⇒ Δ2 ε Δ1

VP2: High-risk Situation Reduces Trust. Humans normally intend to less trust in
robot when the situation is risky which means less trust will be developed in human
robot interaction [8, 12, 24].

Fig. 3. Equilibria states for selected relationships
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VP2 ≡ ∀γ: TRACE, ∀t1, t2:TIME, ∀G1,G2,H1,H2,J1,J2:REAL
[state(γ,t1)|= has_value(level_automation, G1) &
state(γ,t2)|= has_value(level_automation, G2) &
state(γ,t1)|= has_value(believable_cues,  H1) &
state(γ,t2)|= has_value(believable_cues, H2) &
state(γ,t1)|= has_value(long_term_trust,  J1) &
state(γ,t2)|= has_value(long_term_trust, J2) &
t1 < t2 & G1 > G2 & H1 > H2] ⇒

VP3: Highly Competent Autonomous Robot Improves Trust. When intelligent
systems such robots have high competency levels in performing a particular task,
people intend to interact and develop trust in their interaction [14, 23].

VP3≡ ∀γ:TRACE, ∀t1, t2:TIME ∀M1, M2, D:REAL 
[state(γ, t1)|= has_value(level_automation, M1) & 
state(γ, t2)|= has_value(long_term_trust, M2) & 
M1 ≥ 0.5 & t2= t1+D ] ⇒ M2 ≥ 0.5

VP4: Individuals with Positive Personality Tend to Trust Autonomous Robots.
Human with positive personality like openness, agreeableness, and extroversion are
likely to trust the autonomous robots [3, 4, 10, 15].

VP4≡ ∀γ:TRACE, ∀t1, t2:TIME ∀Q1, Q2, D:REAL 
[state(γ, t1)|= has_value(personality, Q1) & 
state(γ, t2)|= has_value(long_term_trust, Q2) & 
Q1 ≥ 0.8 &  t2= t1+D ] ⇒ Q2 ≥ 0.5

VP5: Verbal and Non-verbal Cues Play Important Roles to Regulate Trust.
Normally, in human robot interaction, humans are developing a certain level trust with
a sociable robot. Sociable cues (verbal and non-verbal) are playing major role in
developing trust in HRI [3, 15, 25, 26].

VP5≡ ∀γ:TRACE, ∀t1, t2:TIME ∀G1,H1,J1,K1,D:REAL 
[state(γ,t1)|= has_value(believable_cues, G1) &
state(γ,t1)|= has_value(believable_behaviours,  H1) &
state(γ,t2)|= has_value(physical_appearances, J1) &
state(γ,t2)|= has_value(long_term_trust, K1) &
G1 ≥ 0.9 &   H1 ≥ 0.9 &  J1 ≥ 0.9 & t2= t1+ D ] ⇒ K1  ≥ 0.5

6 Conclusion

The main idea addressed in this paper is to develop an agent based model that has basic
abilities of analysing individuals’ trust when interacting with social/assistive robots for
specific tasks in cognitive therapy. This paper provides a first step to materialize that
idea where a formal trust model has been designed and implemented to simulate
different individuals’ trust level related to their internal and external properties. This
model is inspired by a large amount of research that has been conducted about the
interpersonal trust related to machine/animal, and automation. To evaluate the model, a
mathematical analysis has been conducted to prove the existence of equilibrium con-
ditions as a basis to describe the convergence state of the model. Moreover, by using
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the Temporal Trace Language, the model has been verified to confirm the internal
validity of the model. Therefore, the proposed model provides a foundation in
designing a trust analysis module to improve robot-based therapy. In addition, future
work of this project will be specifically focus how interactions, algorithms, and sensing
properties can be further designed and developed in order to embed this model into
related robot-based therapy system.

Acknowledgements. This project is based upon works partially supported by the Ministry of
Higher Education Malaysia under RACE grant (Grant No. RACE/12633).
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Abstract. This paper presents the development of an ambient agent model
(software agent) as an initial step to develop a reading companion robot to
sup-port reading performance. This ambient agent model provides detailed
knowledge (human functioning) about reader’s dynamics states. Based on this
human functioning knowledge, a robot will be able to reason about reader’s
conditions and provides an appropriate support. Several simulation traces have
been generated to illustrate the functioning of the proposed model. Furthermore,
the model was verified using an automated trace analysis and the results have
shown that the ambient agent model satisfies a number of related properties as
presented in related literatures.

Keywords: Human-ambient agent � Temporal dynamics � Reading
performance � Companion robot

1 Introduction

Reading is an important task to all individuals to function in today’s society as it is a
fundamental way to develop minds. Likewise, reading considered as an indispensable
part to learn new concepts, knowledge, and even to build someone’s character.
How-ever, despite of the remarkable advantages of reading, it is always associated with
a number of hurdles, particularly, if it caters for solving complicated tasks (e.g., solving
math) and this may deter effective learning experiences. For examples, readers are
always subjected to cognitive overload that has great potentials to cause several neg-
ative implications such as mental exhaustion, frustration, boredom, and thereby dis-
engagement definitely occurs [1, 2].

Furthermore, for a meaningful and seamless reading task, there is a need to develop
a companion robot, represented as a table lamp, which monitors and assesses readers’
conditions while performing serious reading tasks as determined earlier [3]. This paper
presents the precursor to develop a reading companion robot where an ambient intel-
ligent agent model is developed. Through integrating this ambient agent model into a
robot, this robot will be able to understand its environment and readers’ states, and
thereby an appropriate support will be given [4]. The ambient agent model was
designed using a set of dynamic properties that show how readers experience negative
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effects, take observations as inputs, and belief-desire-intention (BDI) concept to
determine its internal functions and actions.

This paper is organized as follows. Section 2 introduces the importance of com-
panion robots and explains some of the prospective design elements of a reading
companion robot. Later, the ambient agent model is described in Sect. 3. In Sect. 4, the
properties of the ambient agent model were formalized and specified. Section 5 shows
the simulation results. After that, the ambient model is verified in Sect. 6. Finally,
Sect. 7 concludes the paper.

2 Companion Robots

In more recently, companion robotic technology has considerably yielded a remarkable
achievements in terms of aiding humans and improving their well-beings. For example,
there are several successful stories of developing companion robots that support people
in social manners using verbal and non-verbal communications. Examples of such
robots are, (1) Autom is for loss weight management [5], (2) Jibo is to help family
members in a very human way [6], and (3) CAKNA is to help individuals with anxiety
traits and states [7]. In addition, the key success factor of these robots is contributed to
the physical embodiments and its reasoning abilities.

The embodiment of such robots plays an essential role to increase its success where
many studies have shown that physically embodied robots are more preferred over
virtual one due to its physical presence [8, 9]. To design a reading companion robot that
offers intelligent support to readers while performing a difficult reading task as
aforementioned in Section one, several components are needed as explained in Fig. 1.
This paper is to discuss an ambient agent model (software agent) related to reading
behaviours. The proposed model will be used as one of the main components in
developing a reading companion robot. A detailed discussion on other components is
beyond the scope of this paper.

Fig. 1. The components of a reading companion robot
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3 The Ambient Agent Model

In recent years, to develop ambient intelligent agents, it became very important to
incorporate human-functioning models (or domain models) into ambient agent appli-
cations. By incorporating these models, the ambient agent will be able to reason about
the human’s states and its processes [10, 11]. In this paper, a dynamical model of
cognitive load and reading performance is integrated as the overall functioning process
of ambient agent model. The ambient agent model was made using four different
com-ponents. These components are; (1) Domain Model, (2) Belief Base, (3) Analysis
Model, and (4) Support Model. Moreover, a Belief-Desire-Intention (BDI) structure
was used as the foundation of the ambient agent model’s properties [12]. Figure 2
shows the complete integration of these models.

The solid arrows indicate the information exchange between process, and the
dot-ted arrows represent the integration process of the domain model within the
ambient agent model. Accordingly, two different ways to integrate the domain models
within the agent model have been used (as in Fig. 2);

• Analysis component: To perform analysis of the human’s states and processes by
(model-based) reasoning based on observations and the do-main model.

• Support component: To generate support actions for the human by (model-based)
reasoning based on observations and the domain model.

The following sub-sections will discuss more details of the four different models
that form the ambient agent model.

Fig. 2. The ambient agent model
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3.1 A Dynamical Domain Model of Cognitive Load and Reading
Performance

To understand readers’ mental states and environment processes, a domain model of
cognitive load and reading performance has been developed earlier as seen in [13]. The
model was conceptually made based on several factors of reader’s cognitive load and
its effects on reading task. These factors are interconnected to each other based on their
relationships as they categorized into instantaneous and temporal relationships. Once
the dynamical relationships were determined, the model was mathematically formal-
ized and simulated. The results of the simulation have exhibited realistic patterns that
reflect the impact of cognitive load on reading performance. In addition, the model was
designed in a way to be tailored with several other sub-models. Detailed discussions of
the model development and its simulation results can be found in [13].

3.2 Belief Base

The main function of the belief base is to generate initial beliefs (basic and derived
beliefs) based on certain observations of the ambient agent [14]. In this work, robot’s
observations on reading task properties, environment and readers’ conditions will
generate basic beliefs, while derived beliefs will be generated based on derivation using
the domain model. The observations of the robot can be achieved using several means,
for example integrating existed sensors to measure sound and temperature levels or a
set of questions that reflect each observation the robot aims to observe. Figure 3 shows
observations, basic beliefs, and derived beliefs that form the belief base model. Note
that, for a better resolution all the diagrams in this paper can be found at (http://goo.gl/
uB3Iwf).

One of the advantages to have such concept is it allows future extensions of the
model. In addition, another model can make use this set of related beliefs without
having to generate a new one.

Fig. 3. Observations, basic beliefs, and derived beliefs in belief base model
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3.3 Analysis Model

The main goal is to analyze the dynamics of reader’s state and processes. In this case,
the ambient agent must be equipped with the domain model and therefore a reasoning
process will be performed to assess some concepts that cannot be measured directly
only by observations. Thus, the ambient agent will use both of the domain model and
belief base model to assess the reader’s states. Related to this, four assessments were
made to determine the reader’s states, namely; (1) assessment of cognitive load,
(2) assessment of exhaustion, (3) assessment of persistence, and (4) assessment of
reading performance (as depicted in Fig. 4 with dark nodes). As a result, the ambient
agent will be capable to monitor the related conditions of the reader. For example, if the
assessment for both reading performance and persistence are low, then the model will
consider the reader is not performing well due to the low level in persistence. There-
fore, the ambient agent will trigger its desire to increaser reader’s persistence level.
Later, this will trigger the support model. Figure 4 depicts the analysis of the domain
model.

The next step was to formalize these concepts in logical atoms. Once these concepts
have been identified, the temporal relations and properties for these concepts within the
ambient agent can be formally described.

Fig. 4. Analysis model for human functioning analysis of reader’s conditions
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3.4 Support Model

If readers are learning new information that taxing their resources, then after a certain
period of time they will experience some negative effects that deter their learning
experience [15]. Therefore, it is necessary to help readers in a such condition. To
support readers, the ambient agent model can use the result from the analysis model to
generate support actions. In addition, the implementation of BDI in the support model
will provide an action selection process, dedicated to decide which action should be
chosen. On the conceptual level, the implementation of the BDI mechanism in the
support model is illustrated in Fig. 5.

In this model, desire to reduce cognitive load and exhaustion (or to increase per-
sistent) is added as a desire, while intention process is to support the decision making
process and improve reading performance. The activated desire derives an intention to
perform some actions to support readers. The relationship between these constructs
(e.g., R1 ↠ R2) can be described as;

Fig. 5. Action selection process in the support model
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4 Ontology and Specifications

To specify properties on dynamic relationship, the ontology of the model was
de-signed using Predicate Calculus. For example, any robot ability to observe the
complexity level of subject matter can be expressed as:

Ontology for Robot’s Observation: Observation on reader’s condition can be exe-
cuted through a set of questions or related sensors for each input for the belief base
model. In this case, the robot will request or detect some inputs on reading task,
academic level of the task, subject matter, time to complete the task, temperature,
bright-ness sound level, and the level of information representation associated to the
task that needs to be solved.

Ontology for Belief Base: The ontologies of Basic beliefs that are generated after
several observations as follows:

Then, Derived beliefs as follows:
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Ontology for Analysis Model: Four assessments were made to evaluate the condition
of the reader and a support action is triggered based on the evaluation results.

Ontology for Support Model: A set of actions will be performed by the robot using
belief and analysis models with respect to the specified desire. Moreover, the BDI
approach regulates action selection process.

The formalization of some properties makes use of sorts. These sorts are shown in
Table 1.

The ontologies mentioned above were used to generate temporal rules specifica-
tions which are used to provide a set of knowledge for the robot to reason with. To
utilize the specifications, a forward reasoning method for belief generation is used.
Besides, to specify simulation model, a temporal specification language (LEADSTO)
has been used. In this section, the domain model is used, which consists of two

Table 1. Sorts used.

Sort Elements

STATUS {yes, no}
LEVEL {low, medium, high}
TYPE {positive, negative}
COMPLEXITY {easy, moderate, difficult}
INTENSITY {too_bright, adequate, too_dim)
DURATION {short, moderate, long}
TASK {find_an_ambience_ place, specific_knowledge,

short_break, suitable_materials, similar_task,
social_dialogues}

TEMP_LEVEL {too_warm, neutral, too_cool}
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inter-acting dynamical models, one to determine the human’s cognitive load and per-
formance, and one to determine the support that will be offered by a robot. The
approach used to specify the domain model is based on the hybrid dynamical modelling
language LEADSTO [16]. In this language, direct temporal dependencies between two
state properties in successive states are modelled by executable dynamic properties.

Consider the format of a↠e,f,g,h b, where a and b are state properties in form of a
conjunction of atoms (conjunction of literals) or negations of atoms, and e,f,g,h rep-
resents non-negative real numbers, then it can be interpreted as follows:

If state property a holds for a certain time interval with duration g, after some delay
(between e and f), state property b will hold a certain time interval of length h.

In addition, this representation also holds a temporal tracec, denoted by c | = a↠

A more detailed discussion about this language can be found in [16]. Following are
some examples of the generated rules specifications in exhaustion condition.

DB1: Derived Belief on Time Duration. When the robot believes that the reader
already spent long time on the task, then the robot believes that the time duration a
reader consumed without a pause is long.

EEX: Evaluation on Exhaustion Condition. When a robot assesses that reader is
exhausted and it is no longer performing well, then the robot evaluates the condition as
a high level of exhaustion.

INT: Intention to Advice for Short Break. When the robot desires to reduce the
level of exhaustion through advising for a short break and the robot believes that the
time a reader already consumed is long, then the robot will have an intention to advice
reader for getting a short break.

ACT: Action to Advice for Short Break. When the robot intends to advice the reader
to get a short break, then the robot will advise the reader for a short break
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5 Simulation Results

Based on the models presented earlier, a number of simulations have been conducted
using LEADSTO [16]. For this paper, two simulation experiments were presented. In
the figures below, the timeline (as depicted in both figures) is presented on the hori-
zontal axis, the state properties are on the vertical axis and a dark blue box indicates
that a state property is true. To perform a reading task simulation, 500 time steps are
used (i.e., four hours of reading were approximately simulated).

Simulation #1: Demanding Task with Insufficient Reader’s Resources. In this
simulation, the robot observes several conditions concerning reading task, such as;
difficult subject meant for a higher academic level, distraction environment due to high
level of sound, temperature, and brightness. Likewise, reading task is not presented
with comprehensive and graphical information. A reader also has no enough knowl-
edge and experience on the reading task. As a result, the robot will be able to assess
reader’s condition through the time and an appropriate action will be per-formed if all
beliefs hold true as well. The unwanted conditions in the case are high exhaustion, high
cognitive load, low persistence, and low reading performance. The result of the sim-
ulation is explained in Fig. 6 (a).

Simulation #2: Not Demanding Task with Insufficient Reader’s Resources. In this
simulation, the robot observed that reading task has no impact on reader conditions
where it was not difficult, meant for the right academic level, and presented with

Fig. 6. Simulation results (a) Demanding task (b) Non-demanding task
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graphical and comprehensive information. The environment was not distraction as well.
In addition, the robot believes that the reader is not skilled enough to perform the task. In
this case, the robot will be able to assess three unwanted conditions through the time
which are low persistence, high exhaustion, and low reading performance. With the
time, the robot is able to tackle all the unwanted conditions as appropriate actions will be
performed to each condition. The result of the simulation is explained in Fig. 6(b).

6 Automated Verification

This section aims to verify relevant dynamic properties of the cases considered in the
ambient agent model. To do so, several properties were identified from the related
literatures and an automated verification using Temporal Trace Language (TTL) is
performed. This language allows formal specification and analysis of dynamic
proper-ties; it is either a qualitative or a quantitative representation [16]. TTL is
designed on atoms, to represent the states, traces, and time properties. This relationship
can be presented as a state(c, t, output(R)) | = p, means that state property p is true at
the output of role R in the state of trace c at time point t. It is also comparable to the
Holds-predicate in the Situation Calculus. Based on that concept, dynamic properties
can be formulated using a sorted First-Order Predicate Logic (FOPL) approach.

VP1: Provide social dialogues when the reader is not persistent to continue reading as
its reading performance getting low [17].

VP2: Advice for a short break session when the reader encounters high mental
exhaustion [18].

VP3: Suggestion to find an ambience place when reader’s encounters a high level of
cognitive load and his/her reading performance is not good enough [19].
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VP4: Suggest specific knowledge related to the subject matter (e.g. providing hints)
when the reader encounters high level of cognitive load that deters its reading
performance.

7 Conclusion

In this paper, an ambient agent model to monitor reader’s conditions such as persis-
tence, cognitive load, exhaustion, and reading performance is introduced. By compiling
knowledge from the domain model into the agent model, the agent is able to reason
about the state of the reader. Thus, it is capable to analyze the level of cognitive load
and reading performance based on several observable features and beliefs. The model
has been specified using a formal modelling approach, which enables a qualitative
specification. These formal temporal properties will allow the ambient agent to reason
about specific conditions related to reader’s states. Furthermore, several simulations
results pointed out that the proposed ambient agent model is able to evaluate a number
of conditions and base on its assessments a set of actions were given to sup-port the
reader. For the next step, a thorough evaluation process will be considered. Moreover,
an integration mechanism to incorporate the ambient agent model into a companion
robot will be developed.
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Abstract. The aim of this paper is to investigate the factors influencing stu-
dent’s acceptance and attitude towards using 3D virtual learning spaces for
education. Extended Technology Acceptance Model has been utilized as its
hypothetical premise by incorporating self-efficacy and perceived enjoyment as
new external variables. The model is tested through a survey administered to 85
students who took an interest in using the 3D virtual learning spaces. We
conducted a regression analysis to examine the potential influence of indepen-
dent variables on the acceptance and attitude towards using 3D virtual learning
spaces. Our result showed that attitude towards using was the significant
influence on behavior intention to use. In addition, the reconciliation of
self-efficacy and perceived enjoyment are also significant antecedents to per-
ceived ease of use and perceived usefulness. This study confirms that
self-efficacy, perceived enjoyment, perceived ease of use, and perceived use-
fulness are important variables of acceptance and attitude towards using 3D
virtual learning spaces.

Keywords: 3D virtual learning spaces � Virtual worlds � Education � TAM �
Self-efficacy � Enjoyment � Universiti Teknologi Brunei � Brunei Darussalam

1 Introduction

Learning spaces are places, physical or virtual, where learning happens. Information and
Communication Technologies play an important role in provides education facilities
creating and facilitating 21st century learning environments such as the digital world
(i.e. digital learning objects, digital learning resources, digital game-based learning and
etc.), virtual worlds (i.e. virtual world learning spaces, virtual world learning games,
virtual world language learning and etc.), and the physical environment (campus, lecture
room, library, computer lab and etc.) accommodate to support students and educators to
achieve the 21st century knowledge and skills, to empower and enable students to be
deep rooted learners and dynamic members in the public eye. A virtual learning envi-
ronment is a powerful and purposeful tool for teaching and learning.

Three-dimensional (3D) virtual learning spaces, offer a stimulating and new
environment to improve learning for students to generate interactive learning experi-
ence. 3D virtual worlds ordinarily give three fundamental components: the deception of
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3D space; avatar that serves as the visual realistic of 3D representations of users; and
intelligent 3D chat environment for users to interconnect with one another.

User acceptance in the proposed study refers to investigate the factors influencing
student’s acceptance and attitude towards using Universiti Teknologi Brunei (UTB) 3D
Virtual Learning Spaces (3DVLSs) as learning tool which make use of an 3D
immersive environment such as that presented by virtual worlds for learning, analyzing
the facilitation of technology use, amongst others, factors affecting the Perceived Ease
Of Use (PEOU), and Perceived Usefulness (PU). The conceptual framework guiding
this study was the Technology Acceptance Model (TAM). UTB 3DVLSs combines
aspects of game-based learning and simulations inside the virtual worlds of OpenSim,
designed to resemble the Universiti Teknologi Brunei phase 3 building which typically
include a lecture hall, meeting rooms, and different learning spaces for presentations,
and group discussion as to develop the real world and flexible learning spaces.

The next section provides with a concise overview of the literature review on virtual
worlds and virtual learning spaces, technology acceptance model, and technology
acceptance model and virtual worlds. Section three presents the proposed research
model and hypotheses, examines six variables. Section four discussed the research
methodology outlines the data collection processes. Section five describes data analysis
and results. The final section delivers a conclusion and discussion about student’s
acceptance and attitude towards using 3D virtual learning spaces for education.

2 Literature Review

2.1 Virtual Worlds and Virtual Learning Spaces

Virtual worlds have existed since the early 1980 s, there is no for the most part
acknowledged meaning of the virtual world, however they do require that the world is
constant; the world must keep on existing even after a user leaves the world, and user
rolled out improvements to the world ought to protect [1, 2]. In a virtual world, the user
makes an “avatar”, a character that signifies a user in a recreated 3D space. Avatars can
travel through the virtual world, and collaborate synchronously with other user and with
objects in the world. Regularly, most depend upon text-based chat tools, despite the fact
that a couple manage of audio chat, to communicate with another user. 3D virtual worlds
are relatively new; however, preliminary research shows that they support various types
of educational resourcefulness, such as studies examine whether 3D virtual world can be
used for: learning science, used in the biology course and forensic science [3], teaching
3D virtual world in the chemistry virtual classroom [4], using 3D virtual classroom
simulation for teachers’ continuing professional development [5], and virtual
classrooms for an online and a blended course [6].

Virtual learning spaces are designed for teaching, learning, communication, pro-
gram delivery, knowledge development, and content access [7]. According to [8], the
two case studies which prove that Virtual Space can be a new framework for learning
are the framework of English as Second Language Academic class and 3D simulation
of archeological excavation site, which demonstrate general advantages of 3D virtual
environment technology which can be utilized as learning apparatus by giving a virtual
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learning space that (i) assists activities that are not possible in physical locations;
(ii) gives users access to facilities not accessible physically; (iii) allows people in
different locations to interact, and (iv) offers a assortment of observation and mea-
surement tools for execution assessment and improvement.

The Polytechnic University of Bucharest, [4] created a virtual learning space as a
3D virtual chemistry class using EON Creator software package which offers new
opportunities for teaching in immersive and creative spaces. From the experiments of
the chemical virtual environment, the students can travel through a 3D space and
navigate through all the 3D objects, interaction in a virtual world increases student
commitment in an online class and furthermore students’ feeling of group with the
class. They concluded that virtual world can be compelling and creative tool for a better
and more advanced educational environment.

2.2 The Technology Acceptance Model (TAM)

The research studies focused of user acceptance of new innovation of utilizing virtual
world as a learning domain by applied TAM. One of the outstanding models identified
with technology acceptance and use is the TAM, initially presented by Davis [9]. TAM
was observed to be much less difficult, simpler to utilize, and greater powerful man-
nequin of determinants of user acceptance of Information System and Technology,
which were found to palatable foresee an individual’s expectations. TAM is initially an
extension of Theory of Reasoned Action (TRA). It is based on the TRA developed by
Martin Fishbein and Icek Ajzen [10], a broadly concentrated on model from social
psychological science which concerned with determinants of intentionally proposed
individual’s voluntary behaviors.

TAM sets that PEOU is liable to impact PU, where the increase of PEOU leads to
improve the performance of an activity. Subsequently, PEOU impacts PU. Both PEOU
and PU predict Attitude Towards Using (ATU), the evaluation of the user desirability
of using the information system and technology. ATU alongside PU impacts individual
user’s Behavioral Intention to Use (BIU) of the information system and technology.

Past studies have suggested TAM is a useful framework for considerate user
acceptance of new information system and technology. Since 2006, many attempts to
adapt the TAM in various fields were found in literature such as: [11, 12] heavily applied
TAM to understand user acceptance in e-learning. On the other side, the adaption of
TAM to the m-learning is found to gain increasing importance lately, as can be found in
published research of [13, 14]. Then again, TAM additionally utilized as a part of
blended learning [15], virtual learning environment [16, 17], the virtual world [18–21].

2.3 The Technology Acceptance Model (TAM) and Virtual Worlds

A few studies have inspected TAM as a model how people accept, adopt and utilize the
virtual world, specifically at the higher education level. [18] construct and moderating
variables analyzed to evaluate user acceptance and adoption of virtual worlds using
Second Life (SL) based on TAM. Results demonstrated that community factors for
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instance communication, collaboration, and cooperation unequivocally impact the PU
of Virtual Worlds and it demonstrates that probability to intermingle in a 3D envi-
ronment in combination with Voice over IP plays a key theatrical role in user accep-
tance and technology adoption of Virtual Worlds.

TAM and Media Richness Theory have been utilized as a part of the study to
looking at the media richness of SL and effect on the user acceptance which conducted
by [19]. Found that the relationships among media richness and PEOU and PU lead to
the actual usage and acceptance of the SL, validating that these three constructs are
practical and useful in understanding the virtual experience in the context of use of
education in virtual worlds. The beneficial effect of media richness on user acceptance
of SL has all the earmarks of being a huge finding of the study.

In another study by [20] were surveys undergraduate business students’ intention to
accept and use the virtual world SL for education. This study is based on TAM and
extended variables that add to the acceptance or abandonment of new Information
Technology. The outcomes recommend that PEOU influences user’s intention to adopt
SL through PU and the “fun factor” is also specified which describes that the computer
playfulness and computer self-efficacy is significantly related to acceptance and use of
virtual worlds.

3 Research Model and Hypotheses

Base on TAM and extended TAM theories, the research model analyzes 6 variables:
Self-Efficacy (SE), Perceived Enjoyment (PE), Perceived Usefulness (PU), Perceived
Ease of Use (PEOU), Attitude towards Using (ATU), and Behavioral Intention to Use
(BIU) to determine students’ acceptance and attitude towards using 3DVLSs. The
original TAM incorporated additional variables to produce extended TAM. SE and PE
are the new or extended variables added to the TAM model to fit this study. Figure 1
portrays the research model utilized in this study.

There are eight hypotheses in this study. The hypotheses were formed according to
the extended TAM that proposed as below:

Fig. 1. The research model
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Hypothesis 1: SE of 3DVLSs will have a significant influence on PU.

Hypothesis 3: SE of 3DVLSs will have a significant influence on PEOU.

SE refers to “the degree to which a person perceived his or her ability to perform a
system specific computer related task” [22]. The four measurement items utilized and
adjusted from [20, 23] are: I could complete the task using the 3DVLSs if there is no
one around to tell me what to do as I go (SE1), I could complete the task using the
3DVLSs if I had never used a package like it before (SE2), I could complete the task
using the 3DVLSs if I had only the software manuals for reference (SE3), I could
complete the task using the 3DVLSs if I had seen someone else using it before trying it
myself (SE4).

Hypothesis 2: PE of 3DVLSs will have a significant influence on PU.

Hypothesis 4: PE of 3DVLSs will have a significant influence on PEOU.

PE refers to “the degree to which performing an activity is perceived as providing
pleasure or joy in its own right, aside from performance consequences” [23]. PE
attempted to measure the degree to which users perceived their interaction with
3DVLSs to be enjoyable. Four measurement items used and revised from [17, 21, 23]
are: Using the 3DVLSs makes learning more enjoyable (PE1), Using the 3DVLSs was
pleasant (PE2), Using the 3DVLSs was an interesting experience (PE3), Overall, I
found learning using the 3DVLSs is fun (PE4).

Hypothesis 5: PEOU of 3DVLSs will have a significant influence on PU.

Hypothesis 7: PEOU of 3DVLSs will have a significant influence on ATU.

PEOU refers to “the degree to which a person believes that using a particular
system would be free of effort” [22]. Seven measurement items were applied and
adapted from [9, 15, 16, 18–20, 23] are: Learning to operate 3D virtual learning spaces
would be easy for me (PEOU1), I found it easy to get 3D virtual learning spaces to do
what I want to do (PEOU2), My interaction with 3D virtual learning spaces was clear
and understandable (PEOU3), 3D virtual learning spaces are flexible to interact with
(PEOU4), It’s easy for me to become skillful at using 3D virtual learning spaces
(PEOU5), It’s easy to play the role of the avatar (PEOU6), Overall, I believe 3D virtual
learning spaces easy to use (PEOU7).

Hypothesis 6: PU of 3DVLSs will have a significant influence on ATU.

PU refers to “the degree to which a person believes that using a particular system
would enhance his or her job performance” [22]. Eight measurement items were
applied and adapted from [9, 12, 15, 16, 18–20, 23] are: Using 3DVLSs enables me to
accomplish my tasks in the coursework more quickly(PU1), Using 3DVLSs would
improve my coursework performance (PU2), Using 3DVLSs would increase my
productivity in my course work (PU3), Using 3DVLSs would enhance my effective-
ness in learning (PU4), Using 3DVLSs improves my communication with my col-
leagues (PU5), Using 3DVLSs improves my collaboration with my colleagues (PU6),
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Using 3DVLSs improves my cooperation with my colleagues (PU7), Overall, I found
3DVLSs useful in my course work (PU8).

Hypothesis 8: ATU of 3DVLSs will have a significant influence on BIU.

ATU refers to “the degree to which a person associated positive feelings with target
system” [22]. Four measurement items were applied and adapted from [12, 18] are:
3DVLSs make learning more interesting (ATU1), 3DVLSs motivate learning (ATU2),
I have a positive attitude toward using 3D virtual learning spaces (ATU3), Overall, I
believe using 3DVLSs would be a good idea (ATU4).

BIU denotes “the degree to which a person has formulated conscious plans to
perform or not to perform some specified future behaviors” [22]. Four measurement
items were applied and adapted from [12, 15, 19, 20, 23] are: Assuming I had access to
3DVLSs, I intend to use it (BIU1), Given that I had access to 3DVLSs, I predict that I
would use it (BIU2), I am going to positively utilize 3DVLSs (BIU3), I intent to use
3DVLSs frequently in future (BIU4).

4 Research Methodology

4.1 Data Collection and Procedure

Data were collected from a random sampling of around 85 students toward the end of
the academic year (April and May 2016). The surveys were given to selected post-
graduate and undergraduate students studying full time which enrolled in Computing,
Business, and Engineering Courses.

The course conducted using UTB 3DVLSs platform to enhance technology use,
acceptance, and experience. During the testing session the participating students are
guided to explore the UTB 3DVLSs divided into four sessions; demonstration,
hands-on, task-oriented, and questionnaires session. In the demonstration session
(Fig. 2), all participants were briefly explained about the nature of the UTB 3DVLSs.
Then, in brief hands-on they simply followed the instruction and played around with
the UTB 3DVLSs. In task-oriented interaction session (Fig. 3), a list of tasks was given
where the respondents were required to complete. After that, the respondents were
asked to answer questionnaires that also included in the UTB 3DVLSs.

Fig. 2. Demonstration session Fig. 3. Task-oriented interaction session
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4.2 Instrumentation

The survey instrument was developed and designed in two parts. Part 1 contained
personal information and part 2 captured the questionnaire, using a seven-point Likert-
style scale ranging from “strongly disagree” (1) to “strongly agree” (7) which consists of
31 items for measuring the SE, PE, PEOU, PU, ATU and BIU. Questionnaire items were
broadly utilized as a part of previous research identified with TAM; be that as it may, the
questions were changed to fit the particular setting of the current research.

5 Results

5.1 Background Profile

The background data of participating students has been outlined in Table 1. Table 1
defines the characteristics of students. The majority are males within the age group of
21 to 30 years (78%).

The data was collected from the 85 students and analyzed through SPSS. At that
point, the basic model was surveyed, giving results for hypothesis testing. The
extended TAM hypotheses were affirmed by conducting the validity and reliability
tests, presenting descriptive statistics of the research variables, then carry out the
regression analyses and correlation analyses.

5.2 Validity and Reliability

In order to ensure the quality of the survey data, the validity and reliability tests were
employed, two metrics are used: average variance extracted and composite reliability.

A Cronbach Alpha was conducted to determine the reliability for each construct
variable. The overall Cronbach Alpha for all items is 0.96. It changes for corresponding
construct variables somewhere around 0.77 and 0.90. [24] give the accompanying
dependable guidelines: “>0 .9 – Excellent, >0.8 – Good, >0.7 – Acceptable, >0.6 –

Questionable, >0.5 – Poor, and <0.5 – Unacceptable” (p. 231). As showed in Table 2,
the estimation of all our variables exceed the minimum value of 0.70, propose that 0.5
to be a valid estimation of component, above 0.5 demonstrates a good convergent [25],
which was significantly above the 0.70 level, indicating the reliability of the
instrument.

Additionally, a validity test was performed using factor analysis. All constructs in
the model satisfactorily pass the test; the variance is greater than 50%. Factor analysis
shows the total no. of variance is greater than 50%, which is 73.5%. Thus, it was
determined that this instrument had achieved acceptable levels of validity.

Construct validity of more than 0.50 and composite reliability of 0.70 or above are
deemed acceptable. Therefore, its show that strong empirical support for the validity
and reliability of the construct variables used in the research model. The study
demonstrated that extended TAM is valid, reliable, and fit to assess the acceptance of
the users of 3DVLSs processes. The accompanying Table 2 outlines the construct
variables and number of basic measurement items, Cronbach Alpha and the Mean
value and Variance.
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Table 1. Profile of the respondents

Item Variable Description Frequency Percentage

1 Gender Male 45 53%
Female 40 47%

2 Age 20 or Under 4 5%
21 to 30 66 78%
31 or above 15 18%

3 Education level Undergraduate (Degree) 71 84%
Postgraduate (Masters) 14 16%

4 Faculty Computing 48 56%
Engineering 26 31%
Business 11 13%

5 Internet experience Less than 5 years 7 8%
6 to 10 years 44 52%
More than 11 years 34 40%

6 3D virtual experience None 7 8%
Less than 3 years 46 54%
4 to 7 years 23 27%
More than 8 years 9 11%

7 To what extent using 3D Virtual Not at all 7 8%
Very little 31 36%
Average 29 34%
More than average 5 6%
Very much 13 15%

8 Speed of current internet Very slow 6 7%
Slow 28 33%
Acceptable 33 39%
Good 17 20%
Excellent 1 1%

Table 2. Descriptive statistics of the constructs

Variable No. of measurement items Cronbach alpha Mean Variance

SE 4 items 0.77 5.08 0.80
PE 4 items 0.83 5.93 0.72
PEOU 7 items 0.84 5.26 0.68
PU 8 items 0.92 5.10 0.87
ATU 4 items 0.89 5.85 0.86
BIU 4 items 0.90 5.62 0.88
Overall 31 items 0.96
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5.3 Hypothesis Testing: Regression Analysis

To test the hypotheses, we conducted linear regression analysis in which the BIU was
set as dependent variable. ATU explains 73% of the variance in BIU (R2 = 0.730).
PEOU and PU combined to explain 46% of the variance in ATU (R2 = 0.460). SE and
PE combined to explain 50% of the variance in PEOU (R2 = 0.504). SE and PE
combined to explain 47% of the variance in PU (R2 = 0.471). The model (73%) has a
strong prediction value and good parsimony as shown in Fig. 4 below.

All of the beta coefficients are significant at p<0.01 level. ATU is a strong antecedent
to BIU with a beta coefficient of 0.88 supports H8. PEOU has a higher beta coefficient to
ATU (0.54) than PU to ATU (0.32), supports H7 and H6. PEOU also has a high beta
coefficient to PU (0.82), supports H5. PE has a high beta coefficient to PEOU (0.45) than
SE to PEOU (0.20), supports H4 and H3. Additionally, SE has a higher beta coefficient

Fig. 4. The structural model results

Table 3. The summary of hypothesized results

H# Path R2 Path
coefficient

t-value Results of
hypothesesFrom To

H1 SE ! PU 0.471 4.385 Supported (P<0.01)
H2 PE ! PU 0.318 2.662 Supported (P<0.01)
H3 SE ! PEOU 0.202 3.925 Supported (P<0.01)
H4 PE ! PEOU 0.451 5.462 Supported (P<0.01)
H5 PEOU ! PU 0.823 7.672 Supported (P<0.01)
H6 PU ! ATU 0.320 3.042 Supported (P<0.01)
H7 PEOU ! ATU 0.538 3.999 Supported (P<0.01)
H8 ATU ! BIU 0.876 14.997 Supported (P<0.01)

PU 47%
PEOU 50%
ATU 46%
BIU 73%
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to PU (0.47) than PE to PU (0.32) found that SE and PE have a significant positive
influence on PU of 3D virtual learning spaces, supporting H1 and H2.

Correlation analyses showed that all the construct variable; SE, PE, PEOU, PU, and
ATU had a high correlation among one another (p<0.01) as shown in Table 3. All eight
hypotheses are supported. All the construct variables are statistically significant at 1%
level of significance as the p value corresponding to all the construct variables are less
than 0.01. Hence H1, H2, H3, H4, H5, H6, H7, and H8 are accepted.

6 Discussion and Conclusion

This study attempts to investigate the factors influencing student’s acceptance and
attitude towards using 3D virtual learning spaces for education. With survey data from
85 students, the research model with 6 variables were proposed and investigated.
Overall the model clarified 73% of the variance in behavioral intention to use. The
results supported the causal path from perceived ease of use to perceived usefulness,
from perceived ease of use to attitude towards using, from perceived usefulness to
attitude towards using, and from the attitude towards using to behavioral intention to
use. Two significant antecedents to perceived ease of use and perceived usefulness
were found: Self-Efficacy and Perceived Enjoyment.

The study revealed that Technology Acceptance Model construct: attitude towards
using (ATU) was the most significant predictors of behavioral intention to use
(BIU) with significant beta coefficient (0.88) demonstrating that students have a pos-
itive attitude towards using 3D virtual learning spaces, can influence their behavioral
intention to use 3D virtual learning spaces as a learning tool. These findings are
consistent with the literature [12–15].

Then again, perceived ease of use was influential in making its effect on perceived
usefulness and attitude towards using, consistent with [12, 15]. The positive influence of
perceived ease of use suggests that students discovered 3D virtual learning spaces
simple to utilize, so they thought that it was more useful and they ought to have a
positive attitude towards using the 3D virtual learning spaces. Perceived usefulness has
reliably been significant antecedent in anticipating user’s attitude towards using, were
found similar to those of [12–15]. When students agreed that 3D virtual learning spaces
represent useful environment for learning i.e. improve and increase productivity in
coursework and enhance effectiveness in learning, this means that perceived usefulness
has a positive influence on students attitude towards using of 3D virtual learning spaces.

The literature review led us to develop an extended Technology Acceptance Model
incorporated two new constructs applicable to the understanding of student’s accep-
tance and attitude towards using 3D virtual learning spaces for education: Self-Efficacy
and Perceived Enjoyment. An appropriate consideration of these two constructs can
increase student’s perceived ease of use and perceived usefulness, thereby forming a
more positive attitude and intention to use the 3D virtual learning spaces. The presence
of self-efficacy and perceived enjoyment are as expected, play a significant role in
determining student’s behavior, by means increase student’s ability and interactivity,
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where students feel more confident and enjoyable of accepting and using towards the
3D virtual learning spaces.

Student’s self-efficacy in virtual world learning can play a major role, ability to
accomplish actions effect on usage and a high degree of effort effect easy to use,
findings revealed that self-efficacy is a significant predictor for both perceived ease of
use and perceived usefulness [11, 12]. Enjoyment also an important factor of virtual
world’s usage, considered that technology for fun denotes the extent to believe par-
ticipating in 3D virtual learning spaces is enjoyable and high impact on how easy the
student perceived the 3D virtual learning spaces can be used, findings revealed that
perceived enjoyment is a significant predictor for both perceived ease of use and
perceived usefulness [17, 21]. Our findings specify that “user’s confidence” and the
‘enjoyment factor” in technology use are significantly related to acceptance and attitude
towards using the 3D virtual learning spaces for education.
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Abstract. One of the significant problems in classification is class noise which
has numerous potential consequences such as reducing the overall accuracy and
increasing the complexity of the induced model. Subsequently, finding and
eliminating misclassified instances are known as important phases in machine
learning and data mining. The predictions of classifiers can be applied to detect
noisy instances, inconsistent data and errors, what is called classification fil-
tering. It creates a new set of dataset to develop a reliable and precise classifi-
cation model. In this paper we analyze the effect of class noise on six supervised
learning algorithms. To evaluate the performance of the classification filtering
algorithms, several experiments were conducted on six real datasets. Finally, the
noisy instances are removed and relabeled and the performance was then
measured using evaluation criteria. The findings of this study show that clas-
sification filtering have a potential capability to detect class noise.

Keywords: Class noise � Classification filtering � Machine learning � Noise
detection

1 Introduction

The errors and data inconsistencies, which reduce the quality of real data, are com-
monly referred as noise. Noisy data categorized into two types, which are class noise
and attribute noise. Class noise is referred to instances with wrong labels, and attribute
noise is referred to instances with unusual attribute values [1]. The main issues of class
noise are diminishing the accuracy of predictions and increasing the complexity of
induced model and number of required training data [2]. It also affect the quality of
information extracted from the data and decisions made using noisy data [3]. Although,
removing the noisy data is almost challenging, but it plays a significant role in machine
learning to have reliable model and high performance [4]. Therefore, identifying noisy
data and eliminating or emending them became well-known field in data mining
research [2]. Classification filtering is the filtering approach which is presented by
Brodley & Friedl [5]. It uses the predictions of classifiers as a tool to identify misla-
beled samples [6, 7]. The assumption of the classification filtering is to trust the
classifiers which are able to predict the label of instance correctly and the wrong

© Springer International Publishing AG 2017
S. Phon-Amnuaisuk et al. (eds.), Computational Intelligence in Information Systems,
Advances in Intelligent Systems and Computing 532, DOI 10.1007/978-3-319-48517-1_11



classified samples are known as noise [5]. While it is necessary to identify which
instances are noisy and should be reduced in real world datasets, this information is not
available for the datasets. This paper focuses on the study of the machine-learning
algorithms as classification filter to detect class noise. The proposed model is observed
for noise detection without adding artificial noise. The paper is organized as follows.
Section 2 presents related works on noise detection. Section 3 describes the method-
ology of the proposed model. Datasets and performance measures are presented in
Sect. 4. Section 5 explains results and discussions. Finally, Sect. 6 concludes this
paper.

2 Related Works

Classification Filtering is known as the predictions of classifiers for noise identification
[7]. There are some studies, which have been done based on classification filtering.
Thongkam et al. [13] applied SVM on training set to detect and eliminate all samples
which misclassified by the SVM. It was an effective technique for detecting misclas-
sified outliers. Also, Jeatrakul et al. [14] applied same approach using neural networks
which enhances the confidence of cleaning noisy training instances. Sluban et al. [15]
developed new class noise detection algorithms including the high agreement random
forest filter which detect the noisy samples with high precision. Likewise, the proposed
approach of [13] was extended by Miranda, Garcia [16] using four classifiers with
diverse machine learning algorithms and then combined by voting technique for noise
identification. Segata et al. [17] proposed Fast Local Kernel Machine Noise Reduction
method which is the fastest and achieves the highest improvements in NN accuracy.
Moreover, local Support Vector Machines noise reduction technique is proposed by
[18] which is considerably outperform in comparison with other analyzed techniques
for real dataset while it was not good in artificial datasets. These methods highlight that
presence of good classifiers in classification filtering is important and existence of class
noise produces poor classifiers [19]. Different from previous studies which only
evaluated the impact of removing technique on noise detection and classification
performance, this study attempts to examine the effect of both removing and relabeling
techniques using classification filtering algorithms.

3 Methodology

This section presents the methodology employed in this study which identifies noisy
instances. Based on Fig. 1, this model comprises three main phases, which are data
preparation, noise detection, and noise classification.

3.1 Phase1: Data Preparation

To evaluate the noise detection techniques quantitatively it is essential to know which
objects are noisy. Because this information was not accessible for the datasets, class
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noise was randomly injected by replacing labels of 10 %, 20 %, 30 %, 40 % and 50 %
objects of each dataset. In this phase the data sets were randomly and without
replacement divided into 80 % and 20 % train and test set respectively. The experi-
ments were conducted based on 20 runs for each dataset and each noise level to attain
average evaluation criteria.

3.2 Phase2: Noise Detection

In this part, we employed six classifiers to detect noisy instances in validation set which
are Support Vector Machine (SVM) [8], Random Forests (RF100) [9], Random Forests
(RF500) [9], Naïve Bayes (NB) [10], Neural Network (NN) [11] and K-Nearest
Neighbor (KNN-k = 10) [12] respectively. Let “X” as noisy samples with “n” samples
X ¼ x1; x2; . . .; xnf g and “xi” is the feature xi ¼ xi1; xi2. . . ximð Þ where m is the number
of features in X. The data sample “X” includes two class labels while X ¼ Y ; Zð Þt where
Y = yl ¼ xijðxiÞ ¼ 1f g where l ¼ 1; 2; . . .; h and h the number of samples that their
labels are þ 1 and Z ¼ fzr ¼ xijL xið Þ ¼ �1g where r ¼ 1; . . .; s and s is the number of
samples that their labels are �1 and n ¼ sþ h and t is the transpose. L xið Þ represents
the class label for each sample L xið Þ ¼ flabel xið ÞjLabel xið Þ ¼ 1 or � 1g.

Fig. 1. The overall architecture of the proposed classification filtering model
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Definition 1. Suppose u is a set of k classifier algorithms u ¼ u1;u2; . . .;ukf gð Þ and
B ¼ u test; trainð Þ ¼ bif gni¼1 where bi is the predicted label of xi from the test set and
test setj j ¼ n. The following equation determines how the real noisy instances are
recognized.

bi ¼ L xið Þ xi is noise free
�L xið Þ xi is noise

�
ð1Þ

3.3 Phase3: Noise Classification

In order to consider the effect of the noisy samples on the performance of the model,
two methods are used to deal with noisy samples, which are “removal” and “relabel-
ing”. Removal method removes all the real detected noisy samples and produces a new
lessened dataset. Relabeling method assigns a new label to all the real detected noisy
objects by switching their label and keeps the original size of the dataset.

Definition 2. The following equation determines how a new set of data set (noise-free)
is produced by removing technique.

Noise free ¼ Dataset ðXÞ � real noiseðxiÞ ð2Þ

Definition 3. The relabeling technique produces noise free set as follow:An instance xið Þ
from noisy set with label of L xið Þ or L0 xið Þ, L xið Þ transformed into L0 xið Þ, and vice versa.

4 Experimental Studies

In this section, the experimental datasets and the performance evaluation criteria used
in this study are considered.

4.1 Datasets

In this study, six machine learning datasets from the UCI repository [20] have been
used. Table 1 lists the datasets used in this research with the number of classes
(#Class), number of features (#Feature) and number of examples (#Ex).

Table 1. Distribution of datasets [20]

Dataset #Ex #Features #class

Pima 768 8 2
Wisconsin 683 9 2
Liver 345 7 2
Parkinson 197 23 2
Heart (statlog) 270 13 2
Ionosphere 351 34 2
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4.2 Performance Measure

Since it is necessary to know which samples are noisy for quantitative evaluation of
noise detection methods [1], this study randomly injected and controlled the noisy
instances. We can then evaluate the effectiveness of the proposed model using preci-
sion and recall [1].

Precision ¼ number of true noisy instances detected
number of all instances identified as noisy

ð3Þ

Recall ¼ number of true noisy instances detected
number of all noisy instances in the dataset

ð4Þ

Also, combining of precision and recall, which is called F-measure, is computed to
have a preferred precision-recall tradeoff. F-measure weights precision twice as much
as recall [1]. According to previous works, precision should be preferred in noise
detection such that the noisy instances recognized are real noise. So, the value of b in
f-measure was 0.5 to give more importance to precision than to recall [21]. The
F-measure equation is stated following:

Fb ¼ 1þ b2
� �� Precision � Recall

b2 � Precision
� �þRecall

ð5Þ

Moreover, accuracy formula is used to calculate the performance of the proposed
technique in classification. Classification accuracy is calculated using confusion matrix
[22]. In following formula, TN (True Negative) referred as correctly rejected samples,
TP (True Positive) referred as correctly identified samples, FP (False Positive) referred
as incorrectly identified samples and FN (False Negative) means incorrectly rejected
samples.

Accuarcy ¼ TPþTN
TPþTNþ FPþ FN

ð6Þ

5 Results and Discussions

In order to evaluate the proposed model in terms of noise detection, the results of
precision, recall and f-measure are presented and discussed. The results of noise
classification performance in terms of accuracy is presented to evaluate the noise
classification techniques as well.

5.1 Noise Detection Evaluation Results in Terms of Precision

As it is mentioned previously, a high value of precision means, the proposed model can
correctly detect those samples as noises which really are noise. Based on the
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experimental results presented by Fig. 2, the best classification filtering algorithm is
KNN for Pima dataset with 56.639 % at noise level of 50 %, Naïve Bayes for Liver
dataset with 54.401 % at noise level of 50 %, Naïve Bayes for Wisconsin dataset with
89.560 % at noise level of 20 %, KNN for Ionosphere dataset with 68.328 % at noise
level of 40 %, SVM-RBF for Parkinson dataset with 54.166 % at noise level of 40 %
and KNN for heart dataset with 60.398 % at noise level of 30 % in terms of precision
respectively. The results of precision show that by increasing the noise level, the
precision is almost improved and the classifiers able to detect more noisy instances.
These algorithms can correctly detect real noisy.

5.2 Noise Detection Evaluation Results in Terms of Recall

Figure 3 shows the recall of each dataset using six classification filtering algorithms in
various noise levels. A high recall rate shows that many of the noisy data introduced
were recognized, while a low recall rate shows that the major of the noisy cases were
ignored [1]. Based on the experimental results, the best classification filtering algorithm
is RF500 for Pima dataset with 75.490 % at noise level of 20 %, KNN for Liver dataset
with 62.318 % at noise level of 40 %, NB for Wisconsin dataset with 94.485 % at
noise level of 20 %, NB for Ionosphere dataset with 91.428 % at noise level of 10 %,
KNN and NN for Parkinson dataset with 89.473 % at noise level of 10 % and NB for

Fig. 2. Comparing the precision results obtained using six classification filtering algorithms on
six UCI datasets
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heart dataset with 78.703 % at noise level of 20 % in terms of recall respectively.
These algorithms can detect many of the noisy data injected to data correctly.

5.3 Noise Detection Evaluation Results in Terms of F-Measure

In this section, the F-measure of each dataset, which are obtained using six classifi-
cation filtering algorithms in various noise levels, are analyzed separately and illus-
trated in Fig. 4. Based on the experimental results, the best classification filtering
algorithm is NB for Pima dataset with 57.861 % at noise level of 40 %, NB for liver
dataset with 54.448 % at noise level of 50 %, NB for Wisconsin with 90.502 % at
noise level of 20 %, NB for Ionosphere dataset at noise level of 20 % with value of
67.455 %, KNN achieved highest F-measure with 55.918 % at noise level of 20 %,
Naïve Bayes obtained highest F-measure at noise level of 40 % with value of 63.784 %
for Heart dataset.

5.4 Noise Classification Results in Terms of Accuracy

This section discusses noise classification results in terms of accuracy. In order to
achieve the accuracy of the datasets, SVM classifier with RBF kernel was used. As

Fig. 3. Comparing the recall results obtained using six classification filtering algorithms on six
UCI datasets
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shown in Table 2, the best accuracy related to Pima dataset obtained by Naive Bayes
using removal technique, which was 94.735 % at 30 % noise level, while the higher
accuracy of relabeling technique belongs to Naïve Bayes with 92.909 % at 30 % noise
level. In addition, the best accuracy obtained by KNN in Liver dataset using removal
technique with 88.100 % at noise level 10 %, whereas the relabeling technique
obtained accuracy with 82.049 % using SVM at noise level 10 %. Moreover, the best
accuracy of Wisconsin dataset obtained by SVM after removing noisy instances with
98.671 % at 10 % noise level while the higher accuracy after relabeling the detected
noisy instances by SVM was 98.462 % at noise level 10 %. Furthermore, the highest
accuracy in Parkinson dataset achieved with 95.148 % at noise level 10 % using SVM
after removing noisy instances while the higher accuracy using relabeling achieved by
SVM with 93.482 % at noise level 10 %. Likewise, the best accuracy of heart dataset
obtained with 90.579 % at noise level 20 % after removing noise, which detected by
KNN, while the best accuracy after relabeling noisy instances achieved by Naïve Bayes
with 88.797 % at noise level 10 %. The best accuracy of Ionosphere dataset also
obtained with 87.743 % at noise level 50 % after removing noise using RF500, while
the higher accuracy after relabeling noise detected by SVM was 92.416 % at noise

Fig. 4. Comparing the F-measure results obtained using six classification filtering algorithms on
six UCI datasets
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level 10 %. Table 2 summarized the best noise classification technique for various
machine learning dataset in different noise levels.

6 Conclusion

This paper focuses on the study of the six machine-learning algorithms as classification
filter to detect class noise. It attempts to study and evaluate the performance of the
supervised learning algorithms with the existence of certain number of mislabeled
instances in the data using the precision, recall, F0.5 and accuracy measures. Although,
the results of this study show an improvement in evaluation metrics values by
increasing the noise injection levels, the value of the evaluation metrics especially
precision is not too high in some datasets, which highlights the need for improvement
in noise detection using classification filtering in future investigations. Finally, the real
noisy samples are removed or relabeled and then the accuracy was measured. However,
the results prove that classification filtering have a potential capability to detect noisy
instances.
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Abstract. R2, despite being a widely used goodness-of-fit measure for
linear regression shows erratic behavior in presence of data contami-
nation. Several alternate measures have been proposed that show some
improvement under specific conditions. However, no single universal mea-
sure exists as such that can be used to assess and compare performance
of linear regression models without being concerned about composition
of data. This paper proposes a new robust R2 measure that is found to
work better than existing measures across scenarios. Performance superi-
ority has been demonstrated using extensive simulation results and three
real publicly available datasets. Proposed methodology also shows sig-
nificant improvement in outlier detection and comparable performance
to other established methods for robust linear regression.

1 Introduction

Linear regression is one of the most extensively used statistical models due to
its easy interpretation and wide applicability. With this ubiquitous usage, it is
imperative to have a consistent and scalable goodness-of-fit (GoF) measure for
developing, comparing and selecting the best-suited linear regression model in
all cases. Traditional measures are mostly error variance based (R2, AIC, BIC,
RMSE) or statistical test based (χ2, F , LR). Some less popular robust measures
use either truncated error variance (median-R2, LTS [7]) or rank information
(Wilcoxon dispersion [8]). These measures perform reasonably in cases of no or
low contamination but start showing erratic results as contamination increases.

However, contamination is natural in real life data due to various data cap-
ture, entry, interpretation or other random issues. To overcome this, many robust
linear regression techniques were proposed over past few decades. Needless to say
that the problems of robust regression and contamination detection are closely
related [6]. Effectiveness of a robust regression technique lies in identifying con-
taminated observations and subsequently adjusting for their impact in the final
model. While robust estimates are largely viewed as more stable and apt, it often
becomes challenging to establish this superiority quantitatively in absence of a
universal GoF measure. This paper proposes a new R2-based measure (RoR2)
that shows the required robustness, scalability and precision. Consistency of
performance and intuitive interpretation similar to R2 can make it the desired
measure for evaluating any linear regression model.
c© Springer International Publishing AG 2017
S. Phon-Amnuaisuk et al. (eds.), Computational Intelligence in Information Systems,
Advances in Intelligent Systems and Computing 532, DOI 10.1007/978-3-319-48517-1 12
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Section 2 provides a brief overview of data contamination, existing GoF mea-
sures and how they behave in presence of contamination. Section 3 introduces
the RoR2 measure and shows how its calculation leads to outlier detection and
robust regression estimates. Section 4 elaborates on the empirical results derived
from the simulated, as well as real datasets. Finally Sect. 5 summarizes the find-
ings and future research scope to build on this topic further.

2 Existing Measures and Improvement Scope

2.1 Outliers and Leverage Points

Data contamination can be of two fundamental types - outliers and leverage
points [7]. Outliers are observations where dependent variable (Y) values lie far
from the regular zone. A regular zone is where most of its values are located.
Similarly, leverage point is an outlier in X-space. Leverage points can be cate-
gorized as good or bad. Good leverage points do not deviate from the underlying
pattern despite being contaminated while bad leverage points do. In this paper,
the phrase leverage point is always used to define the bad leverage points.

This paper further classifies contamination into random and biased. Random
denotes presence of both positive and negative contamination i.e. arbitrarily
large and small values. Biased implies presence of only one type for all contam-
inated observations. Hence biased contamination is a stronger variation because
some contamination effects under random may cancel each other out.

2.2 Contamination vs. Traditional Measures

To demonstrate limitations of SSE-based measures, a simple linear regression
construct has been used to generate 100 observations.

yi = 30 + 2xi + εi (xi = i = 1, 2, . . . , 100) εi ∼ N(0, 2)

R2, AIC and BIC are calculated on ŷis coming from OLS and actual regres-
sion estimates. Graphs in Fig. 1 show how these measures get affected even with

Fig. 1. Illustrating limitations of traditional measures



A Novel Robust R-Squared Measure and Its Applications 133

a single contaminated observation and highlights the glaring concerns with OLS
estimation due to its extreme contamination sensitivity. Following section dis-
cusses some alternate robust regression techniques and related GoF measures
that can be used to address these concerns.

2.3 Robust Regression and Related GoF Measures

Several techniques including Quantile regression, Huber’s M, Rousseeuw and
Leroy’s Least Trimmed Square (LTS), Yohai’s MM estimation are used for robust
linear regression on contaminated data. Objective functions for each of these
techniques can serve as a potential GoF measure [4], e.g. median-R2 [1] that
replaces sum by median of squares in the R2 equation or LTS. Both are, however,
based on a fixed subset (≈ 50%) of observations and ignore model performance
on remaining observations. Furthermore, LTS has scalability issues. Usage of
F -statistic and DR (Wilcoxon dispersion) are also recommended [8] in such
scenarios. All these measures indeed select the actual estimates over OLS (Fig. 2)
for the same scenarios illustrated in Fig. 1. RoR2 combines the best features of
these measures into a single methodology by restricting performance assessment
only to the set of well-behaved or regular observations. Instead of using a fixed
cut-off, the algorithm finds out regular observations dynamically based on data
characteristics.

Fig. 2. Comparing performance of alternate measures

3 Proposed Methodology

Calculation follows a two-step process. Set of regular observations (R) is identi-
fied in step I. R is then used to calculate RoR2 for any regression estimator at
hand. RoR2 computation process is detailed in the next section. This forms the
core of both steps I and II as detailed in Sect. 3.2.

3.1 RoR2 Computation Process

Consider the linear model

Y = β0 + β1X1 + β2X2 + · · · + βpXp + ε

Let {y1, y2, . . . , yn} be a set of n actual Y values. Let β̂T be an estimate of β =
(β0, β1, . . . , βp)T derived using estimator T and {ŷ1, ŷ2, . . . , ŷn} be the predicted
Y s. Let {e21, e

2
2, . . . , e

2
n} be the set of squared residuals such that

ei = yi − ŷi (i = 1, 2, . . . , n)
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An ordered set {e2(1), e
2
(2), . . . , e

2
(n)} is then formed such that

e2(1) ≤ e2(2) ≤ · · · ≤ e2(n)

Let {y(1), y(2), ..., y(n)} be the corresponding set of actuals. Using the first m
elements of these two ordered sets, a progressive R2 is calculated as

pR2
(m) = 1 −

m∑

i=1

e2(i)

m∑

i=1

(y(i) − ȳ)2
(m = 1, 2, . . . , n) (1)

where ȳ =
1
n

n∑

i=1

y(i) =
1
n

n∑

i=1

yi

pR2
(m) reflects prediction performance of T in the ordered subset of size m. A

sample proportion factor is then used to arrive at a scaled-progressive R2

spR2
(m) =

√
m

n
.pR2

(m) (m = 1, 2, . . . , n) (2)

It readily follows that

pR2
(n) = spR2

(n) = R2 = 1 − SSE

SST

RoR2 is defined as
RoR2 = maxm(spR2

(m)) (3)

Furthermore, c = argmax(spR2
(m)) helps form a partition on two subsets- W

(first c observations) and E from the ordered sample data. Sections 4.2 and 4.5
results will show that E indeed contains the contaminated observations. This
RoR2 computation process (RCP) forms the core of the main algorithm, as
described in Fig. 3.

3.2 Main Algorithm

As already highlighted, computation of RoR2 involves two steps. First is to
identify the set of regular observations (R) and the second is to calculate RoR2

for any estimator based on R. It should be noted that the first step is independent
of the actual regression estimator being evaluated. Rather, effective identification
of R is reliant on predictions from a representative linear regression estimator.
There can be alternate ways to decide about this most representative estimator
based on a given dataset. OLS estimation offers a significantly lower O(np2) time
complexity while robust techniques generally have O(n2) or higher complexities
[3]. However, OLS, as demonstrated earlier, is the most contamination sensitive
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technique. To overcome this, a local partitioning of data, in X-space into k
subsets, is done before running OLS. Partitioning is based on Euclidean distance
from

xmed = (median(X1),median(X2), . . . ,median(Xp))

This partitioning scheme imparts two distinct benefits

1. It limits the impact of contaminated observations to specific partitions instead
of exposing them to the entire dataset.

2. It also improves runtime as only n/k observations are used at a time (k=10
used in this paper, but a higher value can be chosen based on n/p ratio).

In the next stage, these initial OLS estimates for each partition are updated
iteratively by using RCP. Subset E of contaminated observations are excluded
from estimation in each subsequent iteration and the final estimate for a partition
is reached when no further observation gets excluded through RCP.

To avoid selection of non-representative estimates, |Ej | > 0.5|Pj | check is
used. This helps discard estimates coming from biased or localized models due
to high contamination within a partition. Once all partitions are evaluated and
resulting estimates identified, next step is to discard estimates that are signif-
icantly different from the majority of estimates. This works as an additional
check to eliminate estimates coming from contaminated partitions. This deci-
sion is taken by calculating similarity among the normalized estimates. Cosine
similarity is used for this purpose which ensures that only the k∗(≤ k) most
similar estimates are aggregated to form β̂RoR.

β̂RoR = (
1
k∗

k∗∑

j=1

β̂j0,
1
k∗

k∗∑

j=1

β̂j1, . . . ,
1
k∗

k∗∑

j=1

β̂jp)

β̂RoR is then used on the selected data partitions to get the set of regular obser-
vations using RCP. Additionally, β̂RoR is used on the discarded partitions to
swap-in additional observations which were discarded earlier as part of the con-
taminated partitions. The condition

e2j ≤ max(e2i : ∀i ∈ Wfinal)

ensures only well-behaved or regular observations get selected in Wadd. Combined
set of observations coming from both these datasets, results in R, the desired set
of regular observations. Once R is identified, ŷis (using any β̂T ) for observations
in R are run through RCP to obtain RoR2 value for T . RoR2 coming from R
is not directly scalable across datasets. Applying a sample proportion multiplier
resolves this and final reported value becomes

RoR2
f =

|R|
n

.RoR2

This final measure RoR2
f can be used to compare performances of different linear

regression estimators within the same or across different datasets. Following
section elaborates on its performance using simulated and real datasets.
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Fig. 3. Main algorithm to find set of regular observations R

4 Empirical Results

4.1 Simulation Construct

Base Model. Following linear model forms the base of this simulation study.
Each sample simulates values of X1-X4 and E which are subsequently combined
using (4) to get the Y values.

Y = 20 + X1 − 2X2 − 5X3 + 10X4 + E (4)

X1 ∼ Γ (4) X2 ∼ Poi(10) X3 ∼ N(0, 10) X4 ∼ t(6) E ∼ N(0, 10)

Contamination Scheme. 0–60% observations are rigged randomly (using
Ci ∼ N(0, 1)) for either or all of the three variables - Y , X2 and X4 within
each sample. Contamination in a variable within a sample can be of one of five
types as shown in Table 1. In 50% cases, contamination is done in values closest
to its median and randomly in other 50%. This elaborate scheme ensures cov-
erage across contamination scenarios, thus making the conclusions robust and
holistic.
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Table 1. Data contamination details

Type None Positive bias Negative bias Random-1 Random-2

New = Original Orig + |Ci|∗200 Orig − |Ci|∗200 C∗
i 200 Orig + C∗

i 200

Sample Size and Replication. Sample size is varied randomly from 1,000
to 30,000 in multiples of 500. 35,000 such samples are simulated using SAS R©

software (SAS Institute, Cary NC) for this study.

Regression Estimators. Eight linear regression estimators are analyzed using
SAS procedures REG, QUANTREG and ROBUSTREG on the same datasets.

1. Ordinary Least Square (OLS)
2. Quantile Regression using finite smoothing (QNT)
3. Huber’s M-estimator with Huber weight (HUB)
4. Huber’s M-estimator with Tukey’s bisquare weight (BIS)
5. Rousseeuw and Leroy’s Least Trimmed Square estimator (LTS)
6. Yohai’s MM-estimator with LTS initialization (MML)
7. Rousseeuw and Yohai’s S-estimator (SES)
8. RoR2 regression estimator, which is an OLS estimator used on the identified

set of regular observations (ROR)

Identifying Predicted Best Estimators. Predicted best is the one with the
best GoF value. For R2, median-R2, RoR2 and F -statistic, estimator with max-
imum value within a dataset is chosen as predicted best. If GoF values for other
estimators are extremely close to maximum, all such estimators are also cate-
gorized as predicted best to account for minor fluctuations due to the random
error component. 0.0001 is used as closeness cut-off for the three R2 measures
and 99.99 % of maximum for F -statistic. Similarly, estimators with minimum
LTS and DR are chosen as predicted best. Other estimators within 0.1 (LTS) and
0.0001 (DR) of minimum are also selected as predicted best.

Identifying Actual Best Estimators. Actual best estimators are defined by
closeness of β̂T with the actual parameter vector, β = (20, 1,−2,−5, 10)T . When
all β̂Tis obtained using estimator T are close to the actual βis,

β̂Ti ∈ [βi − 3∗σi, βi + 3∗σi] (i = 0, 1, . . . , 4)

T is categorized as actual best. σis are calculated using only the β̂is coming from
samples with no contamination. If no estimator satisfies the above criteria for a
sample, the estimator with minimum ||β̂T − β|| is chosen as actual best.

Performance of GoF Measures. Rejection of an actual best estimator by a
GoF measure is termed as Type I error while selection of an estimator that is
not actual best is termed as Type II error. Performances of GoF measures are
compared based on these two types of errors.
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4.2 Model Selection Performance

Table 2 shows aggregated performance based on all 35,000 simulated datasets.
Additionally, graphs in Fig. 4 show how RoR2 retains its strong and consistent
performance across levels and types of contamination. This consistent and supe-
rior performance can help modelers assess and select the right models across
contamination scenarios with a higher confidence.

Table 2. Model selection performance of GoF measures

Measure Type-I Type-II Measure Type-I Type-II

R2 27.0 % 28.8 % F -statistic 44.0 % 7.1 %

DR 29.1 % 22.2 % median-R2 23.3 % 5.6 %

LTS 4.4 % 10.3 % RoR2 1.4% 3.1%

Fig. 4. Model selection performance by contamination type and level

Fig. 5. Cook’s D (top) vs. RoR2 (below) performance by contamination type and level
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4.3 Contamination Detection Performance

This section compares contamination detection performance using similar Type I
and Type II errors. A non-contaminated observation in Rc is defined as Type
I error while a contaminated observation retained in R is categorized as Type
II error for RoR2 methodology. Graphs in Fig. 5 compare performance of RoR2

based contamination detection against the established Cook’s D measure [2]
using (4/(n − p − 1)) as cut-off [10] for influential points. It demonstrates how
the proposed methodology significantly outperforms Cook’s D across scenarios.

4.4 Regression Estimator Performance

While Sect. 4.2 results establish relevance of RoR2 in selecting the actual best
models, this section further drills down to exactly which estimator becomes

Fig. 6. Performance of different estimators by contamination type and level
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actual best in different contamination scenarios. It casts significant light on the
applicability of different estimators in different situations. This is of particular
importance in cases when modeler has prior information or belief about the type
and degree of contamination present in data.

Graphs in Fig. 6 show performance of the eight estimators by levels and types
of contamination. Each graph shows mix of Superior/Average/Poor parameter
estimates at different levels of contamination. Superior are the estimates where
all β̂is lie within ±3σi limits of the actual βis, same as the actual best definition.
Average estimates are where all β̂is lie within ±6σi limits and Poor otherwise.
The darker the shades of grey, the worse the estimates are. It readily stands out
that estimators are more sensitive to leverage points than outliers. Furthermore,
it is worth highlighting that

• OLS, QNT, HUB, BIS go awry as soon as leverage points are introduced.
• SES, MML and LTS show some resistance but as leverage contamination

crosses 15, 20 and 25% respectively, proportion of Poor estimates increases
sharply to 100%.

• ROR estimator outperforms all others at very high contamination levels. Per-
formance is comparable to the other robust estimators at low and moderate
contamination.

• ROR estimator performance is primarily dependent on level of contamina-
tion and not so much on contamination type, i.e. outliers/leverage points or
biased/random.

4.5 Performance Assessment Based on Real Datasets

Having observed the encouraging performance on simulated datasets, the same
methodology is now put to test on real datasets. Three publicly available datasets
are sourced from the UC Irvine Machine Learning Repository [11] for this pur-
pose. These are the Combined Cycle Power Plant (CCPP; 9,568 obs, 4 IVs and
1 DV; source: Kaya, H. & Tüfekci, P.), Concrete Compressive Strength (CCS;
1,030 obs, 8 IVs and 1 DV; original owner and donor: Prof. Yeh, I-Cheng) and
Boston Housing (BH; 506 obs, 13 IVs and 1 DV; source: StatLib library main-
tained at Carnegie Mellon University, creators: Harrison, D. & Rubinfeld, D.L.)
datasets.

These three are of very different types, e.g. all the variables in CCPP are
measured and captured by sophisticated sensors. As a result, this dataset is
not expected to contain outliers or leverage points as such. CCS dataset has a
mix of machine captured and manually input variables. Prior researches on this
dataset [5] primarily used neural network models for robust prediction, hinting
at the presence of some contamination. BH dataset, on the other hand, is known
for contamination where several transductive and semi-supervised algorithms
were applied in the past. All the variables in BH dataset are captured and
aggregated manually. This provides a good mix of real-life situations to test the
proposed methodology. Also it is important to note that there is no concrete
documentation on the exact set or number of contaminated observations in any
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Fig. 7. Performance assessment based on three real datasets

of these datasets. Hence the goal is to assess the outcomes qualitatively to form
a logical view on performance.

The same set of eight estimators is used on each dataset. To avoid any over-
fitting bias, a 3-fold cross validation is performed to record the test performance
for each estimator. Simultaneously, the datasets are passed through the pro-
posed algorithm to arrive at the subset of regular observations. Effectiveness of
contamination detection is assessed by comparing the correlation coefficient (r)
between the actual and predicted values, separately for the regular and excluded
observations. For each dataset and estimator, Fig. 7 results show a significant dif-
ference in r between the two sets. This confirms that the excluded observations
are indeed different from the regular ones.

Next, estimator performances for the regular observations are evaluated
based on both r and root mean square error (RMSE). It shows that the estima-
tors with the highest RoR2 values indeed have the highest r and lowest RMSE
for each dataset. Finally ROR estimator is found to perform at a similar level
to that of the other established robust estimators. The results, however, do
not indicate any superiority of ROR estimator over others apart from the OLS
estimator.

5 Conclusions and Next Steps

Empirical results provide the necessary confidence on the proposed methodol-
ogy. It clearly demonstrates how RoR2-based model selection and contamination
detection outperform the existing and established methods, while parameter esti-
mation for linear regression produces comparable results. This methodology can
easily be integrated and executed in standard Statistical packages as it leverages
only the most fundamental techniques, e.g. OLS estimation, Euclidean distance.

A direct extension of this study will be to apply and evaluate this method-
ology using more real life datasets from different domains. Additionally, future
research should explore (1) generalizing the methodology for mixed linear mod-
els and splines, (2) customization feasibility of the same methodology in context
of non-linear regression and (3) studying behavior of RoR2 in cases of excess
or limited information, i.e. presence of additional or less independent variables
than what is used in the underlying model.
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Abstract. Using StockProF developed in our previous work, we are able to
identify outliers from a pool of stocks and form clusters with the remaining
stocks based on their financial performance. The financial performance is
measured using financial ratios obtained directly or derived from financial
reports. The resulted clusters are then profiled manually using mean and
5-number summary calculated from the financial ratios. However, this is time
consuming and a disadvantage to novice investors who are lacking of skills in
interpreting financial ratios. In this study, we utilized class association rule
mining to overcome the problems. Class association rule mining was used to
form rules by finding financial ratios that were strongly associated with a par-
ticular cluster. The resulted rules were more intuitive to investors as compared
with our previous work. Thus, the profiling process became easier. The evalu-
ation results also showed that profiling stocks using class association rules helps
investors in making better investment decisions.

Keywords: Profiling stocks � Class association rule mining � StockProF

1 Introduction

Stock markets are meant for trading stocks - capitals raised by companies via the share
issuance. The markets provide marketability and liquidity not only to listed companies
but also contribute directly to the economic growth of many countries [1]. Therefore, a
stock market is sometimes viewed as the economic barometer of a country.

Many investors keen on stock markets because the markets provide the conve-
nience of investing their cash into shares and convert the shares back to cash. Besides,
companies listed on stock markets follow strict regulations set by the governments for
their operations [2]. A certain level of protection is therefore ensured when investors
trade their shares in the stock markets.

Information about listed companies is generally freely available to the public. In
Malaysia, the companies listed on Bursa Malaysia have to provide financial reports
quarterly to the public. Investing stock markets is sometimes difficult for novice
investors because there are a lot of financial data and information to digest before
understanding the intrinsic value of a company.
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Understanding the intrinsic value of a company needs fundamental analysis [3].
Through fundamental analysis, investors can assess a company using its qualitative and
quantitative data. Qualitative data involve quality of key management, strategies of
marketing, branding, etc. Quantitative data, on the other hand, refer to financial ratios
that can be obtained or derived directly from financial reports. Using financial report, a
company listed on stock markets can be evaluated in different aspects: (1) its financial
position via balance sheet, (2) its earnings and profitability via income statement, and
(3) its utilisation of cash via cash flow statement. Popular financial ratios to assess a
company such as total asset turnover, cash ratio, debt ratio, etc. can be derived from
these statements.

Analysing these financial ratios to profile stocks and subsequently to build a stock
portfolio is not an easy task. In our previous work, we developed a stock profiling
framework, StockProF, to help investors in profiling stocks rapidly. However, there is
still room for improvement.

2 An Overview of StockProF

StockProF aims to simplify the stock profiling process and build stock portfolios in a
rapid manner [4]. The process flow of StockProF is as illustrated in Fig. 1. There are
two main data mining techniques used in this framework: Local Outlier Factor
(LOF) and Expectation Maximization (EM). Using LOF, the framework firstly iden-
tifies outliers from a pool of stocks. The outliers are either outperforming or poor
performing stocks. The framework is then continued by using EM to cluster the
remaining stocks. Stocks with the same financial characteristics will be gathered in the
same cluster. With the resulted outliers and clusters, investors profile them using mean
and 5-number summary.

The profiling outcome helps investors in making investment decisions based on
their investment strategies. In our previous work, we managed to identify not only the
outperforming and aggressive stocks, but also defensive stocks as well as average
stocks. If investors wish to gain maximum profits, then they can consider investing in
outperforming stocks or aggressive stocks. On the other hand, they can consider
defensive stocks if a market/industry is showing signs of slowing down. A defensive
stock does not reinvest much on its operation. Rather, it retains profits from its oper-
ation and pays to the shareholders in the form of dividends.

No doubt StockProF has provided a convenient way to investors in building stock
portfolios rapidly, particularly in identifying outliers and forming clusters using data
mining techniques. However, an improvement to StockProF is needed. The stock
profiling step (refer to Fig. 1), especially on the resulted clusters, is done by manually
interpreting the mean and 5-number summary of each and every cluster. Such inter-
pretation requires knowledge on financial ratios and it is time consuming.
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3 Methodology

3.1 Preparation of the Stock Data Set

This study aimed at the 42 plantation stocks listed on Bursa Malaysia, as shown in
Table 1. Their raw financial data of year 2014 were collected using DataStream, a
financial database of Thomson Reuters, and complemented by financial reports posted
on the Bursa Malaysia website if there are any missing data. Since companies listed on
stock markets are different in sizes, capitals, etc., comparison thus become hard. To
compare and evaluate companies in the same industry, the raw data were then con-
verted into six financial ratios (refer to Table 2), as predetermined in our previous study
[4]. These financial ratios are commonly used in financial markets for evaluating stocks
[5]. However, the ranges of values for the financial ratios were very much different
from each other. Therefore, the financial ratios were scaled [0,1] with min-max nor-
malization to ease clustering in the later stage.

We explain these financial ratios in brief. Total asset turnover evaluates how
effective a company is in generating sales based on its assets; the higher the ratio, the
more effective a company is in utilising its assets. Cash ratio is used to evaluate the
liquidity of a company; a higher ratio than others means that the company is capable of
repaying its debts using its internal funds. Debt ratio shows the level of how a company
leverages its own finance; the lower the ratio, the lower the loan default risk of the
company. Return on equity (ROE) evaluates how good a company is in generating
profits using its shareholder’s funds; a high ratio indicates the high competence level of
the company’s management team. Dividend yield (DY) tells how much cash return can
be earned by a shareholder in a financial year; a high dividend distributed to

Stock data set

Outliers? 
(With LOF)

Finding
outperforming 
stocks from the 
outliers

Clustering the remaining stocks 
with the same financial 
characteristics (with EM)

Separate outperforming stocks 
from the poor by analysing 5-
number summary

Analyse the clusters with its 
mean and 5-number summary

Profiling results

Fig. 1. Using StockProF, investors are able to profiles outlier stocks and stocks in resulted
clusters.
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shareholders means that the company has a healthy cash flow and it is able to generate
well profits from its operation. Price earning (PE) ratio evaluates whether a company is
under-valued, fully valued or over-valued as compared with its peers. Investors nor-
mally favour companies with low PE in a particular industry. There could be occasions
that PE value is negative when earning per share is negative (refer to Table 2). In this
case, reporting PE is not meaningful and therefore we set its negative value to zero [6].
An advantage of setting such value is that it would not skew any statistics calculated
based on PE.

The data preparation yielded a stock data set for StockProF (refer to Fig. 1).
Running the data set yielded a few outliers and clusters. We intended to profile the
resulted clusters using class association rules (CARs). The outliers were not profiled
because it contained both outperforming and poor performing stocks. At this stage of
StockProF, a manual analysis on the outliers had to be done to separate the outper-
forming stocks from the poor.

Table 1. The plantation stocks listed on Bursa Malaysia

Name Code Name Code Name Code

AASIA 7054 IJMPLNT 2216 PINEPAC 1902
BKAWAN 1899 INCKEN 2607 PLS 9695
BLDPLNT 5069 INNO 6262 RSAWIT 5113
BPLANT 5254 IOICORP 1961 RVIEW 2542
CEPAT 8982 KLK 2445 SBAGAN 2569
CHINTEK 1929 KLUANG 2453 SHCHAN 4316
DUTALND 3948 KMLOONG 5027 SOP 5126
FAREAST 5029 KRETAM 1996 SWKPLNT 5135
FGV 5222 KULIM 2003 TDM 2045
GENP 2291 KWANTAS 6572 THPLANT 5112
GLBHD 7382 MALPAC 4963 TMAKMUR 5251
GOPENG 2135 MHC 5026 TSH 9059
HARNLEN 7501 NPC 5047 UMCCA 2593
HSPLANT 5138 NSOP 2038 UTDPLT 2089

Table 2. The six financial ratios that were used to compare companies in the same industry.

Financial ratios Formula

Total Asset Turnover Total Sales/Total Assets
Cash Ratio Cash/Current Liabilities
Debt Ratio Total Liablities/Total Assets
ROE Net Income/Shareholder’s Equity
DY Dividend per Share/Price per Share
PE Price per Share/Earning per Share
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3.2 Mining Class Association Rules

Analysing manually the mean and 5-number summary of the resulted clusters and
profiling them is time consuming. To ease this step, we replaced the manual analysis
method with CARs proposed by [7]. In CARs, association rule mining (Apriori) [8]
was adapted to integrate with classification rule mining.

Apriori is a popular algorithm for mining frequent item sets for Boolean association
rules – rules that check the presence or absence of an item. Items which occurs
frequently in a data set are called frequent item sets. Association rules can be generated
based on frequent item sets if they are associated with other [9]. The quality of
association rules is measured using support and confidence. Let fX; Yg denotes an item
set. The support shows the relation of the number of events containing fX; Yg to all
events in a data set. On the other hand, the confidence shows the relation of the number
of events containing both item sets fXg and fYg to the number of events containing
item set fXg. In addition to the support and confidence, any subset of the frequent item
set, Xf g and fYg, must be frequent item sets as well.

With association rule mining, the target is not determined ahead. Using CARs, a
subset of rules is restricted to a target. In this study, the target was the clusters resulted
from StockProF. Initially, the values of these financial ratios (of all stocks) were
discretized using equal-width partitioning into three ordinal values, namely, low,
medium and high. Then, CARs was applied to every cluster to generate class associ-
ation rules.

Financial Ratio ¼ flow; medium; highg ¼ [Cluster ¼ fC1; C2g

The meta-rule above was used to specify the constraint of class association rules.
The purpose of the meta-rule was to obtain only rules that were suitable for profiling a
resulted cluster. In addition, only rules that showed strong associations between
financial ratios and a particular cluster were selected. To generate strong rules, both
support and confidence must be high. The confidence value predetermined in this study
was 0.90. To generate rules efficiently, the upper bound minimum support was 1.0 and
the support was reduced iteratively up to point that the rules were found by not less
than the predetermined confidence.

Profiling the stocks in every cluster has now become easier than before. The
generated rules are also more intuitive than the 5-number summary.

4 Results and Discussion

As shown in Table 3, StockProF yielded eight outliers and two clusters. Cluster 1 and
Cluster 2 (denoted as C1 and C2) had 24 and 10 stocks, respectively. Tables 4 and 5
provide the mean and 5-number summary for C1 and C2. The statistics gave us an
insight of the data dispersion of the clusters; this allowed us to understand the char-
acteristics of the clusters and profile them. The profiling results can be used by
investors to build their stock portfolios based on the investment strategies. To ease
investors and to save their time, CARs was used instead of the statistics. We then
profiled the clusters using the generated class association rules.
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4.1 Profiling the Clusters

We profiled C1 using the generated class association rules, as shown in Table 6. Rules
in Table 6 are all exact rules as the confidence values are 1. In general, stocks in C1 had
a below average financial performance. C1 had a low cash ratio, which meant low in
cash in relation to its short-term debts. The liability bore by C1 was medium among the
peers. This had probably resulted low DY for investors even though the profitability of
C1 were average among the peers (medium ROE). Stocks in C1 were considered
under-valued with their low PE. Total asset turnover is not discussed here as it was not
strongly associated to C1.

Table 3. The outliers and the members of two clusters, resulted from StockProF.

Outliers C1 C2

AASIA BKAWAN KLK TDM CHINTEK

GOPENG BLDPLNT KMLOONG THPLANT FAREAST
HARNLEN BPLANT KULIM TMAKMUR HSPLANT
IOICORP CEPAT KWANTAS TSH INCKEN
KLUANG DUTALND MHC KRETAM
PINEPAC FGV NPC MALPAC
RSAWIT GENP PLS NSOP
SBAGAN GLBHD SHCHAN RVIEW

IJMPLNT SOP UMCCA
INNO SWKPLNT UTDPLT

Table 4. The mean and 5-number summary of C1.

Financial Ratios Mean Min Q1 Median Q3 Max

Total Asset Turnover 0.424686 0.052819 0.150559 0.303202 0.718241 1
Cash Ratio 0.007776 0.000129 0.001304 0.004981 0.009786 0.037501
Debt Ratio 0.534256 0.209956 0.416136 0.545666 0.685486 0.834199
ROE 0.466836 0.189688 0.419568 0.459 0.546043 0.626903
DY 0.182183 0 0.054165 0.186073 0.289107 0.481206
PE 0.069083 0 0.045419 0.076648 0.089675 0.136939

Table 5. The mean and 5-number summary of C2.

Financial Ratios Mean Min Q1 Median Q3 Max

Total Asset Turnover 0.179353 0 0.059555 0.167802 0.303711 0.401879
Cash Ratio 0.125851 0.00414 0.054383 0.085944 0.159042 0.442159
Debt Ratio 0.131589 0 0.051993 0.121463 0.173673 0.348057
ROE 0.423002 0.306317 0.332382 0.41914 0.486159 0.59551
DY 0.246046 0 0.109429 0.219464 0.373226 0.6458
PE 0.073854 0 0 0.062246 0.09971 0.275229
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C2 were generally similar to C1 in many aspects: low cash ratio, medium ROE, low
DY and low PE (Table 7). In contrary, C2 had a lower debt ratio than C1. In addition,
the rule related to total asset turnover was found as this financial ratio was strongly
associated with C2. To conclude, stocks in C2 generally performed slightly better than
C1.

4.2 Building Stock Portfolios

Building stock portfolios were the next step after profiling the clusters. Since the focus
of this work was to apply CARs on the resulted clusters, therefore we will not discuss
which stocks investors should choose from the outliers to build their stock portfolios.
The technique of how to choose outperforming stocks from outliers was discussed in
our previous work [4].

Based on the profiling results in Sect. 4.1, investors should choose stocks from C2

rather than C1. We will assess the performance of both clusters in average capital return
in the next section.

4.3 Average Capital Performance

The average capital performance for both clusters was evaluated using moving average
(MA) of stock prices in half year and 1-year basis (refer to Eq. 1).

Average capital return ¼ MAyear 2015�MV year 2014ð Þ =MA year 2014 ð1Þ

MA is the average price of a stock over a specific number of days [10]. For
instance, a 10-day MA is the summation of 10 days closing prices of a stock divided by

Table 6. The association rules of C1 with confidence value 1 and minimum support 0.55.

No. Association Rules

1 Cash ratio = low ==> Cluster = C1

2 Debt ratio = medium ==> Cluster = C1

3 ROE = medium ==> Cluster = C1

4 DY = low ==> Cluster = C1

5 PE = low ==> Cluster = C1

Table 7. The association rules of C2 with confidence value 1 and minimum support 0.65.

No. Association Rules

1 Total asset turnover = low ==> Cluster = C2

2 Cash ratio = low ==> Cluster = C2

3 Debt ratio = low ==> Cluster = C2

4 ROE = medium ==> Cluster = C2

5 DY = low ==> Cluster = C2

6 PE = low ==> Cluster = C2
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10. In our previous work, we used stock prices on the particular dates (30th June and
31st Dec for half year and 1-year evaluation) for evaluating the capital performance of
the stocks in the resulted clusters. However, there could be speculative activities on
these particular dates to cause price fluctuation and therefore affect the evaluation
results. Even though a group of stocks was evaluated with the purpose of mitigating the
price fluctuation, we feel that it was not enough. With MA, the effect of price fluc-
tuations can be further mitigated.

It was not so promising for the palm oil industry of Malaysia in the year 2015. The
palm oil price was USD 700 per metric tonne at the beginning of the year 2015. It was
then dropped to the lowest price, USD 480 on 26th August 2015 (a decline of 31.4 %)
and subsequently bounced back slightly to USD 560 at the end of the year 2015 (a
decline of 20 %). The price fall was due to the weak demand from major markets and
high supplies from the producers like Malaysia and Indonesia (both account for 85 %
of the global supplies) [11]. We would like to see how plantation stocks defend
themselves in such situation.

Table 8. The average capital performance of C1 and C2 based on the moving average of the
stock prices.

C1 1/2-year (%) 1-year (%) C2 1/2-year (%) 1-year (%)

BKAWAN −5.79 −7.36 CHINTEK −3.73 −8.34
BLDPLNT −5.40 −2.40 FAREAST 6.86 3.51
BPLANT −9.38 −9.67 HSPLANT −3.07 −7.45
CEPAT −16.51 −19.44 INCKEN −12.31 −14.67
DUTALND −1.86 −8.68 KRETAM −20.60 −22.50
FGV −46.17 −52.92 MALPAC −5.04 −6.82
GENP −4.88 −5.06 NSOP −12.50 −18.00
GLBHD 13.02 27.31 RVIEW −5.87 −9.57
IJMPLNT 0.45 −1.42 UMCCA −9.04 −12.10
INNO −16.85 −17.29 UTDPLT −1.63 −0.38
KLK −3.84 −4.12
KMLOONG −1.77 −1.69
KULIM −16.48 −11.93
KWANTAS −11.42 −19.53
MHC −11.22 −13.88
NPC 3.54 2.23
PLS −22.72 −26.79
SHCHAN −11.11 −17.61
SOP −18.41 −23.97
SWKPLNT −13.79 −19.51
TDM −16.68 −24.09
THPLANT −15.10 −22.23
TMAKMUR −24.13 −25.77
TSH 2.56 −3.04
Average −10.58 −12.87 −6.69 −9.63
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As shown in Table 8, C2 performed slightly better than C1 in overall. The average
capital losses for C2 in half year and 1-year evaluations were −6.69 % and −9.63 %,
respectively; the losses were slightly less than C1. C1 suffered capital losses −10.58 %
and −12.87 % averagely in half year and 1-year evaluations.

5 Conclusion

In this study, we improved StockProF by providing a convenience to especially novice
investors in profiling the resulted clusters. Instead of interpreting the mean and the
5-number summary of the clusters, class association rules which are more intuitive to
them were provided. When evaluating the average capital performance of the clusters,
we used 1-year MA of the stock prices instead of the stock prices on the particular
dates. This is to reduce the effect of price fluctuations caused by speculative activities.
The evaluation results showed that the rules generated are able to help investors in
identifying the correct cluster of stocks for their investment portfolios.

Nevertheless, further improvement to StockProF is still possible. Although the
scope of searching the right stocks has been greatly narrowed using StockProF, but the
number of stocks in a cluster could still be large for investors with limited funds,
particularly individual investors. They still need to further narrow the search them-
selves to pick the number of stocks they can afford. Our future research will focus on
the possibility of narrowing further the search for the right stocks within the clusters (or
outliers) automatically.
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Abstract. Many clinical data suffer from data imbalance in which we have
large number of instances of one class and small number of instances of the
other. This problem affects most machine learning algorithms especially deci-
sion trees. In this study, we investigated different undersampling and over-
sampling algorithms applied to multiple imbalanced clinical datasets. We
evaluated the performance of decision tree classifiers built for each combination
of dataset and sampling method. We reported our experiment results and found
that the considered oversampling methods generally outperform undersampling
ones using AUC performance measure.

Keywords: Clinical data mining � Imbalanced data � Undersampling �
Oversampling � Decision tree C4.5

1 Introduction

There has been an increase of the use of data mining techniques in the different areas of
medicine (bioinformatics, medical imaging, clinical informatics, and public health
informatics) in the last decade. This is due to the impact data mining had on other
domains, such as banking, marketing, and e-commerce, which gave high hopes for
similar achievements in medicine, by extracting untapped knowledge contained in
available medical data as well.

The aim of clinical data mining is to search for useful patterns and information
within patients’ data, and develop prediction models that can support clinical decision
making [1, 2]. Data mining can be used to build predictive models in prognosis,
diagnosis and treatment planning. Even when the data is collected for purposes other
than directly diagnosing a disease or predicting treatment outcome, useful medical
information can still be retrieved. Nakamura et al. [3] used data mining to predict the
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development of pressure ulcer in hospitals from patients’ data that were originally
collected for the purpose of calculating nursing costs. Decision making in the medical
field is rather more sensitive than many other fields because of its direct relation to life
and death consequences, and the well-being of patients. Therefore, a decision should be
made with strong belief that is supported by thorough evaluation and clear explanation.
This makes clinical data mining distinctive than other data mining uses in various
ways. For example, it is widely common in clinical data mining to use white-box
classifiers such as rule-based learners or decision trees because the resulting model is
represented in a readable format. This enables the physicians to interpret the model
output based on their medical knowledge, and increases their confidence when making
their final decisions. While models built using black-box methods such as Artificial
Neural Networks or Support Vector Machines and provide better results in terms of
prediction accuracy, will be welcomed in many other fields, our experience showed that
physicians often hesitate to accept these results due to the lack of model understand-
ability, how the involved factors are related, and how to link that to their medical
experience and knowledge. Although researchers have investigated the use of many
different machine learning algorithms on clinical data, and reported interesting findings
[1, 2], we believe that in practice, the ability for model introspection will actually limit
us to only few of the many algorithms that are used in other fields and applications,
even if this comes at the expense of prediction accuracy.

Another point to consider is that in many data mining applications, it is desirable to
have a prediction model with high accuracy. In clinical data mining, however, it is
important to distinguish between false positive errors and false negative ones. A false
negative error has bigger impact than a false positive one because it can lead an
unhealthy patient to miss a proper treatment, which might be fatal. On the other hand, a
false positive error can be detected and corrected at a later stage by further investi-
gations and tests.

Clinical datasets are usually highly heterogeneous where the data are usually col-
lected from various sources such as images, laboratory tests, patient interviews, and
physicians’ observations and interpretations which leads to a poor mathematical
characterization. In addition, many clinical datasets are noisy, incomplete, and suffer
from the problem of data imbalance, in which the data has large number of patients
(cases/instances) of one class (type/category), and a small number of patients of the
other class.

In this study we consider using C4.5 decision tree, widely used in clinical data
mining, with different sampling methods in order to identify best solutions for tackling
the imbalanced data problem commonly faced in medical data mining.

The rest of this paper is organized as follows. In the next section, we explain
decision tree classification models. We then discuss data imbalance problem and
provide a description of common methods to overcome it in Sect. 3. Section 4 presents
the clinical datasets considered in this study. Section 5 discusses the methodology we
follow to conduct our experiments. Analyzing the results and reporting our findings is
in Sect. 6. Finally, Sect. 7 concludes the paper and gives directions for future works.
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2 Decision Trees

A decision tree model [4] is a data structure that is capable of representing knowledge
in a humanly understandable way. It consists of a set of internal nodes, each repre-
senting test conditions on the values of one data attribute. The tree emerges from one
common root node and ends with many leaf nodes, where each leaf represents a final
classification decision.

Being able to understand how the built model is classifying the data and to interpret
that into useful domain knowledge are the main reasons why decision trees are
preferable over other methods like SVM or neural networks in clinical data mining [5].
A new data instance can be classified by starting from the root of the decision tree, and
moving down its branches according to its attributes test results until a leaf node is
reached. The class of the leaf node represent the predicted class of the instance.
Attributes selected as a node test are usually determined using some splitting criteria.
However, popular splitting criteria such as information gain ratio [4, 6] and Gini
measure are skew sensitive.

3 Data Imbalance

Data imbalance is a problem that is very common in clinical data mining. A data set is
considered imbalanced if the number of instances of one class is considerably smaller
than the number of instances in the others. In clinical data the majority class is usually
the negative class and the minority class is the positive class which is the class of our
main interest. Multi-class problems might also suffer from data imbalance; however, it
can be easily converted into many one-versus-others problem. Many learning algo-
rithms tend to get overwhelmed by the large number of the majority class and ignore
the minority class thus provide a high total accuracy, however, it also provides a high
error rate on the minority class which is usually our concern. Assuming a 90 %
imbalance ratio, a classifier that classify all instance as negative will achieve a 90 %
accuracy while misclassifying all positive instances of the important class. Obviously
this is not the desired result and some alternation is required to overcome this problem.

Japkowicz and Stephen [7], showed that different learning algorithms have different
level of sensitivity to the data imbalance problem. They showed also that decision trees
is the most sensitive classifier compared to Multilayer Perceptron and Support Vector
Machines. In clinical data mining, decision trees are preferable because they provide an
explanation of the classification decision.

3.1 Undersampling

Undersampling achieves data balance by removing instances from the majority class.
Random undersampling method is the simplest form of undersampling in which the
size of the majority class is reduced by removing instances randomly as its name
indicates. Random undersampling is simple and easy to implement however, a main
disadvantage of data undersampling methods is that there is a possibility that we lose
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information contained in important majority class instances removed due to the
undersampling process. A good informed-undersampling method reduces this
possibility.

Informed undersampling reduces the size of the majority class in a controlled
fashion in order to keep important instances from the majority class. Example of
informed sampling are EasyEnsemble and BalanceCascade reported in [8]. Both
methods use ensemble learning in order to explore the majority class space and select
useful instances, however, ensemble learners models are usually difficult to explain and
fall in the black-box learners zone.

J. Zhang and I. Mani [9] proposed four sampling methods called NearMiss-1,
NearMiss-2, NearMiss-3, and Most-Distance that uses K-nearest neighbor in order to
sample reduce the size of the majority class. The K-nearest neighbor of an instance is
defined as the K elements whose distance between itself and the instance is the
smallest. Here we provide a description of the four algorithms:

• NearMiss-1 selects from the majority class the instances whose average distances to
the three closest minority instances are the smallest. Thus the instances selected by
NearMiss-1 are close to some of the minority class instances.

• NearMiss-2 selects from the majority class the instances with the smallest average
distance to the three farthest minority class. In other words, NearMiss-2 selects the
majority instances close to all of the minority instances.

• NearMiss-3 surrounds each instance form the minority class with k instances from
the majority class. It selects a predetermined number of the closest majority
instances for each minority instance.

• Most Distance selects the instances from the majority class that have the largest
average distance to the three closest instances from the minority class.

3.2 Oversampling

As its name indicates, oversampling works by sampling more data from the minority
class. Random oversampling randomly selects a set of minority class Sr, duplicates its
members, and appends them to the original minority class set. This will lead to an
increase in the size of the minority class by the size of Sr and a reduction in the original
data imbalance distribution the process is repeated until the desired data balance
reached. The problem with oversampling is that it may make the classifier susceptible
to data overfitting because repeating the same instance causes the classifier to become
more specific in covering these instances.

Another method of increasing the size of the minority class is synthetic sampling in
which artificial data is synthesized from the original minority class. A powerful method
that has shown good results in many applications is the synthetic minority oversam-
pling technique (SMOTE) [10]. SMOTE uses feature space similarities between
minority class instances in order to generate the synthesized artificial data. For each
instance in the minority class in order to create a synthesized instance SMOTE ran-
domly selects one of its K-nearest neighbor for some specified K, calculate the feature
vector difference between the two instances then multiplies it by a random number in
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the range [0, 1] and add the resulted vector to the original minority instance to generate
the new artificial instance.

3.3 Model Evaluation

It is important to validate the model performance. Usually, accuracy is the evaluation
metrics used to evaluate classification models. However, accuracy assumes similar cost
for false positive and false negative errors. In clinical data mining, the cost of false
positive is more expensive than the cost of false negative errors, and an evaluation
method that reflects this fact is required.

Evaluation metrics are usually derived from the confusion matrix shown in Table 1.
From the confusion matrix, accuracy can be calculated as the ratio of correctly

classified instances: Accuracy = (TP + TN) / (Pc + Nc), and the classification error
equals 1- Accuracy, i.e. Error = (FP + FN) / (Pc + Nc).

Sensitivity and specificity can provide better metrics in the case of imbalanced
datasets. Sensitivity, defined as TP / (TP + FN) = TP / Pc, measures the proportion of
positive instances that are correctly classified.

On the other hand, specificity, defined as TN / (TN + FP) = TN / Nc, measures the
proportion of negative instances that are correctly classified.

A good classifier should have high values for both sensitivity and specificity. In the
case of imbalanced data, a classifier that classifies all instances as negative will have
high accuracy, and high specificity, but zero sensitivity.

The Area Under Curve (AUC) [11] is widely used for measuring the performance
in case of imbalanced data. AUC returns the area under Receiver Operating Charac-
teristics Curve (ROC) that provides a visual representation of the performance in
regards to the true positive rate (i.e. sensitivity) and false positive rate (i.e.
1-specificity). The visual presentation is useful for showing the tradeoffs between true
positive and false positive error rates, however, it is difficult to use for calculation.
The AUC provides a quantitative metric for ROC.

4 Experimental Datasets

Earlier experimental studies on learning from imbalanced data have been conducted.
Reference [12] discussed the use of several sampling techniques versus different
machine learners and performance metrics, and reported partial results of applying
combinations of these choices on 35 datasets coming from a variety of application
domains. In another study [13], the researchers investigated the class-imbalance

Table 1. Confusion matrix

Positive Prediction: Pp Negative Prediction: Np

Positive Class: Pc TP: True Positive FN: False Negative
Negative Class: Nc FP: False Positive TN: True Negative
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problem in medical datasets by considering different under-sampling and
over-sampling techniques applied on one cardiovascular dataset. In this paper, we will
investigate the effect of a group of undersampling and oversampling techniques applied
on multiple clinical datasets, and under constraints suitable for data mining in the
medical domain, where white-box learners and suitable metrics are of concern.

In our empirical study, we have considered 7 nonproprietary clinical datasets
publically available in the following sources:

• UCI: the data repository of the Center for Machine Learning and Intelligent Systems
in the University of California, Irvine, famously known as UCI Machine Learning
Repository. (archive.ics.uci.edu/ml.)

• OML: an open collaborative machine learning platform (www.openml.org).

Table 2. Description of used clinical datasets

Data
set
ID

Description Source URLa

BRC Breast Cancer dataset, from Institute of
Oncology University Medical Center
Ljubljana, Yugoslavia [14]. It was donated in
1988, and it is used to predict recurrent
cancer events of patients.

Breast + Cancer

BCW Breast Cancer Wisconsin dataset, donated
from University of Wisconsin Hospitals in
1992 [15]. It is used to diagnose benign and
malignant breast cancers.

Breast + Cancer + Wisconsin + %
28Original%29

DIB Pima Indians Diabetes Database, donated in
1990, for predicting whether patients show
signs of diabetes according to World Health
Organization criteria.

Pima + Indians + Diabetes

SAH South Africa Heart Disease dataset, taken
from a larger dataset described by
Rousseauw et al. in 1983.

www.openml.org/d/1498

SPF Heart dataset of cardiac Single Proton
Emission Computed Tomography (SPECT)
images, donated in 2001, where features are
extracted from the images and used to predict
cardilogists’ diagnoses of normal and
abnormal patients.

SPECTF + Heart

SPT Same classification task as SPF, with binary
extracted features to form the dataset.

SPECT + Heart

TYR Thyroid Disease dataset, donated by the
Garavan Institute in1987, to diagnose
patients with thyroid disease.

Thyroid + Disease

aUse archive.ics.uci.edu/ml/datasets/ before the value for UCI based datasets.
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We have considered only datasets with binary classification problem. Table 2 lists
these datasets with a brief description of each one, and an identifier to refer to later in
our analysis.

The imbalance ratio, defined here as the percentage of minority class instances to
majority class instances, varies from 9 % (highly imbalanced) to almost 54 % (only
slightly imbalanced). The datasets have also diversity in the number of attributes, their
types (continuous and categorical), and the number of instances.

Few datasets contain missing values in one or more of their attributes. In our study,
we did not apply any method to fill in these values, and decided to work on complete
data by removing the instances with missing values since they were only few. The TYR
dataset was the only one having some attributes completely empty or redundant (these
attributes were removed), and had rather big number of instances with missing values
in some other attributes. The instances in the latter case have been removed, which we
consider relatively acceptable given the total number of instances in this dataset.
Table 3 summarizes these details.

5 Experiment Design

We have used RapidMiner (6.5) [16] to conduct our experiments. We have also used
SMOTE implementation in Weka (3.16.13) software [17] to perform oversampling.

We have systematically applied each of the sampling methods, including “No
Sampling”, on each of the seven datasets. After performing data pre-processing,
10-folds cross-validation (stratified) was used in order to evaluate each method. In each
fold, data balancing methods were applied to the training subset, while the test subset
was left imbalanced. Figure 1 shows a snapshot of the cross-validation design in
RapidMiner which limits the sampling application to the training set. AUC, sensitivity,
and specificity were recorded for each sampling method.

Table 3. Datasets pre-processing and summaries

Data
set

# of a

instances
# of b

attributes
Attribute types Instances

removed
# of
positive

# of
negative

Imbalance
ratio

BRC 277 10 all nominal 9 81 196 0.41
BCW 683 10 all numeric 16 239 444 0.54
DIB 768 9 all numeric 0 268 500 0.54
SAH 462 10 8 numeric, 1

nominal
0 160 302 0.53

SPF 267 45 all numeric 0 55 212 0.26
SPT 267 23 all nominal 0 55 212 0.26
TYR 2,643 23 6 numeric, 16

nominal
1,129 212 2,431 0.09

aFinal number of instances after removing instances with missing values.
bNumber of attributes, including the class attribute, after pre-processing.
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The four sampling methods, NearMiss1, NearMiss2, NearMiss3, and Most Dis-
tance depend on calculating the distance between instances. In case of numeric attri-
butes, Euclidean distance is used. However, when we have mixed types of attributes
(numerical and categorical), Mixed-Euclidean distance is used, where for nominal
attributes a distance of one is counted if corresponding values are not the same. Those
algorithms are not part of RapidMiner components, and have been implemented by the
authors.

For all sampling methods, we chose the parameters that rebalance the datasets to an
almost equal ratio for both classes. As for the k parameter (number of nearest neigh-
bors) for SMOTE and NearMiss3 algorithms, a fixed value of 5 has been chosen.

6 Results and Analysis

The results of our experiments are shown in Tables 4, 5, 6 and 7. For each dataset, the
area under curve AUC, sensitivity, and specificity of each of the methods used rounded
to two decimal places are reported.

For the Breast Cancer (BRC) dataset, Table 4. (left) shows that Most Distance
method scored the highest AUC, with corresponding 0.54 sensitivity and 0.81 speci-
ficity. It shows a good improvement in sensitivity over the results obtained on the
original data (indicated by No Sampling method) with a relatively low reduction in
specificity. Table 4. (right) shows the results for the BCW dataset, and the results for
the remaining datasets are summarized in Tables 5, 6 and 7.

In Table 8, we have summerized the ranking counts for each method. For example,
Random Undersampling method was ranked first in only one dataset, and similarly for
second, third, and fourth ranks. It also ranked fifth in three datasets.

Fig. 1. Cross-validation process to evaluate SMOTE oversampling using RapidMiner.
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We can see from the table that oversampling methods have ranked first and second
more often than the undersampling ones, with random oversampling ranked first more
than SMOTE method. Among the undersampling methods NearMiss1 and NearMiss2
methods have often scored low ranks compared to other methods.

Table 4. Performance ranks and results on BRC (left) and BCW (right) datasets.

# Method AUC Sens. Spec.

1 Most Distance 0.69±0.11 0.54±0.16 0.81±0.06

2 NearMiss1 0.68±0.09 0.53±0.15 0.74±0.10

3 No Sampling 0.65±0.11 0.32±0.19 0.92±0.05

4 Rand. Under. 0.65±0.09 0.40±0.20 0.74±0.18

5 NearMiss3 0.64±0.11 0.30±0.15 0.91±0.06

6 Rand. Over. 0.63±0.08 0.42±0.11 0.83±0.16

7 SMOTE 0.63±0.10 0.40±0.18 0.84±0.07

8 NearMiss2 0.62±0.09 0.69±0.11 0.46±0.11

# Method AUC Sens. Spec.

1 Rand. Over. 0.96±0.02 0.97±0.04 0.96±0.03

2 SMOTE 0.96±0.02 0.96±0.03 0.95±0.03

3 No Sampling 0.96±0.03 0.95±0.06 0.97±0.02

4 NearMiss2 0.96±0.03 0.95±0.06 0.96±0.02

5 Rand. Under. 0.96±0.02 0.97±0.04 0.94±0.02

6 NearMiss1 0.95±0.03 0.96±0.06 0.94±0.02

7 Most Distance 0.94±0.03 0.97±0.03 0.91±0.04

8 NearMiss3 0.91±0.05 0.96±0.04 0.86±0.08

Table 5. Performance ranks and results on DIB (left) and SAH (right) datasets.

# Method AUC Sens. Spec.

1 Rand. Over. 0.71±0.07 0.49±0.28 0.80±0.21

2 SMOTE 0.71±0.07 0.71±0.25 0.61±0.23

3 Most Distance 0.66±0.05 0.90±0.06 0.43±0.06

4 No Sampling 0.66±0.07 0.28±0.08 0.95±0.05

5 Rand. Under. 0.66±0.08 0.42±0.26 0.83±0.19

6 NearMiss1 0.62±0.05 0.38±0.07 0.90±0.04

7 NearMiss3 0.60±0.05 0.24±0.08 0.96±0.02

8 NearMiss2 0.50±0.00 0.53±0.07 0.50±0.09

# Method AUC Sens. Spec.

1 Most Distance 0.60±0.08 0.76±0.13 0.42±0.11

2 Rand. Under. 0.59±0.08 0.44±0.38 0.68±0.33

3 SMOTE 0.59±0.05 0.96±0.06 0.22±0.07

4 No Sampling 0.58±0.07 0.06±0.07 0.96±0.06

5 Rand. Over. 0.58±0.05 0.75±0.37 0.40±0.28

6 NearMiss3 0.51±0.03 0.06±0.09 0.95±0.05

7 NearMiss1 0.51±0.02 0.26±0.13 0.80±0.10

8 NearMiss2 0.51±0.02 0.35±0.11 0.59±0.12
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Table 6. Performance ranks and results on SPF (left) and SPT (right) datasets.

# Method AUC Sens. Spec.

1 Rand. Over. 0.75±0.13 0.78±0.22 0.71±0.14

2 SMOTE 0.73±0.14 0.74±0.21 0.72±0.11

3 Rand. Under. 0.71±0.12 0.79±0.23 0.64±0.15

4 Most Distance 0.69±0.09 0.98±0.05 0.44±0.14

5 No Sampling 0.66±0.13 0.19±0.17 0.91±0.07

6 NearMiss2 0.65±0.09 0.73±0.20 0.54±0.17

7 NearMiss1 0.56±0.11 0.49±0.26 0.54±0.10

8 NearMiss3 0.50±0.00 0.22±0.17 0.76±0.11

# Method AUC Sens. Spec.

1 Rand. Under. 0.77±0.11 0.77±0.16 0.76±0.07

2 Rand. Over. 0.77±0.10 0.78±0.15 0.68±0.10

3 No Sampling 0.76±0.11 0.50±0.32 0.85±0.10

4 NearMiss3 0.75±0.08 0.59±0.14 0.82±0.10

5 SMOTE 0.71±0.11 0.68±0.24 0.69±0.12

6 Most Distance 0.70±0.09 0.85±0.14 0.51±0.08

7 NearMiss1 0.54±0.04 0.83±0.33 0.17±0.21

8 NearMiss2 0.52±0.03 0.65±0.43 0.32±0.34

Table 7. Performance ranks and results on TYR dataset.

# Method AUC Sens. Spec.

1 SMOTE 0.97 ± 0.01 0.97 ± 0.03 0.94 ± 0.02
2 Rand. over. 0.96 ± 0.03 0.93 ± 0.05 0.98 ± 0.01
3 NearMiss3 0.95 ± 0.02 0.91 ± 0.06 0.98 ± 0.01
4 No Sampling 0.95 ± 0.04 0.93 ± 0.06 0.98 ± 0.01
5 Rand. Under. 0.94 ± 0.03 0.93 ± 0.05 0.95 ± 0.02
6 NearMiss2 0.93 ± 0.03 0.90 ± 0.07 0.96 ± 0.01
7 NearMiss1 0.93 ± 0.03 0.90 ± 0.07 0.96 ± 0.01
8 Most Distance 0.60 ± 0.02 0.97 ± 0.04 0.22 ± 0.03

Table 8. Methods Rankings

Sampling method Rank count
1 2 3 4 5 6 7 8

Random Undersampling 1 1 1 1 3 0 0 0
NearMiss1 0 1 0 0 0 2 4 0
NearMiss2 0 0 0 1 0 2 0 4
NearMiss3 0 0 1 1 1 1 1 2
Most Distance 2 0 1 1 0 1 1 1
Random Oversampling 3 2 0 0 1 1 0 0
SMOTE 1 3 1 0 1 0 1 0
No Sampling 0 0 3 3 1 0 0 0
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7 Conclusion

In thiswork,we have evaluated the performance of different samplingmethods on clinical
data classification problem using the C4.5 decision tree due to its wide usage in clinical
data mining. The methods of random oversampling and undersampling, SMOTE over-
sampling, NearMiss1, NearMiss2, NearMiss3, and Most Distance undersampling
methods were investigated. The results showed that from the AUC point of view, random
oversampling and SMOTE methods were superior to the undersampling methods.
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Abstract. Behind Internet of Things (IoT) system, there are constrained devices
and protocols that handle all the communication in the system. Constrained
devices are equipped with sensor and communication capabilities to allow them
to send data over the network. There are limitations on these constrained devices
as they have limited resources such as processing power, memory and power
consumption. In order to fit the needs for IoT systems, different types of protocols
have been developed. These protocols lie in a communication protocol stacks that
are from the Application layer, Transport layer, Network Layer and Network
access layer. These protocols are designed to cater for the need of the systems to
run smoothly with the limited resources available for the constrained devices. For
this paper, the focus lies on two (IoT) protocols on the application layer:
Hypertext Transfer Protocol (HTTP) and Constrained Application Protocol
(CoAP). It extends how the protocol structures the message format, communi-
cation establishment and how request is handled from the client. The study is
designed on different test beds based on performance factor to meet the
requirement of the device’s resources. The results and analysis of this study
contributes to the findings of the performance where CoAP is faster than HTTP
with smaller data. The study strengthens the use of CoAP for constrained devices
in relation to the limited resources mentioned before thus contributing to how
data are managed in any IoT environment.

Keywords: Constrained devices � CoAP � IoT � HTTP � Protocols

1 Introduction

Home Security System, Home Automation system, Disaster Management are some of
the systems developed using the idea of IoT. For this project, the main focus is on how
communication of these systems was influenced by the protocol that handles the IoT
system. Over the internet, communication between devices is handled by protocols
where in each layer a solid communication protocol mechanism for all the IoT building
blocks. This is required to create efficient and reliable communication over the IoT
systems [1]. Furthermore devices used for the IoT system have constrained resources
which are usually associated with limited processing power, limited storage and often
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runs on battery [2]. These devices are used as nodes for data collected from the sensors.
Hence a RESTful approach is used being in favour of low power embedded networks
[3]. Researchers in [4] compare CoAP to HTTP in terms of performance and CoAP
suitability in constrained scenarios. This paper aims to extend the work to answer the
questions: (1) how specific area of communication is managed and (2) how to ensure
the connectivity of each of the device are efficient to meet the need of the constrained
devices. Therefore the focus of this project is on which communication protocol out of
these two is most favourable to IoT systems.

2 HTTP and CoAP

HTTP is an application-level protocol for distributed, collaborative, hypermedia infor-
mation systems [5]. HTTP is a TCP/IP based protocol that is used to deliver data on the
World Wide Web with port 80 as the default port. The 3 basic features of HTTP of
connectionless,media independent and statelessmake it simple but powerful protocol [6].

While CoAP is one of the latest application layer protocols developed by IETF that
facilitates the integration of the embedded network with Web technologies [3]. This
protocol is developed specifically for the IoT system which was developed based on the
idea of HTTP protocols. CoAP runs over UDP to keep the overall implementation
lightweight. It is the aim of CoAP development to keep the overall implementation
lightweight since dealing with devices of limited resources.

It uses Restful Architecture which is similar to HTTP. In Restful Architecture, the
commands GET, POST, PUT, and DELETE are used to provide resource-oriented
interactions in client-server architecture [3]. The CoAP is developed not only for the
communications and transferring data, but is also developed along with DTLS. DTLS
is a chatty protocol that requires numerous message exchanges to establish a secure
session [7]. CoAP uses DTLS for security transaction in the transport layer.

2.1 Constrained Devices

Constrained devices are devices that have limited processing and storage capabilities
usually powered by batteries [2]. Constrained devices often used as nodes in the IoT
system. Nodes are point of data collection where sensor will collect the data and pass it
to the nodes and from the nodes; data will be stored and sent over the internet to the
server [8]. Constrained devices also deal with the request and response message from
and to the server. Efficiency of the device in processing the messages depends on the
size of the message sent.

Here, CoAP have been developed to fit with the constrained devices. With the
property of CoAP, IoT system are able to work efficiently with constrained devices
since CoAP are designed to be lightweight which put less stress on the constrained
devices processing capabilities.
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2.2 Process of Communication Made Between HTTP and CoAP

The characteristics of both HTTP and CoAP protocol are based on how they establish
server client communication and their message format when exchanging messages
between server and client. In this Section, the focus is to compare and contrast on how
HTTP and CoAP established their communication between client and server and the
packet format for request and response message.

Communication Establishment. The communication for HTTP started with a
sequence of handshake protocol [9]. These handshake protocols are made between
client and server to establish a connection between both. A synchronization packet is
sent to initiate the connection to the server [10]. This packet is sent to setup a reliable
session between the client and the server. Once the SYN packet is received by the
server, the server will respond with SYN-ACK packet to the client. The SYN-ACK
packet is a Synchronization Acknowledgement packet. This packet is sent to
acknowledge the client that sessions are allowed to be initiated [10]. Then the client
will sent ACK packet, which is an Acknowledgement packet in response for the
SYN-ACK packet from the server. This packet will be followed by the establishment of
reliable session between the client and the server [10].

The communications in CoAP are considered to be more direct since no handshake
occurs between client and server. The differences between HTTP and CoAP in
transport layer are CoAP which make use of UDP and HTTP uses TCP. In order to
satisfy IoT requirement, devices in IoT can only have small or limited resources. This is
how CoAP contributes to the definition of lightweight communication as CoAP uses
UDP, UDP’s properties are low overhead [11]. This contributes to the requirement of
device resources, which makes CoAP suitable for IoT. CoAP communication started
with CON. CON is a confirmable message that are sent from the client. CON message
carry a request message to the server. Once CON is received by the server, it will elicit
the ACK message that is the acknowledgement message. The ACK message carries the
response message for the request that is made by the client.

2.3 HTTP and CoAP Message Format

HTTP Message Format. In HTTP, there are two different message formats for
request and response: HTTP request and HTTP response message. Once the reliable
session is initiated, the client will sent HTTP request. The HTTP message size ranges
from 2 kb to 8 kb which is equivalent to 2000 bytes and 8000 bytes [12].

The HTTP request message format contains Method, URL, Version, Header Lines
fields and an Entity body. Method that is specified in the message format refers to the
request from the client [12]. The request methods used in this project are:

(1) GET - Retrieve information from the server on specified URL
(2) POST - Submit data to be processed on specified URL
(3) PUT - Edit or add existing information in the server on specified URL
(4) DELETE - Delete existing information in the server on specified URL
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In the Header Lines Section, it contains Header field name and value. This is where
additional information of the request and detail of the client are stored [10] with
information such as Host, Connection, User-agent and Language.

Entity Body is part of the HTTP request message format that is only used with post
method and response message [10]. Header field is similar to the Header Lines Sec-
tion but with additional fields such as Date, Content Length and Content Type.

CoAP Message Format. Unlike HTTP, CoAP only have one message format which is
used by both request and response message. Both the request and response message are
using the same format. The minimum message size for CoAP is 4 bytes and the
maximum is 1024 bytes [11]. The message format for CoAP consists of Version, Type,
Token Length, Code, Message ID, Options and Payload.

Version in the CoAP message format refers to the version of CoAP protocol used in
[11]. Types are message types that are represented by numbers. Message types are as
follow along with its number representation [11].

(1) CON (Confirmable) – 0
(2) NON (Non-Confirmable) – 1
(3) ACK (Acknowledgement) – 2
(4) RST (Reset-Message) – 3

The Code in the CoAP message format refers to the Request Method. Each method
is represented using numbers. The request methods are listed below [13] which are
similar to those of HTTP:

(1) GET = 1
(2) POST = 2
(3) PUT = 3
(4) DELETE = 4

The Message ID in the CoAP message format is the number to identify the message
sent [11]. This ID prevents message duplication. The minimum message size for CoAP
is 4 bytes and the maximum is 1024 bytes contributes to the lightweight size of CoAP
compared to HTTP message format [11].

3 Implementation

The implementation of the system was based on the Client Server architecture. In
Client Server architecture, the client provides the user with user interface that allows
user interaction and the server deals with database and processing the request from the
client [5]. In order to show the differences in terms of performance, and to make the
result more reliable, settings were kept constant such as running both clients and
servers in the same platform.
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3.1 HTTP and CoAP Implementation

Both HTTP and CoAP server used the CoAPthon and Django REST Framework. The
server was hosted by Ubuntu 14.04 using VMware player. Whilst for CoAP client, the
Copper Extension of Mozilla Firefox browser and for HTTP client, Mozilla Firefox
browser was used.

The client server architecture was set under an environment which connects to a
network allowing them to communicate and send information over the network. The
client will be the Mozilla Firefox browser; server will be the VMware which runs
Ubuntu and host the HTTP and CoAP server. The protocol represents the link that
governs the communication between both client and server over the network.

3.2 Network Performance Measures

Different types of network performance measures can be used. Each measure gave
different types of result depending on what kind of performance measured. Such as:

1. Throughput - Measure of how much actual data can be sent per unit of time across a
network.

2. Latency - Amount of time taken for data to travel from one location to another
across the network.

3. Jitter - Variation in the delay of received packets.
4. Error Rate - Measure of the amount of error encountered during data transmission

over a network. The higher the error, the less reliable the network connection is.

For this study, time was used as the measure, which is similar to latency. Time is
referred to the time taken for the request and response process to complete and mea-
sured in seconds.

3.3 Testing

This implementation was tested on different scenarios to see how different network
structure will affect the performance of the server. The scenarios were based on
5 different network structures: Wireless Home Network, Wired Home Network, UTB
Network, Portable Wi-Fi Network and Wireless Hotspot Network. The testing process
was done by sending Request from the client using four different methods that are
GET, POST, PUT and DELETE. These methods triggered the server to send Response
according to what have been requested by the client. Wireshark was used to record and
analyse the packets sent between the client and the server.

For HTTP, time was measured from the first SYN message to the last ACK
message. For CoAP, time was measured from the first CON message to the last ACK
message. Data sizes were set for each method: GET 14 bytes, POST 9 bytes, PUT
9 bytes and DELETE 8 bytes.
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4 Findings

For both protocols, the time taken was based on how communication was established. In
each scenario, results were based on the test using the four methods of GET, POST, PUT
and DELETE which were captured using Wireshark and the time taken was analysed
from the moment communication was initiated until completed. The results obtained
were placed according to the four methods for all the five scenarios. HTTP took longer
time to complete request for each method than CoAP. The HTTP difference in terms of
time taken can be clearly seen from the HTTP-REQUEST to HTTP-RESPONSE. The
time taken patterns for both CoAP and HTTP in all 5 scenarios were similar for all the
four methods. The HTTP requests for all methods were relatively higher for GET and
POST method. As for CoAP, the time taken was similar with all the methods except for
PUT method where it was slightly higher than the other but the differences can barely
be seen.

4.1 Large Data

With small data the differences was barely seen for CoAP and similar for HTTP in all
the methods, next was to test on a set large data of 1990 bytes and applied to the four
methods, for both CoAP and HTTP to complete request with big data.

GET Large Data on Home Wireless Network. The Table 1 shows the time taken
CoAP to complete the GET methods on large data for both request. The time taken for
CoAP to complete the request is 24.273145 s.

Table 1. CoAP GET large data time taken
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In Table 2, it shows the time taken HTTP to complete the GET request. The time
taken for HTTP to complete the request is 0.47472 s. The pattern was similar to GET
method on smaller data from the different scenarios. The one that contributed to the
time taken was HTTP-REQUEST to HTTP-RESPONSE.

From previous analysis, the time taken for CoAP was relatively lower but when
dealing with large data; a different set of findings was found. The time taken for CoAP
is higher even compared to HTTP previous analysis. This means that large data affect
the overall performance in terms of time taken for CoAP and only slight effect on
HTTP.

Table 2. HTTP GET large data time taken

Table 3. CoAP and HTTP overall GET time taken
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The Table 3 summarizes the time taken for GET method result for all of the
scenarios.

The Table 4 shows the summary for CoAP and HTTP request on GET method for
large data 1990 bytes.

The tables above show the huge gap of time taken between CoAP and HTTP for the
five different network structures. The time taken to process large data by CoAP creates
a large gap in terms of time compared to HTTP. Therefore, time performance for CoAP
is affected by large data; this strengthens why CoAP is not suitable to process large
data.

POST Large Data on Home Wireless Network. An exception on the test made was
discovered when the CoAP request was done for POST and PUT method on large data
of 1990 bytes. CoAP was unable to complete both requests. The error encountered was
the ‘4.08 Request Entity Incomplete’, indicating that the client was unable to send the
request to the server. Data limit for CoAP was 1024 bytes where the large data are 1990
bytes. This shows CoAP client was unable to send data larger than 1024 bytes. As for
HTTP, the time taken was slightly higher than the previous analysis for the rest of the
methods. This indicates that large data does affect the time taken performance of HTTP.

5 Conclusion

The properties of CoAP as the chosen protocol to use when dealing with IoT have been
outlined in this paper. IoT system consists of a group of constrained devices which
means that every device is limited in terms of resources such as RAM, memory and
processing power. With the properties of CoAP and the idea of IoT system, CoAP is

Table 4. CoAP and HTTP overall time taken large data
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efficient in delivering smaller data size as the findings suggest. This is further
strengthened by comparing CoAP with the known HTTP protocol. The study shows
how the light-weight feature of CoAP contribute to the short transmission time but
attempt needs to be considered as this compromise the security aspect of it.
With HTTP, this is taken care by the handshake before and after as well as the message
format. Therefore for future enhancement for CoAP, a study on the implementation of
DTLS as part of the security aspect is suggested. One known fact of HTTP is having its
own ways of securing the communication. This is done by the use of HTTPS. HTTPS
was introduced which is a combination of both HTTP and TLS. This combination
provides an encrypted communication which is a part of security measure that has been
taken by HTTP. CoAP with DTLS could also provide security to the communication.
Similar test could be done to determine whether security features affect the protocol in
terms of performance.
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Abstract. This paper studies the NTRU public key cryptosystem to
identify the most influential parameters for decryption failure confirming
that decryption failure is key-dependent. The study uses binary polyno-
mials and analyzes the correlation between the parameter sets recom-
mended in the EESS 1v2 (2003) and Jeffrey Hoffstein et al. (2003). The
observed relationships are then used to recommend an extended parame-
ter selection criteria which ensures invertibility and reduced probability
of decryption failure. We then recommend a condition for selecting an
appropriately large size of q which is the least size required for ensuring
successful message decryption. The study focuses on binary polynomials
as it allows for a smaller public key size and for the purpose of providing
better insights leading to further study into other variants of NTRU.

Keywords: Cryptography · NTRU · Asymmetric key algorithms ·
Decryption failure · Parameter selection · Machine learning · Classifier

1 Introduction

Securing information has become a necessity in the information age. As the
volume of data transmitted online grows, so is the need to safeguard this infor-
mation whether it is in the form of text, video, voice or images. This security
has been provided through the use of various encryption algorithms. The N th

degree truncated polynomial ring (abbreviated as NTRU) [1] is one of the asym-
metric key algorithms used, which is deemed to be future-proof as it is secure
against quantum algorithm attacks due to its lattice-based structure. NTRU col-
lectively refers to NTRUEncrypt (encryption algorithm) and NTRUSign (signa-
ture scheme). The security of NTRU is based on the approximate Closest Vector
Problem (appr-CVP) in convolution modular lattices [2]. NTRU has undergone
several modifications since it was invented in 1996 and patented in 1998 [3]. It
has several variants, with the NTRU parameters taking either a binary, ternary
or product-form.

In this paper, the study is focused on binary polynomials because binary
polynomials result in a smaller public key size since they are believed to allow
c© Springer International Publishing AG 2017
S. Phon-Amnuaisuk et al. (eds.), Computational Intelligence in Information Systems,
Advances in Intelligent Systems and Computing 532, DOI 10.1007/978-3-319-48517-1 16
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for a small q parameter [4]. In addition, the study of NTRU which uses binary
polynomials will provide a comprehensive understanding of the NTRU operation,
the parameters and the relationships between them and how to select parameters
in a way that ensures a low probability of decryption failure. This provides a
good basis for educational purposes and the conclusions drawn can be applied
on other variants of NTRU.

2 NTRU Parameters

NTRU operates in the polynomial convolution ring R = Z[X]
(XN−1)

. The parameters
used in the NTRU public key cryptosystem are made up of the integer parame-
ters N, p, q, df , dg, dr, dm and the polynomials f, g, r,m, Fp, Fq. The parameters
are selected such that the parameter size N is a prime integer, p is a small mod-
ulus (which could be 2, 3, or 2 + x) and the parameter q is a large modulus
which corresponds to the value of p selected; q is prime (for p = 2) and an
integral power of 2 (for p = 3 and p = 2 + x). x stands for the indeterminate
used in polynomials [5]. The private key polynomial f is selected such that it
has df number of 1 coefficients and that it is invertible mod p and mod q. The
polynomial g has dg number of 1 coefficients. The random polynomial r which
is a one-time value used to obscure the message has dr number of 1 coefficients.
The message m has dm number of 1 coefficients.

A list of recommended parameter sets for low, medium and high security
levels for binary polynomials were proposed in [6], which were then replaced
with the parameters recommended in [7,8] as depicted in the Table 1.

Table 1. Previously recommended parameter sets for p = 2

Parameter set Security level (k) N p q df dg dr Reference

ees251ep4 80 251 2 239 72 72 72 [7,8]

ees251ep5 80 251 2 239 72 72 72

NTRU167.2 Low 167 2 127 45 35 18 [6]

NTRU263.2 Moderate 263 2 127 35 35 22

NTRU503.3 High 503 2 253 100 100 65

Binary polynomials were believed to allow for a small q parameter. The
need to increase resistance against hybrid combinatorial attack created the need
for the use of larger sample spaces [4]. Binary polynomials were replaced with
ternary and product-form polynomials in order to improve the combinatorial
search space thus improving security and efficiency [9]. List of recommended
parameters for ternary and product form polynomials of NTRU have been pro-
vided in [3–5,9–11].
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3 NTRU Operation

NTRU operation begins with the establishment of the integers N, p, q and the
polynomials f, g, r and m. The private key is then generated by first obtaining
the multiplicative inverse of f mod p and fmod q such that: f ∗ Fp mod p = 1
and f ∗ Fq mod q = 1. The private key is then set as the polynomial pair (f, Fp).
The public key h is obtained by computing h = p ∗ Fq ∗ g mod q. The message
m is encrypted using the public key h by computing e = r ∗ h + mmod q. The
ciphertext is decrypted by the recipient using the private key by computing
a = f ∗ emod q. After which adjustment is done to a by ensuring that the
coefficients of a are in the range of q

2 and −q
2 . This is then followed by retrieving

the decrypted message by computing C = Fp ∗ amod p.
Decryption is made possible because the polynomials p, r, g and m are chosen

to have small values in the polynomial convolution ring R thus ensuring the
polynomial prg + fm has a high probability of having width b (which represents
prg + fm) less than q. The coefficients of these terms are selected in a manner
that ensures that their absolute value does not exceed q

2 and −q
2 [9,12].

4 Decryption Failure Approximation

A range of parameter sets have been recommended in previous work in order
to ensure a low probability of decryption failure. The choices of parameter sets
which will result in an overwhelming probability of decryption failure can be
determined experimentally [13]. In this study we work towards this objective of
experimentally identifying these parameters. Before embarking on experimenta-
tion, we evaluate the computational prediction of the probability of decryption
failure as described in the subsequent section.

4.1 Recap of Previous Decryption Failure Approximation

Decryption failure refers to the inability to decrypt validly generated ciphertexts
[12]. Using the recommended parameters in EESS 1v2 [8], the probability of
decryption failure is once in every 2−12 for N = 139 and 2−25 for N = 251. In
[12], the measure of the probability of decryption failure is based on ensuring
that the polynomial product (p ∗ r ∗ g + f ∗ m) does not exceed q. In [14],
decryption failure was considered to be message and key dependent which led to
the development of a padding scheme referred to as SVES-3. Decryption failure
is a threat to the security of the transmitted information. This is because the
occurrence of decryption failure leaks information about the private key of the
recipient [15].

In [9], the measure of the probability of decryption failure was obtained by
checking if a coefficient of (r ∗ g + f ∗ m) is greater than c where c = (q−2)

2p .
Therefore the probability of decryption failure Pdec is given by:

Pdec(c) = Prob (| r ∗ g + f ∗ m |≥ c) (1)
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For ternary polynomials, an approximation of the probability of decryption fail-
ure was estimated more accurately by considering the assumptions that N is
large and the coefficients of r are independent random variables taking the value
1 with probability dr

N , −1 with probability dr

N and 0 with probability (N−2dr)
N

and the same assumption holds for g, F and m.
Then, if yi = rkgl and zi = msft and Xj denotes a coefficient of (r∗g+f ∗m)

then Xj is a sum of N terms, for some k, l, s, t given by

Xj =
N∑

i=1

(yi + zi) (2)

Assuming N is large, the central limit theorem is applied on Xj , which is
normalized to have variance as 1 (σ2 = 1). This results in the standard normal

probability density function which is given by f(x) = 1√
2π

e
−x2
2 . After applying

the central limit theorem on Xj , translating it to complementary error function
(erfc) notation and repeating the experiment of selecting a coefficient N times,
the resulting probability of decryption failure is given by:

Pdec = N ∗ erfc
c

σ
√

2N
(3)

where c = (q−2)
2p and σ2 is the variance.

4.2 Computational Approximation of Decryption Failure for NTRU
Binary Polynomials

We apply the same principle of approximation in [9] on binary polynomials in
order to estimate the probability of decryption failure by assuming that:

– N is large
– The coefficients of r are independent random variables taking the value 1 with

probability dr

N and 0 with probability N−dr

N and that the same assumption
holds for g, f and m.

A computation of the mean of yi and zi (that is E(yi) and E(zi)) results in:

E(yi) =
drdg

N2
(4)

E(zi) =
dfdm

N2
(5)

Going on to compute the value of variance for binary polynomials results in

σ2 =
(

N2drdg − (drdg)2

N4

)
+

(
N2dfdm − (dfdm)2

N4

)
(6)

The central limit theorem is applied in arriving at the measure of the mean
and standard deviation. The central limit theorem states that the average of
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a large number of independent identifiable random variables is approximately
normally distributed [16]. Once a normal distribution is standardized, then the
resulting standardized normal distribution has a mean of zero and a standard
deviation of 1 unit (that is μ = 0 and σ = 1).

In this case of the binary polynomials, the computed value of the mean is
not equal to zero as shown by Eqs. 4 and 5 as is the characteristic of a standard
normal distribution. Therefore leading to the conclusion that this method of
approximation of the probability of decryption failure is not considered to be
suitable for binary polynomials for the purposes of this study.

5 Studying the Relationship Between the Parameters
and Their Effect on the NTRU Key Generation,
Encryption and Decryption

A study of the relationship between the parameters was conducted in order
to gain insight into a method of selecting parameters that will ensure a low
probability of decryption failure.

5.1 Testing Parameters and Environment

Testing was done so as to identify which parameters have the greatest influence
on whether decryption in NTRU is successful. An experimental analysis was
done whereby all the NTRU parameters were varied one at a time while keeping
the other parameters constant. The evaluation began with small parameters (low
security levels), followed by medium and high security levels. The testing began
by varying each of the parameters f, g and m one at a time for all possible com-
binations of polynomials for N = 11 (low security). The proportions obtained
of successful key generation, encryption and decryption from the analysis done
at the low security level were then used as input for computation of appropriate
sample sizes for moderate and high security levels (N = 11 and N = 53 respec-
tively). The parameter sets used for low security level and moderate security
levels are based on examples published on the Security Innovation website and
previous published works, while the parameter set for N = 251 (128-bit security)
is based on parameter set in EESS1v2. The test parameters used for this study
are illustrated in the Table 2.

Table 2. Test parameters for binary NTRU polynomials

Parameter set k N p q df dg dr dm

eesTest1 3 11 2 37 4 5 4 6

eesTest2 16 53 2 67 7 27 40 35

ees251ep4 [8] 80 251 2 239 72 72 72 35
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The results of the testing were used to identify the influential parameters
which were then varied for N = 53 and the recommended parameter sets in
the EESS1v2 [8] for N = 251 for binary polynomials as well as product-form
polynomials.

The data for experimentation was selected using the following methodology:

1. The size of the population was determined. This is based on the number of
all possible polynomial combinations, given by 2N .

2. The sample size was generated by uniform random sampling without replace-
ment. Uniform sampling method is used because it is the documented sam-
pling method used to select secret polynomials f and g [4,9,15]. First, an
initial sample size n0 was obtained by computing n0 = z2×p(1−p)

e2 where z is
the critical value for the confidence level c, p is the proportion or distribution
and e is the sampling error. The proportion, p used is based on the results
obtained from the test results for low security levels, as will be discussed in
Sect. 5.2.

3. Uniform random sampling was used, with a 99 % confidence interval and 5 %
margin of error.

4. Given that n0 was found to be at least 5 % of the population N and sampling
is without replacement, the sample size was more accurately estimated by
reducing the error in the previous computation of n0 by applying the Finite
Population Correction Factor (FPC) [17,18] by computing n = n0·N

n0+(N−1) .
5. In order to ensure equal distribution of values of f(1) in the population the

population was split into categories where the No. of categories= N2 − N1.
Then the number of sample values generated in each category was computed
as n

N2−N1
. This was based on the principle that any integer (2t − 1) once its

converted into a binary polynomial equation of f results in a value of f(1) = t
once the sum of coefficients is computed.

6. The random numbers generated were then converted to their binary polyno-
mial equivalent and used as test data.

The tests were carried out using the Magma Computational Algebra System
[19] as was used in previous studies by Hermans et al. [20] on speed records
for NTRU run on a GPU and also the cryptanalysis study of countermeasures
imposed on NTRU to enable it withstand multiple transmission attacks [21]
and a study on algebraic attack on NTRU [22]. The experiments were run on
two computer systems; one with a Windows 8.1 64-bit operating system with
Intel core i5 processor with 4 GB RAM while the second computer system had
a Windows 8.1 64-bit OS Intel core i7 processor with 8 GB RAM.

5.2 Testing for Identification of Influential Parameters: Key
Determinants of Decryption Failure

Testing was done in order to identify influential parameters for the successful
decryption of messages in the NTRU algorithm by varying the polynomial para-
meters f, g, r,m and the integer q. The results obtained from these tests are as
shown in Table 3.
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Table 3. Initial test results for identification of influential NTRU parameters

Parameter Percentage with successful key generation

N = 11 N = 53 N = 251

f 51.15 53.74 51.09

f (product form) 100 100 100

g 100 100 100

r 100 100 100

m 100 100 100

q large q large q large q

The results in Table 3 revealed that parameters g, r and m had no effect on
the occurrence of decryption failure. Parameter f had the most influence on
decryption failure, coupled with the size of the parameter q. In the case where
the parameter f is of the product form, the polynomial f given by f = 1+pF was
always invertible thus resulting in successful key generation thus had no effect on
the likelihood of the occurrence of decryption failure. This is attributed to the
fact that the selected polynomial should be invertible mod p and mod q so as to
be an acceptable parameter f . The multiplicative inverses can be obtained using
the Euclidean algorithm. Once invertibility is confirmed, then the polynomial
inverses Fp and Fq can be generated and subsequently the private key parameters
(f, Fp) obtained. The experiments showed that once an invertible polynomial of
f was obtained but which resulted in decryption failure, variation of the size of
the large prime q upwards resulted in successful decryption.

This led to the conclusion that the parameters f and q are the most influential
parameters for successful decryption in NTRU. This confirmed the assertion by
Howgrave-Graham et al. in [14] that decryption failure is largely key dependent.
Upon identification of the parameters f and q as the influential parameters for
successful decryption in NTRU, further evaluation was carried out into these
parameters as described in the subsequent section.

The tests revealed that out of all the polynomial combinations of f tested,
3×103 polynomials, only 51.15 % of the polynomial combinations were invertible
for low security level at N = 11. Therefore 48.85 % of the polynomials were
not invertible therefore resulting in unsuccessful key generation. For moderate
security level at N = 53, only 53.74 % of the polynomials were invertible while
for high security level only 51.09 % of the polynomials were invertible. These
measures indicate the probability that a randomly chosen polynomial in the
ring R will be invertible.

In [13], the probability that a randomly selected element in the ring of con-
volution polynomials is invertible is given by:

(
1 − 1

p

)(
1 − 1

pn

) (N−1)
n

. (7)
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where n is the smallest integer such that pn = 1 (modN). Using the Eq. 7 to
compute the probability of a randomly selected polynomial being invertible and
comparing this measure to the experimental observation results in a disparity
ranging from 0.01 to 0.04 as shown in the Table 4.

Table 4. Probability that a randomly chosen polynomial is invertible

N = 11 N = 53 N = 251

Computed probability 0.4995 0.4999 0.5000

Experimental observation 0.5115 0.5374 0.5109

Difference 0.0120 0.0375 0.0109

The slight disparity may be attributed to the use of sampling. These measures
confirm that the sampling procedure used in this study results in an appropri-
ately large data size from which reasonable conclusions can be drawn. The obser-
vations can therefore be considered to be representative of the entire population,
with an acceptable degree of accuracy.

5.3 Studying the Private Key Polynomial f

Following the identification of the private key polynomial f as one of the influen-
tial parameters, an in-depth study of the parameter was done. An evaluation of
the polynomials which resulted in successful key generation but had decryption
failure showed that varying the size of the modulus q to a larger prime number
resulted in successful message decryption. Furthermore, the polynomials of f
which were invertible thus resulting in successful message decryption had the
following properties:

1. Odd values of f(1) have successful key generation.
2. f(1) �= q.
3. f(1) �= N .

5.4 Using Machine Learning to Analyze the Relationship Between
the Polynomial f and Large Modulus q

Following the observation from this study that varying the size of the modulus q
to a larger prime number resulted in successful message decryption, it begs the
question what is the minimum size of q required to ensure a successful message
decryption if all the other NTRU parameters are selected accordingly. Initial
observations showed that the modulus q was larger than the integer N .

Given that the private key polynomial f had the highest influence on the
occurrence of decryption failure along with the large modulus q, further analysis
was conducted to determine the correlation between these parameters so as to
identify the underlying conditions which if varied could favourably affect the
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Fig. 1. Results of examining the relationship between data attributes of f and q.

chances of a successful decryption. The evaluation of this relationship was done
using machine learning techniques by using classifiers provided in WEKA [23].
The evaluation was three fold:

1. First, an evaluation was done to establish whether it is possible to classify
the attributes based on the classes of q, in other words given f is it possible
to predict the corresponding value of q.

2. Secondly, of these attributes used for the evaluation in step 1, which ones
have the most predictive capability.

3. Thirdly, if indeed it is possible to classify the value of f based on its corre-
sponding minimum value of q required for successful message decryption in
NTRU, then what is the predictive relationship.

In the first step, in order to address the classification of attributes, additional
attributes of f were introduced for the evaluation. The polynomial f(x) was
evaluated when x = 1, 2, 3, 4 resulting in the attribute list: f(1), f(2), f(3),
f(4). The minimum size of q required for successful message decryption served
as the class name. Then several machine learning models were run using 10-fold
cross-validation for the attribute list f(1), f(2), f(3), f(4) and q in order to
explore the possibility of classifying attributes of f based on the minimum size
of q required for successful message decryption. The results of the classification
are as depicted in the Fig. 1.

As illustrated in the Fig. 1, the baseline accuracy using the ZeroR showed
that there were 23.73 % correctly classified instances while the random forest
tree classifier showed 83.4328 % correctly classified instances. This confirmed
the existence of a classification of attributes of f based on the corresponding
minimum value of q required for successful message decryption. Thus pointing
to the likelihood of a predictive relationship between the data sets of f and q.
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The second step was then conducted in order to select the attributes, in this
case NTRU parameters, which have greater predictive capability. The attributes
selected as having greater predictive capability would then be used to formulate
the predictive relationship in the next step. The attributes f(1), f(2), f(3), f(4)
with q as the class name were evaluated using various attribute selectors. The
Greedy Stepwise, Best first, SubsetSizeForwardSelection models showed that
f(1) and f(2) had the highest predictive capability. The LinearForwardSelection
model showed that f(1) and f(3) had the highest predictive capability while the
Ranker ranked the attributes as f(1), f(2) followed by f(3) and finally f(4).
Therefore, the attributes f(1) and f(2) were then selected as the attributes with
the most predictive attributes of the value of q.

In the final step, the attributes with the greatest predictive capability, f(1)
and f(2) were used to predict the value of q. Several models were used and the
results compared in an effort to find an appropriate predictive model, whose
results are shown in Table 5.

Table 5. Comparison of function classifiers for establishment of a predictive model for
minimum size of q for successful NTRU decryption

Functions classifier type Correlation

coefficient

Mean

absolute

error

Root mean

squared error

Deduced model-Min. size of

q for successful dec

Linear regression 0.8313 55.7003 67.9571 2.5754 ∗ f(1) + 83.9038

Pace regression 0.8308 55.9965 68.0585 84.1958 ∗ f(1) + 2.5618

Simple linear regression 0.8286 56.398 68.4487 2.53 ∗ f(1) + 85.01

LeastMedSq 0.0551 1165979.865 21036891.04 0.482 ∗ f(1) + 276.489

The comparison of several classifiers in order to deduce an appropriate model
as shown in Table 5 showed that the linear regression model resulted in the
highest correlation coefficient of 0.8313 followed by the pace regression model
at 0.8308, the simple linear regression model and finally the LeastMedSq. In
addition, the linear regression model showed the lowest mean absolute error,
root mean square error and relative absolute errors. Therefore, the resulting
deduced model from the linear regression classifier was selected as the most
appropriate model.

This process is considered relevant for the exploration of the probable rela-
tionship between the extracted attributes of f and q so as to reveal the under-
lying intrinsic relationship (if any) based on the function of f . By extract-
ing f as an attribute based on a derivation function of f , the introduction
of machine learning process could extract patterns which would be otherwise
unnoticeable to the human eyes. Consequently, based on the observed relation-
ship, a probable inference on the causation of decryption failure could be fur-
ther explained. Exploratory process of various supervised machine-learning tech-
niques was carried-out using the WEKA tool. The predictive relationship (the
probability of the existence of relationship between the f(x) and q) observed
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was measured with reference to a probabilistic baseline accuracy using ZeroR
algorithm. The ZeroR algorithm is a highest-class prior probabilistic classifier.
It classifies all instances in a dataset into the class of the highest prior proba-
bility. Among all explored classifiers, regression model presented higher class-
prediction accuracy and capability to present a reliable predictive tendency.
Parameters considered in the classification process include accuracy, RMSE,
Kappa statistics, F-measure, and Area Under the receiver operating charac-
teristic Curve (AUC). Further exploration was then considered using various
functions of regression model, result as shown in Table 5. This resulted in the
establishment of the predictive model that: For successful message decryption in
NTRU, the minimum size of q should be selected as a prime number larger than
(2.5754 ∗ f(1) + 83.9038).

6 Conclusion

This study provides an insight into the parameter selection criteria for NTRU
using binary polynomials. The study first evaluates the most influential para-
meters for decryption failure, proving that decryption failure is key-dependent.
We then study NTRU parameters in order to establish a relationship which
provides a predictive indicator of which parameter combinations will result in
successful message decryption. This study shows that in order to ensure the
selection of polynomial of f that is invertible, it should have an odd number
of ones, that is f(1) should be an odd integer when the sum of coefficients is
computed. In addition, f(1) should not be equal to N and q should be greater
than the parameter size N . Then we establish that the criteria for establishing
the appropriately large value of q is that in order to ensure successful message
decryption q should be selected such that it is the next prime number greater
than (2.5754 ∗ f(1) + 83.9038) thus q > (2.5754 ∗ f(1) + 83.9038). It should
be noted that binary polynomials were originally introduced when NTRU was
invented in 1998 and later recommended parameters use ternary polynomials
which were subsequently followed by the release of parameter sets of the prod-
uct form, which eliminate the need to find the multiplicative inverse of f . In
this study, we focus on the earlier version of NTRU recommended parameters
which use binary polynomials in order to provide for a smaller public key size
and providing an avenue for further study into other variants of NTRU.
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Abstract. Considering ever increasing importance of traffic sharing am-
ong the users connected with different Optical Network Units (ONUs) of
a TDM-Passive Optical Network (TDM-PON), to date, different TDM-
PON architectures have been introduced. These architectures facilitate
traffic flow among the ONUs directly along with traffic flow between
an ONU and the Optical Line Terminal (OLT), which is the central-
ized intelligence of a TDM-PON system. The TDM-PON that facilitates
direct communication among different ONUs under a single TDM-PON
system is namely called TDM-PON Internetworking architecture. In this
paper, we come up with a novel operational mechanism for one of the
well-known TDM-PON Internetworking architectures in order to improve
energy saving performance. An ONU in the TDM-PON Internetworking
architecture based on which we propose a novel Internetworking opera-
tional mechanism can have two modes: LAN-PON (sharing traffic with
other ONUs directly without any assist from the OLT) and broadband
access (facilitates OLT and ONU communication). In order to facilitate
operating under these two modes, an ONU uses two low-cost Optical
Switches (OSWs). We refer to this Internetworking architecture as OSW
based solution. Our novel energy efficient operational mechanism allows
an ONU in OSW based solution to use Energy Saving Mode (ESM).
The simulation results state that the operational mechanism introduced
in this paper can contribute in increasing energy saving performance of
ONUs noticeably.

Keywords: TDM-PON · Internetworking · Optical switches · Sleep
mode

1 Introduction

Passive optical network (PON) technology is an access network technology
which has tremendously contributed in expansion of communication network.
c© Springer International Publishing AG 2017
S. Phon-Amnuaisuk et al. (eds.), Computational Intelligence in Information Systems,
Advances in Intelligent Systems and Computing 532, DOI 10.1007/978-3-319-48517-1 17
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Fig. 1. TDM-PON deployment supporting different applications running at customer
premises.

The reasons that motivated many network operators to adopt PON technology
are: (i) higher scalability, (ii) more bandwidth capacity, (iii) more cost-effective
services and (iv) lower energy consumption compared to other access network
technologies (e.g. WiMAX, WiFi) [1,2]. We have witnessed tremendous growth
of data rate of PON over the last several years. In 2011, Huawei tested 40 G PON
prototype [3].

Rich Internet applications and high quality streaming services (e.g. 4 K/8 K
video) have propelled the high bandwidth demand in the access segment of
network. Additionally, with the increasing number of contents, Content Deliv-
ery Network (CDN) providers are experiencing higher Capital Expenditure
(CAPEX) and Operational Expenditure (OPEX). This is because they need to
continuously upgrade their content storage facilities along with expanding CDN
infrastructure. One of the possible ways to improve content availability while
not increasing CAPEX and OPEX is to use P2P-CDN (combine CDN and Peer-
to-peer) [4,5]. In P2P-CDN, users cache the popular contents and can exchange
the contents with other users (peers) [4,5]. In case of distributed computing par-
adigm, computational tasks are assigned to the locally available computational
resources, namely Fog servers [6]. These Fog servers could be users’ desktop
computers or any hand-held devices. These aforementioned discussion clearly
indicates that there is a growing need to have traffic forwarding in a local area
domain. Hence, authors in [1] argue that it would be a very possible scenario in
which an end user (an end user refers to any devices with Internet connection)
connected with an Optical Network Unit (ONU) might need to communicate
with another end user which is served by another ONU within the same TDM-
PON system. Therefore, arguably, not only ONU and Optical Line Terminal
(OLT) communication but also direct communication among ONUs has become
increasingly important. Figure 1 demonstrates a TDM-PON deployment scenario
along with several possible applications (e.g. P2P CDN, Fog servers).
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To date, many researchers proposed their Internetworking architecture
among the ONUs. Each of those has some advantages and limitations as well.
Typically, TDM-PON architectures standardized by IEEE and ITU-T (e.g. IEEE
802.3ah) support inter-ONU communication under the same TDM-PON system
by using a router attached to an OLT [7]. The major limitation of such Inter-
networking architecture comes from the fact that the bandwidth required for
the OLT and ONUs communication (broadband access) could be insufficient in
a TDM-PON system. This is because LAN emulation could lead to narrowing
the scope of broadband access traffic forwarding. Apart from that, authors in
[7] argue that the router installed in the OLT, which facilitates emulation proto-
col for LAN, is expensive; thereby, imposing additional CAPEX to the network
operators. In the meantime, a few methods have been proposed to provide ONUs
Internetworking functionality in different ways [7,8]. In [7], authors propose a
physical-layer solution, which is attractive since this method is not only band-
width efficient but also potentially cost effective. Two low-cost optical switches
(OSWs) in each ONU are used to virtually divide a single TDM-PON system
into two independent networks so as to facilitate direct inter-ONU communica-
tion (referred as LAN-PON traffic) and conventional communication between an
ONU and the OLT (referred as Broadband Access (BA) traffic). In this paper,
we refer to this architecture as OSW based solution. In OSW based solution, a
pair of optical wires connect an ONU with a star coupler (SC) and the SC is
connected with the OLT through a single optical fiber. The OSWs in an ONU
switch mode based on requirement in order to facilitate LAN-PON traffic and
BA traffic forwarding. The mode in which an ONU can forward LAN-PON traf-
fic is named as LAN-PON mode, whereas in BA mode an ONU is capable of
forwarding BA traffic. The main drawback of OSW based solution relies on the
fact that the OSW in an ONU requires around 2 to 10 ms to switch from one
mode to another mode, thereby making frequent mode change cumbersome. In
OSW based solution, an ONU uses the same wavelength for LAN-PON traffic
and BA traffic forwarding.

In [9], authors came up with a tunable transmitter (Tx) and receiver (Rx)
based solution in order to forward LAN-PON traffic and BA traffic. This pro-
posed mechanism uses a tunable Tx and Rx so as to establish inter-ONU commu-
nication through a dedicated wavelength. That is, unlike OSW based solution,
an ONU in the architecture introduced in [9] uses two wavelengths to forward
LAN-PON traffic and BA traffic. This architecture improves bandwidth utiliza-
tion significantly both for broadband access (conventional PON communication)
and ONUs Internetworking (LAN-PON communication). In addition, authors in
[9] introduced a time slot based transmission scheme where each ONU’s trans-
mission opportunity is separated into two equal time slots allowing an ONU to
forward LAN-PON traffic and BA traffic through two different wavelengths. It
needs to highlight that the switching time of a tunable transmitter is in nanosec-
ond range whereas an OSW’s switching time is in millisecond range [7]. How-
ever, a tunable Tx and Rx are very expensive compared to a normal Tx and
Rx, thereby increasing CAPEX in the tunable Tx and Rx based solution than
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that of the OSW based solution. Therefore, arguably, the proposed solution in
[9] may not be a feasible solution to the PON operators.

In [1], based on router based Internetworking architecture, we came up with
an energy efficient LAN-PON and BA traffic forwarding technique. Consider-
ing the rapid growth of traffic forwarding capacity in PON, we argued in [1]
that router based Internetworking would be a promising architecture to support
both LAN-PON traffic and BA traffic forwarding. We consider OSW based solu-
tion could be another promising solution as it requires low cost switches to be
deployed in ONUs, thereby not increasing CAPEX significantly. Additionally,
unlike the router based Internetworking architecture, in OSW based solution,
downlink and uplink bandwidth do not need to be sacrificed for LAN-PON traf-
fic forwarding. Furthermore, OSW based Internetworking architecture is flexible
and secured [7].

In this paper, we propose a novel LAN-PON traffic and BA traffic forwarding
mechanism in OSW based solution in order to minimize energy consumption in
ONUs as much as possible without imposing noticeable traffic delay. The simu-
lation results show the importance of our proposed idea. The rest of the paper is
organized as follows. Section 2 explains the system model. In Sect. 3, the proposed
operational procedures are introduced. Section 4 evaluates the performance of the
proposed operational procedures and finally Sect. 5 draws conclusion and future
research directions.

2 System Model

We propose a novel energy efficient operational procedures based on the OSW
based solution, which is introduced in [7]. This section narrates how the LAN-
PON Internetworking architecture presented in [7] works to facilitate LAN-PON
traffic and BA traffic forwarding. In addition to that, in this section, we present
the architectural assumptions associated with the OLT and an ONU so as to
implement energy saving functionalities in this LAN-PON Internetworking archi-
tecture.

The OLT consists of two major parts: (i) digital circuitry and (ii) analog
circuitry. The OLT MAC resides in the digital circuitry part and it is in charge
of packet processing, forwarding (both incoming and outgoing), ONU status
tracking, etc. Whereas, the analog circuitry in the OLT is in charge of receiving
and transmitting traffic through optical signal. In analog circuitry part, there
are two major components: a Continuous-Mode optical Transmitter (CMT) and
a Burst-Mode optical Receiver (BMR) which are connected through a Coarse
Wavelength Division Multiplexer (CWDM), as we can notice from Fig. 2.

The Star Coupler (SC), which is a passive device, is located at the remote
node. This plays a crucially important role to guide optical signal in order to
forward traffic among the ONUs and OLT. A pair of SC ports connect each of
the ONUs (i.e. a pair of optical fibers are connected with each of the ONUs), as
shown in Fig. 2.

The analog circuitry part of an ONU in the OSW based solution [7] consists
of a CWDM, two OSWs, a Burst-Mode transmitter (BMT), and a BMR along
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with all the necessary components that a conventional ONU has. Additionally,
we consider that the analog part of an ONU in our proposal uses a counter and
a Sleep Control Logic (SCL), as considered in [2]. The role of the counter and
SCL is to trigger any activities inside an ONU (e.g. changing states of an ONU).
Furthermore, we assume that an ONU in our proposal can have Energy Saving
Mode (ESM). Under this mode, there are three states: sleep state (both Tx and
Rx are turned off), doze state (only Tx is turned off) and active state (every
components are powered on in an ONU allowing the ONU to be fully functional).

As mentioned before, an ONU in the OSW based solution [7] can be oper-
ated under two modes: LAN-PON mode and BA mode. When the ONU is in BA
mode, OSW 1 and OSW 2 move into cross state (cross state refers to the dotted
connection) and bar state (bar state refers to the solid connection), respectively
[7]. This combination of OSWs allows the ONU’s BMR to receive downstream
traffic from the OLT and the ONU’s BMT to send upstream traffic using wave-
length λUL [7]. On the other hand, when the OSW 1 and OSW 2 are set to bar
state and cross state, respectively, the ONU is operated under LAN-PON mode
[7]. That is, the ONU can send and receive traffic to/from other ONUs under
the same TDM-PON system. To know more in detail how the state change of
OSWs facilitates an ONU’s mode change, please refer to the paper [7]. At this
point, it needs to mention here that regardless the mode of an ONU (i.e. BA
mode, LAN-PON mode), the ONU can have three states which are: sleep state,
doze state and active state while using the ESM.

3 Proposed Energy Efficient Operational Mechanism

Similar to the operational procedures stated in [7], in our proposal, we con-
sider that ONUs that have traffic to share among themselves move into LAN-
PON mode. Whereas, the remaining ONUs in the same TDM-PON system are
operated under BA mode. We propose that an ONU should maintain its ESM
regardless its current mode at a given time. The subsequent part of this section
narrates how our novel energy efficient operational mechanism works.

ONU Group Management. The OLT in a TDM-PON system maintains
a Dynamic Bandwidth Allocation (DBA) cycle for both uplink and downlink
transmission for the ONUs in BA mode. The length of the DBA cycle, Tcycle,
is a function of OSW’s state changing time (TOSW ). In this paper, we consider
that Tcycle = 2×TOSW .

When an ONU has traffic to forward to a particular ONU, it movies into
LAN-PON mode after Tcycle/2 in a Tcycle. Before it moves into LAN-PON mode,
it should exchange traffic with the OLT. To do so, at the beginning and middle
of each Tcycle, ONUs send their uplink bandwidth requirement to the OLT along
with mentioning whether they have LAN-PON traffic to forward or not. The OLT
uses DBA algorithm to calculate uplink transmission slot for each of the ONUs in
BA mode. Once uplink slots are measured for ONUs, the OLT notifies the ONUs
(see Fig. 2). At the same time, the OLT mentions the downlink transmission slot
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Fig. 2. OSW based Internetworking architecture along with ONU’s energy saving
capability.

Fig. 3. Traffic forwarding under proposed operation procedures; (a) BA mode and
(b) LAN-PON mode.

to each of them after taking into consideration average downlink traffic arrival
rate for each of the ONUs. The OLT allocates uplink and downlink slots during
the first half of a Tcycle to those ONUs, which have LAN-PON traffic to share.
This allows the ONUs having LAN-PON traffic to forward to move into LAN-
PON mode during the immediate Tcycle/2 duration.
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LAN-PON Traffic Forwarding Policies. Before a group of ONUs move into
LAN-PON mode, the OLT nominates one of those ONUs as a Coordinator-ONU
(C-ONU). The criteria that the OLT uses for selecting a C-ONU is out of the
scope in this paper. The role of the C-ONU in LAN-PON mode is almost the
same as the OLT in BA mode in a TDM-PON system. That is, all the ONUs
in LAN-PON mode send bandwidth request to the C-ONU using report control
message. Upon receiving bandwidth requests, the C-ONU measures an uplink
slot for each of the ONUs in LAN-PON mode and notifies them using grant
control message (see Fig. 2). In turn, each ONU forwards uplink traffic to the
C-ONU destined to any ONUs in the TDM-PON system. Note that, for an ONU
in LAN-PON mode, the destination ONU (traffic recipient ONU) may not be in
the same mode at a given time (i.e. the destination ONU could be in BA mode
while the source ONU is in LAN-PON mode).

After receiving traffic from all the ONUs in LAN-PON mode, the C-ONU
measures a downlink transmission slot for each of the ONUs and informs them.
If any of the received traffic at the C-ONU is destined to an ONU which is
not in LAN-PON mode during that time. Then C-ONU buffers those traffic and
forwards to the OLT once it moves into BA mode. After receiving traffic from the
C-ONU during the assigned reception slot, an ONU should turn off its Tx and
Rx while staying in LAN-PON mode. This is possible in our solution because
an ONU in this mode can receive all the traffic from different ONUs at once
from the C-ONU, thereby allowing the ONUs to stay active state only during
their traffic reception slots. In contract to the procedures explained above, the
solution presented in [7] forces all the ONUs in LAN-PON mode to stay active
always (each ONU forwards traffic to the destination ONU by itself), resulting
in wasting energy significantly.

Energy Saving Functionality. In our proposal, an ONU turns of its compo-
nents whenever possible in order to reduce its energy consumption. An ONU in
both LAN-PON mode and BA mode, transmits and receives traffic during the
assigned transmission slots. Apart from that, the ONU needs to stay in active
state for a while in order to communicate with the OLT during each Tcycle. We
consider that an ONU moves into sleep state turning off its Tx and Rx whenever
it does not have any transmission and/or reception related activities. Figure 3
presents the overall procedures of our energy efficient TDM-PON supporting
broadband access and local customer Internetworking.

4 Results and Discussion

To evaluate the performance of our proposed operational procedures, we rely on
our outstanding TDM-PON OPNET based simulation model which has been
used in our previous research efforts (e.g. [12]). In this paper, similar to [11], we
assume that an ONU consumes 4.69 W when the ONU is in active state, and
0.7 W when it is in sleep state. We suppose that an ONU requires 2 ms to transit
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Fig. 4. Energy consumption and frame (traffic) delay performance evaluation.

from sleep to active state, similar to [10,14]. We assume that the sleep duration
of an ONU is 50 ms. Additionally, we consider that TOSW = 2 ms.

In this paper, we are interested to evaluate the delay and energy performances
under 8, 16, 24, and 32 ONUs in a TDM-PON system. It has to note here that
we compare the energy performance of an ONU in our proposed operational
mechanism in front of the ONU introduced in OSW based solution, in which
an ONU always remains active (no energy saving functionalities) regardless the
presence or absence of traffic [7].

Figure 4(b) shows the delay performance of LAN-PON frames when our pro-
posed operational mechanism is in place. In this figure, we represent the delay as
Cumulative Distributed Function (CDF). Results show that the higher the num-
ber of ONUs in LAN-PON mode, the more traffic delay. Particularly, we can see
from Fig. 4(b), when there are 8 ONUs in a LAN-PON, around 98 % of frames
have delay around 6 ms, whereas; only around 30 % of frames have around 6 ms
delay when there are 16 ONUs in the LAN-PON mode. Furthermore, the worst
delay performance is when there are 32 ONUs in the LAN-PON mode. The rea-
son behind this is that when there is a small number of ONUs (e.g. 8 ONUs), the
chance for ONUs in the LAN-PON to get enough grant to send all the frames
in its buffer is very high. However, an ONU in this case has around 6 ms delay
due to sleep to active state transition time and switching time from BA mode to
LAN-PON mode (i.e. OSW’s state changing time). Moreover, when the number
of ONUs increases (e.g. 16 ONUs) in LAN-PON mode, an ONU may not be able
to send all its traffic within the allocated slot assigned by the C-ONU, which is
in turn, results in increasing traffic delay. It needs to highlight here that long
traffic delay may not be acceptable for many delay sensitive applications [13]. A
number of research efforts report that traffic forwarding delay in a TDM-PON
system could lead to reduce TCP traffic throughput noticeably [2,15]. Therefore,
future research should put effort in finding the optimal number of ONUs that
should be in LAN-PON mode at a given time, so that, traffic delay requirement
is not violated.
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Note that the longer the sleep interval length of an ONU, the higher the
traffic delay, but lower the energy consumption of an ONU [2,13]. In this paper,
we present the initial results of an ONU’s energy consumption in Fig. 4(a). This
figure shows that the energy consumption of an ONU decreases when number of
ONUs increases. The reason behind this is that, under large number of ONUs, an
ONU can have a chance to sleep for long time. However, this results in increasing
traffic delay for that ONU.

5 Conclusion

In this paper, we put effort to come up with an energy efficient operational mech-
anism for TDM-PON system that allows both broadband access (BA traffic) and
local customer Internetworking (LAN-PON traffic). Here, we have presented very
initials results of our research. Among the several issues, in our future research,
we are planning to: (i) investigate how to improve latency performance in both
LAN-PON and BA mode when TOSW is relatively long, (ii) study how we can
incorporate QoS aware traffic forwarding mechanism under OSW based Inter-
networking architecture and (iii) devise an algorithm to select an appropriate
C-ONU when more than one ONUs are in LAN-PON mode.

References

1. Newaz, S.H.S., Mohammed, A.F.Y., Lee, G.M., Choi, J.K.: Energy efficient and
latency aware TDM-PON for local customer internetworking. In: IFIP/IEEE Inter-
national Symposium on Integrated Network Management (IM), Ottawa, ON,
pp. 1184–1189 (2015)

2. Newaz, S.H.S., Cuevas, A., Lee, G.M., Crespi, N., Choi, J.K.: Adaptive delay-aware
energy efficient TDM-PON. Comput. Netw. 57, 1577–1596 (2013)

3. Huawei Unveils World’s First 40G PON Prototype. http://pr.huawei.com/en/
news/hw-103292.htm

4. Zhang, G., Liu, W., Hei, X., Cheng, W., Kankan, U.X.: Understanding Hybrid
CDN-P2P video-on-demand streaming. IEEE Trans. Multimedia 17(2), 229–242
(2015)

5. Chen, L., Zhou, Y., Jing, M., Richard, T.B.: Thunder crystal: a novel
crowdsourcing-based content distribution platform. In: Proceedings of the 25th
ACM Workshop on Network and Operating Systems Support for Digital Audio
and Video (NOSSDAV) (2015)

6. Zao, J.K., et al.: Pervasive brain monitoring and data sharing based on multitier
distributed computing and linked data technology. Front. Hum. Neurosci. 8, 1
(2014). Article 370

7. Tran, A.V., Chae, C.-J.: Bandwidth-efficient PON system for broadband access
and local customer internetworking. IEEE Photonics Technol. Lett. 18(5), 670–
672 (2006)

8. Seo, Y.-J., Kim, J.G., Kang, M.: Dynamic bandwidth allocation algorithm for a
PON system with local customer internetworking. In: International Conference on
Optical Internet (COIN), pp. 1–2 (2008)

http://pr.huawei.com/en/news/hw-103292.htm
http://pr.huawei.com/en/news/hw-103292.htm


Energy Efficient Operational Mechanism for TDM-PON 197

9. Kim, J.G., Chae, C.-J., Kang, M.-H.: Mini-slot-based transmission scheme for local
customer internetworking in PONs. ETRI J. 30(5), 282–289 (2008)

10. Kubo, R., Kani, J., Fujimoto, Y., Yoshimoto, N., Kumozaki, K.: Adaptive power
saving mechanism for 10 Gigabit class PON systems. IEICE Trans. Commun. E93–
B(2), 280–288 (2010)

11. GPON power conservation, ITU-T Recommendations – supplement 45 (G.sup 45),
May 2009

12. Mohammed, A.F.Y., Newaz, S.H.S., Uddin, M.R., Lee, G.M., Choi, J.K.: Early
wake-up decision algorithm for ONUs in TDM-PONs with sleep mode. IEEE/OSA
J. Opt. Commun. Netw. 8(5), 308–319 (2016)

13. Newaz, S.H.S., Jang, M.S., Mohammed, A.F.Y., Lee, G.M., Choi, J.K.: Building an
energy-efficient uplink and downlink delay aware TDM-PON system. Opt. Fiber
Technol. 29, 34–52 (2016)

14. Shi, L., Mukherjee, B., Lee, S.S.: Energy-efficient PON with sleep-mode ONU:
progress, challenges, and solutions. IEEE Netw. 26(2), 36–41 (2012)

15. Alaelddin, F.Y.M., Newaz, S.H.S., Lee, J., Uddin, M.R., Lee, G.M., Choi, J.K.:
Performance analysis of TCP traffic and its influence on ONUs energy saving in
energy efficient TDM-PON. Opt. Fiber Technol. 26, 190–200 (2015). Part B



Performance Analysis of MANET Under Black
Hole Attack Using AODV, OLSR and TORA

Fatin Hamadah M.A. Rahman and Thien Wan Au(&)

School of Computing and Informatics, Universiti Teknologi Brunei, Jalan
Tungku Link, Gadong, Brunei Darussalam

fatinh.rahman@gmail.com, twan.au@utb.edu.bn

Abstract. Black Hole attack is one of the many attacks that can occur on a
MANET. It works on the network layer by dropping all incoming packets
instead of forwarding them to the destinations. MANET conveys communica-
tion in a multi-hop manner from the source node to the destination. But without
any security means, the effects of such attack on MANET can disrupt the
performance and operations of the network. This paper describes the effect of
the attack on MANET that is using AODV, OLSR and TORA routing protocols
with the introduction of IPSec protocol under the influence of Black Hole attack.
The simulation of the attack is achieved using Riverbed Modeler Academic
Edition. Based on the Black Hole attack simulations, MANET suffered the
lowest throughput when it is using TORA and the highest using OLSR routing
protocol.

Keywords: MANET � Black Hole attack � IPSec � OLSR � TORA

1 Introduction

A network attack can be classified as insider or outsider. When an attacker, which is not
part of the network, performs the attack outside of the network, the attack is considered
as an outsider attack. Meanwhile, in an insider attack, the attacker happens to have
penetrated inside the network by means such as impersonation. These attacks can be
further classified into active or passive attack. In active attack, the attacker performs
conspicuous disruption to the data in the communication by means such as data
modification. Meanwhile in passive attack, the attacker does not disrupt the transferred
data between nodes, but mostly eavesdrop on the network traffic to gather valuable
information instead. Detecting passive attack is more complex compared to the active
attack as the passive attack is usually done in discreet where damage is not transparent.
These attacks prove that strong encryption is needed in order to prevent them from
occurring. Examples of such common attacks on MANET are Jamming attack,
Repudiation attack, Wormhole attack and Black Hole attack. The focus of this study is
directed towards the understanding of Black Hole attack on MANET using various
routing protocols. The upcoming Sect. 2 describes the background study on Black Hole
attack and Sect. 3 elaborates on the simulations carried out to perform the attack.
Section 4 presents the results obtained from the simulations. Further findings are dis-
cussed in Sect. 5 and finally, Sect. 6 concludes the whole study.
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2 Background Study

The Black Hole attack is one of the many routing protocol attacks occurring on the
network layer where the authentication aspect of the network is at stake. In Black Hole
attack, the attacker node deceives and advertises other node that it has the shortest route
to reach a destination [1]. From Fig. 1 for instance, node D wants to send a packet to
node B and begin its route discovery process by sending the RREQ packet to its
neighbors. Node A responds with RREP packet to node D, claiming that it has the
shortest route to the destination. Therefore, node D will ignore other RREP packets and
start sending packet to the malicious node A instead. This node A then drops any of the
incoming packets similar to that of a black hole in the solar system. Lowering the buffer
size of the malicious nodes can make them appear to have the shortest route. Since the
buffer size of the malicious nodes in this attack is lowered from the default size, it can
also result in packet loss.

Other studies have been conducted to see the effects of the attack on MANET. In
one study, a throughput comparison was made between the AODV and OLSR routing
protocols under the Black Hole attack [2]. Their study found that the OLSR still gained
the highest throughput value compared to AODV, regardless with the introduction of
the attack. They have also doubled the network size, from 16 to 30 nodes, and the result
remains the same in this scenario as well. Singh also obtains similar findings in their
study [3]. They have concluded that detection of the attack is difficult, by looking at the
performance of the network. Prevention measures such as encipherment, and digital
signature were also suggested to prevent such attack from occurring. Meanwhile, the
study by Jasvinder and Sachdeva has simulated the Black Hole attack on MANET with
an increasing number of malicious nodes [4]. All the nodes are using the AODV
routing protocol. As the malicious nodes increase, the performance of the network
degraded in terms of delay and throughput. All these studies did not imply a security
mechanism that was not added in their studies. Since Black Hole attack occurs on the
network layer, this layer should be protected. One way that can help to achieve this is

Fig. 1. Black Hole attack
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by using IPSec protocol that works on the network layer and furthermore, not one of
the studies conducted have applied the IPSec protocol specifically.

IPSec protocol is not a single protocol, but it is rather a protocol suite that encrypts
a packet data and the header information [5]. Although the use of IPSec is optional in
IPv4, the usage of IPSec protocol is made mandatory in IPv6 whereby using 128-bit
address in IPv6 enables easy deployment of the IPSec. It has two modes of operation,
namely the transport mode and tunnel mode. In transport mode, authentication and
encryption only occurs at the payload of the IP packet. Meanwhile, the tunnel mode
provides authentication and encryption of the entire IP packet. It is an open standard
protocol that contains other subsequent components. Two of IPSec’s main protocols
are Authentication Header (AH) and Encapsulating Security Payload (ESP). The
AH provides data authentication and encryption for packets between two systems, but
it does not provide data confidentiality of packets. Whereas the ESP is a security
protocol that provides encryption of the IP packet where it authenticates the inner IP
packet and ESP header [6].

3 Simulation

3.1 Network Layout

Figure 2 below shows the design layout of the simulations. The nodes are placed
randomly in a predefined area. Details of the components of the simulations are pre-
sented in Table 1.

Fig. 2. MANET design
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3.2 Parameter Configurations

The nodes represent the individuals that make up the network. Fifteen nodes are
arranged randomly where they all share the common configurations. In the attack, a
different routing protocol in three separate but identical simulations is used to see how
they perform against one another.

For the IPSec configuration, the IP Security demand is used between all the nodes
in a full mesh manner. The transport mode is preferred, as communication is only
within peer-to-peer. The Destination and Source Port of the IP Security demand is set
to ‘voice’ and the value ‘8’ denotes Best Effort that is set for the Type of Service. This
IPSec protocol is applied between all the nodes in a full mesh manner in order to get
more accurate results. The malicious node is IPSec-enabled, thus it can send and
receive the IPSec packets from the normal nodes. In the Application Definitions
Attribute, the VoIP application is created where the voice is set to use IP telephony. To
define the type of profile that is applied to the nodes, the Profiles Attribute is used. The
‘User’ profile is created and configured where the Application is also integrated into
this profile. To enable mobility, the nodes’ trajectory is set to vector and the Random
Waypoint Model is used for the mobility model.

3.3 Black Hole Attack Configurations

In order for the malicious node to advertise itself and deceive other nodes that it has the
shortest path, it needs to be able to show its availability of fresh routes. To accomplish
that, the malicious node must have a low buffer size. The buffer size relates to the
maximum size of the higher layer data buffer in bits. Once the buffer limit is reached,
the data packets arriving from higher layers are discarded until some packets are
removed from the buffer so that the buffer has some free space to store these new
packets. Hence, the malicious node must have a low buffer size to show that it is always
available to process other nodes’ requests and later on drops the request packets it has
received, to ensure the validity of the attack. The buffer size of the malicious node is

Table 1. Node attributes and values

Attribute Value

Routing protocol used in Simulation 1 AODV
Routing protocol used in Simulation 2 OLSR
Routing protocol used in Simulation 3 TORA
No. of normal nodes 14
No. of malicious nodes 1
IP Addressing IPv4
Model wlan_iphone
Standard IEEE 802.11a
Data rate 54 Mbps
Trajectory Vector
Simulation area 500 m � 500 m
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decreased gradually from the default 256000 bits to see from which value the packet
drop will occur. In this study, the starting point of the packet drop varies with the three
routing protocols. The packet drop in AODV and TORA starts at approximately 16000
bits and for the OLSR protocol it occurs from around 4000 bits. However, using buffer
size lower than a certain value would abort the simulation and different routing pro-
tocols have different minimum buffer size that it can handle. Having a buffer size of
below 500 bits could be too low for a node to function in the simulations. Theoreti-
cally, a typical packet header is around 40 bytes minimum, which is equivalent to 320
bits. A whole packet, including the header and the payload could be more than that.
Therefore, to ensure consistency in all 3 routing protocols in the attack, the most
reasonable buffer size range for the Black Hole attack is between 900 to 4000 bits as
shown in Table 2 below. From that range, buffer size of 1000 bits is selected for the
malicious node.

As a precautionary measure to prevent misconfiguration and to ensure that the
attack is valid, the Discrete Event Simulation (DES) log is checked after every sim-
ulation run to ensure any warnings and errors are taken into consideration, thus
improving the reliability of gathered results. Figures 3 and 4 have shown that the
malicious node does indeed experience packet loss due to insufficient buffer capacity.

From the simulation, several metrics are obtained. The performance metrics are also
used as a measuring tool to help with the analysis:

• The throughput metric represents the total number of bits forwarded from wireless
LAN layers to higher layers in all WLAN nodes of the network

Table 2. Routing protocols with different buffer size for malicious node
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• Delay represents the end-to-end delay of all the packets received by the wireless
LAN MACs of all WLAN nodes in the network and forwarded to the higher layer.
This delay includes medium access delay at the source MAC, individual reception
of all the fragments and transfer of the frames via AP if access point functionality is
enabled.

• Retransmission attempts metric gives the total number of retransmission attempts
by all WLAN MACs in the network until either packet is successfully transmitted or
it is discarded as a result of reaching short or long retry limit.

4 Results

The scenarios ran for duration of 5 min where the average values of the performance
metrics in terms of throughput, delay and retransmission attempts are examined. Fig-
ure 5 shows that the implementation of IPSec protocol has slightly improved the
throughput of all 3 routing protocols, although the difference cannot be seen clearly for
the OLSR with and without IPSec. As expected, the OLSR routing protocol has the
highest throughput value and on the contrary, TORA has the lowest. Both AODV and
OLSR have shown an increase in throughput value with the use of IPSec protocol.
However, only the TORA routing protocol with IPSec has a slightly lower throughput
in comparison to TORA without IPSec.

Fig. 3. DES log

Fig. 4. Log entry for the malicious node
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The x-axis of graphs shown in Figs. 6, 7 and 8 represents the routing protocol being
used i.e. AODV, OLSR and TORA, and whether or not the routing protocol is using
IPSec for security. Meanwhile, the y-axis of the same Figs. 6, 7 and 8 represents the
measured throughout the simulation in Mbps, delay in millisecond (ms), and retrans-
mission attempt in number of packets respectively.

Fig. 5. Simulation throughput results

Fig. 6. Throughput results
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5 Findings and Analysis

Further investigations are made on the throughput values of the three routing protocols
towards varying buffer size. Recognizing the fact that the packet drops occur at 16000
bits for AODV and TORA, and 4000 bits for OLSR, as the buffer size decreases, the
throughputs of the simulations with IPSec have shown slight increase or are similar to
that in simulations without IPSec as shown in Table 3. While different protocols have

Fig. 7. Delay results

Fig. 8. Retransmission attempt results

Table 3. Throughput results in Kbps based on varying buffer sizes

Buffer size (kb) AODV (Kbps) OLSR (Kbps) TORA (Kbps)
No IPSec With IPSec No IPSec With IPSec No IPSec With IPSec

16 625 525 775 690 550 525
12 625 550 775 690 530 525
8 570 580 775 680 500 500
4 514 525 775 775 504 505
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shown different reactions with varying buffer size values, Table 3 also shows that
OLSR obtained the highest throughput value and TORA has the lowest throughput
value with regard to the different buffer sizes. As the malicious node in Black Hole
attack usually deals with RREQ and RREP messages with its surrounding nodes,
therefore the network using OLSR protocol is least affected by the attack because
OLSR focuses on using Hello messages between the nodes for route discovery. Fur-
thermore, being a table-driven protocol, OLSR stores and updates the routing infor-
mation in its routing table permanently. The networks using AODV protocol and
TORA are mostly affected by the attack as they use RREQ messages for route dis-
covery. Hence, this explains how OLSR has managed to maintain high throughput
values. While AODV and TORA may use Hello messages as well, it is used for
maintenance purposes.

The IPSec protocol is expected to improve the performance as the attack occurs at
the network layer, where it is proven true in terms of the throughput of this attack.
Although the results are not really significant, it provides enough evidence that the
lower buffer size can help improve the simulations with IPSec. From Table 4, in terms
of throughput, the use of IPSec has produced slight increase of 1.69 % and 0.03 % for
AODV and OLSR. The OLSR routing protocol has shown better results with only
2.23 % delay increase in value with the implementation of IPSec, compared to the
AODV and TORA with much higher increase of 106.6 % and 19.6 %. On the other
hand, for the retransmission attempts of the TORA protocol has highly increased to
81.82 %, which could explain its lowly gained throughput.

Acknowledging that this is an insider attack, the malicious node is also considered
to be a part of the network. The alterations of IPSec settings on the malicious node are
not made, as the focus of the project is to see the effect of the attack. With the use of
IPSec especially with the component of Internet Key Exchange that is responsible in
ensuring end-to-end authentication, the malicious node is has to obey the protocols
policy. Instead of dropping the packets, the malicious node forwards the packets to the
destination despite having a small buffer size. Hence, the throughput is improved. The
reduced buffer size explains the high delay, as the malicious node needs time to process
the packet before it can work on a new packet to their respective destination.

Although IPSec works on the network layer, it does little and has minute control
over the routing of the network. The actual routing protocols, in this case, AODV,
OLSR and TORA are the ones that determine the routes towards the destination. After

Table 4. Performance comparison

Protocol AODV OLSR TORA

Throughput (%) +1.69 +0.03 −2.72
Delay (%) +106.60 +2.23 +19.60
Retransmission attempts (%) −0.55 +0.34 +81.82

Note: 1. A –ve sign means a decrease in value with the
implementation IPSec
2. A +ve sign means an increase in value with the
implementation IPSec
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route towards the destination is established, only then the IPSec works to ensure data
authentication, integrity and confidentiality of the data, depending on the AH and ESP
protocols used in IPSec. Using IPSec to protect the network layer is not entirely
effective to act as a defense as efficient routing protocols also play an important part to
defer this type of attack.

6 Conclusions and Future Work

IPSec protocol can secure a network but the performance will most likely be com-
promised either in terms of throughput, delay, retransmission attempts or other per-
formance metrics. The study has demonstrated that in terms of throughput, OLSR
performs better under Black Hole attack compared to AODV and TORA routing
protocols. Nonetheless, AODV performed worst in terms of delay and TORA per-
formed the worst in terms of retransmission attempt. Different routing protocols have
different starting points of packet drop with varying buffer sizes. The packet drop starts
to occur at 16000 bits for AODV and TORA, and 4000 bits for OLSR. As the buffer
size decreases, the throughputs of the simulations with IPSec have shown slight
increase or are similar to that in simulations without IPSec. However, the usage of
IPSec protocols this study are limited, thus we cannot clarify whether security goals of
authentication, integrity and confidentiality are achieved. Therefore, in the future,
further studies on IPSec in a network can be explored specifically to highlight whether
the security goals can be achieved by using different combinations of the AH and ESP
protocols.
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Abstract. Learning management systems (LMS) such as LattitudeLearning,
BIStrainer, Blackboard, Google Classroom and Moodle are commonly adapted
by many education institutions. Most of the existing LMS are focusing on
assisting teaching and learning related matters and does not take consideration in
regards to the differences that existed between each individual learners. The main
problem is that learners have different motivation, cognitive traits, and learning
styles. This paper is examining the effect of learning styles by integrating
adaptive courses into the LMS to suit according to the learner’s learning styles.
The results revealed that learners exhibited different preferences in LMS envi-
ronment based on different learning style. This paper focuses on taking account
of the learner learning styles by incorporating adaptivity into the learning model.
Based on this approach, the current Moodle based LMS has been implemented.
By extending LMS with adaptivity, it will enable a support to teachers and
learners. The research results are important to ensure that the courses include the
features which fit to different learning styles. This will further identify the needs
and characteristics of learners by responding to the learners and present them
with the enhanced adaptive LMS based on the learners’ needs.

Keywords: Learning Management System (LMS) � Personalization � Learning
style detection � Adaptivity

1 Introduction

The way or method a learners used in learning has been a concerned for researchers for
many years [2]. Many researches has been carried out about learning methods and its
influence towards learners in the classroom and prior knowledge is one of the main and
reliable individual difference forecasters of accomplishment [3]. The issue with the
current available LMS is that most of it offers learner the similar learning materials.
Personalized LMS attempt to help learners to adapt to the learning content to suit the
needs of different learners learning styles. Currently, majority of the LMS focusing too
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much on the content development and ignore the learners learning styles. Adaptivity
should be introduced to increase the effectiveness of LMS. This paper discusses the
adaptive LMS based on the learner’s preferences identified through a set of ques-
tionnaire. The reason LMS is gaining popularity in educational institutions or in cor-
porate world is because it allows the display of information in any available multimedia
medium (graphic, animation, sound, text or video), on any subject, anytime and any-
where [1]. Due to the increasing range of learners, technology advancement and rapid
changes in learning tasks has led to significant challenges. All of these have led to the
complexity of defining the context of use LMS more than before [15].

1.1 Learning Management System in General

LMS has been evolving rapidly in terms of educational contents, technological
resources and interaction methods which is integrated into a LMS application. A lot of
LMS have been developed and used in education institution which includes [16, 17]
Blackboard and WebCT. There are also education institution which adopt open source
LMS [18] such as Moodle, dotLRN and Sakai. The latter is frequently adopted by
education institutions due to cost factor. The advantage gained in this cost factor is this
type of technology which can assist in learning and teaching can be acquire without
paying any license fees [19]. The availability of a variety of LMS in the market makes
education institution difficult to select them. All of it is down to making a choice that
will satisfy partly or even all of its requirements [20]. However, it would be a difficult
task in choosing any of these LMS to fit well in a structured e-learning implementation
plan and strategies of an education institution [21, 22].

From the statistics above, it clearly indicate that the usage of LMS are gaining more
and more popularity. Since the LMS will be able to adapt to a learner, it may also be
called as personalization. Personalized LMS require a preemptive learning strategy in
order to control the learning content, speed and scope. Studies on learning styles are
driven by theories which claim that different learners have different preferences to adapt
when learning. So, assumption can be made that by integrating learning styles into the
learning environment, it will make the learning process much easier for learners and at
the same time enhances their learning efficiency.

In contrast, if learning styles are not in the favor of the learner by the learning
environment, then the learners may find it difficult throughout learning process. Hence,
personalized LMS address this particular issue. Personalized LMD purpose is to pro-
vide learners with courses which will fit based on the learners learning styles. There are
also some drawbacks though supporting personalization will bring huge advantage to
LMS. For example, personalized LMS lack of integration and supports only a few
functions of web-enhanced education [27]. Developing a personalized LMS and
incorporate learning styles into the learning processes is a difficult and costly process
which involves many participants in the process.
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2 Problem Statement

First and foremost, the researchers are looking for a method to identify the different
learning styles of a learner in order for the system to assign the course material
accordingly. Therefore, a learner learning styles need to be identified first in order for a
LMS to detect the learning style itself. In order to identify learning styles of a learner,
an automated approach based on the survey device from Felder-Soloman’s Index of
Learning Styles is proposed. The various learning styles of learners is compared and
assessed based on a literature review approach. This is to categorize the different
learning preferences within the learning style dimensions. Based on the findings, an
automated process has been integrated into the LMS which enable the identification of
a learner learning styles as the current existing LMS does not take into consideration of
learner’s characteristics but treat all learners in an equal manner.

When the learning styles of a learner are identified, the LMSs can be enhanced to
help them produce and deliver adaptive courses. In this research, an exploratory study
is conducted to see the effect of integration of learning styles into a LMS. It is to serve
as a commonly accepted framework or template for LMS design and usage in teaching
and learning.

3 Literature Review

Learning strategies are normally used to support provisional success where learners
apply in a certain condition. However, learning strategies may vary from time to time
and condition. If learners are frequently utilizing these learning strategies then learning
styles can be detected from these strategies [5]. Based on [6], a learning strategy is
define as “the way a learners chooses to tackle a specific learning task in the light of its
perceived demands” and learning style “as a broader characterization of a learner’s
preferred way of tackling learning tasks generally”. Moreover, [6] argued that different
learning styles are the fundamental of learning strategies.

3.1 Learning Styles

Learning styles are referring to the approaches and methods which help to ease learning
process. Generally, learning styles theories are established based on the hypothesis that
different learner has different learning style. There are many researches carried out that
are looking to identify and categorize different learning styles. [4] has group five
families of learning style models. First family includes the visual, auditory, kinesthetic,
and tactile where it affects the learning styles and preferences of learners. The second
family imitates features of the cognitive structure which may include the patterns of
abilities. The third family indicates that to a learner learning styles are closely related to
a learner personality. The last family stated that learning styles is an enhancement from
learning preferences. Learning styles theories propose that all individuals can be
classified according to a learning style.
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The issue here is that there is lack of researches which is able to provide appropriate
combinations of features and functions in a LMS and learning styles. The features in a
LMS can be utilized and manipulated depending on the difference of teaching strategies
in order to match with the difference of learning styles. For instance, an online
assignment submission can be used in multiple ways. It may be used to submit a
written assignment or learner may use it to upload the finish assignment as a reference
for other learner. This type of method suit well for a learner with active learning style.
Other features such as online chat may also be utilized to give a platform to learners to
interact with one another. This type of communication is closely resemble to the
structure of communication with the corresponding chat is a suitable method for learner
who has a tendency on sequential style.

Some review on the existing learning styles are conducted and presented regarding
the present adaptive LMS with learning styles.

3.2 Learning Styles Model by Kolb

The Kolb Learning Style Inventory is based on a four stage experiential learning
theory. The four-stage cycle includes:

i. create a solid information which serves as the fundamental
ii. observation and reflection
iii. a “theory” for actions which can be determined
iv. the theory serves as a guide to create new experiences [28].

In stage one, in order to create solid information, the learner are required to involve
in a new experience. In stage two which is the observation and reflection, the learner
observe the others learners activity or improves the observations on the new experi-
ence. In stage three, abstract conceptualization, the learner creates theories to describe
the observations. Lastly in stage four, it requires the learner to use the concepts in order
to answer the problems or develop assessments.

To conclude, the Kolb model emphasize on the way a leaner identifies and process
the information [29]. It evaluates the learner’s abilities together with two ranges which
are the creation of solid information to observation and reflection, and abstract con-
ceptualization to reflective observation.

3.3 The Felder-Silverman Learning Style Model (FSLSM)

Felder-Silverman Learning Style Model (FSLSM) was developed by Richard Felder
and Linda Silverman in 1988. This model concentrates on the learning styles aspects of
the learners. It divides learners in four main categories. The Sensory/Intuitive and
Visual/Verbal are referring to how learners observe or see information. The
Active/Reflective and Sequential/Global are referring to the learners understanding [7].

The Felder-Soloman’s Index of Learning Styles (ILS) instrument contains forty
four questions. Each category contains eleven questions and it can be easily done on
the web [8].
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[9] presented the FSLSM’s differences to other learning style models including
describing learning style in more detail, representing also balanced preferences, and
describing tendencies. [10–12] said that their reliability and validity data verified an
argument that the ILS is a proper method to assess learning styles but both studies are
suggested that the continuing research on this is needed. [13] concluded that the ILS is
the best method to be utilized in order to allow learners strengths to be evaluated in
relation to their learning preferences rather than comparing with other individuals.

4 Research Methodology

The adaptive LMS will be designed based on three main steps. The first step is to create
and define the main phases in developing the adaptive LMS. The second step will be
categorizing the learners based on their learning styles. Lastly, adaptivity will be
applied into the course contents. A case study is conducted to provide an assessment on
learning styles and integration results into LMS.

A questionnaire will be established to have a better understanding of the learners’
habits of learning. Through this questionnaire, the researchers recognize the learning
styles. Thereafter, the learners will be provided different learning materials accordingly.
By analyzing the questionnaire, the researchers may find several patterns where dif-
ferent learners may have different preferences when using LMS. The results is vital to
ensure that the LMS is able to produce an adaptive courses that which is suitable to
accommodate different learning styles which can be divided into extravert, thinker,
judger and intuitive.

In an effort to find out an efficient, automatic method for identifying learners’
learning styles, the researchers utilize the literature-based approach that study and
analyze the learners’ behaviors in order to generate the teaching strategy. FSLSM
model is often used as it has been proved to be effective in most adaptive LMS [14–19].
The researchers will construct its own LMS to serve the study and to be used con-
veniently in the future.

Thirty learners are involved in the lab test to test the adaptive LMS conducted. The
initial login requires the learners to answer the survey based on the Felder-Soloman’s
Index of Learning Styles (ILS) instrument. The system will then determine the learners
belong to which group of learning style before presenting them the appropriate learning
materials. By identifying the learning styles of learners, the researchers will be able to
choose the relevant type of teaching strategies and the most suitable learning materials
based on the following teaching strategy.

Interviews are performed after the lab test process. A survey tool is developed
before using in the main phase of this research. Demographic factors will also be
considered. All these proposed ethnography methods purpose is to verify the current
levels LMS and identify the problems faced by users when using the LMS system.

In the adaptive LMS course developing phase, the researchers will be testing the
effectiveness and features before making an assessment to measure the efficiency of the
course before adaptation. Overall this test will be divided into three category which is
the pre-test, post-test, and survey to observe the learner’s attitudes towards the adap-
tivity of courses. Learners will be divided into experimental and control group where
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both groups have to take the pre-test. Lastly, the post-test will take place to see whether
there are substantial variances existed by the experimental and control group.

An independent t-test and paired sample t-test will be conducted to verify the
difference between experimental and control groups in the pre-test and post-test.

5 Discussion

An exploratory study is conducted to provide an assessment on learning styles. It is
also to seek additional signs of relationships between the four dimensions of FSLSM
and adaptive LMS. A good LMS system with adaptive features can be an added
advantage to assist the learners in learning process as it may guide them through an
adaptive course by presenting material suitable for learners [30].

Based on the results collected, it shows that both active and reflective appeared to
have no substantial differences in the experiment conducted. It was confirmed by using
the multi-variate one way between the subject analysis of variance. The results disclose
that there is no substantial personality effect was found. The researchers can conclude
based on the experimental results where it indicates that the personality alone will have
no substantial effects on learning performance when the learners were using a tradi-
tional LMS.

On the other hand, the reflective type of learner seems to be using their time equally
compared to the active type of learner in the learning course. In other words, the former
tend to be progressing in a more continuous manner. The reflective learner also shows
that they become faster when utilizing the adaptive LMS whereas the active learner
becomes slower which may demonstrate a less efficient process.

For the other two dimensions, it shows no sign of substantial correlations.
This suggests that the personality effect could be more significant in adaptive

e-learning systems than the traditional e-learning system. The results of the exploratory
study again confirm the existence of relationships between learning styles and working
memory capacity, even when using a small sample size. Therefore, results endorse the
conduction of a study with a larger sample size. A larger sample size yields to more
reliable results by using more representative data. Furthermore, it makes more detailed
analyses possible.
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Abstract. The Malaysian English Language Teaching (ELT) of English as a
Second Language (ESL) has been a long debated topic from implementation of
methodologies, strategies and models to the tools used to deliver English edu-
cation to Malaysian learners. This paper highlights the two emerging tools
namely Mobile Learning (M-learning) and Mobile Augmented Reality Learning
(MAR-learning) in ELT. The aim of this study is to conduct a comparative study
verifying if MAR-learning is significantly more motivating and satisfying than
M-learning in ELT. This paper will first present the current trends in both
technologies, followed by the development of the first MAR-learning prototype
before being evaluated comparatively with the current existing M-learning
application. The last section of this paper will highlight the results of the study
in compliance with the generated hypotheses.

Keywords: English language teaching � English as second language � Mobile
learning � Mobile augmented reality learning � Motivation satisfaction

1 English as a Second Language in Malaysia

Malaysia is a country of diverse race, culture, practices, languages and accents where as
according to the Government of Malaysia’s Official Portal in [1], Malaysian English
(ME), also known as Malaysian Standard English, is a form of English derived from
British English. Malaysia was coined earlier as a richly multilingual country that can be
categorized generally as diglossic or polygossic [2]. Despite having multiple ethnic
languages, ME is widely used in business, along with Manglish, which is a colloquial
form of English with heavy Malay, Chinese, and Tamil influences [1].

In a study conducted by [3], Malaysian pre-university students have very high
motivation and positive attitudes towards learning English and that they are more
instrumentally motivated. However, despite the positive motivation, studies done by
[4–7] on the other hand has contradicting results on English proficiency among
Malaysians especially in communication, speaking and pronunciation. Although being
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one of the highest ranked countries in English proficiency, results has also shown that
Malaysian graduates do not have English abilities up to the current industrial expec-
tations. English is recognized as an important second language in view of its status as
the lingua franca of the world, essential for economic advancement and international
communication [8]. The discussion of declining English standards revealed varying
viewpoints such as difficulties and reasons that students faced in learning the four
language skills i.e. speaking, listening, reading and writing; and the lack of confidence,
which hampered their language improvement [9]. Musa, Koo and Azmn in [10] added
on that the overall picture is discouraging and is indicative of the need to change the
ways in which English language literacy is taught to Malaysian learners. In learning a
second language or a foreign language, research has established that it is utmost
important that learners receive maximum support in terms of supportive and conducive
learning environment as well as adequate, meaningful language experience [10].
Syllabuses are delivered to students in a variety of methodologies and techniques in
conventional classroom condition and also through the benefits of Information and
Communication Technology. In recent years, ICT has contemporarily progress from
supplementary to major academic role, especially in blended learning, where many
researches have shown proofs of effectiveness in using the tools of ICT [8]. However,
the exploration and utilization of ICT in Malaysian ELT is still at the very beginning
and is foreseen to prosper within many years to come.

1.1 Listening and Speaking

Speaking and Listening is regarded as the two parameters with huge proficiency dif-
ferences. In a study by [6], the author shows that fresh graduates scored lowest in
speaking compared to other components of English skills. The result is perhaps
co-related with the current policy of ELT in Malaysia where the ‘literacy’ aspect seems
to be focusing on the reading and writing skills. This is because emphasis of these skills
is measured in the national examinations [7]. It is of no surprise that speaking and
listening have been a challenge in Malaysia. From the findings by Wahi in [11] on
selected multi-racial students in Malaysia, considering their socio-economic back-
ground and rural settings where English was used minimally compared with their
respective mother tongue dialects, the students declared that conversing in English was
regarded as “odd” and “abnormal” in their domestic contexts [11]. In [11], the author
mentions that in a non-native English-speaking environment, it is difficult for students
who are non-native speakers of English to speak it accurately and fluently. That dif-
ficulty is compounded by lack of exposure to good models of English and opportunities
to use English [11, 12].

Another study presented by [10], which highlighted one more reason for speaking
and listening to be more of a challenge for Malaysian students is due to classroom
practices that are mainly characterized by answering reading comprehension questions
and essay writings with limited listening and speaking exercises. Realizing the current
needs in ELT, Juhary in [13] mentioned that Malaysia has come to a point where
second and third languages become part of the requirements to be employed especially
in the multinational and international companies. Therefore it is within desperate
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conditions for competent graduates to acquire above average English communication
skills, aligned with the study of Ngah et al. in [14] that highlights the importance of
communicative competence among graduates to secure employment upon graduation.

Listening and speaking are two English skills directly related to the Willingness to
Communicate (WTC) in English. As mentioned earlier, works by [11] shows that
Malaysian student generally lacked in WTC due to cultural background. Adding to the
findings of [11], [10] also highlights the unwillingness to communicate in English as
one of the major causes of limited English proficiency among Malaysian learners. Not
only lacking in WTC using English, [10] also discusses the lack of motivation and high
anxiety to learn English. Relating to findings of [10], [15] presented results showing
that language learning communication strategies directly affect motivation, self-
perceived communication competence, and WTC in English. Therefore, it can be
symmetrically assumed that self-perceived communication competence here may
co-relate with motivation level and anxiety of English learners.

Therefore, technologies such as M-learning and MAR-learning may intervene the
learning strategies of listening, speaking and WTC. Considering the benefits of these
technologies mentioned above, it would be a broad research area motivated to improve
English listening and speaking performances by blending technologies, pedagogical
revision and ELT strategies.

1.2 Mobile Learning and ELT in Malaysia

With the fastest growing web community to be mobile visitors, the development of
educational technologies recently has tended to be mobilized, portable, and personal-
ized [16]. Mobile learning (M-learning) is also an appeared education model, which
can be very beneficial for students with providing the opportunity of education inde-
pendent of time and environment [17]. Although e-learning has much more advantages
than traditional education methods, some deficiencies of its own have lead science
world to new pursuits such as the development of mobile technologies and the need for
movement of the technology in education to new dimensions have revealed the new
notion M-learning [17]. Coining M-learning as here and now learning, [18] introduce a
framework explaining M-learning through three principles: engaging, authentic and
informal. More and more scholars believe that M-learning will be beneficial through
learning anywhere and anytime in future education [19–23]. Mobility and spontaneity
that mobile devices offer are observed in the present study. Because of the two features,
mobile participants could engage themselves in reading online material ubiquitously,
either on or off campus [24].

Considering immense positive remarks and proofs on the effectiveness of
M-learning, it is not surprising that ELT in Malaysia progress in a parallel fashion with
M-learning. Soleimani, Ismail and Mustaffa in [25] for instance show evidence of
positive perception of Mobile Assisted Language Learning (MALL) among a local
university’s post-graduates in ESL. From a study done by [26], who reviewed the works
done by 10 different researches on Malaysian ELT or Mobile Assisted Language
Learning (MALL), it is concluded that research area in Mobile related ELT is fast
moving, but is still in embryonic stage due to ample rooms for diversity in the research
trends.
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Despite the positive measures of using mobile technology in ELT, there are several
factors that need to be analyzed further considering the blending the technology with
English language pedagogy. Some drawbacks highlighted in [27], where the distrac-
tions associated with mobile phone usage in an educational setting are also of concern.
For example, the ringing of mobile phones in public and at inappropriate times can be a
nuisance and an annoying distraction to others [27]. Other challenges highlighted
would be related to the ergonomics and affordances of mobile devices including greater
difficulty in reading text, presenting graphical information and increased challenges in
interactivity with the mobile interfaces [27–29].

1.3 Mobile Augmented Reality in ELT

Mobile Augmented Reality Learning (MAR-learning) is the latest technology com-
bining the mobile criteria of M-learning and visualization effectiveness of (AR-
learning). According to [30], wireless mobile devices, such as smart phones, tablet PCs,
and other electronic innovations, are increasingly ushering AR into the mobile space
where applications offer a great deal of promise, especially in education and training.
However, even from an international context, little research has been conducted using
MAR-learning in ELT. Liu in [31] for example has explored the combination of AR
M-learning and ubiquitous (U-learning) in an English learning environment named
HELLO (Handheld English Language Learning Organization). In an experiment done
on 3 teachers and 64 seventh grade students comparing HELLO and traditional learning
methods, [31] found that students HELLO performed better in listening and speaking.
Liu and Tsai in [32] applied global positioning and AR Techniques in mobile assisted
English Learning in their study. In an experiment involving 5 undergraduate partici-
pants, Liu and Tsai in [32] discovered that mobile AR assisted the participants with
English vocabulary and expressions needed for descriptive writing. He et al. in [33] has
attempted to use AR technology to design and develop mobile-based English ELT
software. In an experiment involving 40 pre-school children, He et al. concluded that
mobile-based AR learning software is helpful to students who are non-native speakers
for learning vocabularies [33].

Other studies related to mobile AR includes scholars’ works in general education.
Fitzgerald et al. in [34] suggested a taxonomy of classifying AR in mobile environment
which can be used to categorized different research aspects in mobile learning. How-
ever, despite many positive feedbacks from mobile AR studies, there are still many
challenges and research gaps to be explored. There are two major areas, highlighted by
[34] in mobile AR, which consists of technical challenges and pedagogical challenges.
Pedagogical challenges in details highlight interesting facts where study has shown
conflicts between technology experience and learning experience, which renders
learning objectives are altered to fit around an AR device limitations [34]. Furthermore
many results from the above mentioned studies did not highlight clearly or at least
normalize biases on a technological “wow” factor which makes learning experience
engaging and interesting, but not the content of the knowledge itself. The works of [35,
36] have highlighted the limitation of “wow factor”. This is definitely a challenge
where the interest of a user can be only temporary and might defeat the purpose of the
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learning experience, which is to achieve understanding of knowledge rather than the
excitement of the technology interfaces. It is therefore still a big question if
MAR-learning will be worth the technological investment despite having more prop-
erties as compared to M-learning.

2 InterviewME MAR-Learning Application Prototype

Deriving from the literature from the previous section, M-learning and MAR-learning
has been two of the emerging technologies in ELT. This research therefore would like
to measure suitable technology by conducting a pilot experiment comparing
M-learning and MAR-learning.

In order to narrow down the context of the content for this pilot test, a major chapter
in the university’s English Communication course called “interviews” is selected as a
test bed content for this test. This chapter is selected due to the component of the
content itself that is designed to improve ESL in speaking, listening and WTC. While
M-learning for this chapter is already available via the current MylinE server [37]
(Fig. 1), MAR-learning has never been existed in Malaysian ELT within the extent of
current literatures.

Therefore an MAR-learning prototype named “InterviewME” is developed for the
purpose of this comparative study. In order to develop the MAR-learning prototype,
elements of English learning strategies from the Oxford’s Strategy Inventory for
Language Learning (SILL) has been adapted [38]. Shah et al. [38] has conducted a
study by examining the Language Learning Strategies (LLS) of English for specific
purpose students at a Malaysian public university. The study interestingly yields results
of different Oxford SILL used by sampled Malaysian students in English learning.
Being one of the pioneer research tackling pedagogy issues, the knowledge from the
work of [38] can be fundamental in blending English LLS with current content delivery
tools such as ICT. Each element in the Oxford’s SILL learning strategy is mapped to
MAR-learning feasibilities inclusive of media and mixed reality utilities shown in

Fig. 1. MylinE English learning application in M-learning [37]
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Table 1. InterviewME design mapping with Oxford’s SILL [38] and Specth’s matrix [40] for
prototype development

Oxford
strategies [38]

Definition [38] Oxford SILL mapping Specht matrix mapping
[40]

Memory
Strategies

Creating Mental
Linkages
Applying
Images and
Sounds
Reviewing Well
Employing
Action

InterviewME provides standard
Malaysian Communication
English Syllabus, which includes
interconnecting modules, which
incorporates media utilization of
not only images and sounds, but
also animated and interactive
character plus menus. The
arranged learning instruction
interconnect ESL learners from
module to module. Furthermore,
the existence of hints within the
interview games aimed to create
mental linkages between the
learner and items or terms from
prior experience interconnecting
the learning process

Performance,
Understanding,
Reflection

Cognitive Practicing
Receiving and
Sending
Messages
Analyzing and
Reasoning
Creating
Structure for
Input and Output

Module repetition with multiple
different scenarios is aimed to
trigger cognitive responses in
practicing

Independent Context,
Identity

Compensation Guessing
Intelligently
Overcoming
limitations in
speaking and
writing

With given hints and choices of
answers during the interview
game

Illustration, Exploration

Metacognitive Centring your
learning
Arranging and
planning your
learning
Evaluating your
learning

[40] showed evidence where
MAR-learning is related to
metacognitive learning process.
InterviewME is developed with
procedures of inter-linked
learning arrangements with
simple game-based evaluation at
the end of each module

Understanding,
Reflection, Relation

(continued)
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Table 1. The prototype also incorporates the criteria of a high-fidelity prototype where
de Sa and Churchill in [39] presented evidence that it benefits probing, concept vali-
dation, feature validation, usability testing and user experience evaluation. Besides,
development of InterviewME prototype adapts the matrix guidelines of Specht in [40],
where 3 matrix categories namely Dynamic 3D objects, Augmented Books and
Instructional AR Manipulation are chosen relative to the content deliverance of

Table 1. (continued)

Oxford
strategies [38]

Definition [38] Oxford SILL mapping Specht matrix mapping
[40]

Affective Lowering your
Anxiety
Encouraging
yourself
Taking your
emotional
temperatures

Given the advantage of AR
proved to improve phobia and
anxiety by several researchers.
Besides AR has also been proven
to increase learning motivation
and learning engagement [42,43]

Location, Environment

Social Asking
questions
Cooperating
with others
Empathising
with others

Since this strategy is much
related to social engagement and
the comparative study focuses
more on motivation, satisfaction
and technology preference. This
strategy will be mapped in the
near future in the next prototype
development phase where
communication will be made
available via InterviewME

Collaboration, Reflection
(once prototype
improvement is
implemented)

Fig. 2. InterviewME MAR-learning prototype
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InterviewME (Table 1). As far as the content is concern, InterviewME has 100 %
similarity academic content with one of MylinE’s module called “interviews”, but of
course presented with all MAR properties suggested by [40, 41].

Device used to represent InterviewME is an Apple Iphone 6 where whole screen is
utilized as spatial cues for displays of 3-Dimensional interviewer character, interactive
buttons, quizzes, sounds and hints augmenting the real environment (Fig. 2).

3 Methodology

The comparative studies of M-learning (Mobile MylinE) versus MAR-learning
(InterviewME) uses the Real World Evaluation Strategy by [44] where control
experiment are carried out in common students’ area in a university. This is to ensure
that the participants can carried out the test at a location which they are familiar and
comfortable with (Fig. 6). The process starts with screening of 23 students who vol-
unteered. 10 undergraduates are selected based on few criteria. First they have to be
enrolled in the compulsory English communication subject where interview skills are
part of their syllabus. Both male and female genders are equally represented. All 10
graduates are chosen with several criteria including having personal smartphones and
have experienced learning application at least once through the mobile environment.
Many researches argue on sample sizes where 30 participants are considered the
general rule of thumb depending on varieties of application. Tullis and Albert in [45]
however find this theory a myth and believe smaller sample sizes of 8 or 10 can still be
meaningful. Adding to that, from the experiences of [45], 5 participants per signifi-
cantly different class of user is usually enough to uncover the most important usability
issues. This is supported by Frick‘s review where based on the cumulative binomial
probability formula, led to the statement that testing only 4 or 5 users will uncover
80 % of the usability problems [46]. Students were chosen based on gender as well
since [47, 48] show evidence where gender played certain roles in determining indi-
vidual acceptance on mobile AR, visual and spatial capacity in technology. Therefore,
5 male and 5 female students were profiled to limit the gender bias in this experiment.
Since all students will be giving opinions on both M-learning and MAR–learning
experiences, students will then be separated into 2 different groups. Both groups will be
given similar device (an Apple Iphone 6) to experience M-learning and MAR-learning.
Even though Furio in [49] shows no significant differences in participants’ performance
while using devices with different screen size and weight, this study aims to eliminate
any possible device handling biases in order to focus only on users’ motivation and
satisfaction. The first group has 2 male students and 3 female students, while the
second group has 3 male students and 2 female students. The first group will experi-
ence the M-learning first, then the MAR-learning, while contrary, the other group will
experience MAR-learning first before M-learning. After each session with one of the
technology, these students will be given a set of modified Intrinsic Motivation
Inventory (IMI) questionnaires to measure students’ motivation and satisfaction in 4
areas namely Enjoyment and Interest (E&I), Perceived Competence (PC), Perceived
Pressure and Tension (PP&T) and Perceived Choice (PCh), which according to [50] are
very much related to motivation and satisfaction metrics. Since Interview training
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requires verbal competency, which is also a part of the contributing factor to WTC [10,
15], motivation is seen to be an element co-related to WTC as well. Therefore IMI is
selected as the measuring tool based on its objective to gauge users’ self-reported
motivation in multiple categories. The 4 categories discussed above is selected based
on reference works done in [42, 43, 50–52], where they are directly related to users’
satisfaction, which is one of the 3 pillars in ISO 9241-11 usability model [53]. In order
to ensure users’ consistency in answering the IMI questionnaires, repetitive questions is
embedded in two of the categories to eliminate if any, answers that does not match each
other in the given Likert Score. As to limit the effects of central tendency bias discussed
in [54], an ipsative 4 (even numbered) Likert scale is used where 1 represents “Strongly
Disagree”, 2 represents “Disagree”, 3 represents “Agree” and 4 represents “Strongly
Agree” [55–57]. In each technology experience, several discrete steps are standardized
to practice similar procedures on every participant. The steps are presented in Fig. 3.

In every M-learning experience or MAR-learning experience, a sub experiment
flow is conducted shown in Fig. 4.

3.1 Hypotheses

In order to compare M-learning (Mobile MylinE) and MAR-learning (InterviewME),
the study aims to verify 4 hypotheses based on the literature study on suitability of
M-learning and MAR-learning in ELT. From the literature and methodologies

Fig. 3. Experiment flow in M-learning and MAR-learning comparative study
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discussed above, it is believed that both M-learning and MAR-learning have impact on
motivation and satisfaction. However, the impact is seen to be more significant in
MAR-learning due to the blending of virtuality and reality, which is an extension of
better visualization as compared to M-learning. Therefore, the 4 hypotheses are dis-
cussed below in Table 2.

4 Results and Discussion

Before analyzing the IMI data collected from the participants, to ensure there was no
gender bias discussed in [47, 48], an unpaired t-test is performed to differentiate the
motivation and satisfaction of male and female participants. From the results collected,

Fig. 4. Experiment flow in M-learning and MAR-learning comparative study

Table 2. Research hypotheses

Hypotheses Definition

Hypothesis 1
(H1)

Due to blended media and reality in MAR-learning, this study believes that
MAR-learning will be significantly better than M-learning in enjoyment and
interest

Hypothesis 2
(H2)

Due to the nature of interaction with reality in MAR-learning according to
matrix by [40], this study believes that MAR-learning will be significantly
better than M-learning in perceived competence

Hypothesis 3
(H3)

Due to the fact that selected participants are frequent mobile device users
and have experienced mobile learning at least once, this study believes that
there will be no significant difference comparing the perceived pressure and
tension of MAR-learning and M-learning

Hypothesis 4
(H4)

Due to the lack of MAR-learning option in current language learning
application and due to the interaction styles of MAR-learning, this study
believes that MAR-learning will be significantly better than M-learning in
perceived choice
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there is no significant difference in all IMI categories comparing the 2 genders. The
results therefore confirmed the non-existence of gender bias in this comparative study.
The t-values are presented in Table 3, where degrees-of-freedom is 9 with 95 % of
confidence level (df = 9, p < 0.05).

The results for all 4 IMI categories will be discussed next where the IMI total scores
for each category is presented in Table 4. There are a total of 10 questions where paired
t-test is used for all categories considering evaluation of M-learning and MAR-learning
per participant.

In a paired t-test verifying H1, the results show that there were significant differ-
ences in enjoyment and interest comparing the Likert scores between M-learning and
MAR-learning. (t = 4.13, df = 9, p < 0.05). Therefore, it verifies hypothesis H1 where
MAR-learning creates more enjoyment and interest than M-learning (Table 5, Figs. 5
and 6).

In another paired t-test verifying H2, the results show that there were significant
differences in perceived competence comparing the Likert scores between M-learning
and MAR-learning. (t = 4.29, df = 9, p < 0.05). Therefore, it verifies hypothesis H2
where participants perceive themselves to be more competent in MAR-learning than
M-learning (Table 6), (Figs. 5 and 6).

Table 3. Unpaired t-value for comparing male and female participants in IMI scores

IMI categories t value M-learning MAR-learning

Enjoyment and interest 1.09 0.00
Perceived competence 0.224 0.00
Perceived pressure and tension 0.784 0.632
Perceived choice 0.894 0.00

Table 4. Number of questions and Likert points in IMI scores

IMI categories Number of questions Total Likert points

Enjoyment and interest 4 16
Perceived competence 3 12
Perceived pressure and tension 2 8
Perceived choice 1 4

Table 5. Paired IMI scores for each participant in enjoyment and interest (E&I)

E&I P1 P2 P3 P4 P5 P6 P7 P8 P9 P10

M-learning 6 11 12 11 15 16 12 12 12 12
MAR-learning 16 15 16 16 15 16 16 14 16 16
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However, in another paired t-test verifying H3, the results show that there were no
significant differences in perceived pressure and tension comparing the Likert scores
between M-learning and MAR-learning. (t = 2.09, df = 9, p < 0.05). Hypothesis H3 is
therefore rejected even though participants seem to have less pressure and tension
experiencing MAR-learning than M-learning (Table 7), (Figs. 5 and 6).

Table 6. Paired IMI scores for each participant in perceived competence (PC)

PC P1 P2 P3 P4 P5 P6 P7 P8 P9 P10

M-learning 7 9 9 7 9 11 9 8 7 7
MAR-learning 11 11 12 11 9 10 12 10 12 10

Table 7. Paired IMI scores for each participant in perceived pressure and interest (E&I)

PP&T P1 P2 P3 P4 P5 P6 P7 P8 P9 P10

M-learning 6 7 6 6 8 7 7 7 6 8
MAR-learning 7 8 8 8 8 7 8 7 8 8

Table 8. Paired IMI scores for each participant in perceived choice (PCh)

PCh P1 P2 P3 P4 P5 P6 P7 P8 P9 P10

M-learning 2 3 3 4 4 4 4 3 3 4
MAR-learning 4 4 4 4 4 4 4 4 4 4

Fig. 5. Chart representation of IMI Results in E&I, PC, PP&T and PCh
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Finally in the last paired t-test verifying H4, the results show that there were
significant differences in perceived choice comparing the Likert scores between
M-learning and MAR-learning. (t = 2.71, df = 9, p < 0.05). Therefore, it verifies
hypothesis H4 where participants perceive themselves to be more willing to explore
MAR-learning than M-learning (Table 8), (Figs. 5 and 6).

5 Conclusion

The results in the comparative study of M-learning and MAR-learning have given new
perspective in MAR-learning. Evidence from this pilot test shows that MAR-learning
significantly outperform M-learning due to AR components which help enhancing
motivation and satisfaction of participants using it. Even though the above experiment
is objectified to measure only motivation and satisfaction, the analyzed result aspire to
create new leads to research in MAR-learning in ELT, especially in a context of
multi-racial country like Malaysia.
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Abstract. The present study is undertaken among Information and Commu-
nication Technology Centers (ICTCs) among four higher education institutions
(HEIs) in Brunei Darussalam to evaluate and highlight their performance in
achieving IT Governance using a performance measuring COBIT framework.
The COBIT also assesses the maturity level indicators from the range of 0 to 5.
The results of this preliminary study show that not all the items measuring five
domains of COBIT is applicable to these ICTCs and weighted average maturity
level of all these ICTs range from 1.40 to 1.72. This further highlight that the
five domains of COBIT measuring IT Governance are at initial stage and the top
management of these HEIs should adopt a framework and provide additional
resources to their ICTs in bringing IT Good Governance. Based on the study
results some recommendations are made to enhance the performance.

Keywords: IT governance � Performance measures � COBIT � Higher learning
institutions � ICT center � Brunei darussalam

1 Introduction

In the second decade of 21st century, the business use of Information and Commu-
nication Technologies (ICTs) has become matured by entering into next stage of
assessment where organizational performance and investment in ICT was measured in
terms of increasing organizational efficiency and bringing good governance. With the
extensive use of ICT for Business Process Reengineering (BPR) and simplification of
the tasks the business organizations are striving their best to assess and evaluate their
ICT investment and optimize ICT to support their organizational’ s strategic focuses.
Business organizations are of much concern in determining as how IT is used to bring
good governance at the workplace. IT Governance (ITG) is a term that indicates
specifying decision rights as well as the provision of an accountability framework that
encourage desirable behavior in the use of IT [1]. Haes and Gremergen [2] described
that ITG is implementable via a framework of three main key elements; Structures,
Processes and Relational Mechanism. Although, most of the applications of ITG
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focuses in business organizations, many universities have also shown great interest in
the implementation of these procedures to manage their IT [3]. The last decade saw an
increasing demand as how IT is governed in higher educational institutes especially
with the availability of the corporate management tools.

We understand that assessing IT management practices among educational insti-
tutions is still at grass root level and need to be addressed holistically. However, this
lack of applied procedures is due to initial gap into planning mechanism. The academic
institutions because of the different strategic focuses lacks in necessary tools and
theoretical frameworks to measure the performance of their ICTs resources. In other
words, IT performances measures need to be aligned with main strategic focuses and
business goals set for evaluation and measurement by using an appropriate framework
[4]. Similarly, top management and leadership of these educational institutions are now
more optimistic in determining as how important for these institutions to understand as
why new investments have been identified and linked within the strategy in particular
and strategic plan in general. In pursuit of enhancing productivity the academic
institutions are formulizing the institution-wide strategy and using a proactive approach
of not only formulizing but also creating separates IT and IS strategies for competitive
advantages. With this approach, the educational institutions are using ICT strategies to
reinforce alignment to the overall institutional strategy and to device a mechanism to
review and update the strategic process regularly.

Therefore there is dire need that the performance of ICT in general and ICT centers
in particular be measured through periodic audits as to find out whether good gover-
nance has being achieved. Equally, it is important to measure whether ICT centers are
performing well above the threshold level to meet the institutional goals in delivering
the services and providing competitive advantage. In addition, there has been less effort
in term of research that focus on the issues of implementing ITG in higher institutions
[5]. This is despite the realization of the importance of IT in the educational industry.
Whereas, it is believed that the effectiveness of an ITG structure becomes the sole
important predictor of benefits from the use of IT [6, 7]. We at this stage must ask one
question on how we can improve ITG adoption and implementation in HEI. There are
several frameworks available in the management science such as ITIL (IT Infrastruc-
ture Library), COSO (Committee of Sponsoring Organizations of the Treadway
Commission, 1992), and a comprehensive framework COBIT (Control Objectives for
IT related technology) that was developed by Information systems audit and control
association (ISACA- www.isaca.org) and IT Governance Institute (ITGI) in 1992
however; the first version was only released in 1996 [8]. A COBIT steering committee
branch under the IT Governance institute continuously researches and helps evolve the
COBIT body of knowledge with the evolvements of businesses that now has more
focus on IT aspects. The ITIL or COBIT governance framework list down an out-
standing set of best practices for various IT-related processes and particularly in sup-
porting IT governance. In general COBIT provides a framework to ensure that as how
IT is aligned with the business, how IT resources should be used sensibly and
responsibly as well as how IT risks should be addressed and managed appropriately.
COBIT therefore provide a comprehensive and easy to understand framework covering
IT organization, IT users, IT professionals, IT governance, IT risk and IT processes.
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1.1 COBIT Structure

COBIT area of focus in IT Governance is supported by 34 total IT processes divided
among four main domains such as; Plan and Organize (PO), Acquire and Implement
(AI), Deliver and Support (DS) and Monitor and Evaluate (ME).

1.2 Why COBIT?

The basic reason for selecting COBIT is because of its appropriateness’ to the edu-
cation context [9, 10] and also because of it measuring IT Resources Decisions and to
identify IT resources (systems, people, data, and technology) and to align with planning
step in educational framework. A survey carried out by Price Waterhouse and Coopers
in 2005 for ITGI revealed that 75 % of the organizations currently using COBIT and
found that COBIT was very useful or somewhat useful. 15 % were unclear and 10 %
had negative response. With this evidence this pioneering study that was conducted in
April-May 2016 using COBIT framework among institutions of higher learning in
Brunei Darussalam. The study has the following objectives:

• To find out how the formal IT governance is adopted and implemented in the ICTCs
among higher education institutions in Brunei.

• To evaluate the IT governance and to measure IT performance in their respective
ICT centers in fulfilling overall strategic alignment.

• To further determine the organizations’ current maturity level and to compare with
the maturity level of the best practice in the industry.

2 Review of Literature

There are extensive studies highlighting the performance measurements at the corpo-
rate level especially in the context of developed world. However, researchers in
Asia-Pacific and especially among ASEAN group have conducted studies from per-
formance management and IT good governance. Based on COBIT, an academic
architecture Information system model in higher education was created by Mutyarini
and Sembiring [11]. As they believed COBIT as a framework not only deliver but
measures effectively the performance of the Information System architecture.

Besides these several other studies focused on the suitability of COBIT in mea-
suring IT performances [12–14]. Gheorghe [4] proposed an audit methodology of the
IT governance at the organizational level. The evaluation of the risk assessment with IT
governance remained as key process in planning the audit mission. The identification of
the risk was achieved in seven main domains such as: IT strategic planning process, IT
organizational management, IT delivery process, IT investment management, IT pro-
ject management, IT risk management and IT performance process. Lapao [15] studied
the challenges and barriers of introducing IT Governance into one of the hospital in
Portugal. The study assessed the relationship between corporate governance and the
role of IT governance in managing new service deployment by using both COBIT and
ITIL assessment to further identify IT governance weaknesses. The study concluded
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that poor IT Governance remained an important barrier to hospital management
especially in the IT service management. In another study, it was highlighted that
although the management of IT in higher learning institutions has been practicing some
techniques and methodologies but unfortunately these are not structured [16] Maria,
Fibriani and Sinatra [17] conducted another study in one university in Indonesia to
measure the IT performance in achieving business goals. They assessed the maturity
level of IT processes using COBIT. Results showed appropriate management of IT was
achieved and as well as various IT processes are concerned they supported the business
goals in a standardized, well communicated and documented approach. However, the
service aspect of the user was poorly managed and need a lot of improvement to
achieve business goals. Ajami and Al-Qirim [5] developed an ITG framework to
support HEI in Abu Dhabi to govern their IT project. The framework focused on
evaluating decisions concerning the alignment and the compatibility of IT with overall
strategies and goals of HEIs. They used a combination of COBIT and six sigma
framework. Sadikam, Hardi and Wachyu [18] studied the IT alignment processes in
one of the Indonesian Universities with the focus of the strategic alignment with
organizational strategy focusing on IT Governance, using COBIT framework. Result
shows that implementation of IT Governance in the university is still at the early stage
of its development. They proposed some improvement to uplift the process of IT
Governance within the university.

2.1 Maturity Level Model

One of the trending process assessment in various technological and organizational
areas is the development of capability maturity models. These models provide indi-
viduals and organizations the opportunity to self-assess the maturity of various aspects
of the processes they employ against benchmarks. One of the well-known models
belongs to the Capability Maturity Model Integration (CMMI) family. This model was
developed by Humphrey at Carnegie Mellon University. Making use of Maturity
Models provide insight to an organizations’ development processes. There is a lack of
maturity model in the discipline of Enterprise Architect. However, the one model that is
widely used is Capability Maturity Model (CMM) which was originally defined by the
Software Engineering Institute (SEI) [19]. In this model, the reliability of the controlled
activities on IT systems are further explained into six levels (0–5). The 0 is for
non-existence of management processes to 5 with best practices is followed. These
levels was classified by ISACA from the consensus of opinions of many experts and
best practices in generic information technology and it also has been used as an
international standard.

According to the study by IT Governance Institute (ITGI 2009) around 50 % of the
organizations have already implemented the IT Governance system, 18 % are in the
process of implementation and remaining 32 % are in wait-and-see or at planning
stage. An average global value of IT Governance maturity level of 2.67 on a scale that
range from 0 to 5 of those organizations that have an IT Governance framework in
place was calculated by the same study. However, the universities have not yet reached
their level of maturity. Yanosky and Borrenson, [20] found the average maturity level
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of universities on a global level of 2.30. In addition, Llorens and Fernandez, [21]
reviewed that an average maturity level for Spanish Universities is 1.44. Similarly,
Harmse [22] in his study of aligning business with IT within in University of Pretoria to
study the IT Governance and measured the processes. The total mean of 1.37 weighted
average shows that maturity of IT processes are at initial stage and informal Enterprise
Architect (EA) processes are underway. It is therefore evident that use of a particular
framework and maturity level are related in shaping up the good governance.

3 Research Methodology

This is a qualitative in nature and follows the case study approach. Benbasat et al. [23]
mentioned the case research method is useful for addressing the “how” question, i.e. in
the exploratory stage of knowledge building. This is relevant within the context of
study on IT Governance among institutions of higher learning. The case study therefore
provides rich insight of the exploratory nature of the research.

This study measures the maturity level of various IT process by using COBIT
framework which are being practiced in this study of four institutions of higher learning
in Brunei Darussalam. Data used in this study consists of primary data that was
obtained from interviews with the Directors and Chief Information Officers of these
four ICT centers. This research adopts Yin’s [24] multiple case (comparative) design in
studying three single units of analysis (holistic). In keeping with participants’ requests
for anonymity, the universities will be referred to as Universities A, B, C, and D in this
research. The data was gathered through open and semi-structured interviews with the
CIO’s in all four universities. Relevant documents obtained from both interviewees and
the universities’ websites was also referred to. The primary data that was obtained
through interview and examining the organizational chart, various operational plan, and
personal statistics. The prior appointment was fixed with the Directors/CIO of the data
centers of these universities and responses were recorded and later transcribed and
analyzed. Recording was done with their permission as per techniques described Yin
[24]. One exceptional Director/CIO did not allow recording the interview.

The two out of the four institutions labelled as “A” and “B” was established in mid
1980s whereas, “C” and “D” are comparatively new. All these higher learning insti-
tutions are public sector organizations that were established to cater for advance
teaching, learning and research in science and humanities education, technical edu-
cation, religious education and teaching education. The maturity level was calculated
by asking question as “how” in their opinion and up to what extent they are applying
the particular process from 0-nonexistence to 5-optimized.

4 Results and Discussion

The measurement of IT performance in this research includes the use of various
information systems developed along with the use of Internet resources to support
operational activities. Various IT resources such as information infrastructure, appli-
cation, and people should be appropriately managed and controlled in order to attain
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the desired IT goals. In certain universities, when IT will be implemented and devel-
oped, the IT goals are set by the university. The IT goals are presented in Table 1. In
order to achieve the IT goals, the control of the IT processes in ICTCs is measured by
COBIT framework. The IT processes consists of four domains, namely planning and
organization (PO), Acquisition and implementation (AI), Delivery and Support
(DS) and Monitoring (ME) for the total of 34 sub domains. Table 1 also presented the
results of relationship between the IT goals and the COBIT IT process.

The result further highlights that all four ICTCs are using some of the processes of
COBIT to the extent showing the suitability of COBIT framework to measure per-
formance among HEIs. We then analyze the performance measures of each institution
of higher learning ICT centers, it is cleared from the study results that all four uni-
versities are following some steps of developing the IT/IS strategy and is doing some
measures to stream line the processes and to develop and apply IT Governance.
Although these ICTCs for these four HEIs are not fully using all the thirty-four pro-
cesses of the COBIT framework because of the various processes such as budgetary
and financial aspects including cost effectiveness are beyond their direct control.
Similarly the HR requirement is not in the direct control of their directors. The items
were reworded from the original ones to make more clarity and simple way rather than
asking in a more complex way. Result further reveals some interesting findings as none
of these ICTCs have IT steering committee, only half of them have developed their
ICTC Strategic plan and half of them an effective way to identify and prioritize the ICT
projects. The most interesting findings emerged with the significant and sensitive area
of ICT Security Awareness and backup plan. Under the present business environment
where the data centers are vulnerable to various threats ignoring such a sensitive issue
may result with chaos, and malfunctioning of the data centers resulting organizational
efficiency of these HEIs would be jeopardized.

IT Governance covers five principal domains that include: IT Strategic Alignment,
service delivery, risk management, resource management and performance manage-
ment (http://www.itgi.org) that was provided in Table 2. The summary data in Table 2
outlines all the processes under five principal domains with majority of the maturity
levels pointing to 1 and 2 showing adhoc to regular pattern assessment of these pro-
cesses. These maturity indicators do not show an ideal picture as the global average for
the universities is 2.30 and for Spanish universities is 1.37 [22]. Our results therefore
are better than the Spanish universities performance level. This might be because
Spanish universities using IT Governance framework shows the performance of the
whole university and not of one particular faculty or center.

There is strong need to focus on addressing ethical and legal issues and compliance
on health and safety policies in addition to developing the security awareness program
including developing and implementing business impact analysis for business conti-
nuity plan including disaster recovery plan. These plans need to be periodically updated
as organizations such as institutions of higher learning are in constant state of change in
general and upgrades in software, hardware and new approach of various Web-based
systems in particular require updating the plan on regular basis.
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Table 1. Evaluation of Final Checklist of Questionnaire model for IT Governance among
respondents

No Question A B C D

1 Does the IT strategy plan align with organizational (business)
strategic plan?

✔ ✔ ✔ ✔

2 Does there any ICT users’ policy document and copy is
provided to all the users?

✔ ✔ ✔ ✔

3 Does the ICT user policy as a medium of espousing value of
information?

✔ ✔ ✔ ✔

4 Does the ICTC follow University’s objectives goals, strategies
and mission (OGSM)?

✔ ✔ ✔ ✔

5 Is IT staffed adequately, with right skills and competencies? ✔ ✔ ✔ ✔

6 Does the ICTC have effective internal processes to choose
alternative strategies that have long-term impact?

X ✔ X ✔

7 Does the ICTC establish measures to track the progress of
executing chosen strategies?

✔ X ✔ X

8 Does the ICTC and organization have an IT steering
committee?

X X X X

9 Does the ICTC have its own strategic plan? ✔ X ✔ X
10 Does ICT delivered services on time and offers the quality

expected (through help desk)?
✔ ✔ ✔ ✔

11 Does ICTC have effective way to identify and prioritize
potential projects?

X ✔ ✔ X

12 Does the ICTC measure and evaluate the result of the project? X ✔ ✔ ✔

13 Does ICTC have authority to cancel the project that fails to
meet expectations?

✔ ✔ ✔ ✔

14 Does ICTC prepare Service Level Agreements (SLAs) for all
the outsourced projects?

✔ ✔ ✔ ✔

15 Do IT projects have a clear budget and timeline? X X X X
16 Does the board obtain regular progress reports on major

projects?
X ✔ X X

17 Does the ICTC identify the Security Awareness Requirement? X ✔ X X
18 Does the ICTC prepare a guidelines and scope of Security

Awareness Program?
X ✔ X X

19 Does the ICTC deployed staff to assist in planning for Security
Awareness Program?

X ✔ X X

20 Does the ICTC have regular backup of all updates files,
sensitive data and software?

X ✔ X X

21 Does ICTC have high level management commitment to
support Security Program?

X ✔ X X

22 Does the organization take a regular inventory of its IT
resources?

✔ ✔ ✔ ✔

23 Is a risk management policy, assessment and mitigation
practice followed for IT?

X X X X

(Continued)
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Table 1. (Continued)

No Question A B C D

24 Are the security and business continuity processes regularly
tested?

X X X X

25 Are sufficient IT resources and infrastructure available to meet
required enterprise’s architecture?

✔ ✔ ✔ ✔

26 Does ICTC develop, prepare and maintain Ethics, Legal and
Professional issues and guideline?

X ✔ ✔ X

27 Does ICTC have health, and safety policy and has notified the
users?

X X ✔ X

(Key: ✔ = Yes and X = No)

Table 2. Summary result of IT Audit activities & COBIT measures in four ICTCs

Perspective Business Goals Case

IT Strategic Planning Process A B C D
PO1 Obtain reliable and useful information for strategic

decision making including developing Strategic
Plan for ICTC

1 2 3 1

IT Risk Management
PO9 Manage IT-related business risk 2 2 2 2
DS5 Manage IT Security awareness 0 2 0 0
AI3 Manage IT backup and continuity plan 1 2 0 0

Performance Management
PO10 Manage project, product and/or innovation 2 2 2 2
ME4 Improve corporate governance and transparency. 1 1 1 1

Service Management
DS8 Manage service help desk and incidents 3 3 3 3
DS1 Define and manage service-level agreement 2 2 2 2
DS3 Establish service continuity and availability 2 2 2 2
DS6 Achieve cost optimization of service delivery 1 1 1 1
DS13 Improve and maintain business process

functionality
1 1 1 1

ME3 Provide compliance with external laws, regulations
and contracts

2 2 2.5 2

ME2 Provide compliance with internal policies and
transparency

2 2 2 2

Resource Management (IT staff management &
Organization and Structure

PO7 Improve and maintain operational and staff
productivity

2 2 2 2

AI5 Acquire and maintain skilled and motivated people 1 1 1 1
Total Maturity level points 1.53 1.80 1.63 1.46
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5 Conclusion

The current study that is conducted in Brunei Darussalam is an attempt to empirically
investigate the impact of IT Governance framework COBIT to evaluate and enhance
the implementation of Information Technology Governance (ITG) in Bruneian Higher
Education Institutions (HEIs). The study investigates the 24 processes of audit,
responsibility and accountability out of 34 COBIT processes. A qualitative interview
approach was carried out to identify the implementation of IT Governance framework.
The study fulfilled its objectives and answered the corresponding questions. The study
further calculates the maturity levels and found below the international standard fol-
lowed by global best practices organizations. The evaluation is carried out by calcu-
lating the maturity level of IT process control in the context of achieving business
goals. Our results show that the IT in all four ICTCs’ has been managing from adhoc to
regular pattern as per maturity level indicators. IT processes, however, support the
business goals in a standardized approach. Unfortunately, in assessing and measuring
the service aspect for the users, the ICTs should apply necessary adjustments and
improvements on the priority basis. The relevant authorities especially the top man-
agement of these Higher Learning Institutions should address the security issues and
awareness program need accordingly by allocating resources.
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Abstract. Adaptive learning environments provide personalization of the
instructional process based on different parameters such as: sequence and dif-
ficulty of task, type and time of feedback, learning pace and others. One of the
key feature in learning support is the personalization of feedback. Adaptive
feedback support within a learning environment is useful because most learners
have different personal characteristics such as prior knowledge, learning pro-
gress and learning preferences. In a computer-based learning environment,
feedback is considered as one of the most effective factors which influence
learning. Although, there are various tools that provide adaptive feedback in
learning environments, some problems still exist. One of the problems we are
looking into is How to design effective tutoring feedback strategies?We propose
a cognitive knowledge based framework for adaptive feedback, which combines
the three facets of knowledge (pedagogical, domain and learner model) in a
learning environment, using concept algebra.

1 Introduction

Adaptive learning environments provide personalization of the instructional process
based on different parameters such as: sequence and difficulty of task, type and time of
feedback, learning pace and others [1, 2]. It is a more personalized, data-driven and
technology-enabled approach to learning, which has a potential to improve student
retention, measure student learning and improve pedagogy [3]. An adaptive learning
system alters its behavior based on how a learner interacts with it. These alterations are
decided based on the learner’s characteristics which are represented in the learner
model [4]. It involves the accurate tracking of learner’s activity, monitoring their
individual characteristics and providing timely adaptive feedback according to effective
pedagogical principles [5]. In a computer-based learning environment, feedback is
considered as one of the most effective factors which influence learning [6–8].
Tailoring feedback according to learner’s characteristics and other external parameters
is a promising way to implement adaptation in computer-based learning environment
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[5] Adaptive feedback unlike generic feedback is dynamic, as learners work through
instructions different learners will receive different information [8]. A computer-based
learning environment represents knowledge in form of models. The three key models in
a computer-based learning environment are the pedagogical model, domain model and
learner model. For a computer-based learning system to provide appropriate feedback
to a student, it has to have a knowledge of effective approaches to teaching (peda-
gogical model), the subject been learned (domain model) and the learner (learner
model) [8]. Knowledge base modeling and representation techniques such as expert
knowledge base and ontologies have been used in representing pedagogical, domain
and learner knowledge [9, 10]. However, ontologies are most frequently used in
modeling pedagogical, domain and learner knowledge because, it could afford a con-
sistent structure through a means of describing and processing concepts, terms and the
relationship between them [11].

Feedback is frequently provided in a typical classroom setting, however most of the
information is poorly received, because feedback is presented to groups and so often
students do not believe such feedback is relevant to them [7]. Currently, the gap
between students who excel the most and those who excel less is a challenge that
teachers, school administrators, and government officials face frequently [12].
Although, there is an increase in the development of adaptive feedback-based learning
environments [6, 13, 14], some problems still remain unresolved. One of the questions
faced is How to design effective tutoring feedback strategies? [5]. Several researchers
have recommended frameworks with methods for implementing adaptive feedback [15,
16], however, these methods are not fully grounded in thorough educational theories
and their empirical evaluation with students has been lacking. The design, imple-
mentation and evaluation of adaptive feedback strategies is quite challenging, due to
various variables such as learning strategies and style, prior knowledge, motivational
state and cognitive skills, which can hinder or facilitate the effectiveness of feedback in
learning. A background on adaptive feedback in learning environments and knowledge
modeling will be discussed in Sect. 2. In order to provide effective feedback, we
propose a cognitive knowledge-based approach, which will be discussed in Sect. 2.2.
A mechanism to evaluate our proposed technique will be briefly introduced in Sect. 3
and we will conclude in Sect. 4.

2 Background

The two main approaches to teaching and learning are the deductive and inductive
techniques [17]. Traditionally, using the deductive approach, Science and Engineering
are taught by introducing a topic on general principles; then using the principles, models
or equations are derived; afterwards, an illustration of the application of the models are
provided; assignments with similar derivations are given for practice and finally student’s
abilities are tested in exams [17]. There is little attention on what real-world phenomena
these models explain. No explanation on the practical problems they can solve and why
the students should care about it. A preferable substitute is the inductive approach. Instead
of startingwith the general principles, the lesson commences with real-world occurrences
such as a case study to analyze, experimental data to interpret, or a complex real-world
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problem to solve [17]. As the students try to solve the problem, they create a need for
rules, procedures, facts and guiding principles, only at this point are they provided with
the needed information or guided to discover it. However, in practice, teaching is not
purely inductive or deductive. Learning involves moving in both directions, where stu-
dent infer rule and principles from new observations and test the principles through
deducing consequences and applications that are verifiable experimentally. The inductive
approach is learner-centered, enabling students to take responsibility of their own
learning. Instructional methods which adopt the inductive approach include problem-
based learning, inquiry learning, project-based learning, case-based teaching, discovery
learning and just-in-time teaching [17]. These methods are in-line with the constructivist
idea that knowledge is constructed and re-constructed in an individual’s brain, rather than
simply absorbing what is given by the teacher [17–20].

In a computer-based learning environment the pedagogical model represents the
knowledge and expertise of teaching. Specific knowledge represented in the peda-
gogical model includes, effective teaching techniques (deductive and inductive); the
various instructional methods (lectures, problem-based learning, inquiry learning etc.);
Instructional plans that define phases, roles and sequence of activities [21]; feedback
types, depending on a learner’s action; assessment to inform and measure learning [12].
The domain model represents knowledge of the subject been learned. It mainly consists
of concepts such as how to add, subtract, multiply numbers; newton’s law of motion;
how to structure an argument; different approaches to reading etc. [12]. The size of the
domain knowledge which represents concepts can differ between computer-based
systems, according to the domain size, application area and the choice of the designer
[22]. In complex settings, concepts can have relationships between each other, resulting
in a conceptual network representing the domain’s knowledge. Common relationships
used by most systems include prerequisite (where the learner has to know the first
concept before studying the next related concept), is-a (where a concept is an instance
of another concept) and part-of (where a concept is part of another concept) [22, 23].
The learner model represents the student’s knowledge of the domain, individual
characteristics and personal interactions with the computer [12, 22].

The learner model contains information about the user’s current knowledge of the
domain; user characteristics such as preferences, learning style, cognitive style etc. and;
interactions with the system such as student’s current activity, previous achievements
and difficulties, concepts mastered, emotional state, time spent on task, kinds of errors
made, misconceptions, response to feedback etc. [12, 22, 24]. This information can then
be used by the domain and pedagogical models to assess the learner and decide the next
most appropriate interaction [12]. Various knowledge modelling techniques have been
used to model domain knowledge. Cognitive Tutors [10] used production-rules, while
Ontologies have been used by Munoz-Merino (2011) [25]. A semantic network is used
by Web PVT to represent relationships among concepts of the domain knowledge [23].
Most computer-based learning environments do not clearly state the knowledge base
modeling technique used in the pedagogical, domain and learner models. In the next
sections we will discuss the characteristics of adaptation and feedback, the types of
adaptive feedbacks, previous works on adaptive feedback based on adaptive charac-
teristics, knowledge modeling in a cognitive knowledge base and how it can represent
pedagogy, domain and learner models to support adaptive feedback.
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2.1 Approaches to Adaptive Feedback in Learning Environments

Brusilovsky (1996) defined systems that model student’s learning style, prior knowl-
edge, goals and preference as adaptive [26]. According to Chieu (2005), there are five
main adaptation techniques which are related to the key components of constructive
learning environment [27]. He highlighted them as follows:

• Adaptive presentation of learning contents. The course designer should define
which learning contents are appropriate to a specific learner at any given time, for
example simpler situations and examples for a novice learner than for an expert one.

• Adaptive use of pedagogical devices. The course designer should define which
learning activities are appropriate to a specific learner, for instance simpler tasks to a
novice learner than to an expert.

• Adaptive communication support. The course designer should identify which peers
are appropriate to help a specific learner, for example learners with more-advanced
mental models help learners with less-advanced ones.

• Adaptive assessment. The course designer should identify which assessment
problems and methods are appropriate to determine the actual performance of a
specific learner, for instance simpler tests for a novice learner than for an expert.

• Adaptive problem-solving support. The tutor should give appropriate feedback
during the problem-solving process of a specific learner, for example to show the
learner his or her own difficulties and provide him or her with the way to overcome
those difficulties.

These adaptation techniques rely on a learner model; an essential component
which, among other student relevant data, keeps data about the student’s knowledge of
the subject domain under study.

Adaptive learning involves multiple disciplines such as Educational Psychology,
Cognitive Science and Artificial Intelligence. This complexity prompted the structuring
of research on adaptation along the methodological questions distinguishing means,
target, goal and strategy [28].

• Adaptation Means: what information about the learner such as knowledge level,
cognitive style, learning style, gender, student’s current activity, previous
achievements and difficulties, misconception is known and used for adaptation?

• Adaptation Target: what aspect of the instructional system (pedagogy and domain
model) is adapted based on the learner model?

• Adaptation Goal: what are the pedagogical reasons for the system to adapt to the
learner model? Is the system aiding inductive or deductive learning; is the system
adapting to a specific instructional method based on the learner model?

• Adaptation Strategy: what are the steps and techniques used to adapt the system to
the learner model, and how active or reactive are the learners and system to the
adaptation process?

In a learning environment, feedback is seen as the teacher’s (artificial or real)
response to the student’s action. There are four main characteristics of feedback:
function, timing, schedule and type [29]. Although, other researchers [15] suggested
other characteristics of feedback, we adhere to the characterization by Carter (1984)
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because it encompasses all other characterizations [29]. These characteristics are briefly
explained in Table 1.

For developing an effective adaptive feedback framework, the characteristics of
adaptation and feedback have to be taken into consideration. The pedagogy, domain
and learner models have to be represented in a knowledge base where effective
algorithms can be used to implement effective feedback strategies. The next section
discusses a promising knowledge representation technique for modeling knowledge in
an adaptive learning environment.

2.2 Knowledge Modeling in Cognitive Knowledge Base

Conventional technologies for knowledge base modeling and manipulation such as
linguistic knowledge base, expert knowledge base and ontology are man-made rather
than machine built. The absence of thorough and sufficient operations on acquired
knowledge, inflexible to learn knowledge synergy, and weak trans-formability among
different knowledge bases gave rise to a novel approach, the cognitive knowledge base
(CKB) [30]. Based on the previous studies in cognitive science and neurophysiology
[31, 32], the foundations of human knowledge in the long-term memory can be rep-
resented by an object-attribute-relation model based on the synaptic structure of
human memory, which represents the hierarchical and dynamic neural clusters of
knowledge retained in memory as well as the logical model of knowledge bases [33].

Table 1. Characteristics of Feedback.

Characteristics of
feedback

Explanation

Function Feedback can be provided in relation to the instructional goals and
objectives. For example, feedback is provided based on, cognitive
functions such as promoting information processing, motivational
functions such as developing and sustaining persistence or provide
correct response

Timing Feedback can be given with respect to timing. It could be in advance,
appearing before an action; it could be immediate, appearing
immediately after an action or delayed, appearing at a longer time after
the action has been made. The feedback is intended to advise, notify,
recommend, alert, inform or motivate the learner about some concerns

Scheduling Feedback can also be made available at scheduled instances. For
example, when the learner exceeds a certain time threshold, expertise
level, after solving certain questions or after every subtopic

Type There are various feedback types resulting from function, timing and
scheduling. For example, verification feedback, avoidance feedback,
correction feedback, informative feedback, cognitive feedback,
emotional feedback, scheduled feedback, dynamic feedback,
immediate feedback, advanced feedback, delayed feedback,
comparative feedback, isolation feedback etc.
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The cognitive knowledge base is a structure that manipulates knowledge as a dynamic
concept network like the human knowledge processing [34, 35]. In CKB a concept is a
cognitive unit which identifies and models real-world concrete entities and a
perceived-world (abstract entity) [30]. The basic unit of knowledge in a CKB is a
formal concept represented as an OAR model according to concept algebra [36]. While
complex knowledge such as a theme are represented as multiple associate concepts,
which forms a partial dynamic concept network (DCN).

The CKB structure as shown in Fig. 1 consist of the logical model, physical model,
linguistic knowledge base and knowledge manipulation engine. The logical model of
knowledge bases shared by humans and cognitive systems is known as the
object-attribute-relation model [33]. The logical structure is modeled as a hierarchical
network of concepts and themes. The logical knowledge base represents knowledge as
Cartesian products of formal concepts. The physical knowledge base implements the
memory structures of knowledge as a DCN. The linguistic knowledge base comprises
of the initial words as modeled in WordNet and the representation of these words and
their relation in form of the OAR model.

The cognitive processes of concept memorization and knowledge fusion, similar to
human and cognitive systems learning processes, are used for knowledge acquisition in
CKB. Concept memorization involves acquiring concepts based on the formal structure
model as shown in Fig. 2.

Fig. 1. Structure of a cognitive knowledge base [33]
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Where:

- set of attributes that denotes the intention of the concept.
- set of objects that instantiated the extension of the concept.
- set of internal relations between objects and attributes.
- set of input relations between the concept and other concepts.
- set of output relations between the concept and other concepts denotes the

intention of the concept.

The newly acquired item is retained as a formal concept based on the structure in
Fig. 2. The concept memorization phase consists of two algorithms, the EnterConcept
process model and the ConceptMatch process model. The former checks the condition
of the knowledge base if available it indexes the current concept and its time
stamp. The latter implements a content-addressed search mechanism to match a set of
existing concepts in the knowledge base to the new concept.

The use of a cognitive knowledge base that models pedagogy, domain and learner
knowledge and their connections can be used as a base for generating adaptive feed-
back in computer-based learning environment. This research focuses on designing such
feedback framework. The next section discusses our proposed framework for adaptive
feedback.

3 Proposed Framework for Adaptive Feedback

The relationships between pedagogical (knowledge and expertise of teaching), domain
(Knowledge of subject taught) and learner (learner’s knowledge, characteristics and
interactions) models are quit complex. However, in other to provide effective feedback
which is compliant with the characteristics of adaptation, a link has to be established
between these three models. The cognitive-PDL model proposed in Fig. 3 shows the
connections of these model using a cognitive knowledge base. The decision to use a
CKB arises from the fact that concepts can be represented with both internal (rela-
tionship between concepts and attributes in a specific model) and output (relationships
between concepts and attributes across models) relationships.

What distinguish our approach is the specification of the relationships between
pedagogy, domain and learner knowledge. In practice, it means that instead of looking

Fig. 2. Structure of a formal concept [33].
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at all these components in isolation, we look at each concept as a 5-tuple. By definition
each concept in a sub-model is represented as shown in Eq. 1.

Where:

– O is a nonempty set of an instance of the concept, where
denotes a power set of wU

– A is a nonempty set of attributes,
– Rc�O � A is a set of internal relations.
– Ri�C0 � C is a set of input relations, where C0 is a set of external concepts.
– Ro�C0 � C is a set of output relations [33].

Knowledge acquisition in the Cognitive-PDL model will be through concept
memorization and knowledge fusion. An algorithm is required to index a current
concept to the Cognitive-PDL model after verifying its availability. Another algorithm
searches the knowledge base to establish relationship between the new concept and a
set of existing concepts in order to incorporate the new concept as acquired knowledge.
A third algorithm decides the appropriate feedback to be provided based on the learners
current state and pedagogical principles.

Fig. 3. Structure of a cognitive knowledge based pedagogical, domain and learner model
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4 Conclusion

The need for adaptive feedback in learning environment cannot be over-emphasized.
Learners have different personal characteristics such as prior knowledge, learning
progress and learning preferences. Providing feedback based of an individual’s char-
acteristics is key to bridging the gap between students who excel most and those who
excel less. Although, there are various tools that provide adaptive feedback in learning
environments, some problems still exist. One of the problems we are looking into is
How to design effective tutoring feedback strategies?. Most researchers have proposed
methods that are not fully grounded in pedagogical principles. Also, the three main
knowledge components of a learning environment (pedagogical, domain and learner
model) are mostly treated in isolation. We propose a cognitive knowledge based
framework for adaptive feedback, which combines the three facets of knowledge in a
learning environment, using concept algebra. The decision to use a CKB arises from
the fact that concepts can be represented with both internal (relationship between
concepts and attributes in a specific model) and output (relationships between concepts
and attributes across models) relationships.
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Abstract. Recently, serious games aimed at cognitive therapy have been
gaining increasing importance in general health applications, creating new
possibilities for various groups, including children, to access new forms of
treatment. However, to develop therapeutic serious games that stimulate the
cognitive abilities of children with speech and language delay (CSLD), the
needs of this group and a few other issues must be considered. Therefore, this
paper aims to identify the problems affecting the cognitive functions of CSLD as
well as their needs, to assist in the development of a serious game for CSLD. We
conducted a preliminary study through a semi-structured interview with experts
in the area of therapy. Our results indicate that CSLD indeed have major dif-
ficulties that affect the development of their cognitive abilities such as memory,
attention, perception, problem solving, decision making, language, learning, and
reasoning. In addition, CSLD also lack preverbal and motor skills. These
findings reinforce the need to propose a model for therapeutic serious game
design that stimulates the cognitive abilities of CSLD.

Keywords: Therapeutic � Serious games � Serious game design � Cognitive
stimulation � Cognitive abilities � Children with speech and language delay

1 Introduction

Serious games have increasingly become a good option for therapeutic treatment and
are considered non-pharmacological therapies to train, evaluate, enhance, and stimulate
various cognitive functions. The cognitive stimulation concept is an intervention that
affects most of the human cognitive domains [1]. Existing work has highlighted the
potential of cognitive stimulation in enhancing the cognitive ability of children [2, 3].
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The low cognitive ability of some children can be stimulated with the use of serious
games because these types of games can boost brain function and improve well-being
[4, 5]. Besides that, these games provide new solutions in the form of fun, repetitive
exercises, which increase the motivation and engagement of the players, and are also
attractive, user-friendly, pleasant, and tied to an objective [6–8].

Language difficulties affecting children are the most common developmental
problems encountered by clinicians and the number one concern voiced by parents [9,
10]. Children with speech and language delay (CSLD) also face developmental
problems. Previous studies have discovered that pre-school-level CSLD are at a high
risk of having learning disabilities such as poor literacy development [11–14]. Hence,
this can lead to lowered school performance, which may persist into young adulthood;
and would in turn affect their psychosocial development, causing emotional and
behavioural problems at school [12, 15–17]. Past studies have also shown that language
difficulties often co-occur together with cognitive delays [18] and are associated with
lower IQ (intelligence quotient) scores [19, 20].

In Malaysia, statistics from the Social Welfare Department showed an increase in
children with learning difficulties, in which most suffer from delayed speech and
language problems [21]. These children are recommended to undergo rehabilitation and
therapy that focus on lingustic and cognitive ability, as the chances for them to heal
would be much higher [14, 22, 23]. Therapists have established diverse, well-structured
therapeutic procedures for CSLD. Overall, a typical clinical session for these patients is
designed as a pair-wise playing and talking session between the therapist and the child.
During the therapeutic process of CSLD, drawings, still diagrams, educational toys,
and action pictures are widely used together with real objects representing daily con-
cepts and events [24]. Therefore, therapists have to provide a variety of materials for
different tasks in each therapy session to stimulate the cognitive and language ability of
CSLD. Recently, Malaysia has been facing a shortage of speech therapists [25]. This
could lead to difficulties for CSLD, who require further treatment, so as to be qualified
for a therapeutic session.

Therefore in this study, we introduce new opportunities for serious games to
stimulate cognitive abilities, with therapeutic implications for CSLD. The combination
of therapeutic content and gaming elements with therapeutic objectives can create new,
motivating, and engaging therapeutic environments [26]. In order to successfully
stimulate the cognitive side of the mind through therapeutic serious games, these games
must be well-designed to effectively and efficiently deliver training. Meanwhile, the
user must feel at ease with the technology, and be willing and motivated in accepting
new concepts and in learning new skills. Furthermore, serious game design must take
into account the fundamental knowledge regarding the needs and preferences of the
target population, as well as ensure that the therapeutic adherence would not be low and
that the intervention will succeed [27]. However, the lack of suitable therapeutic
serious games as a tool for stimulating the cognitive ability of children, especially
CSLD, has given rise to a pressing need to develop a game that would meet the
requirements of this target group. Therefore, this paper aims to identify the problems
affecting the cognitive functions of CSLD as well as their needs, to assist in the
development of therapeutic serious games for CSLD from 4 to 7 years old.
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The remaining sections of the paper are organised as follows; Sect. 2 outlines the
overview of the main themes related to this work; Sect. 3 describes the preliminary
study made by experts in the area of therapy; Sect. 4 discusses the findings; and Sect. 5
lays out our conclusions and directions for future work.

2 Related Works

2.1 Serious Games for Therapeutic and Cognitive Stimulation

Serious games are digital applications with the primary purpose of more than just
entertainment. Recently, therapeutic serious games have captured the attention of
healthcare practitioners as a proven and efficient form of medical therapy, which could
increase patient motivation and engagement in the therapeutic process [28]. Thera-
peutic serious games are games that integrate gaming elements with therapeutic
objectives [26]. Most of these therapeutic serious games have been applied to treat
autistic spectrum disorder, anxiety disorders, language learning impairments, cognitive
behavioural therapy, and solution-focused therapy [26]. There are numerous evidences
that prove the effectiveness of these therapies in improving the cognition, behaviour,
mood, and activities of a patient’s daily living, and in delaying institutionalisation, as
well as in improving the quality of life of patients and caregivers alike [29]. One of
these approaches, i.e. the cognition-focused intervention, is typically designed to
promote cognitive stimulation and minimise cognitive impairment; with the direct or
indirect aim of improving cognitive functioning [30, 31].

There are a few types of cognitive interventions such as cognitive training, cog-
nitive stimulation, and cognitive rehabilitation [1, 29, 32]. Evidence suggests that
cognitive stimulation treatment is the best treatment out of all the non-pharmacological
therapies that yields positive outcomes, although this approach is labour-intensive, and
requires further evaluations in regard to its cost-effectiveness [29]. Cognitive stimu-
lation refers to interventions that promote increased patient engagement in mentally
stimulating activities, where engagement levels are associated with the rates of cog-
nitive decline i.e. the higher the involvement, the lower the rate of cognitive decline
[32]. The premise is that practice that includes specific cognitive function tasks may
improve, or at least maintain functioning in a given domain and that any effects of
practice could be generalised and also induce a general improvement in cognitive and
social functioning [29].

Serious games that are used for cognitive stimulation would typically involve a set
of tasks designed in the form of activities that reflect cognitive functions such as
attention, memory, problem-solving, language, reasoning, learning, perception, and
decision making or acting in a particular context [33, 34]. The knowledge or cognitive
aspect embedded in serious games has the potential to stimulate the ability of certain
individuals to interpret, learn, and understand a situation [35]. This aspect of the game
has been designed with a focus on engaging players in the game-play experience,
whilst simultaneously addressing the cognitive component and optimising user per-
formance [36, 37]. Despite a growing number of recent studies on the use of serious
games as a form of therapy for stimulating the cognitive abilities of various groups,
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therapeutic serious games that focus on children are still scarce [38] and only focus on a
few cognitive aspects. Therefore, the potential of therapeutic serious games for stim-
ulating the cognitive abilities of CSLD is highly warranted.

2.2 User Characteristics of CSLD

Speech refers to the motor act of communicating by articulating verbal expressions;
language is commonly thought of in its spoken form, which includes receptive lan-
guage (understanding), expressive language (the ability to convey information, feel-
ings, thoughts, and ideas), and visual forms, such as sign language [11, 13]. In general,
a child is considered to have speech and language delay if his or her speech and
language development is significantly below the norm for his or her age level [14, 39].
It has been reported that 5 to 8 per cent of preschool children have this disorder, which
often persists into their school years [16]. This disorder is three times more common in
boys than in girls [10, 39, 40].

CSLD include children who suffer from developmental delays of speech and lan-
guage, expressive language disorder, receptive language disorders, hearing loss,
intellectual disabilities, mental retardation, delayed growth, down-syndrome, autism,
cerebral palsy, Attention Deficit Hyperactivity Disorder (ADHD), and physical speech
problems [10, 11, 14, 16, 39]. The causes of risk factors for speech and language delay
vary widely. Several studies on the potential risk factors for speech and language delay
in children investigated heterogeneous populations with different individual and
environmental characteristics. The most consistently reported risk factors were family
history of speech and language delay, male gender, prematurity, and low birth weight.
Other risk factors reported less consistently include parent education level, childhood
illness, birth order, larger family size, low socioeconomic status, and the parents’
higher than normal concerns with their children’s language ability [11, 39, 40].

CSLD experience difficulties in understanding and expressing their interest and
wants, which results in feelings of disappointment and low self-esteem, forcing them to
socialise less [39, 41]. If this disorder continues up to adulthood, they are at risk of
experiencing learning problems, stress, isolation from the community, and will have
problems to secure jobs because of their communication impairment [16].

2.3 The Cognitive Development of a Child

Cognitive development refers to the progressive and continuous growth of attention,
perception, memory, learning, language, decision making, and problem solving; where
information is received, transformed, stored, and used to solve problems and process
languages [42, 43]. Many theories have been proposed regarding how children learn or
adapt to their environment and how cognitive development works. One of the signif-
icant theorists in this area is Jean Piaget, who used four basic concepts namely schema,
assimilation, adaptation, and equilibrium to elaborate upon the activity process of an
individual’s cognitive structure [42]. At the centre of Piaget’s theory is the principle
that cognitive development occurs in a series of four distinct, universal stages, each
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characterised by increasingly sophisticated and abstract levels of thought [44, 45]. The
first distinct stage is sensorimotor (from birth to 2 years), followed by preoperational (2
to 7 years), concrete operational (7 to 11 years), and lastly, formal operational (begins
in adolescence and spans into adulthood). Since this study focuses on CSLD between 4
to 7 years old; they definitely will be counted as still in the preoperational stage (see
[44, 45]). However, we also took into account the sensorimotor stage because even at
age 4 (according to chronological age), the need to understand the development of
individual psychology accurately no longer becomes relevant; this includes the use of
predictive factors of health, and intelligence and mental capacity [46, 47].

3 Preliminary Study

In order to identify the problems affecting the cognitive functions of CSLD as well as
their needs, so as to assist in the development of therapeutic serious games, a pre-
liminary study with a group of experts was conducted. This is because it is crucial to
consider the needs and preferences of real users before developing the design of
therapeutic serious games. According to [48], at least 5 respondents are needed to
conduct an interview, while [49] states that the number of respondents to be inter-
viewed varies and could be only a few to many. The interview method was chosen
because it is an effective method for obtaining in-depth data about a particular role or
set of tasks and in determining what users want in the early design and user require-
ment phase [49, 50]. Therefore, a total of six experts were chosen as the respondents for
the semi-structured interview in this study, which is based on a series of fixed questions
with a scope that could be expanded based on their responses. The respondents con-
sisted of five professionals’ speech therapists from the Private and Public sectors and
one professional occupational therapist from the Private sector.

The selection of respondents were based on the criteria that they would have much
more experience in interacting with CSLD and in stimulating their cognitive ability
during therapy sessions. Out of the 6 interviews, three were conducted face-to-face and
the rest were done over the phone. The interview process took about three days, with an
estimated time of 20–30 min per respondent. The interviews were audio-recorded so
that they could be played back and annotated later at a more appropriate pace. The data
obtained from the respondents were then transcribed into written form to be analysed
via thematic analysis [51]. Thematic networks were subsequently used to organise
the thematic analysis of qualitative data [52]. A thematic analysis seeks to unearth the
themes relevant in a text at different levels, while thematic networks aim to facilitate the
structuring and interpretation of these themes.

There are three levels of thematic networks; the lowest-order premises evident in
the text are known as basic themes; the medium-order are categories of basic themes
grouped together to summarise more abstract principles (organising themes); and
super-ordinate themes or global themes encapsulate the core, principal metaphor, which
in turn, encapsulates the main point in the text. These are then represented as web-like
maps portraying the salient themes of each of the three levels, illustrating the rela-
tionship between them [52].
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By adapting thematic analysis steps, we managed to derive 19 basic themes made
up of repeating words mentioned in the interviews, as shown in Table 1. The 19 basic
themes were then identified and matched according to 14 organising themes, as out-
lined in Table 2. The 14 organising themes were then grouped into three global themes,
which have similar, coherent groupings, namely cognitive abilities, preverbal skills,
and motor skills. The cognitive abilities group involve eight cognitive functions such as
perception, learning, attention, memory, language, decision making, reasoning, and
problem solving. The preverbal skills group includes five organising themes, namely
eye contact, play, turn-taking, imitation, and attention. Attention is an organising theme
that appeared in both the cognitive abilities and preverbal skills group. The motor skills
group is made up of two organising themes, which are fine and gross motors.

Based on the salient themes of each of the three levels in Tables 1 and 2, we
illustrated the relationship between them using a thematic analysis network. This
thematic network is formed by working from the peripheral basic themes inwards and
then to global themes. As a result, we produced a thematic network analysis, as shown
in Fig. 1, in which the problems affecting the cognitive function of CSLD are identi-
fied. In addition, we also found that CSLD experience problems in preverbal and motor
skill development.

Table 1. Identified Basic Themes

Basic themes

1. Weak memory 2. Difficulty and delay in making decisions
3. Limited object search 4. Difficulty understanding abstract concepts
5. Doing things repeatedly 6. Lacking the ability to manipulate objects
7. Easily distracted 8. Poor imitation skills
9. Inappropriate play behaviours 10. Trouble with reasoning and logic skills
11. Short attention span 12. Delayed turn-taking skills
13. Poor expressive language 14. Lack of comprehension and understanding
15. Poor eye contact skills 16. Difficulty interpreting information
17. Poor hand-eye coordination 18. Difficulty and delay in solving problems
19. Delay in reading, spelling, and writing

Table 2. Global and organising themes
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4 Discussion

Based on our preliminary study with the six experts in this study, our results using a
thematic analysis has revealed that CSLD indeed have major difficulties in the
development of their cognitive abilities such as memory, attention, perception, problem
solving, decision making, language, learning, and reasoning. Besides that, CSLD have
poor memory, as proven from sessions with them where the same thing needs to be
done repeatedly until they can remember. According to [22, 53], working memory
(short-term memory) plays an important role in phonologic development and language
acquisition. The working memory is necessary for many cognitive tasks that we engage
in through out our daily life and it is required for retaining and maintaining
task-relevant information for problem solving and in maintaining attention [54].
Therefore, it is crucial that the working memory of CSLD be enhanced.

The results from our study reveal that CSLD face difficulty and delay in solving
problems and making decisions. At the same time, they also have problems paying
attention; they lack concentration, and are easily distracted with their surroundings,
besides having a short attention span. Furthermore, they also experience learning
difficulties, experiencing delays in reading, spelling, and writing. CSLD also have
problems in language development either in the pre-speech, comprehension (lack of
understanding), and/or pronunciation levels (poor expressive language).

Meanwhile, another problem identified by this study is that CSLD have difficulties
with reasoning and logic such as the ability to sort, match, sequence, predict, and
compare. In addition to having a weakness in matrix reasoning, they are also perceived
as having weak perception such as difficulties interpreting information, difficulties
understanding abstract concepts, and having limited object search. These issues reflect
the weak visuospatial processing functions of CSLD. The findings of this study provide

Fig. 1. Thematic network analysis
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evidence of additional problems faced by children with speech and language difficul-
ties, which are supported by recent well-documented studies [15, 39–41, 55].

In addition, CSLD also have difficulties in grasping preverbal skills; they cannot
maintain appropriate eye contact, which is another important component of social
interaction; and are lacking in joint attention skills such as sharing and shifting
attention from one activity, person, or object to another. Furthermore, CSLD also
experience delay in turn-taking skills, and lack the ability to imitate others. They also
have poor play skills such as the inability to complete a puzzle, not retaining action on
objects, and displaying disinterest towards age-appropriate toys. If these preverbal
skills were not honed at this age, a child’s speech and language development would be
affected, which would in turn, disrupt his or her learning process. Meanwhile, some
CSLD may have problems with their fine motor skills, i.e. poor hand-eye coordination,
and in their gross motor skills. CSLD who have difficulty sitting still during an activity
and maintaining a table-top posture (upper body support) would be affected in their
ability to participate in activities involving fine motor skill such as writing, drawing,
and cutting, all of which could potentially impact their learning. The ability to sit still
during an activity is crucial for a child to learn speech and language. Good sitting skills
help the child to pay attention to an activity. A child who is not able to sit still or is
hyperactive would usually be hard to interact with. This shows that gross motor skills
are important to enable children to perform every day functions, and without them,
their other everyday functions would be adversely affected.

5 Conclusion

Therapeutic serious games for stimulating cognitive abilities signifies the increasing
amount of cognitive processes that have been integrated within the overall
game-playing experience. Despite a growing interest regarding the use of serious
games as a form of therapy for stimulating cognitive abilities, therapeutic serious
games focusing on children are still scarce. This has warranted the development of a
serious game that really meets the needs of children, especially CSLD. To design a
therapeutic serious game for the cognitive stimulation of CSLD in a systematic manner,
we need to be guided by a model that clarifies the relationship between design and
cognition. Currently, however, there is no such model in the literature. In addition, the
game design implications are only based on the assumption that designers should
identify cognitive difficulties in performing a certain task and then attempt to minimise
them by careful design. Results from our preliminary study indicate that CSLD face
major difficulties in developing cognitive abilities such as memory, attention, percep-
tion, problem solving, decision making, language, learning, and reasoning. Thus,
regarding the direction for future work, we will propose a model for therapeutic serious
game design that stimulates the cognitive abilities and addresses the cognitive diffi-
culties of CSLD, whilst also taking into account the difficulties they face in developing
their preverbal and motor skills.
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Abstract. Advances in facial animation technology have been extended
into various creative applications such as computer games, 3D animations
and interactive multimedia. In this work, we explore performance-driven
facial animations using a rigged bone approach. A 3D face model is rigged
with bones positioned at the desired control points. The performance
information for controlling these control points are extracted using the
marker-based technique where color dots are painted on a performer’s
face at desired positions. Facial expression performances are recorded
using a low cost camera. The information from the recorded performances
is extracted and mapped onto a targeted face. Hence facial expression
performances of the actor can be applied to different 3D model faces,
provided that they share the same control points. This approach affords
reusability of the facial performances without expensive equipment. We
present the creative process of our approach, discuss the outcome and
the prospect of future works.

Keywords: Face rigged bone · Performance driven facial animation ·
MEL script

1 Introduction

Decades ago, the only way to make a 2D or 3D animation was to manually alter
the content frame by frame - a tedious job. Increments in computing power and
advances in 2D/3D animation authoring tools have improved animation quality
and sped up the process greatly. Now, animating a 3D character is a simple
process of plugging in motion capture (MOCAP) data from required animation
clips.

In the character animation field, facial animation requires great attention to
create nuance of expressions. This is a difficult task if one is looking for realistic
animation output. Contemporary techniques employed for computerised facial
animation include bone-driven animation, blend shape (or shape interpolation)
and physiological model. The rigged bone facial animation technique provides
a simple setup but realistic muscle movement might not be obtained since each
c© Springer International Publishing AG 2017
S. Phon-Amnuaisuk et al. (eds.), Computational Intelligence in Information Systems,
Advances in Intelligent Systems and Computing 532, DOI 10.1007/978-3-319-48517-1 24
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bone may control many vertices. The blend shape technique demands intensive
manual labour as many key target shapes must be prepared. The physiological
model could provide a realistic animation if the physiological model is accurately
prepared. However, the approach is computationally expensive. Weighting the
pros and cons of these approaches, the rigged bone approach appears to be a
good candidate for our interest of a low cost setup.

In this work, we use a simple low-end camera to record facial expression
performances derived from markers on a performer’s face. The movements of
control markers are tracked. The coordinates of the tracking points are then
applied to 3D models through scripting.

The rest of the paper is organized into the following sections: Sect. 2 discusses
the background of adaptive behaviors in a 3D environment; Sect. 3 discusses our
approach and gives the details of the techniques behind it; Sect. 4 provides a
critical discussion of the output from the proposed approach; and finally, the
conclusion and further research are presented in Sect. 5.

2 Background

Human facial expressions are controlled by muscles which may be voluntarily or
involuntarily controlled [1]. Facial expressions convey emotions and are essential
in human interactions. Computer-generated facial expressions are sought in cre-
ative industries such as game publishers, film producers, production houses, etc.
Realistic and caricature facial expressions [2] have been explored by researchers
in the creative computing community [3,4].

Intuitively, simulating anatomical characteristics of bones, tissues and skin
should give a realistic animation output although the approach requires intensive
computing power. Early pioneers in computerized facial animations attempted
to describe facial movements. Facial Action Coding System (FACS) defines 46
action units (AUs), various facial expressions can be generated using combina-
tions of these AUs.

Computerised facial animation has been explored by pioneers such as [5,6].
Parke introduced an interpolation technique which can be seen as the forefather
of the popular blend shape animation technique [7,8]. The blend shape technique
morphs the original facial pose into the target facial expression pose. This is a
kind of key frame animation where in-betweens are filled in between two morph
targets. With knowledge of the face model, the in-between can be calculated
using a linear interpolation function [9,10].

The advantage of the blend shape approach is its fast playback since com-
puting linear interpolation of vertices is simple. However, manually setting key
facial poses is tedious and the quality of animation depends on these key poses.
If the key poses are set too far apart, the interpolation could introduce distortion
to the face. The number of key expression poses also directly limits the number
of possible expressions.

Another popular alternative approach is the skeleton animation approach
[11] where parts of the polygon surface are associated with bones. In [12], the
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whole face is rigged with bones and each bone controls a set of vertices on
the facial model. Various facial expressions are obtained by manipulating these
bones using the performance data (i.e., coordinates of tracking points) [13]. The
approach offers a convenient means to animate various expressions with a rigged
face model.

Facial expressions has also become a challenge in ICT when there is a need to
maintain live video stream over a low bit rate communication channel. Instead of
sending the whole video sequence, which is a huge amount of data, if both sides
of the communication channel maintain their own facial models then only con-
trol information instructing those facial models can be sent over with a fraction of
the data size. The Moving Pictures Experts Group has designed a Face Animation
Parameter (FAP) component for the MPEG-4 Face and Body Animation (FBA)
international standard. FAP defines 84 facial feature points in its facial model [14]
as well as face animation parameters which define animation behaviours such as
mouth closed, gaze and head orientation, etc. This is still an open research topic.

3 Performance Driven Facial Animation

In this study, six emotional categories are explored: happiness, sadness, anger,
disgust, fear and surprise. To demonstrate how the facial performances obtained
from a human’s face can be translated into different 3D face models, three types
of face models are used in this study: human, cat and alien1.

Figure 1 shows how the bones are positioned at important facial components:
eye, eye lids, mouth, nose, etc. Every bone has its own functions and control area.
Their movements could deform the facial polygons’ surface and give illusion of
different facial expressions.

We recorded 6 basic expressions with a digital single-lens reflex camera
(DSLR) mounted on a tripod to stabilize the camera. The performer’s face was
painted with color markers. The green markers cover four important muscle
movement areas: the eyes, the nose, the mouth and the eyebrow areas (mark-
ers 1–22). Two reference points were marked with orange markers - one at the
performer’s forehead and the other at the performer’s chin (markers 23, 24). All
performances were recorded with a frame size of 1080*720 pixels resolution, at
25 frames per second. Figure 2 illustrates the facial marker setup and the six
emotional expressions used in this study.

Once the facial performances were recorded, all markers’ positions were
extracted using image processing techniques [15]. All clips were stabilised to
remove unwanted head movement (using information extracted from the orange
stabilised markers), then the (x, y) coordinate of all the markers were extracted
for each performance. The object tracking algorithm tracks each individual
marker separately. The differences between the original pose and the perfor-
mance poses yield a time series of coordinates for all the bone control points
(see Fig. 3). Only (x, y) coordinates are extracted, the z coordinate is available
from the model.
1 The three facial models (see Fig. 1) used in this study are obtained from http://

tf3dm.com/.

http://tf3dm.com/
http://tf3dm.com/
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Fig. 1. Three 3D head models and their bones’ positions

Fig. 2. Prepare a subject with markers at desired control points before facial perfor-
mance. A total of 24 markers are used in this experiment. (Color figure online)

4 Creative Process and Results

Let dm denote the distance between the marker m and a fixed reference point
from the face model, at frame f ; the differences between any two frame f1 and
f2 is the movement Δd. If a performance has f frames, then the facial expression
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Fig. 3. Displacement plots of all 24 markers in x-axis and y-axis (examples of angry,
happy and surprise categories).

performance can be represented using a matrix P of size m×f , where each entry
denotes Δdm of the marker m at frame f .

Control information extracted from the facial performance is applied to the
3D model via a script. The control script moves the bones over time according
to the facial performance information. Portions on the model surface may be
associated with one or more bones. Hence their movements deform and modify
the model surface according to the performance. Figure 4 shows track points
for two arbritary frames taken from angry, happy, sad and surprise emotional
expressions. Coordinate information is stored in a MEL script by setting the
time and the keyframes of each bone position:

currentTime 1 ;

setKeyframe"cc_r_browA01.tx";

setKeyframe "cc_r_browA01.ty";

setKeyframe "cc_r_browB01.tx";

setKeyframe "cc_r_browB01.ty";

...

setKeyframe "cc_eye01.RightUpperLid";

setKeyframe "cc_eye01.RightLowerLid";

...

setKeyframe "cc_upperJaw01.rx";

setKeyframe "cc_r_lipConner01.tx";

setKeyframe "cc_r_lipConner01.ty";

setKeyframe "cc_r_upperLip01.tx";

... and so on
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Fig. 4. Facial expressions of various expressions - each with two sets of markers’ posi-
tions: ‘.’ and ‘*’

Since the rigged-bone approach controls animation through bone movements, it
naturally supports the reuse of performance data. Given a new 3D model with
the same control structure (the same set of markers), the reference performance
can be applied to the new model using the following mapping:

Δdnewm = Δdrefm

dnewm

drefm

Figure 5 shows snapshots of the performances of six emotions applied to the
three head models.

We have successfully implemented the approach and have shown that the
same reference performance can be applied to different head models using a
rigged-bone approach. We have also experienced various issues associated with
this approach, for example, although it is conceptually logical that animated
performances should be applicable to different face models; an alien model does
not have a nose and therefore the code used for the nose movement will not be
implemented to the alien model. Quite a bit of manual adjustment work was also
required for different face models which have dissimilar polygon mesh structure.
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Fig. 5. Snapshots of six facial performances from the three models

5 Conclusion and Future Direction

In this paper, we investigate performance-driven facial animation process. The
3D face model was rigged with bones which each controls a set of vertices on
a face model. Animating these bones using movement information extracted
from facial performances deform the model’s facial surface according to the per-
former’s expressions.

We employed a low cost camera to record facial performances and extract
the performances (as a time series of control data) corresponding to the bone
position on the 3D face model. This approach has three advantages; (i) it offers
comparatively, good quality facial animation in less production time; (ii) the
recorded performance can be reused with different models; and (iii) since tracking
can be done in real-time, the approach can be extended to support real-time
performances.
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The focal point in this area is its realistic facial expressions as it engages and
communicates with the audience at a deeper level. However, this is not a simple
task due to the uncanny valley, the psychological phenomenon argued in [16]. In
future works, we plan to increase the level of realism by adding more markers to
the face so that the system can detect nuance of expressions and produce better
animations. Adding additional components such as hair, eye flashes and half-
body movements associated with the facial expressions will increase the level of
realism.
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Abstract. We look at generalized Delaunay graphs in the constrained
setting by introducing line segments which the edges of the graph are
not allowed to cross. Given an arbitrary convex shape C, a constrained
Delaunay graph is constructed by adding an edge between two vertices
p and q if and only if there exists a homothet of C with p and q on its
boundary that does not contain any other vertices visible to p and q. We
show that, regardless of the convex shape C used to construct the con-
strained Delaunay graph, there exists a constant t (that depends on C)
such that it is a plane t-spanner of the visibility graph.

1 Introduction

A geometric graph G is a graph whose vertices are points in the plane and whose
edges are line segments between pairs of vertices. A graph G is called plane if no
two edges intersect properly. Every edge is weighted by the Euclidean distance
between its endpoints. The distance between two vertices u and v in G, denoted
by δG(u, v), or simply δ(u, v) when G is clear from the context, is defined as
the sum of the weights of the edges along the shortest path between u and v
in G. A subgraph H of G is a t-spanner of G (for t ≥ 1) if for each pair of
vertices u and v, δH(u, v) ≤ t · δG(u, v). The smallest value t for which H is a
t-spanner is the spanning ratio or stretch factor of H. The graph G is referred
to as the underlying graph of H. The spanning properties of various geometric
graphs have been studied extensively in the literature (see [1,2] for an overview
of the topic).

Most of the research has focused on constructing spanners where the underly-
ing graph is the complete Euclidean geometric graph. We study this problem in
a more general setting with the introduction of line segment constraints. Specif-
ically, let P be a set of points in the plane and let S be a set of line segments
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with endpoints in P , with no two line segments intersecting properly. The line
segments of S are called constraints. Two vertices u and v can see each other
or are visible to each other if and only if either the line segment uv does not
properly intersect any constraint or uv is itself a constraint. If two vertices u and
v can see each other, the line segment uv is a visibility edge. The visibility graph
of P with respect to a set of constraints S, denoted Vis(P, S), has P as vertex
set and all visibility edges as edge set. In other words, it is the complete graph
on P minus all edges that properly intersect one or more constraints in S.

This setting has been studied extensively within the context of motion plan-
ning amid obstacles. Clarkson [3] was one of the first to study this problem and
showed how to construct a linear-sized (1+ε)-spanner of Vis(P, S). Subsequently,
Das [4] showed how to construct a spanner of Vis(P, S) with constant spanning
ratio and constant degree. Bose and Keil [5] showed that the Constrained Delau-
nay Triangulation is a 4π

√
3/9 ≈ 2.419-spanner of Vis(P, S). The constrained

Delaunay graph where the empty convex shape is an equilateral triangle was
shown to be a 2-spanner of Vis(P, S) [6]. In the case of rectangles, the spanning
ratio is at most

√
2 · (2l/s + 1), where l and s are the length of the long and

short side of the rectangle [7]. We look at the constrained generalized Delaunay
graph, where the empty convex shape can be any convex polygon.

In the unconstrained setting, it is known that generalized Delaunay graphs
are spanners [8], regardless of the convex shape used to construct them. These
bounds are very general, but unfortunately not tight. In special cases, better
bounds are known. For example, when the empty convex shape is a circle,
Dobkin et al. [9] showed that the spanning ratio is at most π(1 +

√
5)/2 ≈ 5.09.

Improving on this, Keil and Gutwin [10] reduced the spanning ratio to 4π/3
√

3 ≈
2.42. Recently, Xia showed that the spanning ratio is at most 1.998 [11]. On the
other hand, Bose et al. [12] showed a lower bound of 1.58, which is greater than
π/2, which was conjectured to be the tight spanning ratio up to that point.
Later, Xia and Zhang [13] improved this to 1.59.

Chew [14] showed that if an equilateral triangle is used instead, the span-
ning ratio is 2 and this ratio is tight. In the case of squares, Chew [15] showed
that the spanning ratio is at most

√
10 ≈ 3.16. This was later improved by

Bonichon et al. [16], who showed a tight spanning ratio of
√

4 + 2
√

2 ≈ 2.61.
In this paper, we show that the constrained generalized Delaunay graph G is

a spanner of Vis(P, S) whose spanning ratio depends solely on the properties of
the empty convex shape C used to create it: We show that G satisfies the αC-
diamond property and the visible-pair κC-spanner property (defined in Sect. 3.2),
which implies that it is a t-spanner for:

t =

⎧
⎨

⎩
2κC · max

(
3

sin(αC/2) , κC

)
, if G is a triangulation

2κ2
C · max

(
3

sin(αC/2) , κC

)
, otherwise.

This proof is not a straightforward adaptation from the work by Bose et al. [8]
due to the presence of constraints. For example, showing that a region contains
no vertices that are visible to some specific vertex v requires more work than
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showing that this same region contains no vertices, since we allow vertices in the
region that are not visible to v. Induction cannot be applied in a straightforward
manner as in the unconstrained case because not all pairs of vertices are visible
to each other. Moreover, we prove a slightly stronger result, where constraints
are not necessarily edges of the graph. We elaborate on this point in more detail
in Sect. 2.

2 Preliminaries

Throughout this paper, we fix a convex shape C. We assume without loss of
generality that the origin lies in the interior of C. A homothet of C is obtained by
scaling C with respect to the origin, followed by a translation. Thus, a homothet
of C can be written as x + λC = {x + λz : z ∈ C}, for some scaling factor λ > 0
and some point x in the interior of C after translation.

For a given set of vertices P and a set of constraints S, the constrained
generalized Delaunay graph is usually defined as follows. Given any two visible
vertices p and q, let C(p, q) be any homothet of C with p and q on its boundary.
The constrained generalized Delaunay graph contains an edge between p and q
if and only if pq is a constraint or there exists a C(p, q) such that there are no
vertices of P in the interior of C(p, q) visible to both p and q. We assume that
no four vertices lie on the boundary of any homothet of C.

Now, slightly modify this definition such that there is an edge between two
visible points p and q if and only if there exists a C(p, q) such that there are
no vertices of P in the interior of C(p, q) visible to both p and q. Note that
this modified definition implies that constraints are not necessarily edges of the
graph, since constraints may not necessarily adhere to the visibility property.
Indeed, our modified graph is always a subgraph of the constrained generalized
Delaunay graph. Therefore, any result proven on our modified graph also holds
for the graph that includes all the constraints. As such, we prove the stronger
result on our modified graph. For simplicity, in the remainder of the paper, when
we refer to the constrained generalized Delaunay graph, we mean our modified
subgraph of the constrained generalized Delaunay graph.

2.1 Auxiliary Lemmas

Next, we present three auxiliary lemmas that are needed to prove our main
results. First, we reformulate a lemma that appears in [17].

Lemma 2.1. Let C be a closed convex curve in the plane. The intersection of
two distinct homothets of C is the union of two sets, each of which is either a
segment, a single point, or empty.

Though the following lemma was applied to constrained θ-graphs in [6], the
property holds for any visibility graph. We say that a region R contains a vertex
v if v lies in the interior or on the boundary of R. We call a region empty if it
does not contain any vertex of P in its interior. We also note that we distinguish
between vertices and points. A point is any point in R

2, while a vertex is part
of the input.
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Lemma 2.2. Let u, v, and w be three arbitrary points in the plane such that uw
and vw are visibility edges and w is not the endpoint of a constraint intersecting
the interior of triangle uvw. Then there exists a convex chain of visibility edges
from u to v in triangle uvw, such that the polygon defined by uw, wv and the
convex chain is empty and does not contain any constraints.

Let p and q be two vertices that can see each other and let C(p, q) be a
convex polygon with p and q on its boundary. We look at the constraints that
have p as an endpoint and the edge (or edges) of C(p, q) on which p lies, and
extend them to half-lines that have p as an endpoint (see Fig. 1a). Given the
cyclic order of these half-lines around p and the line segment pq, we define the
clockwise neighbor of pq to be the half-line that minimizes the strictly positive
clockwise angle with pq. Analogously, we define the counterclockwise neighbor of
pq to be the half-line that minimizes the strictly positive counterclockwise angle
with pq. We define the cone Cp

q that contains q to be the region between the
clockwise and counterclockwise neighbor of pq. Finally, let C(p, q)p

q , the region
of C(p, q) that contains q with respect to p, be the intersection of C(p, q) and
Cp

q (see Fig. 1b).

p

q

C(p, q)

C(p, q)pq
p

q

C(p, q)

r

s

(a) (b)

Fig. 1. Defining the region of C(p, q) that contains q with respect to p: (a) The clockwise
and counterclockwise neighbor of pq are the half-lines through pr and ps, (b) C(p, q)pq
is marked in gray

Lemma 2.3. Let p and q be two vertices that can see each other and let C(p, q)
be any convex polygon with p and q on its boundary. If there is a vertex x in
C(p, q)p

q (other than p and q) that is visible to p, then there is a vertex y (other
than p and q) that is visible to both p and q and such that triangle pyq is empty.

Proof. We have two visibility edges, namely pq and px. Since x lies in C(p, q)p
q , p

is not the endpoint of a constraint such that q and x lie on opposite sides of the
line through this constraint. Hence, we can apply Lemma 2.2 and we obtain a
convex chain of visibility edges from x to q and the polygon defined by pq, px and
the convex chain is empty and does not contain any constraints. Furthermore,
since the convex chain is contained in triangle pxq, which in turn is contained in
C(p, q), every vertex along the convex chain is contained in C(p, q) (see Fig. 2).
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p

q

x

y

C(p, q)

Fig. 2. Vertex y lies in C(p, q) and is visible to both p and q

Let y be the neighbor of q along this convex chain. Hence, y is visible to q
and contained in C(p, q). Furthermore, p can see y, since the line segment py
is contained in the polygon defined by pq, px and the convex chain, which is
empty and does not contain any constraints. This also implies that triangle pyq
is empty. ��

3 The Constrained Generalized Delaunay Graph

Before we show that every constrained generalized Delaunay graph is a spanner,
we first show that they are plane.

3.1 Planarity

In order to show that the constrained generalized Delaunay graph is plane, we
first observe that no edge of the graph can contain a vertex, as this vertex would
lie in C(p, q) and be visible to both endpoints of the edge.

Observation 3.1. Let pq be an edge of the constrained generalized Delaunay
graph. The line segment pq does not contain any vertices other than p and q.

Lemma 3.2. The constrained generalized Delaunay graph is plane.

Proof. We prove this by contradiction, so assume that there exist two edges pq
and rs that intersect. It follows from Observation 3.1 that neither p nor q lies on
rs and that neither r nor s lies on pq, so the edges intersect properly. Since pq
is contained in C(p, q) and rs is contained in C(r, s), the boundaries of C(p, q)
and C(r, s) intersect or one of C(p, q) and C(r, s) contains the other.

We first show that this implies that p ∈ C(r, s), q ∈ C(r, s), r ∈ C(p, q), or
s ∈ C(p, q). If one of C(p, q) and C(r, s) contains the other, this holds trivially. If
the two homothets intersect and either p ∈ C(r, s) or q ∈ C(r, s), we are done, so
assume that neither p nor q lies in C(r, s). Lemma 2.1 states that the boundaries
of C(p, q) and C(r, s) intersect each other at most twice. These intersections split
the boundary of C(p, q) into two parts: one that is contained in C(r, s) and one
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p

q

r

s
x

y

z

C(p, q)

C(r, s)

Fig. 3. C(p, q) and C(r, s) intersect
and pq intersects C(r, s) at x and y

p
q

β
γ

x

y

αC

C(p, q)

Fig. 4. The constrained generalized
Delaunay graph satisfies the αC-
diamond property

that is not. Since p 	∈ C(r, s) and q 	∈ C(r, s), p and q lie on the arc of C(p, q)
that is not contained in C(r, s) (see Fig. 3). However, pq intersects C(r, s), since
otherwise pq cannot intersect rs. Let x and y be the two intersections of pq with
the boundary of C(r, s) (if the boundary of C(r, s) is parallel to pq, x and y are
the two endpoints of the interval of this intersection). We note that x and y split
C(r, s) into two parts, one of which is contained in C(p, q), and that r and s
cannot lie on the same part. In particular, one of r and s lies on the part that is
contained in C(p, q), proving that r ∈ C(p, q), or s ∈ C(p, q).

In the remainder of the proof, we assume without loss of generality that
r ∈ C(p, q) (see Fig. 3). Let z be the intersection of pq and rs. Hence, z can
see both p and r. Also, z is not the endpoint of a constraint intersecting the
interior of triangle pzr. Therefore, it follows from Lemma 2.2 that there exists
a convex chain of visibility edges from p to r. Let v be the neighbor of p along
this convex chain. Since v is part of the convex chain, which is contained in pzr,
which in turn is contained in C(p, q), it follows that v is a vertex visible to p
contained in C(p, q). Furthermore, since the polygon defined by pz, zr and the
convex chain does not contain any constraints, v lies in C(p, q)p

q . Thus, it follows
from Lemma 2.3 that there exists a vertex in C(p, q) that is visible to both p
and q, contradicting that pq is an edge of the graph. ��

3.2 Spanning Ratio

Let x and y be two distinct points on the boundary ∂C of C. These two points
split ∂C into two parts. For each of these parts, there exists an isosceles triangle
with base xy such that the third vertex lies on that part of ∂C. We denote the
base angles of these two triangles by αx,y and α′

x,y. We define αC as follows:

αC = min{max(αx,y, α′
x,y) : x, y ∈ ∂C, x 	= y}. (1)

Note that since this function is defined on a compact set, the minimum and
maximum exist and this function is well-defined.
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Given a graph G and an angle 0 < α < π/2, we say that an edge pq of G
satisfies the α-diamond property, when at least one of the two isosceles triangles
with base pq and base angle α does not contain any vertex visible to both p and
q. A graph G satisfies the α-diamond property when all of its edges satisfy this
property [18].

Lemma 3.3. Let C be any convex polygon. The constrained generalized Delau-
nay graph satisfies the αC-diamond property.

Proof. Let pq be any edge of the constrained generalized Delaunay graph. Since
pq is an edge, there exists a C(p, q) such that C(p, q) does not contain any
vertices that are visible to both p and q. The vertices p and q split the boundary
∂C(p, q) of C(p, q) into two parts and each of these parts defines an isosceles
triangle with base pq. Let β and γ be the base angles of these two isosceles
triangles and assume without loss of generality that β ≥ γ (see Fig. 4). Let x be
the third vertex of the isosceles triangle having base angle β.

Translate and scale C(p, q) such that it corresponds to C. This transforma-
tion does not affect the angles β and γ. Hence, since p 	= q and both lie on the
boundary of C(p, q), the pair {β, γ} is one of the pairs considered when deter-
mining αC in Eq. 1. Hence, since β ≥ γ, it follows that αC ≤ β. Let y be the
third point of the isosceles triangle having base pq and base angle αC that lies
on the same side of pq as triangle pxq (see Fig. 4). Since αC ≤ β, triangle pyq is
contained in triangle pxq. By convexity of C(p, q), pxq is contained in C(p, q).
Hence, since C(p, q) does not contain any vertices visible to both p and q, trian-
gle pyq does not contain any vertices visible to both p and q either. Hence, pq
satisfies the αC-diamond property. ��

For the next property, fix O to be a point in the interior of C. Let x and y be
two distinct points on ∂C, such that x, y, and O are collinear. Again, x and y
split ∂C into two parts. Let �x,y and �′

x,y denote the lengths of these two parts.
We define κC,O as follows:

κC,O = max
{

max(�x,y, �′
x,y)

|xy| : x, y ∈ ∂C, x 	= y, and x, y, and O are collinear
}

.

We note that the constrained generalized Delaunay graph does not depend
on the location of O inside C, as the presence of any edge pq is defined in terms of
C(p, q), which does not depend on the location of O. Therefore, we define κC as
follows: κC = min{κC,O : O is in the interior of C}. Throughout the remainder
of this section, we assume that O is picked such that κC = κC,O. We refer to
this O as the center of C.

Given a constrained generalized Delaunay graph G, let p and q be two vertices
on the boundary of a face f of the constrained generalized Delaunay graph, such
that p can see q and the line segment pq does not intersect the exterior of f . If
for every such pair p and q on every face f , there exists a path in G of length at
most κ · |pq|, then G satisfies the visible-pair κ-spanner property. We show that
the constrained generalized Delaunay graph satisfies the visible-pair κC-spanner
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property. However, before we do this, we bound the length of the union of the
boundary of a sequence of homothets that have their centers on a line.

Let a set of k + 1 vertices v1, ..., vk+1 be given, such that all vertices lie on
one side of the line through v1 and vk+1. For ease of exposition, assume the line
through v1 and vk+1 is the x-axis and all vertices lie on or above this line. We
consider only point sets for which there exists C1, ..., Ck, a set of homothets of
C, such that the center of each homothet lies on the x-axis, Ci has vi and vi+1

on its boundary, and no Ci contains any vertices other than vi and vi+1. Let
∂C be the boundary of C above the x-axis and let ∂(vi, vi+1) be the part of the
boundary of Ci between vi and vi+1 that lies above the x-axis.

Lemma 3.4. Let C(v1, vk+1) be the homothet with v1 and vk+1 on its boundary
and its center on the x-axis. It holds that

∑k
i=1 |∂(vi, vi+1)| ≤ |∂C(v1, vk+1)|.

Proof. We prove the lemma by induction on k, the number of homothets. If
k = 1, ∂(v1, v2) is the same as ∂C(v1, v2), so the lemma holds.

If k > 1, we assume that the induction hypothesis holds for all sets of at
most k − 1 homothets. Since homothet Ci does not contain any vertices other
than vi and vi+1, it follows that none of the homothets are fully contained in
the union of the other homothets.

Let Ck−1 be the homothet that defines the rightmost intersection r with
the x-axis when Ck is not part of the set of homothets. Let l be the leftmost
intersection of Ck and the x-axis (see Fig. 5). Let ∂(v1, vk) =

⋃k−1
i=1 ∂(vi, vi+1)

and let ∂(vk, r) be the part of ∂Ck−1 between vk and r above the x-axis.
Let ∂(l, vk) be the part of ∂Ck between l and vk above the x-axis. Since∑k

i=1 |∂(vi, vi+1)| = |∂(v1, vk)| + |∂(vk, vk+1)|, to prove the lemma, we show
that |∂(v1, vk)| + |∂(vk, vk+1)| ≤ |∂C(v1, vk+1)|.

v1 vk+1
l r

vk

v1 lr

(a) (b)

vk+1

vkvk−1

vk−1

Fig. 5. The partial boundaries ∂(v1, vk) and ∂(vk, vk+1) (blue), ∂(l, vk) and ∂(vk, r)
(red), and ∂C(l, r) (orange): (a) l lies to the left of r, (b) l lies on or to the right of r
(Color figure online)

Let c = |∂C(v1, vk+1)|/|v1vk+1|, so |∂C(v1, vk+1)| = c · |v1vk+1|. Since
|∂(v1, vk)| + |∂(vk, r)| = |∂(v1, vk−1)| + |∂(vk−1, r)|, it follows from the induc-
tion hypothesis that |∂(v1, vk)| + |∂(vk, r)| = |∂(v1, vk−1)| + |∂(vk−1, r)| ≤
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|∂C(v1, r)| = c · |v1r|. Since the center of Ck lies on the x-axis, it follows that
|∂Ck| = |∂(l, vk)| + |∂(vk, vk+1)| = c · |lvk+1|. We consider two cases: (a) l lies to
the left of r, (b) l lies on or to the right of r.

Case (a): If l lies to the left of r, let C(l, r) be the homothet centered on
the x-axis with l and r on its boundary (see Fig. 5a). Hence, it follows that
|∂C(l, r)| = c · |lr|. Since C(l, r) has l and on its left boundary, it is contained
in Ck, and since it has r on its right boundary, it is contained in Ck−1. Hence,
C(l, r) is contained in the intersection of Ck−1 and Ck. Since the length of the
boundary of this intersection above the x-axis is |∂(l, vk)|+ |∂(vk, r)| and C(l, r)
is convex, it follows that |∂C(l, r)| ≤ |∂(l, vk)| + |∂(vk, r)|. Hence, we have that

k∑

i=1

|∂(vi, vi+1)| = |∂(v1, vk)| + |∂(vk, vk+1)|

= |∂(v1, vk)| + |∂(vk, r)| − |∂(vk, r)| + |∂Ck| − |∂(l, vk)|
≤ c · |v1r| − |∂(vk, r)| + c · |lvk+1| − |∂(l, vk)|
= c · |v1vk+1| + c · |lr| − |∂(l, vk)| − |∂(vk, r)|
= |∂C(v1, vk+1)| + |∂C(l, r)| − |∂(l, vk)| − |∂(vk, r)|
≤ |∂C(v1, vk+1)|.

Case (b): If l lies on or to the right of r (see Fig. 5b), we have that

k∑

i=1

|∂(vi, vi+1)| = |∂(v1, vk)| + |∂(vk, vk+1)|

≤ |∂(v1, vk)| + |∂(vk, r)| + |∂(l, vk)| + |∂(vk, vk+1)|
≤ c · |v1r| + c · |lvk+1|
≤ c · |v1vk+1|
= |∂C(v1, vk+1)|,

completing the proof. ��
Lemma 3.5. The constrained generalized Delaunay graph satisfies the visible-
pair κC-spanner property.

Proof. Let p and q be two vertices on the boundary of a face f of the constrained
generalized Delaunay graph, such that p can see q and pq does not intersect the
exterior of f . Assume without loss of generality that pq lies on the x-axis. Let
C(p, q) be the homothet of C with p and q on its boundary and its center on pq.
We show that there exists a path between p and q of length at most κC · |pq|.
Since by definition κC is at least |∂C(p, q)|/|pq| (where ∂C(p, q) is the boundary
of C(p, q) above the x-axis), showing that there exists a path between p and q
of length at most |∂C(p, q)| completes the proof. If pq is an edge of the graph,
this follows from the triangle inequality, so assume this is not the case.

We grow a homothet C ′ with its center on pq by moving its center from p to
q, while maintaining that p lies on the boundary of C ′ (see Fig. 6a). Let v1 be the
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first vertex hit by C ′ that is visible to p and lies in C(p, q)p
q . We assume without

loss of generality that v1 lies above pq. Since v1 is the first vertex satisfying
these conditions, pv1 is either an edge or a constraint: Since v1 is the first visible
vertex we hit in C(p, q)p

q , we have that C(p, q)p
q ∩ C ′ contains no vertices visible

to p. Hence, there is no vertex visible to both p and v1. Therefore, Lemma 2.3
implies that C(p, q)p

q ∩ C ′ does not contain any vertices visible to v1. Finally, if
pv1 is not a constraint, C(p, q)p

q ∩ C ′ contains the region that is visible to both
p and v1. Hence, if pv1 is not a constraint, the region that is visible to both p
and v1 does not contain any vertices and pv1 is an edge.

p v1

(a)

vi+1

(b)

vivi−1

vi+1

(c)

vi vj vj+1

Fig. 6. Constructing a path from p to q: (a) growing C′ from p, (b) growing C′ while
maintaining that vi lies on its boundary, (c) refining when vivi+1 is a constraint

We continue constructing a sequence of vertices p, v1, v2, ..., vk, q until we hit
q by moving the center of C ′ along pq towards q and each time we hit a vertex
vi, we require that it lies on the boundary of C ′ until we hit the next vertex
vi+1 that is visible to vi and vi is not the endpoint of a constraint that lies
in the counterclockwise angle ∠vi−1vivi+1 (see Fig. 6b). Since vi+1 is the first
vertex satisfying these conditions starting from vi, vivi+1 is either an edge or a
constraint. This in turn implies that these vertices all lie above pq, since pq is
visible and does not intersect the exterior of f .

Unfortunately, we cannot assume that there exists an edge between every
pair of consecutive vertices: If vivi+1 is a constraint, there can be vertices visible
to both vi and vi+1 on the opposite side of the constraint. For pairs of vertices
vi, vi+1 that do not form an edge, we refine the construction of the sequence
between them: We start with C ′ such that it does not cross vivi+1 and vi lies on
its boundary. We construct a sequence of vertices from vi to vi+1 by moving the
center of C ′ along pq towards q, maintaining that vi lies on its boundary (see
Fig. 6c). For the first vertex we hit, we require that it is visible to vi and lies in
C ′vi

vi+1
.

We continue moving the center of C ′ along pq towards q, but we now maintain
that v′

i lies on the boundary of C ′. Each time we hit a vertex vj , we require that
it lies on the boundary of C ′ until we hit the next vertex v′

j+1 that is visible to vj

and vj is not the endpoint of a constraint that lies in the counterclockwise angle
∠vj−1vjvj+1. In other words, we construct a more fine-grained sequence when
consecutive vertices define a constraint and there is no edge between them. Note
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that we may need to repeat this process a number of times, since there need
not be edges between the vertices of the finer grained sequence either. However,
since the point set is finite, this process terminates.

This way, we end up with a path p, v′
1, v

′
2, ..., v

′
l, q from p to q that lies above

pq. Furthermore, since C is convex, we can upper bound the length of each edge
vivi+1 by the part of the boundary of C(vi, vi+1), the homothet with vi and
vi+1 on its boundary and its center on pq, that does not intersect pq. Hence,
the total length of the path is upper bounded by the length of the union of the
boundaries of these homothets above pq. By construction, none of the homothets
corresponding to consecutive vertices along the path contain any of the other
vertices along the path. Hence, we can apply Lemma 3.4 and it follows that the
total length of the path is at most |∂C(p, q)|, completing the proof. ��

We are now ready to prove that the constrained generalized Delaunay graph
is a spanner. Das and Joseph [18] showed that any plane graph that satisfies the
diamond property and the good polygon property (similar to the visible-pair κ-
spanner property) is a spanner. Subsequently, Bose et al. [19] improved slightly
on the spanning ratio. They showed that a geometric (constrained) graph G is
a spanner of the visibility graph when it satisfies the following properties:

1. G is plane.
2. G satisfies the α-diamond property.
3. The spanning ratio of any one-sided path in G is at most κ.
4. G satisfies the visible-pair κ′-spanner property.

In particular, G is a t-spanner for t = 2κκ′ · max
(

3
sin(α/2) , κ

)
.

It follows from Lemmas 3.2, 3.3, and 3.5 that the constrained generalized
Delaunay graph satisfies these four properties. Moreover, even though in general
the constrained generalized Delaunay graph is not a triangulation, if for a specific
convex shape it is, it satisfies the visible-pair 1-spanner property: Since every face
consists of three vertices that are pairwise connected by an edge, the shortest
path between two vertices p and q on this face has length 1 · |pq|. Therefore, we
obtain the following theorem:

Theorem 3.6. The constrained generalized Delaunay graph G is a t-spanner of
Vis(P, S) for

t =

⎧
⎨

⎩
2κC · max

(
3

sin(αC/2) , κC

)
, if G is a triangulation

2κ2
C · max

(
3

sin(αC/2) , κC

)
, otherwise.

4 Conclusion

In light of other recent results in the constrained setting, such as the fact that
Yao- and θ-graphs with sufficiently many cones are spanners, the result presented
in this paper raises a tantalizing question: What conditions need to hold for
a graph to be a spanner in the constrained setting? In particular, these and
previous results show a number of sufficient conditions, but do not immediately
give rise to a set of necessary conditions.
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Abstract. Several researchers have studied subgraph enumeration algo-
rithms that use a compressed expression for a family of sets, called a
zero-suppressed binary decision diagram (ZDD), to solve subgraph opti-
mization problems. We have two representative approaches to manipu-
late ZDDs effectively. One is fundamental mathematical operations on
families of sets over ZDDs. The other is a direct construction method of a
ZDD that represents desired subgraphs of a graph and is called frontier-
based search. In this research, we augment the approaches by propos-
ing two new operations, called disjoint join and joint join, on family
algebra over ZDDs and extending the frontier-based search to enumer-
ate subgraphs that have a given number of vertices of specified degrees.
Employing the new approaches, we present enumeration algorithms for
alphabet letter graphs on a given graph. Moreover, we solve a variant
of the longest path problem, called the Longest Oneway-ticket Problem
(LOP), that requires computing the longest trip on the railway network
of the Japan Railways Group using a oneway ticket. Numerical exper-
iments show that our algorithm solves the LOP and is faster than the
existing integer programming approach for some instances.

1 Introduction

Several researchers have studied enumeration algorithms that use a compact data
structure for a family of sets, called a zero-suppressed binary decision diagram
(ZDD) [9], to solve optimization problems. We can represent and store feasible
solutions of an optimization problem as a ZDD, which can be exponentially
smaller than the number of solutions stored in the ZDD. The ZDD representation
of feasible solutions is of higher value than just compactly storing them. ZDDs
support fundamental mathematical operations on families of sets such as the
union and the intersection of two families based on the recursive structure of
ZDDs, called family algebra [6]. Moreover, we can count the number of solutions
represented by a ZDD, compute the solution with the maximum/minimum total
c© Springer International Publishing AG 2017
S. Phon-Amnuaisuk et al. (eds.), Computational Intelligence in Information Systems,
Advances in Intelligent Systems and Computing 532, DOI 10.1007/978-3-319-48517-1 26
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weight, and sample a solution uniformly and randomly [6] in time proportional to
the size of the ZDD. These operations can be done without extracting elements
of sets one by one. Combining these features, we can solve optimization problems
under various constraint conditions.

For graph optimization problems, we can represent a set of subgraphs of
a given graph as a ZDD by identifying a subgraph with the set of its edges. A
framework for directly constructing a ZDD that represents desired subgraphs has
been proposed, called the frontier-based search (FBS) [5,6,11]. This framework
enables us to efficiently construct ZDDs representing spanning trees [11], s-t
paths [6], and various subgraphs [5]. By storing some information into nodes of
a ZDD in the process of the construction, the FBS can flexibly impose various
conditions on subgraphs such as the number of edges, the number of connected
components, existence or nonexistence of loops, the connectivity of specified
vertices, and so forth. Using this feature, Inoue et al. [3] proposed algorithms to
optimize power loss on a grid network, Yoshinaka et al. [13] presented algorithms
to solve and enumerate some pencil-and-paper puzzles on graphs, and Takizawa
et al. [12] applied the FBS to evacuation planning.

The contributions of the paper are threefold. The first is to design the FBS
for subgraphs whose degrees are given as an input to show the flexibility of the
FBS. Specifically, we specify the number of vertices whose degree is � for each
integer � and construct the ZDD representing all the subgraphs satisfying the
condition. The second is to develop some ZDD operations for family algebra,
called disjoint join and joint join, to show the versatility of ZDD operations.
The disjoint (resp. joint) join operation constructs the family of sets that are
the unions of disjoint (resp. overlapping) sets from two given families. The other
is an FBS-based algorithm for converting the ZDD representing a set of edge
sets into the one representing the set of the sets of edges and involved vertices.
This algorithm enables us to compute the set of the vertex-disjoint unions of
two subgraphs included in two subgraph sets represented by ZDDs.

By the proposed algorithms, we solve a variant of the longest path prob-
lem, called the Longest Oneway-ticket Problem (LOP) proposed by Miyashiro
et al. [10], that requires computing the longest trip on the railway network of
the Japan Railways Group using a oneway ticket. This problem is NP-hard (see
Sect. 7.1) and is equivalent to computing the heaviest path (called type-L), cycle
(type-O), and path connected with a cycle (called type-P). So far, to the authors’
best knowledge, no other algorithm is proposed for the problem except for their
integer programming approach. We construct the ZDDs representing the type-
L, type-O, and type-P subgraphs of a given graph. Numerical experiments show
that our algorithm can solve the LOP for some instances within several minutes,
while an integer programming approach cannot solve it within one day. More-
over, we create ZDDs for subgraphs that look like multiple Roman alphabet
letters by combining the three algorithms. We confirm the performance of our
algorithms by numerical experiments.

This paper is organized as follows. Sect. 2 presents brief summaries of ZDDs,
family algebra of ZDDs, and the FBS. In Sect. 3, we propose the FBS for graphs
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whose degrees are specified. Sect. 4 gives a proposal of new operations on ZDDs,
and Sect. 5 provides an algorithm to obtain a set of sets of edges and vertices.
In Sect. 6, we construct the ZDD representing a set of (multiple) letter graphs
using the algorithms. We show the results of numerical experiments to show the
effectiveness of our algorithms in Sect. 7.

2 Preliminaries

2.1 Zero-Suppressed Binary Decision Diagrams

A ZDD [9] represents a family of sets over a finite universal set U = {x1, . . . ,
x|U |}. We assume that U is totally ordered and write xi < xj if and only if
i < j. A ZDD is defined to be a labeled directed acyclic graph that satisfies
the following properties: (i) There is only one node with indegree 0, called the
root node and denoted by nroot, (ii) there are exactly two nodes 0 and 1 with
outdegree 0, called the 0-terminal and the 1-terminal, (iii) each non-terminal
node has exactly two outgoing arcs, labeled by 0 and 1 and called the 0-arc and
the 1-arc, respectively, (iv) for j ∈ {0, 1}, we call the node pointed by the j-arc
of a node n the j-child of n and denote by cj(n), (v) each non-terminal node n is
labeled by an element of U , and (vi) the label of a non-terminal node is strictly
smaller than those of its children.

We say that a subset U ′ of U corresponds to a path P from n to n′ in a ZDD
if and only if there exists a node n′′ labeled with x whose 1-arc is in P for all
and only x ∈ U ′. A ZDD Z represents a family F of sets on U as follows: A
subset U ′ of U is in F if and only if there is a path from the root to 1 in Z such
that U ′ corresponds to the path.

A ZDD is said to be reduced if it satisfies the following two conditions: (i)
There are no distinct nodes that have the same label, 0-child and 1-child, and
(ii) there is no node whose 1-child is 0. It is known that for any family A of sets,
a unique reduced ZDD exists for A and it has the smallest number of nodes of
ZDDs for A [8]. A linear-time algorithm that reduces a ZDD can be found in [6,
Sect. 7.1.4, Algorithm R]. The reduced ZDD representing a family F of sets is
denoted by ZF .

ZDDs have important features for combinatorial optimization. Suppose that
the solution space of a combinatorial optimization problem is 2U , and the weight
of each element in U is given. We also suppose that the set F of all feasible solu-
tions is represented as ZF . We can compute the maximum and minimum total
weights of sets in F from ZF and count the number of the feasible solutions
in F in time proportional to the number of nodes in ZF [6, Sect. 7.1.4, Algo-
rithm B and C].

One can perform fundamental mathematical operations on families of sets
over ZDDs, e.g., the union of two families (see Table 1). Let |Z| denote the
number of nodes of a ZDD Z, which we call the size of Z. Based on the recursive
structure of ZDDs, for two families of sets A and B, we can compute the ZDDs
ZA∪B and ZA∩B from the ZDDs ZA and ZB in O(|ZA||ZB|) time [1,8]. By
contrast, the size of the resulting ZDD of the join A � B can be exponential in
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Table 1. Examples of operations of family algebra

A ∪ B = {S | S ∈ A or S ∈ B} A � B = {A ∪ B | A ∈ A and B ∈ B}
A ∩ B = {S | S ∈ A and S ∈ B} A/B = {S | S ∪ B ∈ A and S ∩ B = ∅ for all B ∈ B}
A \ B = {S | S ∈ A and S /∈ B} A mod B = A \ (B � (A/B))

the input size |ZA| + |ZB| in the worst case, where the join operation is defined
as A � B = {A ∪ B | A ∈ A and B ∈ B}. For any binary operation �, we write
ZA � ZB for representing ZA�B.

2.2 Frontier-Based Search

Throughout this paper, we fix a given undirected edge-weighted graph G =
(V,E) and let m = |E| and E = {e1, . . . , em}. We assume that G is a simple
and connected graph. We use the term subgraph only as a subgraph of G and
consider only subgraphs (

⋃
e∈E′ e,E′) for E′ ⊆ E. That is, subgraphs contain

no isolated (degree zero) vertex, and thus we identify a subgraph with its edge
set.

In this subsection, we introduce the frontier-based search, FBS for short,
for constructing a ZDD representing a set of subgraphs on a given graph. The
universe set of the ZDD is E, which is totally ordered as e1 < · · · < em. We
describe the FBS for multiple cycle graphs and single cycle graphs as examples [5,
6]. In this paper, a multiple (resp. single) cycle graph is defined as a graph that
consists of at least one (resp. exactly one) cycle.

We describe the FBS for multiple cycle graphs, also proposed by Knuth [6].
The algorithm constructs the ZDD representing the set of all the multiple cycle
graphs on G. It first creates the root node nroot and labels it with e1. Then, it
constructs the ZDD in a breadth-first manner, that is, for i = 1, . . . ,m − 1, it
creates nodes with label ei+1 after all the nodes with label ei are created. The
destinations of the arcs of each non-terminal node with label ei must be nodes
labeled ei+1 or the 0/1-terminal.

We describe only an outline of the FBS. (See the details in [5].) For each
node n in the ZDD under construction by the FBS, we store an array into n.
The array n.deg represents a map from a certain subset of V in concern to
natural numbers, where every path from the root to the node n corresponds
to a subgraph in which those vertices have the degree specified by the array.
Conversely, for a node n, if there exists a node n′ with the same label as n such
that n.deg is equal to n′.deg, we merge n and n′. We call this operation node
sharing.

For a vertex v, suppose that ei has the largest index of all the edges incident
to v. Since edges ei+1, . . . , em do not affect the degree of v, we no longer refer to
deg[v] after ei is processed. In this case, we say that v is fixed. More formally, for
i = 1, . . . ,m we define Fi =

(⋃i
j=1 ej

)
∩

(⋃m
j=i+1 ej

)
, called the i-th frontier.
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We also define F0 = ∅. For a node n with label ei, we store n.deg[v] only for
v ∈ Fi−1 into the node.

Using the array deg, we can prune some nodes. For example, if the degree of
a vertex in a subgraph is three, the corresponding node can be pruned due to
the violation of the degree condition of cycles. By pruning and node sharing, we
can construct the ZDD representing the set of all the multiple cycles on G.

We can also prune a node corresponding to the set of subgraphs each of which
has a connected component isolated from another one. We can construct the ZDD
representing the set of all the single cycles on G by combining constructing the
ZDD for multiple cycles with this pruning technique. We refer the reader to [5]
for further details.

3 FBS for Degree Specified Graphs

In this section, we propose an algorithm for constructing ZDDs representing sub-
graphs whose degrees are specified. Before explaining the algorithm, we present
some definitions. Let δ be a partial function mapping from {1, . . . , |V | − 1} to
{0, . . . , |V |}. For any integer h, δ(h) means that there are δ(h) vertices whose
degrees are h in the subgraph. If δ(h) is undefined, it means that there exist an
arbitrary number of vertices whose degrees are h in the subgraph. Note that since
we ignore degree zero vertices in subgraphs, we do not define δ(0). Let dom(δ) be
the domain of definition, i.e., dom(δ) = {h | δ(h)is defined}. We define a graph
class M(δ) as

M(δ) = {G′ | G′ = (
⋃

e∈E′
e,E′), E′ ⊆ E,E′ �= ∅, G′ is connected,

|{v | dG′(v) = h}| = δ(h) for any h ∈ dom(δ)},

where dG′(v) is the degree of v on a subgraph G′. Our goal is to construct the
ZDD representing all the subgraphs in M(δ) for a given δ. Note that M(δ)
is the class of single cycle graphs if δ(2) is undefined and δ(h) = 0 for h ∈
{1} ∪ {3, . . . , |V | − 1}. Therefore, we can say that the algorithm in this section
is a generalization of the algorithm in the previous section.

For a node n with label ei, we store into n another array, say n.dn, such that
for each h ∈ dom(δ), n.dn[h] is the number of fixed vertices whose degrees are
h. We consider a situation in which we are creating a node labeled ei+1 as the
destination of the x-arc of a node ni with label ei = {v, w}, where x = 0 or 1.
When x = 1, deg[v] and deg[w] are incremented by one. Suppose that ei has
the largest index of all the edges incident to v. Let h = .deg[v]. If h ∈ dom(δ),
.dn[h] ← ni.dn[h]+1, which means that the number of fixed vertices with degree
h increases by one. Then, if .dn[h] exceeds δ(h), can be pruned because it
violates the condition of M(δ). When i = m, i.e., the last edge is processed, we
also confirm whether there exists h ∈ dom(δ) such that .dn[h] �= δ(h). If so, it is
decided that the destination of the x-arc is the 0-terminal. Otherwise, it is the
1-terminal. We can assure that the subgraph set represented by the constructed
ZDD includes only connected subgraphs in the same way.
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4 New ZDD Operations

One of our goals is to obtain the family of sets that is the unions of disjoint
(edge) sets from two given families of (edge) sets. For this purpose, we propose
the following new ZDD operations for family algebra:

– (disjoint join) A �̇ B = {A ∪ B | A ∈ A, B ∈ B, and A ∩ B = ∅},
– (joint join) A �̂ B = {A ∪ B | A ∈ A, B ∈ B, and A ∩ B �= ∅},

where A and B are families of sets. For a family F of sets over U and x ∈ U ,
we define F0 = F mod {{x}} = {S | S ∈ F and x /∈ S} and F1 = F/{{x}} =
{S \ {x} | S ∈ F and x ∈ S}. By definition, F = (F1 � {{x}}) ∪ F0 (the
definitions of operators �, /, and mod are shown in Table 1).

Lemma 1. Let A and B be families of sets over U and x ∈ U .
The disjoint join and the joint join can be described as follows.

A �̇ B =

⎧
⎪⎨

⎪⎩

{∅} if A = {∅} and B = {∅},

∅ if A = ∅ or B = ∅,

(((A0 �̇ B1) ∪ (A1 �̇ B0)) � {{x}}) ∪ (A0 �̇ B0) otherwise,

(1)

and

A �̂ B =

{
∅ if A = ∅,A = {∅},B = ∅, or B = {∅},
(((A1 � B1) ∪ (A1 �̂ B0) ∪ (A0 �̂ B1)) � {{x}}) ∪ (A0 �̂ B0) otherwise.

(2)

We can show the lemma by induction but it is omitted due to the page limitation.
Lemma 1 indicates that the two operations can be computed recursively.

Suppose that A and B are represented as ZDDs. By choosing the smallest element
in

(⋃
A∈A A

) ∪ (⋃
B∈B B

)
as x in the lemma, we obtain the ZDDs representing

A0, A1, B0 and B1 in a constant time because they are just (the pointers of)
0-children and 1-children of the root nodes of A and B, respectively. (Note that
the root node has the smallest label, and that we often identify a ZDD node
with the ZDD consisting of the reachable nodes from the node [9].) Moreover,
for two ZDDs A′ and B′ and a variable x which is smaller than any variables
occurring in A′ or B′, it takes a constant time to compute (A′ � {{x}})∪B′. Let
ZF

i = ZFi for i = 0, 1. We describe the disjoint join operation in Algorithm 1.
We can design the joint join operation in a similar way.

In the same way as the join operation, for ZDDs Z and Z ′, the size of the
resulting ZDDs of Z �̇Z ′ and Z �̂Z ′ can be exponential in the input size |Z|+|Z ′|
in the worst case.
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Algorithm 1. ZA �̇ ZB

1 Let rA and rB be the root nodes of ZA and ZB, respectively;

2 if rA is 1-terminal and rB is 1-terminal then return 1-terminal;

3 if rA is 0-terminal or rB is 0-terminal then return 0-terminal;

4 Let xA and xB be the labels of rA and rB , respectively;

5 if xA < xB then return ((ZA
1 �̇ ZB) � Z{{xA}}) ∪ (ZA

0 �̇ ZB);

6 if xB < xA then return ((ZB
1 �̇ ZA) � Z{{xB}}) ∪ (ZB

0 �̇ ZA);

7 if xA = xB then return (((ZA
0 �̇ ZB

1 ) ∪ (ZA
1 �̇ ZB

0 )) � Z{{xB}}) ∪ (ZA
0 �̇ ZB

0 );

5 ZDDs over the Set of Edges and Vertices

In this section, we propose an algorithm for converting the ZDD representing the
set of edge sets into the one representing the set of sets of edges and involved
vertices. More precisely, given the ZDD Z representing the set E of edge sets
(e.g., constructed by the FBS), we construct the ZDD Z ′ representing the set
S = {E′ ∪ (

⋃
e∈E′ e) | E′ ∈ E }. The added information of vertices is redundant

but it will be useful for computing vertex-disjoint graphs in the next section.
In principle we will insert vertex variables into appropriate places of the

original ZDD Z by tracing paths of Z to obtain Z ′, possibly making copies of
nodes of Z if necessary. We insert a node labeled v after a node labeled by ei

where i is the largest such that v ∈ ei. If Z has a node n labeled with e such
that G(n) has two subgraphs one of which includes a vertex v with v > e and
the other does not, the node n will have copies in Z ′ so that one must pass
the 1-arc of a v node to reach the 1-terminal and another must pass the 0-arc
of a v node. This conversion is realized by a variant of the FBS, where the
information that each node n′ labeled with ei of Z ′ under construction stores
is a pair of (the pointer of) a node of Z and a subset of the (i − 1)-th frontier
Fi−1 =

(⋃
j<i ej

)
∩

(⋃
j≥i ej

)
.

We have the following theorem on the complexity of this conversion, where
fmax = maxi |Fi|.
Theorem 1. We have |Z ′| ≤ (2fmax + 3)2fmax |Z|. One can construct Z ′ from
Z in O(f2

max2
fmax |Z|) time.

6 Constructing ZDDs for Letter Graphs

We construct ZDDs for letter graphs using FBS and ZDD operations described in
Sects. 3 and 4. Let us define letter graphs we treat in this paper. Let G′ = (V ′, E′)
be a graph. If a graph G′′ is obtained from G′ by removing an edge {u, v} and
adding a new vertex w and two edges {u,w} and {w, v}, we call G′′ a subdivision
of G′. Moreover, a subdivision of a subdivision of G′ is also a subdivision of G′.
A vertex is branching if its degree is greater than or equal to three and called a
pendant if its degree is one.
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Table 2. Types of letters and their equivalent letters. Column “δ(1, 3, 4)” describes
the values δ(1), δ(3), and δ(4) for each type. Note that δ(2) = ⊥ and δ(h) = 0 for any
h ≥ 5 for each type.

Type Eq δ(1, 3, 4) Type Eq δ(1, 3, 4) Type Eq δ(1, 3, 4)

L C I J L M N (2, 0, 0) H H K (4, 2, 0) B B (0, 2, 0)

S U V W Z � � (0, 2, 0)

O D O (0, 0, 0) Q Q (1, 0, 1) A A R (2, 2, 0)

P P (1, 1, 0) X X (4, 0, 1) ♂ ♂ (2, 2, 0)

E E F G T Y (3, 1, 0) 8 8 (0, 0, 1) ♀ ♀ (3, 1, 1)

Fig. 1. Graph expressions of L, O, P, E, H, Q, X (top half) and 8, B, �, A, ♂, ♀
(bottom half).

López [7] topologically classifies the capital letters in the Roman alphabet in
the Sans Serif font, that are shown in Table 2. We choose a representative for
each group and express them as graphs shown in Fig. 1. For subsequent usage
and experiments, in addition to letters in the Roman alphabet, we treat digit 8
of the Sans Serif font and the male, female, and opposition symbols, ♂, ♀, and�, in the Waldi symbol font. For � = L, O, P, E, H, Q, X, 8, B, �, A, ♂, ♀, we
define the type-� class by the set consisting of the corresponding graph in Fig. 1
and its subdivisions and denote by Z� the ZDD representing all the type-�
subgraphs. We call a graph in the type-� class for some � a letter graph. A
multi-letter graph is a graph such that each connected component of the graph
is a letter graph.
Enumerating Letter Graphs: We first design the FBS for the type-L, O, P,
E, H, Q, X, and 8 classes. We here consider only the type-E class. We define
the degree function δE as δE(1) = 3, δE(2) = ⊥, δE(3) = 1, and δE(h) = 0 for
h ∈ {4, . . . , |V | − 1}. It can be shown that M(δE) is equivalent to the type-E
class. Therefore, we construct the ZDD for M(δE) by the FBS. We describe the
degree function δ for each type in Table 2.

Next, we treat the types-B, �, A, ♂, and ♀. They are not straightforward
because there is no δ such that each of these type classes is equivalent to M(δ).
To solve the problems, we propose ZDD construction algorithms for those types
by combining the FBS in Sect. 3 with the new ZDD operations in Sect. 4. Our
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algorithms for the types consist of two steps: We first construct the ZDD for
M(·) and then exclude the subgraphs of the other types by ZDD operations. In
the following, we consider only the types-B and �.

Both a type-B graph and a type-� graph have two vertices of degree three
and the other vertices have degree two or zero in the graphs. We define a degree
function δB,� as δB,�(2) = ⊥, δB,�(3) = 2, and δB,�(h) = 0 for h ∈ {1} ∪
{4, . . . , |V | − 1}.

In our algorithm, we first construct the ZDD Z for the M(δB,�) class by
using the FBS in Sect. 3. Note that the union of the type-B and � classes is
equivalent to the M(δB,�) class. Next, we exclude all the subgraphs in the type-
� class from Z for enumerating type-B graphs. To exclude the graphs, we first
construct the ZDD ZO for the M(δO) class and then compute the joint join of
ZO and ZO, i.e., ZO �̂ZO. The set of subgraphs represented by ZO �̂ZO includes
all the type-B subgraphs but no type-� subgraphs. Thus, we extract the type-B
class by Z ∩ (ZO �̂ ZO), which is the ZDD for the type-B class. In contrast, the
ZDD for the type-� class is obtained by Z \ (ZO �̂ ZO).

Similarly, we can construct ZDDs by applying the new FBS algorithm and
using the proposed operations for the other types A, ♂, and ♀.

Enumerating Multi-letter Graphs: Given a multiset L of letters, we show
a ZDD construction algorithm for multi-letter graphs. Our algorithm first con-
structs a ZDD Z� for each letter � in L. Next, for each letter �, we convert the
ZDD Z� to the ZDD that represents a family of sets of edges and vertices using
Sect. 5. Finally, we carry out the disjoint join operation for the ZDDs in turn
and obtain the ZDD representing all the multi-letter graphs for L.

7 Experiments

In this section, we show the results of some computer experiments. We imple-
ment the algorithms described above in C++ language, employing the TdZdd
library [4]1 for the FBS and the SAPPOROBDD library2 for handling ZDDs
and carrying out ZDD operations. We compile the program using g++ 4.9.3
with the -O3 optimization option and execute it on a machine with the following
specification: OS: Linux, CentOS 6.7; CPU: Intel(R) Xeon E5-2650 @ 2.00 GHz;
Memory: 128 GB.

7.1 Finding the Longest Oneway-Ticket

In this subsection, we solve the LOP. In this problem, a railway network is
given, and the rule for oneway tickets of the network (e.g., the Japan Railways
Group, JR for short) is that a passenger can take a route from a departure
station until the passenger reaches a station that has already been visited once.
1 It is available at https://github.com/kunisura/TdZdd.
2 The SAPPOROBDD library has not been officially published but is available at

https://github.com/takemaru/graphillion/tree/master/src/SAPPOROBDD.

https://github.com/kunisura/TdZdd
https://github.com/takemaru/graphillion/tree/master/src/SAPPOROBDD
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The goal station may have been visited twice. Miyashiro et al. [10] remarked
that the passenger’s trajectory looks like an L (path), O (cycle), or P (cycle
plus a path connected with the cycle), considered the problem that requires
computing the maximum weighted subgraph shaped like an L, O, or P for a given
weighted graph, and called it the LOP. The NP-hardness of the LOP is proven
by a reduction from the longest s-t path problem [2]. In the reduction, given an
instance graph G′ of the longest s-t path problem, we obtain the instance graph
of the LOP by adding four enormously heavy edges {s, u}, {u, v}, {v, s} and
{t, w} to G′, where u, v and w are new vertices.

We use the JR train map in Sep. 2016 as G in this experiment. In the pre-
liminary experiment we conducted, it was impossible to construct the ZDD for
the type-P class on account of the graph size. Therefore, we consider reducing
the input graph size as described in the following. This technique is also used by
Miyashiro et al. [10]. We remove vertices whose degree is two. More precisely,
for each vertex v with degree two, when v is adjacent to vertices u and w, we
remove v, {u, v}, and {v, w} from the input graph and add edge {u,w} to the
graph. Let the weight of {u,w} be the sum of those of {u, v} and {v, w}. If
removing a degree two vertex generates parallel edges, we do not do so. We call
the resulting graph the simplified graph and denote it by G′. We can show that
it is sufficient to construct the ZDDs for type-L, O, P, 8 and M(δB,�) classes to
solve the LOP.

We conducted the following experiment. The simplified graph G′ has 348
vertices and 484 edges. We constructed the ZDD for the type-L, O, P, 8, and
M(δB,�) classes by the FBS described in Sect. 3. Table 3 shows the result of
constructing the ZDDs for G′. All the maximum type-�, B, and 8 graphs are
lighter than the maximum type-P graph. Therefore, we have proven that the
maximum solution of the LOP for G is a type-P graph and found that its
length is 11140.1 km. The solution is shown in Fig. 2 and https://github.com/
junkawahara/LOP.

Table 3. Constructing ZDDs for solving the LOP.

Class Time # of solutions Weight (km)

type-L (M(δL)) 429.99 2.53e+34 11110.9

type-O (M(δO)) 28.17 9.25e+24 8141.9

type-P (M(δP)) 1053.58 1.13e+34 11140.1

type-8 (M(δ8)) 107.89 1.21e+27 9142.3

M(δB,�) 819.29 1.26e+33 11013.7 Fig. 2. The solution of the LOP
for the JR map in Sep. 2016.

We implemented and ran the integer programming method proposed by
Miyashiro et al. [10] and tried to compute the maximum weighted type-P sub-
graph on G′ by Gurobi ver.6.50. The formulae of the method cannot ensure the
connectivity of a computed subgraph, that is, redundant loops may be generated.
Therefore, we need to repeatedly solve the instances of the integer programming
problem by adding the constraints to prohibit the loops having been generated

https://github.com/junkawahara/LOP
https://github.com/junkawahara/LOP
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Fig. 3. (a) Computation time, (b) ZDD size, (c) the number of subgraphs for grids.
The Y-axes of all the graphs are log scale.

until no loop is generated. In our experiment, we solved them more than 500
times but could not obtain the solution within one day. Note that Miyashiro
et al. succeeded in solving the LOP by contracting some components of G′ and
reducing the graph size. This technique does not affect the correctness of their
solution due to a special property of the JR train map but cannot be applied to
general graphs.

7.2 Enumerating Letter and Multi-letter Graphs

In this subsection, we enumerate Roman letter graphs by implementing the
algorithms proposed in Sect. 6. For each type, we record the computation time
setting timeout at one hour, the number of nodes in a ZDD, and the number of
subgraphs of the type in n × n grids Gn,n. The results are shown in Fig. 3.

From Fig. 3(a) and (b), we can see that the computation time and the number
of nodes in the ZDD strongly correlate for all types. Fig. 3(b) and (c) show that
if the number of subgraphs of some type is larger than that of another type,
this tendency is also shown in the number of nodes in the ZDDs. From the
experiment results, the number of type-O graphs is the smallest and that of
type-E graphs is the largest on grids. Moreover, the slope of the number of
nodes in the ZDDs is gentler than that of the number of the graphs. This means
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that the ZDDs effectively represent the many graphs in a compressed way for
all types. Comparing to ZDDs that are constructed by FBS only, ZO and ZL

for example, the ones that require both FBS and ZDD operations like ZA and
ZB demand much more time to compute, because the ZDDs constructed by the
operations in progress become huge even if the resulting ZDDs are small.

We also enumerate multi-letter graphs for “PI” in grids and the results are
also shown in Fig. 3. The number of “PI” is 140,592,018,849,858,624,628,322,744
in G10,10 and it takes 1,760 s to enumerate “PI” in G10,10. Most of the execution
time was consumed by the disjoint join operation.
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