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Preface

This volume of Advances in Intelligent Systems and Computing contains the
accepted papers presented in the ECC 2016, the Third Euro-China Conference on
Intelligent Data Analysis and Applications, which was held in Fuzhou City, China,
during November 7–9, 2016. The aim of ECC is to provide an internationally
respected forum for scientific research in the broad area of intelligent data analysis,
computational intelligence, signal processing, and all associated applications of AIs.

The third edition of ECC was organized jointly by Fujian University of Technology
and Fujian Provincial Key Laboratory of Big Data Mining and Applications, China,
and VSB-Technical University of Ostrava, Czech Republic. The conference was
co-sponsored by Taiwan Association for Web Intelligence Consortium and Immersion
Co., Ltd.

The organization of the ECC 2016 conference was entirely voluntary. The
review process required an enormous effort from the members of the international
technical program committee, and we would therefore like to thank all its members
for their contributions to the success of this conference. We would like to express
our sincere thanks to the host of ECC 2016, Fujian University of Technology in
China, and to the publisher, Springer, for their hard work and support in organizing
the conference. Finally, we would like to thank all the authors for their high-quality
contributions. The friendly and welcoming attitude of conference supporters and
contributors made this event a success!

September 2016 Jen-Shyan Pan
Václav Snášel

Tien-Wen Sung
Xiao Dong Wang
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Abstract. Different forms of Maxwell equations can clearly describe macro-
scopic electromagnetic laws of different problems. The complex vector Maxwell
equations are deduced on the basis of the plural form equations. They visually
show a process and a rule that a time-varying electromagnetic field is stimulated
by a harmonic current source. Firstly, with reference to the complex vector
Maxwell equations, the author analyzes basic rules and characteristics of the
electromagnetic field that current source excites in the infinite conductive
medium. It reveals an interdependent mechanism among the current, magnetic
and electric field. Secondly, they are applied to the analysis of electromagnetic
and current characteristics that a coil current source generates in induction
logging around the borehole. The results show that the complex vector Maxwell
equations not only clearly describe a physical relationship of mutual dependence
and mutual excitation among the real vector and imaginary vector of the
electric-field intensity, magnetic field intensity, induced current, displacement
current and excitation current, but also deeply appears a relationship between the
receiving voltage and the formation parameters in induction logging. The
numerical calculation and drawing graphics display a law of the real vector and
imaginary vector of the electric field intensity, magnetic field intensity, induced
current, displacement current and excitation current.

Keywords: Complex vector � Maxwell equation � Electric field � Magnetic
field � Induced current � Displacement current

1 Introduction

Maxwell equations are basic equations in the macroscopic electromagnetic phenomena
and they reflect a law of variation of electromagnetic field. In the existing literatures, a
lot of people made some transformations to the mathematics of Maxwell electrody-
namics (Maxwell equations and Lagrange etc.) for various reasons and purposes, and
interpreted their physical meaning differently. In recent years, a complex vector
expression of electromagnetic field was proposed by Bing et al. [1]. They pointed out
that electric field is a real part of a complex vector, magnetic field is an imaginary part,
and a three-dimensional real vector in the traditional electromagnetism is rewritten as
three-dimensional complex vector, thus the electric and magnetic fields are unified, the
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complex vector equations of electromagnetic field are obtained. At the same time, A.I.
Arbab also presented a unified complex model of Maxwell’s equation, which resembles
that of Xu Bing in research method. The form of Maxwell’s equations is one vector
equation and one scalar equation, which reveals the analogy existing between the
quantum mechanical equations of motion [2]. In recent years, the author finds in the
electromagnetic researching: When expressed in complex vectors, the plural form of
complex amplitude vectors of electric field and magnetic field can clearly reveal how to
excite and interconnect between the real part and the imaginary part of electric-field and
magnetic field and establish a unified electromagnetic field. Then they can explained
various mechanisms in induction logging. This article will derive the complex vector
expression of Maxwell equations on the basis of this theory; the mutual relationship
and influence factors between the electromagnetic quantities are analyzed in the
establishment of the electromagnetic field and some conclusions are drawn.

2 Maxwell Equations

An alternating electric field and a magnetic field are not isolated. They are always
closely linked together and excited each other, which makes a unified electromagnetic
field. This is a basic concept of Maxwell electromagnetic theory in time-varying fields.
In the sinusoidal electromagnetic field, the plural form of Maxwell equations are
expressed as [3]

r� _
H
* ¼ _

J
*

c þ
_
J
*

d þ
_
J
*

e: ð1Þ

r � _
E
* ¼ �jx

_
B
*

: ð2Þ

r � _
B
* ¼ 0: ð3Þ

r � _
D
* ¼ _q: ð4Þ

The corresponding constitutive relations for linear electromagnetic media are
expressed as

_
D
* ¼ e

_
E
*

: ð5Þ
_
B
* ¼ l

_
H
*

: ð6Þ
_
J
*

c ¼ r
_
E
*

: ð7Þ

The time factor “ejxt” is omitted from formula (1) to (7), all of the variables are

plural forms. Among them,
_
E
*

is the electric field intensity, the unit is V/m;
_
H
*

is the
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magnetic field intensity; the unit is A/m;
_
B
*

is the magnetic induction intensity, the unit

is Wb/m2;
_
D
*

is the electric displacement vector, the unit is C/m2;
_
J
*

c is the conducting

current density, the unit is A/m2;
_
J
*

d is the displacement current density, the unit is

A/m2,
_
J
*

d ¼ jx
_
D
*

;
_
J
*

e is the excitation current source, the unit is A/m2; _q is the charge
density, the unit is C/m3; x is the angular frequency, the unit is rad/s; j is the imaginary
unit. l is the magnetic permeability, the unit is H/m; e is the dielectric constant, the unit
is F/m; r is the electric conductivity, the unit is S/m.

In the loss medium that it is unbounded in space and filled with dielectric constant
e, magnetic permeability l, electric conductivity r, when there is passive

( _Je ¼ 0; _q ¼ 0), the electric field intensity
_
E
*

of the plane electromagnetic wave is
expressed as [4]

_
E
* ¼ _

E
*

0e�j k
*� r*: ð8Þ

In the Eq. (8),
_
E
*

0 is a complex amplitude vector of the electric field intensity
_
E
*

; k
*

is
the wave vector; r* is the radial vector in the observation point.

It is customary to substitute k for c ¼ jk, c is known as wave propagation constant,
c ¼ aþ jb.

If electric wave spread along the z-direction and the initial phase is 0, the Eq. (8)
turns into

_
E
* ¼ x̂E0e

�aze�jbz ¼ x̂ðE0e
�az cos bz� jE0e

�az sin bzÞ: ð9Þ

Among them,

a ¼ x
ffiffiffiffiffi
le

p
ffiffiffi
2

p 1þð r
xe

Þ2
h i1

2�1
� �1

2

: ð10Þ

b ¼ x
ffiffiffiffiffi
le

p
ffiffiffi
2

p 1þð r
xe

Þ2
h i1

2 þ 1
� �1

2

: ð11Þ

We can see that the greater x and r are, the greater a and b are [4]. The amplitude

of electric field intensity
_
E
*

decays by exponent e�az, the size is a plural, the vibration
direction is x-direction, so it is called complex amplitude vector. a represents an
attenuation constant, the unit is Np/m. b represents a phase shift constant, the unit is

rad/m. Similarly, they have same characteristics on conduction current density
_
J
*

c,

displacement current density
_
J
*

d , excitation current source
_
J
*

e, magnetic field intensity
_
H
*

, magnetic induction intensity
_
B
*

and electric displacement vector
_
D
*

.
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3 Complex Vector Maxwell Equations

In Cartesian coordinates, an expression of the electric field intensity
_
E
*

with plural form is

_
E
* ¼ x̂ _Ex þ ŷ _Ey þ ẑ _Ez: ð12Þ

In the Eq. (12), _Ex, _Ey and _Ez are complex amplitudes in the direction x, y and z.
The real and imaginary parts of the complex amplitude are brought into Eq. (12), the
Eq. (13) is obtained.

_
E
* ¼ x̂ ExR þ jExXð Þþ ŷ EyR þ jEyX

� �þ ẑ EzR þ jEzXð Þ
¼ x̂ExR þ ŷEyR þ ẑEzR

� �þ j x̂ExX þ ŷEyX þ ẑEzX
� �

¼ E
*

R þ jE
*

X :

ð13Þ

Equation (13) is an electric-field complex vector in the harmonic fields. It shows
that electric-field intensity can be expressed as complex vector which is composed of a
real part and an imaginary vector. All of the plural form of variables can be written by
complex vector in the same way [5]. The complex vector expression of variables are
brought into Eqs. (1) and (2), the Eqs. (14) and (15) are obtained.

r� H
*

R þ jr� H
*

X ¼ J
*

cR þ J
*

dR þ J
*

eR þ jðJ*cX þ J
*

dX þ J
*

eXÞ: ð14Þ

r � E
*

R þ jr� E
*

X ¼ xlH
*

X � jxlH
*

R: ð15Þ

The real and imaginary parts are separated in Eqs. (14) and (15), the induction
current and displacement current are also written, the real form of the Maxwell
equations are obtained.

r� H
*

R ¼ J
*

cR þ J
*

dR þ J
*

eR; J
*

cR ¼ rE
*

R; J
*

dR ¼ �xeE
*

X : ð16Þ

r � H
*

X ¼ J
*

cX þ J
*

dX þ J
*

eX ; J
*

cX ¼ rE
*

X ; J
*

dX ¼ xeE
*

R: ð17Þ

r � E
*

R ¼ �xlH
*

X : ð18Þ

r � E
*

X ¼ �xlH
*

R: ð19Þ

How to understand physical significance on Maxwell Eqs. (16)–(19) with real
vector and imaginary vector of the complex vector?

The coil current generates sinusoidal electromagnetic field in the infinite conductive

medium. The phase of the excitation current source is 0,
_
J
*

e ¼ J
*

eR, We analyze a
building process of electromagnetic field through Eqs. (16)–(19), as shown in Fig. 1.
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1. According to Eq. (16), a real part of primary magnetic field is generated by the real
part of current source, with the same phase as that of current source and the
direction of the real part of primary magnetic field perpendicular to the current
source.

2. According to Eq. (19), an imaginary part of primary electric field is generated by
the real part of primary magnetic field, which direction perpendicular to the real
part of magnetic field and opposite to current source.

3. According to Eq. (17), the imaginary part of the primary induction current is
generated by the imaginary part of primary electric field, which direction opposite
to that of the current source. It is proportional to conductivity. In the general
conductive medium, r

xe � 1, the real part of displacement current is much smaller
than the imaginary part of the induction current, so it can be ignored.

4. The imaginary part of the secondary magnetic field is generated by the imaginary
part of the primary induction current, which direction opposite to the real part of
primary magnetic field.

5. According to Eq. (18), the real part of the secondary electric field is generated by
the imaginary part of the secondary magnetic field, which direction perpendicular
to the imaginary part of magnetic field and opposite to the current source.

6. According to Eq. (16), the real part of the secondary induction current is generated
by the real part of the secondary electric field.

7. The real part of the cubic magnetic field is generated by the real part of the
secondary induction current, which direction opposite to the real part of the pri-
mary magnetic field, so the primary magnetic field is weakened.

8. According to Eq. (19), the imaginary part of the cubic electric field is generated by
the real part of the cubic magnetic field, their direction are same.

9. The imaginary part of the cubic induction current is generated by the imaginary
part of the cubic electric field, According to Eq. (17), the imaginary part of the
quartic magnetic field is generated by the imaginary part of the cubic induction
current, which direction opposite to the imaginary part of secondary magnetic field.

10. According to Eq. (18), the real part of the quartic electric field is generated by the
imaginary part of the quartic magnetic field.

11. Repeat step (1).

The real part of current source excites the real part of primary magnetic field first.
Then there are real part of the magnetic field, imaginary parts of the electric field and
current in the odd field; there are imaginary part of the magnetic field, real parts of the

eRJ

1
RH

1
XE 1

cXJ

2
XH

2
RE 2

cRJ

3
RH

3
XE 3

cXJ

4
XH

4
RE

Fig. 1. The establishment of the electromagnetic field generated by the coil current source in an
infinite conducting medium.
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electric field and current in the even field. The magnetic field which radiate outward is
excited by current source. Next the magnetic field which radiate inward is generated
two times (the secondary and the cubic) by the current. It reflects and then it radiates
outward. Power feedback phenomenon is explained in the loss medium by the field
reflects inward [6]. Ohmic loss is generated by the induction current in the conductive
medium [7]. So, electromagnetic fields and electromagnetic waves exist only within a
certain range from the emission source because there are power feedback and Ohmic
loss on the steady state.

4 Application in the Electromagnetic Induction Logging

The formation resistivity is measured by using electromagnetic induction principle in
the electromagnetic induction logging areas. A transmitter passing a sinusoidal current
in the borehole will generate a sinusoidal magnetic field, electric field and current that it
is related to electromagnetic parameters of the formation medium. One or more
receiving coils (array induction logging) are arranged from the transmitter coil in a
certain distance. The information on medium are obtained through measuring received
voltage. So, the formation characteristics are researched further and oil or gas is found.
The receiving coil receives a complex voltage. It is often considered that the real part of
the voltage is formation information, the imaginary part is the unwanted signal which
doesn’t include formation information, but its value is far greater than the real part. So,
the imaginary signals are offset by a shielding coil winding opposite, otherwise they
will drown the real signals [8]. The following electromagnetic induction logging
mechanism is studied by the complex vector Maxwell equations and numerical
calculation.

As shown in Fig. 2, it is assumed that normal directions on a transmitter and a
receiver coil are z-direction in the homogeneous formation. The first phase of the

current source is 0,
_
J
*

e ¼ J
*

eR. It reveals an electromagnetic phenomenon around the
formation what the complex vector Maxwell equations described above.

x

y

z

x

y

z

x

y

z

Transmitter coil

Shielding coil

Receiver coil

Fig. 2. Coils configuration schematic of the array induction tool.
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The displacement current can be ignored when the inductions current is much larger
than the displacement current r

xe � 1
� �

; e approximately equal to e0, the operating
frequency is low (such as the following will be analyzed at 13 kHz) and conductivity
range is 0.0001 S/m–10 S/m in the induction logging. The following an establishment
of magnetic field, electric field, conduction current is studied and a relationship
between each field and formation conductivity according to complex vector Maxwell
equations.

The real part of the magnetic field is comprised of odd magnetic field, and the
imaginary part is even. The real part of the electric field is a superposition on even
electric field, and the imaginary part is odd. Current is consistent with the electric field,
but the size is not the same. The real and imaginary part of the received voltage
corresponds to the real and imaginary part of electric field, and they correspond to the
imaginary and real parts of magnetic field. The imaginary part of the secondary
magnetic field and the real part of the secondary electric field are proportional to the
formation conductivity. Their phases are different from emission current source at −90°
and −180°. The real part of the primary magnetic field and the imaginary part of the
primary electric field have nothing to do with formation conductivity. Their phases are
different from emission current source at 90° and −180°. But the real part of the
magnetic field and the imaginary part of the electric field are high-order (cubic or
quintal) and odd, which are related to the formation conductivity. Their intensity
diminishes gradually with respect to the primary field. So, either the real part or the
imaginary part of the voltage contains the formation information. Just the maximum
signal only appears in the real part. The imaginary part of the voltage is complex
because it is generated by the high-order electromagnetic field, unlike the real part of
the voltage which is directly generated by the formation conductivity. It explains the
reasons why influences on measuring the imaginary part of voltage are complex.

The distribution rules are analyzed that electric field, magnetic field, conduction
current and displacement current are generated by a transmitting coil of the tri-axial
array induction in z-direction around the center hole through the COMSOL software
[9]. The model parameters are mainly as follows: borehole diameter is 0.2032 m (8 in.),
instrument radius is 0.046 m, emission current is 1 A, frequency is 13 kHz, mud
conductivity is 1.0 S/m in the borehole, formation conductivity is 0.01 S/m and
instrument rod is filled with conductivity at 0 S/m because there is no mud in it.
Figures 3, 4 and 5 illustrate variation characteristics of the real and the imaginary
vector of three complex vectors at a section, including electric field, magnetic field and
conduction current.

4.1 Electric Field Intensity
_
E
*

Figure 3 is normalized electric field line on the real vector E
*

R in section xoy. It is
showed that a stable electric field is formed in the borehole and around the borehole;
the electric field lines are rotationally symmetrical about the borehole center, the
direction of the real electric field opposite to the excitation current source. It is con-
sistent with Fig. 1.
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4.2 Magnetic Field Intensity
_
H
*

Figure 4 is normalized magnetic field line on the imaginary vector H
*

X of magnetic field

intensity
_
H
*

in section yoz when the uniform formation conductivity is 10.0 S/m. As we
can see the imaginary vector of the magnetic field is generated by the conduction
current distributing in the whole conductive formation, magnetic line of the imaginary
is also distributed in the whole formation.

4.3 Conduction Current Density Vector
_
J
*

c

Figure 5 is normalized electric field line on the real vector J
*

cR of conduction current

density
_
J
*

c in section xoy. As we can see, a horizontal eddy is formed, which is in

x

y

Fig. 3. Electric field line on the real vector E
*

R of the electric field intensity
_
E
*

in section xoy.

 y

z

Fig. 4. Magnetic field line on the imaginary vector H
*

X of the magnetic field intensity
_
H
*

in
section yoz.
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accord with the direction of electric field and rotationally symmetrical about the
instrument axis in the borehole and around the conducting medium [10], the conduc-
tivity is 0 in the instrument, and there is no induction current.

5 Conclusion

The electromagnetic models are established in the infinite conductive medium through
complex vector Maxwell equations. The mechanism of electromagnetic induction
logging is explained by the complex vector Maxwell equations, the following con-
clusions can be drawn:

1. The complex vector Maxwell equation clearly describes a physical relationship of
mutual dependence and mutual excitation between the real part vector and imagi-
nary vector on the complex amplitude vector of the electric field intensity, magnetic
field intensity, induced current, the displacement current and excitation current.

2. The electromagnetic field rules what the coil current source generates are clearly
explained through the complex vector Maxwell equation in the infinite conductive
medium. The real part of the coil current source excites the real part of odd mag-
netic field, the imaginary parts of electric field and current, the imaginary part of
even magnetic field, the real parts of electric field and current in the infinite con-
ductive medium. The magnetic field which a coil current excites radiates outward
from source. Then when the current excites the inward magnetic field every two
times, the current radiates outward two times. It makes steady field only in certain
range from the emission source because the Ohmic loss is generated by the
reflection and induction current in the conductive medium.

3. The electromagnetic phenomena on transmitting coil of the tri-axial array induction
logging tool in z-direction around the borehole are analyzed through the complex
vector Maxwell equations. It is revealed a relationship between the receiving
voltage and formation parameters. And streamlines of the real and the imaginary
vector are drawn through numerical calculation. It visually demonstrates distribu-
tion characteristics of the electromagnetic field around the borehole.

x

y

Fig. 5. Streamlines on the real vector J
*

cR of the induction current
_
J
*

c in section xoy
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Abstract. This paper presents a study based on passenger hailing safety big
data collection and PASW statistical analysis. A regression analysis model was
used on data collected to study whether two or more variables were correlated.
Changes in the direction and strength of correlation, and a regression analysis of
arguments given estimates for the conditional expectation of the dependent
variables, fully revealed the complex dependence. In addition, the RSS, which
reflects the influence of random errors on dependent variables, measured the
influence of the variance of factors other than passengers’ hailing safety, data
collection, and statistics analysis. In the linear regression analysis model, to
improve traffic safety prediction and control, R2 represents the contribution rate
of analytic variables to a forecast change.

Keywords: Big data � Regression analysis model � Residuals Sum of Squares
(RSS or SSE) � Statistical product and � Service Solutions (PASW or SPSS)

1 Introduction

Traffic safety for drivers, passengers, and pedestrians has caused widespread concern.
According to a big data analysis in a traffic report released by the Traffic Police in
Nanjing, China, more than 40 % of the traffic accidents resulted from drivers failing to
focus or concentrate on driving. This resulted in casualties, most of whom were youth.
According to relevant statistics, the annual number of deaths in traffic accidents
worldwide reached approximately 600,000, and up to 12,000,000 people were injured
in car accidents. Therefore, casualties and financial losses caused by car accidents
exceed that of fire, flood, and other disasters combined [1]. Car accidents are known as
‘the no. 1 public hazard of the civilized world’.

According to the statistics, most car accidents occurred when drivers could not stay
constantly focused during driving, were fatigued, or were hailed by passengers. Thus,
the drivers could not concentrate on their driving, lane departures caused by careless
small movements, and did not notice nearby vehicles. All of these caused safety
implications for drivers, passengers, and pedestrians, and especially for public

© Springer International Publishing AG 2017
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transportation drivers [2]. On the other hand, the study noted that many people hail cars
anywhere along the road. Some even did so under dangerous conditions, such as in the
driveways [3].

Based on a quantitative model analysis of passenger hailing safety, the safety of
drivers, passengers, and pedestrians was studied by doing the following: taking safety
as a dependent variable; using driving sight distance, hailing sight distance, and hailing
behaviour as arguments; and building a linear regression model between dependent
variables and arguments. To understand the influence of safety factors among them, the
scope of research emphasized inductive analysis and surveys, intelligent data analysis,
safety requirements for passengers and drivers, and core value mining. These data were
obtained and converted into a professional value detection system [4].

2 Statistical Methods

To support a comprehensive passenger ride-hailing prompt system, we performed a
large sample survey, date collection, storage, and data analysis, and curated the relevant
data, is shown in Table 1 data statistics workflow.

The first part deals with the basic information from the respondents, including
gender, age range, and occupation. This part has multiple-choice questions to be
answered by respondents.

The second part is a survey of the basic hailing behaviours of passengers, including
hailing habits, attitudes towards hailing, and the demand for a smart driving assistance
system. This part is to be answered by respondents based on their own personal riding
experiences.

The third part is the basic driver behaviour survey, which includes driving habits,
an understanding of the hailing methods of passengers, and their demands on a smart
driving assistance system.

The fourth part takes the data collected through the design platform as impact
factors, aggregates them into an information summary table, and establishes multiple
variable linear regression analysis models using actual survey statistics [5–7]. Then, the
survey results and complete data are analysed to obtain survey results with higher
authenticity and reliability.

Table 1. Data statistics workflow.

Clarify the 
survey subject, 
determine the 
type of survey 

Based on 
research 

purpose, design 
survey 

questionnaire 

Monitor release 
timing, collect 

questionnaire in 
time 

Statistic 
analysis of 

survey results, 
collect 

questionnaire in 
time 

Organize 
collected 

questionnaire, 
prepare data 

analysis 
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3 Data Entry: List of Samples Included in Data

(1) Respondent’s gender: males account for 61.94 % of the total survey, females
account for 38.06 %.

(2) Age distribution of respondents: in April 2014, the China Nanjing Traffic Police
released a big-data analysis of traffic reports, of which the casualties were mainly
youth. Based on relevant statistics, this study collected extensive samples in the
range of 21–25 years old, 26–30 years old, and 31–40 years old as the study
intervals.

(3) The driver has certain range of sight distance while driving. This has a certain
impact on traffic safety. The driver not only has to constantly pay attention to the
road conditions ahead, but also pay attention to whether there is a pedestrian
ahead or if a passenger hails a ride. In addition, there are obstacles. Thus, the
driving sight distance becomes very important. This is important for safety among
drivers, passengers, and pedestrians. Therefore, statistics for driving sight distance
are a very important consideration in traffic safety studies. According to statistics,
46.27 % of the crowd has a driving sight distance in sunny weather of up to
100 m, 47.76 % of the crowd has a sight distance up to 50 m, and only 5.9 % of
people have a sight distance of approximately 20 m.

(4) Low visibility on rainy days, in addition to windshields covered with rain, are
equivalent to the driver wearing a pair of dark sunglasses. Therefore, the statistics
for driving sight distance on rainy days is very important to traffic safety studies.
According to statistics, only 5.22 % of the crowd has a driving sight distance of
up to 100 m on rainy days, 45.52 % of the crowd has a sight distance up to 50 m,
and 49.25 % has a sight distance of approximately 20 m. For drivers who have to
pay attention to traffic conditions and traffic safety, but are also distracted by
looking for passengers hailing from the street, this increases the safety implica-
tions for drivers.

Passengers certainly expect to get a ride as soon as possible, and hope the drivers
can drive them in shortest possible time. This can guarantee a car’s loading rate, and
meet the needs of prospective passengers. According to the statistical analysis,
approximately 41.04 % of the crowd can notice people waving in the front, 13.43 % of
the crowd does not notice people waving in the front, and the rest of the crowd
(45.52 %) is to be determined depending on specific distance.

(5) On the other hand, in the statistics for passengers’ hailing behaviours (by a survey
of whether passengers hailed a taxi in the middle of the road, or at other unsafe
locations), a total of 14.93 % of people often hailed a taxi at unsafe locations,
28.36 % would do it sometimes, while 19.04 % depended on the situation. Only
37.31 % of the people stated they would not have behaved in this manner under
normal conditions.

Based on the statistics, the study considered hailing vehicles at a safe place as safe
hailing behaviour. Depending on situations with unsafe hailing behaviour, we per-
formed a probability estimation of China Taiwan, Mainland China, Japan, and the
USA. This estimation uses the specific circumstances of population proportions, after
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being converted by probability. We obtained the information shown in the figure
below. Statistics show that based on unsafe hailing behaviour estimated from popu-
lation risk statistics, Mainland China’s unsafe population exceeds nine billion. Thus,
Mainland China is ranked first among the four countries listed.

4 Model Building and Analyses

Through the sample analysis, the study classified collected data into two categories
(sight distances on sunny days and rainy days). Sample data (such as hailing vehicles at
some unsafe locations, and so on) were included in a safety analysis of a passenger
hailing prompt system, while sample data collected from hailing methods and hailing
failures were classified in a passenger study using a multivariate linear regression
mathematics model [5–7]. First, the study quantified the collected data and defined the
variables. The study described the quantification of the variables with an example of
the problems in the questionnaire. For example: Will you hail a taxi in the middle of
road or at other unsafe places? A: Sometimes, B: Often, C: Never, D: Depends.

Then the study set the variables as follows, using 1, 2, 3, 4 instead of A, B, C, D as
answers: ‘Sometimes’ as 1, ‘Often’ as 2, ‘Never’ as 3, and ‘Depends’ as 4. For the
variables in multiple choice problems, the study used a multiple dichotomy method.
The fundamental idea is to set each option in a problem as a variable, and separate each
option into two options (select the option, or not select the option). For example, a
multiple-choice question has three options A, B, and C. Select is 1, and unselect is 0.
Using the quantification table information, the study could perform a Goodness of Fit
Analysis, regression equation significancy test, and a regression coefficient significancy
test to obtain the corresponding parameters. These were followed by a data analysis,
summary, and conclusion.

5 PASW Safety Model Analysis

The dependent variable is safety. The variables are driving sight distance, hailing sight
distance, and hailing behavior, is shown in Table 2.

Using Explained Sum of Squares define coefficient of multiple determination
(CMD) in total square’s ratio:

Table 2. Variablesa included/excluded.

Model Variables included Method

1 Haling behavior,
Driving sight distance,
Haling sight distanceb

Input

a. Dependent variables: (safety)
b. All required variables included
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R2 ¼ U
SST

ð1Þ

R ¼
ffiffiffiffiffi
R2

p
, it was called coefficient of multiple determination (CMD). The related

relationships are more closely like Y and Independent variable x1,….xm, if R is more
bigger. Ordinarily, it was considered to be related to the establishment of the rela-
tionship when R > 0.8.

Linear regression: the goodness of fit test is to determine the coefficient R2. The
greater the value, the better the fit. By observing the adjusted coefficient of 0.840, the
goodness of fit is high, is shown in Table 3. (The closer to 1, the more accurate the
regression equation coefficients and parameters, and the better the fit for the regression.
A goodness of fit above 0.8 is generally considered high.)

The ‘regression sum of squares’ shows the explanatory parts of the variance of
response variables by arguments contained in the regression model. The ‘residual sum
of squares’ represents the variance of response variables that was not explained by the
variables contained in the regression model. These two values are associated with the
sample size and the number of arguments in the model. The larger the sample size, the
greater the corresponding variance. df is the degree of freedom, which is the number of
free value variables. F indicates the F test statistics, which are used to test the sig-
nificance of the regression equation. Since the P value of the significance test of the
regression equation is 0.000 (smaller than the significance level of 0.05), the linear
relationship is pretty good, is shown in Tables 4 and 5. The significance test is passed.
This tested the overall hypothesis and indicated that the sample data deduction of an
actual population, and the overall null hypothesis, were significant and reasonable.

The points in the P-P diagram surround a line, which shows the residuals
approximately obey a normal distribution. At this point, the regression model passed
various tests and achieved a good fit. Therefore, a regression model (with safety as a
dependent variable and driving sight distance, haling sight distance, and hailing
behaviour as variables) to improve the safety of drivers and passengers was established

Table 3. Goodness of fit analysis.b

Model R R2 Adjusted R2 Estimated Standard Error

1 0.919a 0.844 0.840 1.542159864858501

a. Estimated variables: (constant)
b. Dependent variable: safety

Table 4. Regression equation significance test.a

Model Sum of Squares dF Mean Squares F Significance

Regression 1672.360 3 557.453 234.396 0.000
Residuals 309.173 130 2.378
Sum 1981.534 133
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after analysis with R2 = 0.962 shown in Fig. 1. This approaches 1 and with a diagnosis
of residual normality.

Most of the points in the diagram gather along the line with a slope of 1 (ideal
normal distribution line), which shows that the regression model passed the residual
normal distribution test. This implies that the greater the overlap between the residual
distribution curve and the normal distribution line, the higher the consistency between
the two distributions. The established regression model has a positive significance.

6 Conclusions

Currently, no taxi has a prompt system that detects whether a passenger is hailing from
the front. Instead, drivers are relied on to autonomously notice the presence of pas-
sengers who want a ride. Thus, drivers while driving must divide their attention to

Table 5. Regression coefficients significance test.a

Model Nonstandardized
coefficients

Standard coefficient t Sig.

B Standard error

(Constants) 1.333 0.495 2.691 0.008
Driving sight distance 0.110 0.005 0.785 22.060 0.000
Hailing sight distance 0.094 0.011 0.312 8.717 0.000
Hailing behavior 0.268 0.125 0.077 2.151 0.033

 Regression model the residuals approximately 
obey a normal distribution, P-P diagram.

Dependent variable: safety
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The feasibility of observation accumulation

Fig. 1. Safety as dependent variable.
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predict whether someone wants to hail the vehicle. This makes the drivers prone to
traffic accidents, and can make drivers miss prospective passengers, thus reducing the
loading rate.

This paper began with respondents’ basic information, and used it to investigate
people’s driving and hailing behaviours, safety awareness, and demand analysis. Using
statistical data from a population survey, a data analysis was used as basis to design
hailing data. This was done for the safety of drivers and passengers, to obtain statistics
that sensed distances, and to better ensure people’s safety.
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Abstract. This article describes using an evolutionary algorithms to
finding an original rule of generated 1D cellular automaton. In this article
will be verified possibility and precision of searching rule from generated
1D cellular automaton using different evolutionary algorithms, random
generators and rule definition. This extractor can be used for finding cel-
lular automaton rule generating animals patterns like pigment patterns
on the shells of mollusks.

Keywords: Cellular automaton · Evolutionary algorithms · SOMA ·
Differential evolution · Particle swarm optimization · Evolution strate-
gies · Simulated annealing

1 Introduction

Cellular automaton (CA) are among the simplest mathematical representations
of complex systems; where, for the moment, we may take complex system to
mean any dynamical system that consists of more than a few typically non-
linearly interacting parts. As such, CA are extremely useful idealizations of the
dynamical behavior of many real systems, including physical fluids, neural net-
works, molecular dynamical systems, natural ecologies, military command and
control networks, and the economy, among many others. Because of their under-
lying simplicity, CA are also powerful conceptual engines with which to study
general pattern formation [1].

The simplest cellular automaton have a one dimensional array of cells with
just two states have been studied by Wolfram [2].

The best-known way in which cellular automaton were introduced (and which
eventually led to their name) was through work by John von Neumann in trying
to develop an abstract model of self-reproduction in biology. Stephen Wolfram
did extensive research in the properties of the simplest of cellular automaton;
Elementary Cellular Automaton [3]. Every cell has two neighbors and two states.
By a combinatorial approach of rules, there are 256 of such elementary cellular
automaton.

Few elementary cellular automaton rules create similar structure to structure
on the shell. Combining these cellular automaton rules with a little bit of noise
will produce beautiful patterns with a bare minimum of computational effort.
c© Springer International Publishing AG 2017
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Fig. 1. Example of the pigment patterns on the shells of mollusks.

Using cellular automaton extractor introduced in this paper can be used to
finding cellular automaton rule which generates pattern on the shells of mollusks
or on other animals.

2 Experiment Design

The main idea of experiment and its results reported here is to verify possibility
to find origin rule which generates 1D cellular automaton. Generated 1D cellular
automaton will be clear (without a noise) to verify if idea is correct. In the
experiment in this paper will be used 5 types of evolutionary algorithms, 3 types
how we can specify rule and individual of used evolutionary algorithm, 2 types
of random number generator. Experiments will use same configuration of cells
in step 0.

Fig. 2. Example of a generated cellular automaton. First 100 steps of rule 30 (a), rule
90 (b), rule 124 (c) and rule 250 (d).
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The extractor is running selected evolutionary algorithm which an individ-
ual define the settings of the cellular automaton. The settings of the cellular
automaton (for this paper) mean a rule which will be used for generating.

The algorithm starts with population of individuals, defined by the start
world, that are evaluated by cost function. In the cost function of the evolution-
ary algorithm is generated a cellular automaton with a setting which is defined
by individuals and count cost value of individuals as a sum of a differences
between a values on the same position in the generated and the original cellular
automaton. On the end of each iteration is choosed best individual (by minimal
cost value) and when the evolutionary algorithm find the searched rule then
searching is finished.

cost =
steps∑

s=0

width∑

x=0

∣∣v1s,x − v2s,x
∣∣ (1)

The experiment results reported in this paper use simplest two state cellular
automaton. A world is generated for 10 thousands steps. Experiment run on
virtual server with 6 virtual CPUs (Intel Xeon E5-2650 @ 2.6 GHz) and 4 GB
RAM. Experiment application is written in C#.

Success in this paper mean the extractor algorithm find rule which is the ori-
gin rule of generated cellular automaton or a rule which can generates completely
same cellular automaton for same settings. Time measures in tables define how
long in maximum, minimum and average takes to the extractor finish searching
of the origin rule.

In this paper we will test these configurations:

1. Evolutionary algorithm - this algorithm will be used for searching of origin
rule.
(a) Differential evolution (DE) [4]
(b) Evolution strategies (ES) [5]
(c) Simulated annealing (SA) [6]
(d) Particle swarm optimization (PSO) [7]
(e) Self-Organizing Migration Algorithm (SOMA) [8]

2. Rule/Individual definition - defines how will be rule of cellular automaton
defined. Same definition will be used in individual. That mean how many
dimensions and which values will individual contains.
(a) Decimal
(b) Binary
(c) Gray code [9]

3. Random number generator - defines which type of random number generator
will be used in evolutionary algorithms.
(a) System - default random generator
(b) Mersenne Twister [10]
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3 Experiment

In the Table 1 are results for experiment focused on success rate of the evolu-
tionary algorithms. The best evolutionary algorithms are DE and SOMA with
almost same success rate. Focusing on search time we will find DE is more than
6.7 times faster than SOMA. In total DE is the fastest and SOMA is the slowest
in average process time. Each evolutionary algorithm in the table run for 9216
times.

Table 1. This table shows results for each evolutionary algorithm ordered by success
rate

Evolutionary alg. Min [ms] Max [ms] Avg [ms] Success [%]

DE 5116 453262 18420.15 99.91

SOMA 5226 853781 123815.59 99.90

PSO 5132 1826483 29739.34 99.61

SA 5148 4570131 122350.70 98.80

ES 6255 2284925 94560.50 98.06

In the Table 2 are results for experiment focused on the success rate of the
rule (individual) definition type. The binary and the gray code don’t have big
difference in success rate. There are 15360 results for each definition.

Table 2. This table shows results for each rule/individual definition ordered by success
rate

Rule/Ind. def. Min [ms] Max [ms] Avg [ms] Success [%]

Binary 5194 497208 49618.97 99.95

Gray code 5272 853781 63975.95 99.92

Decimal 5116 4570131 119736.85 97.90

In the Table 3 are results for experiment focused on the success rate by ran-
dom generators. Configurations using the Mersenne twister was more succeeded
but slower. We have 23040 runs of each random generator.

In the Table 4 are Top 10 results ordered by success rate. In the experiment
are 3 configurations with 100 % success. All Top 10 configuration has the success
rate bigger than 99.9 %. For all possible configurations is range of success rate
was from 93.95 % to 100 %.

In the Table 5 is list of Top 10 results ordered by average time. All TOP10
fastest configurations use DE or PSO as evolutionary algorithm.
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Table 3. This table shows results for each random generator ordered by success rate

Random generator Min [ms] Max [ms] Avg [ms] Success [%]

Mersenne 5116 4570131 80198.34 99.28

System 5132 4548868 75356.17 99.23

Table 4. This table shows Top 10 configurations ordered by success rate

Ev. alg. Random Rule/Ind. Min [ms] Max [ms] Avg [ms] Success [%]

PSO System Binary 5444 413045 14152.2 100

DE System Binary 5194 209073 18581.77 100

DE Mersenne Gray code 5288 193130 18652.98 100

ES System Binary 6271 373233 50482.46 100

SOMA System Binary 5444 497208 102680.44 100

SOMA Mersenne Binary 5397 357587 105165.19 100

SOMA System Gray code 5756 702101 110589.3 100

DE Mersenne Binary 5226 146672 17531.78 99.93

PSO Mersenne Gray code 5382 385948 18730.08 99.93

ES System Gray code 6458 285717 48737.43 99.93

Table 5. This table shows Top 10 configurations ordered by average time

Ev. alg. Random Rule/Ind. Min [ms] Max [ms] Avg [ms] Success [%]

PSO Mersenne Binary 5350 348741 14096.95 99.87

PSO System Binary 5444 413045 14152.2 100

DE Mersenne Binary 5226 146672 17531.78 99.93

DE System Decimal 5288 453262 18059.17 99.8

PSO System Gray code 5335 547519 18328.03 99.87

DE Mersenne Decimal 5116 192615 18492.31 99.87

DE System Binary 5194 209073 18581.77 100

DE Mersenne Gray code 5288 193130 18652.98 100

PSO Mersenne Gray code 5382 385948 18730.08 99.93

sDE System Gray code 5272 180306 19202.92 99.87

4 Summary and Conclusion

In this paper was verified possibility to find origin rule of generated cellular
automaton. There was tested multiple configurations of the extractor and there
was founded few configurations with 100 % success rate.

Our future work will be directed into improvement of process time and to
verify possibility to find origin rule of generated cellular automaton with a noise.
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Abstract. Due to the uncertainty of elements in the random matrix, the design
of composite probes on compressed sensing microarray (CSM) becomes more
complexity. In this paper, we proposed a sparse random measurement matrix
with ‘0/1’ binary element, and fixed the same amount of elements ‘1’ on each
row, to construct the CSM composite probe. There is the same dilution for the
mixed solution of target segments to ensure the consistency of gene concen-
tration, so the composite probes which made up of the linear combination of
target segments are very simple. Simulation experiment results show that the
variation characteristics of the target segment can be accurately recovered by
OMP algorithm under N = 96 sequence segments and variation sparsity level
K � 12, when M = 48 composite probes are constructed with a sparse random
matrix fixed amount of non-zero elements each row.

Keywords: Compressed sensing � Sparse random matrix � Microarray �
Composite probe � OMP

1 Introductions

The cDNA microarray has a large number of well defined sequence’s probes which are
integrated on the surface of the microarray’s substrate. These probes will be hybridized
simultaneously with the reference sequences and the test sequences, when these
sequences are sufficiently amplified and labeled by fluorescent dye already. After
cleaning and drying treatment, the intensity of the corresponding information will be
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read by the biological chip scanner. So we will have enough information to analyze the
genetic sequences of biological tissues and cells [1].

In a traditional microarray, a large number of probe spots are arranged on the
surface, but each probe represents a specific complementary gene segment which is
used to detect the corresponding information [1]. In order to avoid the information
losses caused by noise, multiple probes are usually used to carry out the repeated
detections to improve the reliability. However, the multiple probes will increase the
density of probe and reduced the size of spot, which also cause serious difficulties in
obtaining reliable detection. Now, there is a more effective way to solve the above
problems by designing the composite probe which could detect multiple gene segments
simultaneously. And we will use the recovery algorithm to reconstruct the mutation
information of each gene segment [2].

Compressed sensing (CS) is a novel sampling theory which is mainly composed of
three parts, i.e., sparse signal, measurement matrix and reconstruction algorithm [3].
And signal or the signal via a specific transformation, with sparse or compressible
characteristics, is the premise of the CS [4]. In order to ensure the accurate recon-
struction of the signal easily, that is, without missing the valid information, the mea-
surement matrix should be satisfied the restricted isometric property (RIP) [5].

Typical cDNA probes produce a large number of mostly useless information, due to
the fact that the gene mutations of biological sequences are sparse. The compressed
sensing microarray (CSM) is constructed based on the sparse gene mutation in the
compressed sensing ideas. By literature [6], a method for constructing the compressed
sensing composite probe was proposed. And the difference gene sequence could be
recovered by the use of a small amount of the observation composite probes [7, 8].

2 Compressed Sensing and Sparse Random Matrices

2.1 Compressed Sensing

Compressed sensing theory points out that the signal x with K-sparse can be recovered
by using a measurement matrix [9]. Consider a discrete digital signal x 2 RN that can
be expressed as x = wTf, and f is K-sparse in the orthogonal basis w 2 RN�N We could
design a measurement matrix ; 2 RM�N while M << N. When the original signals are
observed for M times, the observations will be shown as,

yM�1 ¼ /M�Nx ¼ /M�NwN�NfN�1 ¼ AM�NfN�1 ð1Þ

however, the Eq. (1) is an underdetermined system.
Due to the signal f is K-sparse and K < <N, Donoho, Candes, Tao et al., have

already pointed out that we could obtain the accurate recovery of the signal f by
minimizing the following type of l0-norm.

f̂ ¼ arg min fk k0 s:t: y ¼ Af ð2Þ

where‖f‖0 denotes the l0-norm.
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Since the solution of the l0-norm is a combinatorial optimization problem, it is well
known as a NP-hard problem. To avoid such computational difficulties, it is usually
converted into an l1-norm solution with the optimization constraints as long as the
measurement matrix A satisfies the RIP. An l1-norm solution is shown as following,

f̂ ¼ arg min fk k1 s:t: y ¼ Af ð3Þ

Where fk k1¼
P

fij j with i = 1,2,…,N, is widely applied, and the formula (3) is
usually converted into a linear programming problem.

2.2 Sparse Random Measurement Matrices

The compressed sensing measurement matrix is sparse for most applications, that is,
the number of non-zero elements in the matrix is much smaller than the number of zero.
Sparse random matrix has low complexity in encoding and reconstruction process. It
can significantly reduce the computation and cause wide attention with the advantages
of convenient updating and low storage capacity. Composite probes constructed by the
sparse random matrix with 0/1 binary elements are very convenient. Especially, the
measurement matrix fixed amount of element ‘1’ in each row will make the composite
probe combined of gene segments more simple. There is the same dilution for the
mixed solution of probes to ensure the concentration consistency.

The sparse random M � N matrix contains 1 � l< N non-zero elements each row
while 1 � t<M non-zero elements each column. Considering the signal x is K-sparse,
and the literature [13] has provided that the sparse random matrix fixed amount of
non-zero elements each row satisfies the RIP when the measurement M�minðNKlD2 ;

N
D2Þ

under ‘0/1’ binary matrix element and the parameter D > 1. So the sparse random
matrix fixed amount of element ‘1’ each row is took the application for the CSM into
account.

3 Compressed Microarray

3.1 Composite Probe of Compressed Microarray

The cDNA microarray uses the principle of molecular hybridization and gene com-
plementation on the biologic gene probes. Since the reference samples and the test
samples are already labeled by Cy3 and Cy5, they are specifically combining with the
complementary biologic gene probes which are fixed on the microarray. We can get the
fluorescent intensities via the biochip scanner, and then the gene segment’s information
of fluorescence intensities can be analyzed too. The cDNA microarray is usually
labeled reference samples by Cy3, i.e. green marker, while the test samples are labeled
by red dye of Cy5. The principle of traditional cDNA detection is shown as Fig. 1.

In a typical cDNA microarray, a large number of probe spots are located on the
biochip surface, but each spot consists of a single gene sequence probe, which can only
detect a specific complementary gene sequence. Due to the increasing density of
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microarray probe spots, which not only brings more difficulties at the manufacture of
the gene spots, but also puts forward more stringent requirements to the biochip
scanner. In contrast with the typical cDNA microarray, there is a more effective way to
solve the above problems by designing the composite probe which could detect mul-
tiple gene segments simultaneously [2].

In order to simplify the construction of composite probes, we need to design a more
efficient method to the CSM. In this way, we limit the elements of the random sparse
matrix into binary 1/0 and fix amount of non-zero element in each row. The structure of
the composite probe was illustrated in Fig. 2, and a compressed composite probe is
represented as a linear combination of the each row of measurement matrix [6].

As shown in Fig. 2, a compressed composite probe is determined by the positions
of the gene segments in the row of matrix, and the biochip scanner will read the
intensity of fluorescence which is accumulated by a linear combination of the gene
probes labeled by the fluorescent dye already. Considering N gene segments and
M � N matrix A, we can easily construct M composite probes of CSM such as the k-th
composite probe is determined by the k-th row of matrix A.

In two-color cDNA microarry, the reference sample is usually labeled by Cy3 while
the test sample is labeled by Cy5 [14]. We are comparing two sample by vector xcy3

Fig. 2. Illustration of the compressed microarray

Fig. 1. The principle of traditional cDNA detection
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and vector xcy5, and interesting in the difference expression of vector x = xcy3 – xcy5.
Since there are a few difference sequences in gene sequences, the vector x is K-sparse,
K << N. In other words, the number of the difference sequences of gene segments with
which we are concerned is smaller than the size of the vector x. We define a normalized
observation value of the composite probe as vector y = ycy3 – ycy5, so the combination
structure of the composite probe is shown in the following,

yk ¼
XN

i¼1

akixi; k ¼ 1; . . .; M; i:e:; yM�1 ¼ AM�NxN�1 ð4Þ

where M << N. The undermined equations of (4) may, in principle, be solved for the
fact in the sparsity level K << N, so we could obtain x signal by the recovery of the
formula (2) or (3).

3.2 Information Recovery of Composite Probes

Difference sequences recovery of composite probe, in essence, which is a recon-
struction of compressed sensing with K-sparse characteristic. In the formula (2), it is
theoretically optimal in terms of minimizing the number of measurements necessary for
perfectly recovering any original signal x. However, directly carrying out the optimal
solution in l0-norm with a general measurement matrix A is NP-hard. In order to avoid
such computational difficulties, we could choose an alternative approach, l1-norm
recovering shown on the formula (3), when the measurement matrix A satisfies the
RIP. And further more, the classical sparse approximation methods to the l1-norm
recovering, such as the Orthogonal Matching Pursuit (OMP) algorithm, compared to
the time-consuming convex optimization, would be very suitable [15].

Fig. 3. Illustration of the OMP algorithm
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In the OMP algorithm, considering xj = argminx‖y–Ajx‖2, rj = y–Ajx, Aj = [Aj-1 aj],
which are selected in step j-th. Then, the OMP algorithm as shown on Fig. 3 [16, 17].

4 Simulation Results and Analysises

In this section, we present N = 96 simulation probes with the idea of cDNA, and the
values of the reference probe vector xcy3 and the test probe vector xcy5 are subject to the
random distribution individually. Furthermore, the difference segments vector x =
xcy3 – xcy5, also subject to random distribution.

We limit the vector x into the sparsity level K = 12. Figure 4 demonstrates the
reference probe vector xcy3, and Fig. 5 illustrates the probe vector xcy5. Then, the
differences between them, x = xcy3–xcy5 are shown in Fig. 6.

In the simulation experiments, we design a sparse random M � N matrix fixed
amount of element ‘1’ in each row as a compressed sensing measurement matrix A. We
also make the arrangements of matrix A at N = 96, M = 48 and element sparse
ratios u = l/N = 0.25, so there are M = 48 composite probes for the CSM that could be
constructed by formula (4) from N = 96 gene segments.

Figure 7 illustrates the structure of the sparse random M � N matrix at N = 96,
M = 48 and u = 0.25. And that, the normalized observation of the composite probes,
ycy3 and ycy5, are shown in Figs. 8 and 9, while the differences between them, y =
ycy3 –ycy5 are shown in Fig. 10.

Fig. 4. The reference probe of xcy3 Fig. 5. The test probe of xcy5

Fig. 6. The original differences signal x =
xcy3–xcy5

Fig. 7. The sparse random 48 � 96
matrix A under u = 0.25

Recovery of Compressed Sensing Microarray 31



We use the OMP algorithm to accurately reconstruct the gene difference vector x,
when N = 96, M = 48, K = 24, and u = 0.25. The reconstruction results with the
relative error e = 1.93 � 10−15 are shown in Fig. 11.

Fig. 8. The composite probes of ycy3 Fig. 9. The composite probes of ycy5

Fig. 11. The recovery of ^x = xcy3–xcy5
with e = 1.93 � 10−15

Fig. 10. The differences y = ycy3–ycy5

Fig. 12. The accurate reconstruction ratios of ^x = xcy3–xcy5 at N = 96, M = 48 and u = 0.625
under e � 1 � 10−3
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We also consider that the parameters used in the simulations are N = 96, M = 48
and u = 0.625 while the alteration of K-sparse. The vectors ^x = xcy3-xcy5 of the probes
are recovered via OMP algorithm with the K varying from 0 to N, as shown in Fig. 12,
which is indicated the reconstruction ratios on considering the accuracy, i.e., the rel-
ative error, e � 1 � 10−3.

5 Summary and Conclusions

Due to the sparse variation characteristics of gene sequence, the compressed sensing
idea was adopted to the gene mutation in the composite probes of CSM. This idea not
only reduces the probes density, but also easily realizes the multiple measurements for
gene segments in a limited region of the microarry. For the uncertainty of the non-zero
elements of the random matrix, the design of composite probes becomes more difficult.
So we propose the sparse random measurement matrix fixed amount of element ‘1’ in
each row, which makes the composite probe combined of gene segments very simple.
There is the same dilution for the mixed solution of probes to ensure the consistency of
gene concentration. Simulation experiment results show that the variation character-
istics of the sequence segments can be accurately recovered by OMP algorithm for
compressed sensing under the variation quantity K � 12, when M = 48 composite
probes of CSM are constructed from N = 96 target segments by using a sparse random
matrix fixed amount of element ‘1’ each row.
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Abstract. When people construct complex system, in order to improve the
reliability of the system, they tend to take redundant backup or to take parallel
the component to achieve it, but taking redundant backup, it needs to increase
the system detection equipment and switch parts is necessary, which is a sig-
nificant increase in the cost of the system, in the other hand, when we taking
parallel system, it will reduce the cost, but also reduce the reliability of the
system. This will compare the Exponential distribution of the parallel system
reliability and redundancy systems, and analyzes increase the number of com-
ponents or in parallel will bring about improvement of System Marginal relia-
bility. To analyze In the economic cost constraints implement in parallel or
redundant, and the impact of the economic cost of the switch to system, lastly it
gives the best choice to choose whether redundant backup or parallel in some
kind of condition and environment.

Keywords: Reliability � Redundancy � Exponential distribution � Parallel
system

1 Introduction

Reliability theory is a discipline that can analyze characterize the products specified
functions probability of occurrence of random events, which Is the sixties of last
century developed new interdisciplinary subject. Thus, the reliability theory is based on
probability theory, the first based on field research is machine maintenance problem
[1]. At present, the main study of the reliability is the system reliability indices, as well
as the reliability of the index on the basis of the optimal detection time to avoid faults,
reduce the losses caused by the fault, such as the literature [2–4]. In N element
exponentially distributed parallel system, Xie Chaofan and Xu Luxiong has been
analyzed reliability and extreme value, obtained some relevant theoretical guidance.
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Without considering the economic constraints, the failure rate is equal to all of the
components, the system reliability reaches a minimum, in considering the economic
constraints, and when the failure rate is unit elastic, the conclusion is the same. And if
you choose a good product in parallel with a poor product, the product reliability are
more higher than parallel on two moderate of the failure rate. During operation,
according to the actual situation, if the failure rate in the envelope line, then the whole
system components should be replaced altogether, but if the failure rate is far away
from the envelope, then for economic performance considerations, just to update the
highest failure rate of several originals out [5]. This article will compares reliability of a
parallel system which subject to the exponential distribution with redundancy system,
analysis increase the number of elements or the number of parallel system brought the
increase of marginal reliability, thereby selecting the economic cost of the constraints
are implemented in parallel or redundant, and economic cost of the switch bring what
the influences to the decision.

1.1 The Definition of the Main Indicators of Reliability

The contact author is asked to check through the final pdf to make sure that no errors
have crept in during the transfer or preparation of the files. This should not be seen as
an opportunity to update or copyedit the papers, which is not possible due to time
constraints. Only errors introduced during the preparation of the files will be corrected.

(1) Reliability
The definition of reliability R(t) [5]: it is the probability that product completes the

required function under the specified conditions and within the prescribed time.
If the life distribution of product is FðtÞ; t[ 0, the reliability RðtÞ ¼ PðT � tÞ ¼

1� FðtÞ. This is a function of time(t), so it can be called as reliability function. To the
components obeying exponential distribution k, its reliability is e�kt; t� 0.

(2) System parameter specification
A: represents normal working events of system.
Ai: represents normal working events of the element i.
ki: represents failure rate of the element i.
RsðtÞ: represents system reliability, that is, PðAÞ ¼ Rs.
RiðtÞ: represents reliability of the element i, that is, PðAiÞ ¼ Ri.
ms: represents the average lifetime of the system, ms ¼

R þ1
0 RsðtÞdt.

Parallel system: It is a system consisting of n components. As long as one of these
elements works, the system can work; only when all the units fail, the system would fail.

According to the property of probability, the normal working probability of system

PðAÞ ¼ PðS
n

i¼1
AiÞ is as follows:

RsðtÞ ¼ 1�
Yn

i¼1

ð1�RiðtÞÞ ¼ 1�
Yn

i¼1

ð1�e�ki tÞ ð1Þ

36 L. Xu et al.



Redundant backup systems, some of the elements work, the other unit does not
work, in a waiting or a standby state, When the unit the failure rate of the secondary
unit in a standby period is zero, in other words, is a hundred percent reliability during
standby. One work, n − 1 standby redundant system framework is shown below Fig. 1,
where, K is detected and switches.

The following lemma is assumed that when the switch is absolutely reliable:

Lemma 1.1: X1;X2; � � �Xn is mutually independent random variables, subject to the
same parameter k exponential distribution, then X ¼ X1 þX2 þ � � � þXn obey Erlang
distribution of order n, the probability density function is:

bnðuÞ ¼ ke�ku ðkuÞn�1

ðn�1Þ! ; u� 0
0; u\0

(

ð2Þ

Proof: Let pðuÞ is a probability density function of random variables, Since Xi are
independent and identically distributed random variables exponentially distributed,
then pðuÞ is exponential distribution probability density function, to make uðtÞ ¼
R þ1
�1 eitupðuÞdu is a characteristic function of random variable Xi then

uðtÞ ¼ ð1� it
kÞ�1. Because of X ¼ X1 þX2 þ � � � þXn, then X shows the probability

density function of Xi do the n-fold convolution, Since the Fourier transform can
become convolution to multiplication. Therefore, the characteristic function is:

unðtÞ ¼ uðtÞn ¼ ð1� it
k
Þ�n

The probability density function of X is, when u� 0; bnðuÞ ¼ 1
2p

R þ1
�1

e�ituunðtÞdt ¼ 1
2p

R þ1
�1 e�ituð1� it

kÞ�ndt, points can be obtained from the Division:

1
2p

Z þ1

�1
e�ituð1� it

k
Þ�ndt ¼ 1

2p
½ k
ðn� 1Þi e

ituð1� it
k
Þ�nþ 1

þ1
�1

�����
þ ku

n� 1

Z þ1

�1
e�ituð1� it

k
Þ�nþ 1dt�

¼ 1
2p

ku
n� 1

Z þ1

�1
e�ituð1� it

k
Þ�nþ 1dt ¼ � � � ¼ 1

2p
ðkuÞn�1

ðn� 1Þ!
Z þ1

�1
e�ituð1� it

k
Þ�1dt ¼ ke�ku ðkuÞn�1

ðn� 1Þ!

2

1

n

K

K

Fig. 1. The logical block diagram of Erlang distribution system.
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So for the n − 1 redundancy elements and system of component life exponentially
distributed, its distribution follows n-order Erlang distribution, proof.

Lemma 1.2: When the system life obey the n-order Erlang distribution, the reliability
of system is

RsðtÞ ¼ ½1þ ktþ ðktÞ2
2!

þ � � � þ ðktÞn�1

ðn� 1Þ!�e
�kt ð3Þ

Proof: By Lemma 1.1 shows that probability density function of the system life X is:

bnðuÞ ¼ ke�ku ðkuÞn�1

ðn�1Þ! ; u� 0
0; u\0

(

Since RsðtÞ ¼ PðT � tÞ ¼ 1� FðtÞ ¼ 1� R t
0 ke

�ku ðkuÞn�1

ðn�1Þ! du, points can be obtained

from the Division:
Z t

0
ke�ku ðkuÞn�1

ðn� 1Þ! du ¼ �
Z t

0

ðkuÞn�1

ðn� 1Þ! de
�ku ¼ �e�ku ðkuÞn�1

ðn� 1Þ!
t

0

�����
þ

Z t

0
ke�ku ðkuÞn�2

ðn� 2Þ! du

¼ �e�kt ðktÞn�1

ðn� 1Þ! þ
Z t

0
ke�ku ðkuÞn�2

ðn� 2Þ! du ¼ � � � ¼ ½1þ ktþ ðktÞ2
2!

þ � � � þ ðktÞn�1

ðn� 1Þ!�e
�kt þ 1

we can get the conclusion, proof.

2 Comparative Analysis of Reliability Distribution of Erlang
and the Parallel System

Theorem 2.1: For the parallel system exponential distribution and Erlang distribution
system, in parallel with Erlang order equal to the number of time, the average life
expectancy differences between their two systems in parallel with the increase in the
number increases, increasing equation is the following

n
k
� 1
k
ð1þ 1

2
þ 1

3
� � � þ 1

n
Þ ð4Þ

Proof: Rp
SðtÞ;RI

SðtÞ respectively corresponding parallel system and Erlang system
reliability, then:
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Rp
SðtÞ ¼ 1� ð1� e�ktÞn;RI

SðtÞ ¼ ½1þ ktþ ðktÞ2
2!

þ � � � þ ðktÞn�1

ðn� 1Þ!�e
�kt

Dsn ¼
Z þ1

0
RI
SðtÞ � Rp

SðtÞdt ¼
Z þ1

0

Xn

k¼1

ðktÞk�1

ðk � 1Þ! e
�ktdt �

Z þ1

0
1� ð1� e�ktÞndt

since the gamma function CðsÞ ¼ R þ1
0 xs�1e�xdx, then

Z þ1

0

Xn

k¼1

ðktÞk�1

ðk � 1Þ! e
�ktdt ¼

Xn

k¼1

Z þ1

0

ðktÞk�1

ðk � 1Þ! e
�ktdt ¼

Xn

k¼1

Z þ1

0

ðxÞk�1

ðk � 1Þ! e
�xdx

¼
Xn

k¼1

1
kðk � 1Þ!

Z þ1

0
xk�1e�xdx ¼

Xn

k¼1

CðkÞ
kðk � 1Þ! ¼

n
k

Z þ1

0
1� ð1� e�ktÞndt ¼

Z þ1

0
ð1� ð1� e�ktÞÞð1þð1� e�ktÞþ � � � ð1� e�ktÞn�1Þdt

¼ 1
k

Z 1

0
ð1þð1� xÞþ � � � ð1� xÞn�1Þdx ¼ 1

k
ð1þ 1

2
þ 1

3
� � � þ 1

n
Þ

Therefore Dsn ¼ n
k � 1

k ð1þ 1
2 þ 1

3 � � � þ 1
nÞ, proof.

Now using marginal analysis method analyze the circumstances of Dsn with
changing of n, Dsnþ 1 � Dsn ¼ 1

k ð1� 1
nþ 1Þ, this shows that Dsn is the monotonically

increasing sequence of n, but Dsn is not the Cauchy column, it does not converge, then
lim
n!1Dsn ¼ þ1 so then we must consider the order of growth of Dsn, there are

theorems follows:

Theorem 2.2: For the parallel system of potential distribution and Erlang distribution
system, the number of parallel and equal Erlang order, the average life expectancy
differences between their two systems Dsn the growing order is OðnÞ.
Proof: From Theorem 2.2, n

k � 1
k ð1þ 1

2 þ 1
3 � � � þ 1

nÞ, from Euler’s theorem,
1þ 1

2 þ 1
3 � � � þ 1

n ¼ Cþ Innþ en, C ¼ 0:577216 � � � called Euler’s constant formulas,
and when n ! 1, en ! 0, therefore en is infinitesimal. Thus, Dsn can be rewritten into
the following equation:

Dsn ¼ 1
k
ðn� Inn� Cþ enÞ

lim
n!1

Dsn
n

¼ lim
n!1

ðn� Inn� Cþ enÞ
kn

¼ 1
k

Therefore, the order of Dsn is OðnÞ, since Dsnþ 1 � Dsn ¼ 1
k ð1� 1

nþ 1Þ, apparent
differences in the average life expectancy of its two systems Dsn, the rate of change is
D2sn ¼ 1

nðnþ 1Þ, which order is oð 1n2Þ.
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3 Reliability Economic Comparison Analysis of Parallel
System and Erlang Distribution

Now we use the income from the system of a life cycle operation as an economic
indicator. The Erlang system in the life cycle of the average yield for the LI . Then

LI ¼ n
k
s� nc� ðn� 1Þk ð5Þ

For the parallel systems, The average income of the system is:

LP ¼ s
k
ð1þ 1

2
þ 1

3
� � � þ 1

n
Þ � nc ð6Þ

s is unite time income,c is unite element cost, k is unite switch cost, owing to the LI

and LP all contain the cost of element. Let k as a parameter. In fact, Under the
constraints of economic costs, Is to invest in the founds into a redundant backup or
parallel, or to invest in the funds to choose a lower k element all need the decision
maker have to consider. Now consider the following model:

max LI ¼ n
k s� nc� ðn� 1Þk max LP ¼ s

k ð1þ 1
2 þ 1

3 � � � þ 1
nÞ � nc

s:t: nf ðkÞ ¼ u s:t: nf ðkÞ ¼ u
ð7Þ

f ðkÞ is the failure rate and cost related functions, it is convex function and f
0 ðkÞ\0

[6]. From constraint conditions k ¼ f�1ðunÞ.
Then we can substitution the objective function and get that:

LI ¼ n
f�1ðunÞ s� nc� ðn� 1Þk

LP ¼ s
f�1ðunÞ ð1þ

1
2 þ 1

3 � � � þ 1
nÞ � nc

ð8Þ

And LI � LP ¼ n
f�1ðunÞ s� ðn� 1Þk � s

f�1ðunÞ ð1þ
1
2 þ 1

3 � � � þ 1
nÞ, Now divided LI �

LP into two parts: LI � LP ¼ ð s
f�1ðunÞ � kÞðn� 1Þ � s

f�1ðunÞ ð
1
2 þ 1

3 � � � þ 1
nÞ, f 0ðkÞ\0 and

f�1 is monotonically decreasing too. With n "; s
f�1ðunÞ � k #. So when the n is high

enough, LI � LP\0. The size of the turning point n0 is related to the change of the
curve f�1ðunÞ. Because due to the Taylor formula we can know

1
f�1 u

nð Þ ¼
1

f�1 u
nð Þ

� �0
u
n þ o 1

n

� �
, While to make n in a relatively large, 1

f�1 u
nð Þ

� �0
u
n ¼ kþ e, e

is used to offset the effect of s
f�1ðunÞ ð

1
2 þ 1

3 � � � þ 1
nÞ, and we will know that should be let

cost u large enough, the detection switch k need more small, and 1
f�1ðxÞ near the 0 point,

the change is very large, then we get n � 1
f�1 u

nð Þ
� �0

u
k. Otherwise, n can only take a small

relatively value or no solution. The following through difference method to calculate
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under the condition of the Erlang distribution that in order to meet the optimum value
should satisfied what kind of conditions. Owing to n� is the optimum value, there is:

ðaÞLIðn�Þ� LIðn� � 1Þ
ðbÞLIðn�Þ � LIðn� þ 1Þ

From the first formula we can get that n
f�1ðunÞ �

ðn�1Þ
f�1ð u

n�1Þ �
cþ k
s , From the second

formula we can get that nþ 1
f�1ð u

nþ 1Þ �
n

f�1ðunÞ �
cþ k
s , Combined the two formulas can be as

follows:

cþ k
us

� 1
u
n� f

�1ð un�Þ
� 1

u
n��1 f

�1ð u
n��1Þ

ð9Þ

n� is the point of the first time to meet the value of the above inequality. From the
upper formula can be seen the cþ k more higher, n� must also take the greater. Because
if you want to make up for the cost. Erlang distribution’s order must be increased. The
greater the cost and the time of the unit, the Erlang distribution’s order smaller can
obtain good returns. Also related to the curve change of function 1

xf�1ðxÞ. In the case of

the LI � LP � 0 has solutions is not equal to the optimal solution on the choice of the
Erlang distribution system. Because there may be the following three situations.

As can be seen from the picture, when n� � n0. The choice of parallel system is the
optimal solution. When n�\n0, we need to compare the optimal values of the two
schemes and the optimal value of the parallel system must also be calculated. It can be
solved by the following of differential method. And Its optimal value must meet the
following conditions:

ðaÞLpðn��Þ� Lpðn�� � 1Þ
ðbÞLpðn��Þ � Lpðn�� þ 1Þ

Similar to the above derivation, the approximate equation is obtained at last:

c
ð1þ 1

2 þ 1
3 þ � � � þ 1

nÞs
� 1

f�1ð u
n��Þ

� 1
f�1ð u

n���1Þ

As can be seen from the formula n�� is related to the curve change of function 1
f�1ðxÞ.

Final comparison, LIðn�Þ and LPðn��Þ, if LIðn�Þ[ Lpðn��Þ we need select the
Erlang system, On the contrary, choose the parallel system.

4 Conclusion

This paper compared the exponentially distributed and parallel system’s reliability with
the redundancy backup system. The average lifetime difference of the two systems
increases gradually with the increase of the number of parallel systems. The average
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lifetime difference of the two systems Dsn, s order is OðnÞ. When you make economic
analysis of two systems. If funds are limited, and without considering the economic
impact of the failure rate selection on system cost or the cost of the detection switch is
too large. Then we should choose the optimal scheme for parallel system. But in
consideration of the effect of failure rate selection on the economic cost of the system
and when the optimal value point of the Erlang distribution in parallel system and it is
at the right side of the intersection point. Then we should select the Erlang distribution
system. When the optimal value point is at the left side of the intersection point, Then
we should compare the optimal values of the two systems and last choose the best one.
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Abstract. The paper focused on the key technology and key issues remain to
be solved for the elastic extension mechanism of the IaaS layer and the appli-
cation layer. Then reformed the system structure of the educational management
system, proposed the resource scheduling strategy for the cloud platform, the
experimental and operating results showed that the dynamic elastic extension
properties of the cloud platform greatly improve the performance of educational
management system, can meet the demand in the case of high concurrency. This
study can provide a reference for the construction of the college information
applications with similar characteristics.
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1 Introduction

To solve the problem of the massive data processing, Amazon, Google and other
companies put forward the concept of cloud computing in 2006 [1, 2]. It has gained
extensive concern of the industry and academia, Governments have also regard cloud
computing as a national strategy, invested a lot of financial and material resources to
the study of cloud computing technology and the deployment of the cloud platform and
applications.

The feature of elastic extension, resource pooling and on-demand for the cloud
computing, It is very suitable for the application environment which data elastically
changed, such as taobao’s “double 11” big promotion and 12306 booking website.
During the Spring Festival of 2015, the peak of 12306 web site reached 29.7 billion
times, the key to solve this problem was build a scalable cloud platform architecture,
the resource can be deployed at any time according to the need of the business, then
ensure the sustainability of business under high pressure.

Now the colleges and universities have entered in the process of the construction of
“intelligent campus”, is designed to a variety of application service system as the
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carrier, fully mix the teaching, scientific research, management and campus life, thus
provide a more humanized campus information services for school teachers, students
and alumnus. Therefore, the paper will research the key technologies for cloud com-
puting such as elastic extension, and take educational administration management
system as an example, discussed the construction model of college campus informa-
tization under the condition of the cloud computing.

2 Cloud Computing and University Informationization

Cloud computing reflect the application and service innovation for the information
technology, it is also the important direction for the development of information
technology industry, and could promote the innovation of the economic and social
development. The state council issued the “State council on promoting the cloud
innovation and development to foster new forms of information industry” in January
2015, the ministry of education issued the “development plan of education informa-
tization decade (2011–2020)”, it puts forward the specific development goals, by fully
integrate existing resources, using cloud computing technology, forming intensive
development way of the allocation of resources and services, build a new model of
college informationization development.

Along with the increase in the number of the university informationization appli-
cations as well as the continuous increase of the utilization level of informatization, the
data resources also is in rapid growth, but because of the general lack of unified man-
agement norms, the difference of data format, the business department to build their own
application systems, and many other problems, make large amounts of data can not be
effectively sharing and utilization of various information between applications and there
are many “information islands”. Through the cloud computing technology to build the
unified data processing platform, to realize data information sharing and collaboration,
and through the large data mining technology to realize dynamic and real-time pro-
cessing of mass information data, thus provide all kinds of information services for the
management of colleges and universities and the teachers, students. At the same time by
using technologies such as virtualization, cloud computing platform integrated servers,
storage, network and other hardware resources, optimize allocation of system resources,
providing the elastic extensible platform for the big data processing, thus realized the
flexibility of application deployment. It could greatly improve the resource utilization,
reduce the total energy consumption and operational costs [3, 4].

Therefore, how to integrate the university informationization applications and the
processing, analysis, mining and utilization of the education informationization big
data, will be the key of the future development for the university informationization,
and cloud computing technology with advantages of the automation scheduling for IT
resource and rapid deployment, and the elastic extension, will become an important
technical means to solve this problem [5, 6].
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3 The Key Technology of Dynamic Elastic Extension
for Cloud Platform

The cloud computing technology will bring a lot of advantages, first of all, the ability of
data storage and maintenance provides storage and processing power for campus big
data. Secondly, by using of distributed computing methods which can achieve high
performance parallel processing ability, It provides safeguard for the campus infor-
mationization applications under high concurrency and the analysis services of campus
based on data mining. Thirdly, cloud computing provides elastic extension ability
which can ensure the high availability of campus informatization and the expansibility,
thus meet the user’s access and the experience.

For the critical elastic extension technology, mainly including vertical scaling
(upgrade the nodes such as CPU, memory) and horizontal scaling (set up or destroy
nodes). For how to make use of the advantage of cloud computing technology to the
construction of campus informatization, then realize the elastic extension of campus
informatization, may require the comprehensive consideration from the IaaS layer,
middleware layer and application layer of the campus informationization cloud [7].

4 Construction of Educational Administration System Based
on Cloud Computing

In the campus informationization applications, the role of educational administration
system is important, it is responsible for the school curriculum, student registration,
teachers manage the examination result, student achievement query and a series of
functions, is the foundation of the school teaching work and the construction of digital
campus, its operation is stable or not directly affects the teaching activities of the entire
teachers and students. And the operation of the educational administration management
system, also have certain characteristics: most of the ordinary time, the teachers and
students is mainly for conventional query of score and schedule, the number of con-
current connections does not too high, only need a small number of server resources to
support the access requirements. But during the students select the course, there will be
a high concurrency, often can make the abnormal phenomenon such the system down
or denial of service.

The paper would upgrade the educational administration management system based
on cloud computing technology, realized the normal access under high concurrent
environment of educational administration system through the dynamic elastic exten-
sion of the cloud computing, and in the usual off-peak, cloud resources can be recycled
and used for the other campus informatization applications, thus improve the resource
utilization efficiency of the whole campus informatization cloud platform.
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4.1 The System Architecture of Educational Administration
Management

The logical architecture of educational administration system which the author’s school
used shown as Fig. 1, the software adopted the B/S + C/S architecture, which the Web
and APP layer deployed in Windows IIS service. It actually with two layer architecture
and logically for three layers.

The system function including teacher management, student services and database.
The actual deployment architecture of the system is shown in Fig. 2.

Through the analysis for the system software architecture of the educational
administration management system, its performance bottleneck mainly produces in the
front-end Web presentation layer and database layer. And through the actual test found
that the access bottleneck mainly lies in the Web server on the number of simultaneous
connections limit. The front-end Web presentation layer provides the user interface,
when lots of students select the courses which cause a number of simultaneous con-
nections, the system will become deadlock or inaccessible due to the system perfor-
mance limit. Therefore, the Web layer can use cloud computing technology, through
the dynamic elastic extension ability, when facing the large traffic, the system will

Oracle

Windows
IIS

Data Layer

Application Layer

Presentation Layer

Fig. 1. The logic structure diagram of educational administration management system

User User User User

Web Server

Database Server

Application
Server

Fig. 2. The architecture diagram of educational administration management system
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improve the concurrent traffic by adding server nodes. At the same time, through the
load balancing device on each node server to balance the load. Based on this, the
improved system architecture of educational administration management system based
on cloud computing as shown in Fig. 3.

4.2 The Experimental Test

The paper takes a series of experiments based on the system architecture is shown in
Fig. 3, the related product selection of the platform is in the following Table 1:

The components of H3C CAS can realize the monitoring for the operating system,
middleware and applications. The paper set up the monitoring items include: CPU
usage (CPU, %), memory usage(memory, %) and the number of simultaneous con-
nections (link_connections), monitoring frequency set to 30 s. Due to the number of
simultaneous connections are the main factors influencing the user access to the

User User User User

Load Balancing Device

Web Server 1 APP Server 2Web Server 2 Web Server m
APP Server 1 APP Server n

Web Server Cluster APP Server Cluster

Database Server

Fig. 3. The architecture diagram of educational administration management system based on
Cloud Computing

Table 1. The system function selection for the cloud platform

Function Product

Computing resource Blade server
Resource pooling H3C CAS
DataBase middleware Oracle 10g
Load balancing device H3C L5000-C
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educational administration management system experience, thus can be set up on load
balancing device based on network access number of connections to a cloud platform
for load balancing.

The paper design the resource scheduling strategy for cloud platform is shown in
the following Table 2.

In the actual situation, due to the long time to set up a new virtual machine in the
step2, It may copy a certain number of virtual nodes in advance, and the delete
operation for virtual machine nodes in step3 may not execute.

The paper takes a series of experimental tests for the cloud platform and the
resource scheduling strategy of cloud platform by the pressure test software-
LoadRunner, and the running environment of administration management system is
deployed on the cloud platform. The paper set a single Web server node as 4 vCPU, 4
gb memory, and simulate the students select the courses by LoadRunner, test the scene
of 16 students login per second at the same time and continuous 6000 students to log
in. Test results as shown in Fig. 4.

It can be seen from the diagram, between the 30 s and 40 s, there is a wave crest of
the response time, which mean the login response time will increases with the
increasing number of the students. Due to the number of connections for resources
expansion achieve the threshold, the cloud resource scheduling strategy launched a
second virtual machine node. After the second node starts, the response time of the
system fall fast and have a steady state. In actual production environment, the cloud
platform support the 7000 online students to select courses at the same time by 20 Web
server.

The improved educational administration system based on cloud computing tech-
nology, It can extend the virtual machine nodes real-time and dynamically through the
cloud platform resource scheduling strategy, then ensure the seamless performance

Table 2. The resource scheduling strategy for cloud platform

The resource scheduling strategy for cloud platform

Step 1 Initialization, respectively set the monitoring threshold to start node as 
cpu_A, memory_A, link_connections_A, and the threshold to close nodes as 
cpu_B, memory_B, link_connections_B.
      The resource pool start one node by default, and set the node is not added to 
the resource scheduling strategy, which prevent nodes were shut down.
Step2 if cpu > cpu_A or memory > memory_A or link_connections >
link_connections_A then

Set up a new virtual machine node;
Start the virtual machine node;

Step3 else if cpu < cpu_B or memory < memory_B or link_connections <
link_connections_B then

Shut down the virtual machine node;
Delete the virtual machine node;
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expansion for the educational administration system, and provides a good experience
for the entire teachers and students. Also the cloud resources can realize automatic
recovery, in spare time, the educational administration system resources can be released
automatically and provide for other applications, thus greatly improving the efficiency
of the cloud platform.

5 Conclusion

Based on the specific needs of cloud computing technology for the informatization
construction of colleges and universities, the paper discussed the key technologies to
realize dynamic elastic extension for cloud platform respectively from the IaaS layer,
middleware layer and application layer. The paper reform the system architecture of
educational administration management system based on cloud computing technology,
put forward the cloud resource scheduling strategy, and take the related test, the test
results and actual running results show that the dynamic elastic extension character-
istics of cloud computing greatly improve the performance of educational adminis-
tration management system, meet the application requirement of the system under the
condition of high concurrency.

Except the educational administration management system, there is a series of
campus informatization applications with similar features, such as web site group
system, enrollment system in the usual load will not too high, and in some special time
such as admissions, celebration, its visitors will surge. Therefore, the research in this
paper, also can provide a reference for the construction of related campus informati-
zation applications.

Fig. 4. The pressure test results for Cloud platform
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Abstract. A key task in the Human Activity Recognition area consists
in defining a Machine Learning Classifier. We analyse an approach for
modelling the activities using Neural Networks. We consider feedforward
networks applied for temporal learning, therefore the network inputs col-
lect information from the past. The input patterns cover information on
a time-range window of the past activities, as well as external variables.
We evaluate our approach on a well-known dataset and we compare our
results with the obtained results in the literature.

Keywords: Human Activity recognition · Neural Network · Classifica-
tion · Temporal learning

1 Introduction

Human Activity Recognition (HAR) is a multidisciplinary research area com-
posed by the expertise and knowledge from several including: computer-science,
cognitive sciences, sociology and psychology. HAR is devoted to understand the
behaviour and collective dynamics of humans. Nowadays, we dispose of a huge
number of devices for recording information about humans and their environ-
ments. During the last decades, there have been important developments of sen-
sors technologies, video cameras, audio recording devices and other tools. They
have had a significant growth in diversity and quality. In addition the costs of
those devices have rapidly declined over the years, and now is possible to col-
lect valuable information in real time and at low cost. As a consequence, at the
present we have many opportunities for studying problems concerning to the
human behaviour, and for developing the HAR area.

In many countries the use of mobile phones covers a huge percentage of their
population, and the number is increasing in societies with low development.
Even though the smart watches are less popular, they also are used for a huge
amount of persons around the globe and its trend is also increasing over the years.
Hence, several articles have been presented in the community, in which a machine
learning model is used for mapping the collected information by the sensors,
smart phones, etc., and the human activities [1]. Most often, the researchers
c© Springer International Publishing AG 2017
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have used a classical statistic learning classifier for recognising classes, where each
class represents a human activity. If the information is collected in a table where
its columns represent the features and its rows represent events on the time, the
most applied approaches have the hypothesis that the rows are independent each
of the other one. For instance, in [2] the authors applied the following learning
techniques K-NN, SVM, Random Forest, C4.5. Other recent works where SVM
were used [3–5], as well as Neural Networks (NNs) works were applied in [6,7].

This is a short article where is presented our preliminary work on the HAR
area. In particular, we use a NN as a machine learning classifier for the human
activities. A difference of our approach with previous works, it is that the input
pattern contains two type of information: the current multidimensional event and
the past. Our work hypothesis is that the current human activity is dependent
of both the current and precedent human activities. Therefore, we are modelling
the problem using temporal learning methods. The novelty of our approach is the
consideration of time as important variable for making the classifier. We can see
human activities as actions evolving in time, then the NN should learn the spatial
information contained into the input variables (given by the sensors) as well
as the temporal dependencies among the events (given by precedent activities).
In [2] the authors created a rich dataset containing activity information of several
humans from several devices. Another advantage of this dataset is that is public,
therefore we can compare our results with the available results on the community.

The rest of the article is structured as follows. In the next section we present a
brief background of the classification problem using temporal information and we
revisit the feedforward neural networks. Then, we present some literature in the
area of HAR. Section 3 contains the description of the dataset and our empirical
results. As usual, we finish with a global discussion about our contribution and
future work.

2 Methodology

Given a dataset composed by input-output pairs where the outputs are labels,
the goal in classification consists in to make a mapping between the inputs and
the labels (classes). The mapping model should be able to assign labels to input
patterns “as well as possible” using the information of the given dataset. In this
study, we don’t assume independence among the input patterns. More formal,
given a learning dataset S composed of the pairs (x(t), y(t)) with x ∈ An and
y ∈ R with y(t) ∈ {C1, C2, . . . , CM}, the goal consists in defining a parametric
learning model f(θ, ·) such that it is able to label the sequences in a test set S′

with S ∩ S′ = ∅ as accurate as possible. We are using the quadratic distance
among the targets and the predicted values for estimating the accuracy of the
learnt model. We denote the predicted class at time t by ŷ, so the distance is:

E =
1
T

T∑

t=1

(ŷ(t) − y(t))2, (1)
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where T is the number of seen training pairs and ŷ(t) is the predicted output of
x(t). We are assuming that the outputs are unidimensional that is the case of
our study, although the generalisation to other dimensions is straightforward.

2.1 Feedforward Neural Network as Human Activity Recognition
Tool

A NN is a parallel distributed system composed by a set of simple processors
called neurons interconnected among them. In the Feedforward Neural Network
(FNN) case, the neurons are connected following an acyclic graph, they are
arranged into interconnected layers. There are many applications of FNNs for
solving supervised learning problems, due to its good performance in some real-
world applications, and that the training process is faster that network with
recurrences. The parameters of FNNs with “few” layers are easier to set up than
the parameters of recurrent networks. The model parameters are the weight
connections between the neurons, they are adjusted in order of generating the
mapping input-output according the given dataset. One the most used algorithm
for adjusted the weights is the back-propagation method, which is optimization
gradient based type algorithm [8].

More formal, we can see a FNN as a parametric function from an input
space An to an output space Bm, its multidimensional parameter is composed by
matrices W1,W2, Wl−1 that collect the weights and vectors b1,b2, bl−1 named
bias. In the following we simplify and we present the model such that A and B
are real spaces, and B is unidimensional. The network function is computed by
the following recurrent sequence:

zi+1 = si(Wizi + bi), (2)

where initial expression is given by z1 = x and zl contains the output of the
FNN, then ŷ = zl. The function si(·) is often selected sigmoid or tanh(·). The
weights are computed using a learning dataset and optimisation algorithms in
order of minimising the expression (1). The standard approach for applying
FNNs for solving temporal learning problems consists in using a network with
l input neurons, arbitrary number of hidden neurons, and one output neuron
(if the target is unidimensional). The number of input neurons l is composed
by the information collected at current time, and arbitrary selected information
collected at precedent times. If at each time t, the input pattern has dimension
n, and we arbitrary selected q previous activities, then the number of inputs of
the network will be l = n+q. Note that, in real problems when we are predicting
activities we know the real value of the estimated activity after some delay Δt.
This delay can be few seconds or minutes, as well as it can be many days, its
value depends of the specific problem. In the case that Δt is large, the values of
the q precedent activities should be given by the estimated values of the network.
In the case that Δt is small, then we can use the exact precedent activities in a
relative short time range. Therefore, it depends of the problem how to make the
network and how to evaluate it. In this preliminary work, we are using Δt equal
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to 50 times steps, this means that the network can use information of previous
activities only if they were done at least 50 time steps before the current time t.
In the time range [t − Δt + 1, t] we can use only estimations of the human
activities.

3 Experimental Results

3.1 Description of the Dataset

We apply FNNs on a large dataset presented in [2]. The main goals studied in [2]
were to analyse the impact caused for collecting data from several heterogeneous
sensors over the classifiers performance. On the other hand, in this first paper we
are interested only in making a good classifier and if the classifier construction
using time overcomes the results with respect of those obtained when the time
is not considered. The data was collected with an embedded Gyroscope sensor,
which was sampled at the highest frequency, the tools used for collected the data
were two LG smartwatches and two Samsung Galaxy Gears smartwatches [2].
The activities of three subjects were measured, and the considered activities
were: Biking, Sitting, Standing, Walking, Stair Up and Stair down. We encode
the activities in [0, 1] as: {0, 1/6, 1/3, . . . , 1}. The input patterns are the coordi-
nates x, y, z, the subject, the watch model, and the device. More details about
the benchmark dataset are available in [2]. Figure 1 shows three graphics with
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Fig. 1. The three figures show the activities of the subjects on the testing dataset. At
the left top corresponds to the subject 1, right top corresponds to the subject 2 and on
the bottom corresponds to the subject 3. The horizontal axis corresponds to the time,
the vertical one represents the activity.
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the activities according to the time of each subject. We can see very different
behaviour between the subjects.

3.2 Results

In this short article, with our work still in progress, we evaluate the approach
using two types of feedforward network topologies. One topology consists in two
hidden layers of 20 neurons each one, another one consists of 3 layers each one
with 30 neurons. The applied optimisation algorithm for finding the weights is
Levemberg-Marquardt, and we are using the NNtoolbox of Matlab. We have
three subjects, we have a training and a validation dataset for each subject. Due
to the large amount of points, we use a third part of the dataset for training and
the rest for evaluating the model. For subject A we use 136083 points for training
and 317527 points for testing, for subject B we use 149204 points for training
and 348144 points for testing, and for the subject C we use 29285 samples
for training and 68332 for testing. Table 1 shows the MSE obtained for the
FNN with different topologies. The first two rows corresponds to a non-temporal
modelling, it means the inputs consist only of the measurement of current time.
The last two rows shows the MSE using temporal modelling, we compose the
input pattern with the coordinates x, y, z, the device and previous activities of
the subject, we arbitrary selected the activities at the following previous times:
{t − 50, t − 100, t − 200, t − 300, t − 500}. Figure 2 present the targets and the
predictions on the training dataset when a FNN with a 9 : 30 : 30 : 30 : 1
topology. We can see how the predictions approach very well the target. Even
the estimation can be better, if we consider that the outputs are discreet, then we
can round the real outputs to the discreet values. On the other hand, Fig. 3 shows
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Fig. 2. Prediction versus targets on the training dataset of subject C.



56 S. Basterrech

0 1 2 3 4 5 6 7

x 10
4

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1
Prediction using FNN 9:3030:30:1 in the test dataset of subject 3

A
ct

iv
ity

 p
re

di
ct

io
ns

Time

Fig. 3. Prediction versus targets on the test dataset of subject C.

the predictions on the testing dataset, we can see that the error is increased, also
is possible to see how the learning machine can estimate better some activities
than other ones.

Table 1. MSE using different topologies of the FNN

Topology Subject A Subject B Subject C

Non-temporal modeling 4:20:20:1 0.2268 0.2629 0.1936

4:30:30:30:1 0.1548 0.2266 0.2124

Temporal modeling 9:20:20:1 0.0203 0.0460 0.0696

9:30:30:30:1 0.0210 0.0364 0.0124

4 Conclusions and Future Work

Here we present a preliminary study about the application of FNNs for recog-
nising human activities. Basically, the main idea of the paper consists in solving
the classification problem considering historical information of the activities,
instead of using only the information at the current time. In the near future, the
research lines include the following topics. To perform experiments with other
types of Neural Networks. We would like to modify the topology as well as the
activation functions. In this paper the evaluation of the classifier is using MSE,
it will be interesting to use another type of accuracy such as Cross-Entropy and
F-Score. How to define the input pattern containing information of the past is
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a hard task, in this way we would like to test several time-windows with past
information as input pattern in order to find better solutions. Besides, a similar
approach can be applied on other family of classifiers. We would like to compare
the performance of FNNs with other popular classifiers.
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Abstract. In image classification tasks, in order to improve the classification
accuracy, we need to extract the multidimensional sample characteristics.
However, for massive amounts of data, calculation and storage is a big bottle-
neck. In this paper, a method named image hash was proposed to solve this
problem. Image hash can code high-dimensional image feature for simple binary
code. Feature extraction is the most important step in image hash. In the current
works about image hash, feature extraction needs artificial experience to design
feature extractor, which is complicated and not intelligent. Convolution neural
network can take original image as input to obtain from the bottom level to the
top level of characteristics, which is robust for translation zooming and rotation
etc. Therefore, this paper proposes the image hash combined with convolution
neural network for image classification, and the experiment proves that it has
good classification effect.

Keywords: Convolutional neural network � Image hash � Dropout � Deep
learning

1 Introduction

In the field of object classification, the most important thing are feature extraction and
representation abstraction. Traditional object recognition methods need to design the
feature extraction based on experience [9], deep learning can bypass this difficulties
because the network learn the inherent characteristics of the images. LeNet-5 [4], one
of the most classical convolutional neural network [2], consist of multiple layers to
learn multi-layer abstract representations of the data. As mentioned in the literature [3],
the most obvious feature of the image hash algorithm [5] is robustness, namely an
image is the same or similar with its abstract (also called a hash list) which is gotten by
image hash algorithm. A typical image hash algorithm is constituted of the prepro-
cessing, quantification and match.

We put forward a model of image hash algorithm based on LeNet-5. We get the
fingerprint of images using image quantization operation of hash algorithm on the
characteristics extracted by convolutional neural network, and we train the whole
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network including feature extraction and hash mapping function by supervised learning
to get a better image classification.

2 Dataset

ORL (Olivetti Research Laboratory) face data is a face dataset in which the face images
were taken between 1992 and 1994 made by Olivetti research institute of the
University of Cambridge. The data set includes 400 images, 40 individuals, each 10
images. Each person in the face image taken in different time, so they are different in
light and some facial details. All images are based on a black background, and the
image face towards the front. The original image resolution is 112 � 92. In order to
reduce the network parameters, and the training time, we resize it to 57 � 47.

3 Architecture

Our network is modified based on the traditional LeNet-5. As shown in Fig. 1, our
network begins with a 57 � 47 input image, which are used to encode the pixel
intensities for the face image. This is then followed by first convolutional layer with 6
kernels of size 5� 5 with a stride length of 1 pixel. The result is a layer of
6 � 53 � 43 hidden feature neurons. The next step is a max-pooling layer, applied to
2 � 2 regions, across each of the 6 feature maps. The result is a layer of 6 � 26 � 21
hidden feature neurons. We consider convolutional and max-pooling layer as a whole
convolutional layer. The second convolutional layer takes as input the out of the first
convolutional layer(including pooling layer)and filters it with 20kernels of size
5 � 5�6. The final layer of connections in the network is a fully-connected layer. The
third convolutional layer has 50 kernels of size 5 � 5�20 connected to the outputs of
the second convolutional layer(including pooling layer). The fully-connected layers
have 1000 neurons and take as input the flatten form of the previous layer’s output. Our
output of full connection layer is quantified mapping to the hash code which is taken as
input of classifier. To reduce overfitting, in the fully-connected layers we employed a
recently-developed regularization method called “dropout” that proved to be very
effective.

Convolutional layers use three basic ideas: local receptive fields, shared weights,
and pooling.

3.1 Local Receptive Fields

In a convolutional net, we think the input as a height � width square of neurons, whose
values correspond to the height � width pixel intensities in input image.

And then, we’ll connect the input neurons to hidden neurons of the next layer. But
we won’t connect every input pixel to every hidden neuron. Instead, we only make
connections in small, localized regions of the input image. That region in the input
image is called the local receptive field [4] for the hidden neuron. Each connection
learns a weight. And the hidden neuron learns an overall bias as well.
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We then slide the local receptive field across the entire input image by one pixel at a
time. For each local receptive field, there is a different hidden neuron in the hidden
layer. In fact, sometimes a larger stride length [6] is used for some high resolution
image.

3.2 Shared Weights and Biases

Each hidden neuron has a bias and 5� 5 weights connected to its local receptive field.
And we use the same weights and bias for each of the hidden neurons. In other words,
for the j; k th hidden neuron, the output is:

rðbþ
X4

l¼0

X4

m¼0

Wl;majþ l;kþmÞ ð1Þ

Here, r is the neural activation function - perhaps the sigmoid function, or tanh, or
ReLUs, b is the shared value for the bias. Wl;m is a 5� 5 array of shared weights. And,
finally, we use ax;y to denote the input activation at position x; y. This means that all the
neurons in the first hidden layer detect exactly the same feature, just at different
locations in the input image. We call the weights defining the feature map the shared
weights or convolutional kernels. And we call the bias defining the feature map the
shared bias. A great advantage of sharing weights and biases is that it greatly reduces
the number of parameters involved in a convolutional network.

To do image classification we’ll need more than one feature map. And a complete
convolutional layer consists of several different feature maps.

3.3 Pooling Layers

Convolutional layers also contain pooling layers [2]. What the pooling layers do is
simplify the information in the output from the convolutional layer. As a concrete
example, one common procedure for pooling is known as max-pooling. In max-pooling,

Fig. 1. It consists of four learned layers- three convolutional and one fully-connected followed
by a classifier of Logistic Regression.
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a pooling unit simply outputs the maximum activation in the 2 � 2input region. As
mentioned above, the convolutional layer usually involves more than one single feature
map. We apply max-pooling to each feature map separately.

3.4 Logistic Regression

Logistic regression is a probabilistic, linear classifier. It is parametrized by a weight
matrix W and a bias vector b. Classification is done by projecting data points onto a set
of hyper planes, the distance to which reflects a class membership probability.

Mathematically, this can be written as:

P Y ¼ i x;W ; bjð Þ ¼ softmaxi Wx þ bð Þ

¼ eWixþ bi
P
j
eWj þ bj

ð2Þ

The output of the model or prediction is then done by taking the maximum of the
vector whose i’th element is PðY ¼ ijxÞ.

ypred ¼ arg maxi PðY ¼ ijx;W ; bÞ ð3Þ

3.5 Using Rectified Linear Units

The LeNet-5 uses a sigmoid activation function [4]. Following Nair and Hinton [11],
we refer to neurons with this nonlinearity as Rectified Linear Units (ReLUs). Deep
convolutional neural networks with ReLUs train several times faster than their

Fig. 2. The test errors of tanh activation function and ReLUs activation function
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equivalents with tanh units, which is shown is Fig. 2. ReLUs have a property that they
do not require input normalization to prevent them from saturating.

3.6 Expanding the Training Data

The original dataset is divided in 200 examples for the training set, 120 examples for
the validation set and 80 examples for testing. Our data set is so small that our network
might be overfitting, and can’t get good accuracy on the testing set. We algorithmically
expand the training set to 1000. A simple way of expanding the training data is to
displace each training image by a single pixel, either up one pixel, down one pixel, left
one pixel, or right one pixel, as is shown in Fig. 3. In fact, expanding the data turned
out to considerably reduce the effect of overfitting.

3.7 Dropout

We use stronger regularization techniques—dropout [7] to reduce the tendency to
overfitting. The basic idea of dropout is to remove individual activations at random
while training the network. This makes the model more robust to the loss of individual
pieces of evidence, and thus less likely to rely on particular idiosyncracies of the
training data and so the net learned faster.

We only applied dropout to the fully-connected layers, not to the convolutional
layers. There’s no need to the convolutional layers, because the shared weights helps
convolutional filters to learn from across the entire image. This makes them less likely
to pick up on local idiosyncracies in the training data.

3.8 Image Hash

Image hash method is mapping high-dimensional data in Euclidean space to lower
dimensions of binary space. Assume that the input is a n-dimensional vector X ¼
½x1; x2; � � � ; xn�, where, xi is a m-dimensional sample. If the expected binary space

Fig. 3. The first line shows ten pictures from the expanded training set. The second line shows
ten pictures from the validation set. The third line shows ten pictures from testing set.
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dimension is b, we need to define a hash function fhj; � � � hbg. Each hash function hj is a
binary function, b hash function can map a m-dimensional object xi into b-dimensional
binary code Hi ¼ f0; 1gb, which is called hash code. Because it can make compact
binary code for high-dimensional image feature vector, image hash method has good
performance of the characteristics of storage and speed.

In our model, we use image hash to map the output of fully-connected layer to
binary code. The output of fully-connected layer represents the feature of the original
input. Though the hash code, we can transform the feature into a binary code. In the
following layer, we take the hash code as the input of classifier.

4 Experiments

4.1 Details of the Network Learning

We build our deep convolutional neural network and ran it using theano. Theano is a
python library that makes writing deep learning models easy, and gives the option of
training them on a GPU. We trained our model using Minibatch Stochastic Gradient
Descent with a batch size of 40, learning rate of 0.001 (Figs. 4, 5 and 6).

4.2 Features Extracted from the Network

4.3 Results

We test our deep convolutional neural network on the dataset we introduced in Sect. 2.
We achieved test error rate of 2.5 %. For comparison, we also are tested on other
typical model respectively. The results are shown in Table 1.

Fig. 4. The six feature maps extracted by the first convolution layer.
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CNN_1 has three convolutional layers and fully-connected layer the same as our
model, but without hash coder. SDA is stack denoising autoencoder with three hidden
layer pre-trained and fine-tuning afterword. Shallow is a shallow network with fully
connected layers. CNN* is our deep convolutional neural network combined with
image hash.

Fig. 5. The twenty feature maps extracted by the second convolution layer.

Fig. 6. The fifty feature maps extracted by the third convolution layer.

Table 1. Comparison of the face classification errors on the ORL dataset.

Network Testerrorrate

CNN_1 5 %
SDA 37.5 %
Shallow 40 %
CNN* 2.5 %
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5 Conclusion

In this paper, we proposed a fusion model of convolutional neural network and image
hash and got good classification effect in our dataset. Because there is only 80 images
in our test set, we can achieve an error rate of 2.5 %, namely only two images were
misclassified. We can use bigger dataset in later work. Image hash was widely used in
image retrieval. In the future work, we can apply our model to image retrieval for the
further research.
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Abstract. This paper describes an approach for recognizing object. Object
recognition plays an important role in intelligent system. But usually the existing
methods can hardly deal with occluded, shadowy and blurred images. A novel
approach is proposed in this paper. This proposed approach based on prior
model recognize the main regions and direction of object to adjust the model on
size and direction. Finally the proposed approach compute the superposition
proportion similarity, between model and object. The experimental result shows
that this proposed approach is robust to scenarios containing occlusion, clut-
tering and low contrast edges.

Keywords: Object recognition � Occluded object � Prior model � Binary
images

1 Introduction

Object recognition plays an important role in intelligent system [1], such as aircraft
recognition [2] and target tracking [3]. Before recognizing object, the interest region
should be segmented by some effective algorithms of image segmentation such as
Active Contour Models [4] and Level Set Method [5]. Then the recognition method
recognize what the object in the interest region is. The SIFT [6] proposed by Lowe is
designed for robust image feature detection. Shape Context [7] present a method to
measure similarity between shapes. Shape Context is an effective approach. Then some
methods based on shape context were proposed one after another, such as a visual
shape descriptor using sectors and shape context of contour lines [8] and a modified
shape context method for shape based object retrieval [9].

These above methods like [7] often have poor robustness on rotation invariance.
Most of methods like [6] can hardly work well in binary images. This paper presents a
novel approach, Superposition Proportion Method, which can overcome these diffi-
culties. This approach need to make some prior models before matching, but it has
lower computation complexity and much better robustness. As some good object
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recognition methods are, this approach has robustness with respect to image scale,
illumination, rotation and noise. In addition, this method can deal with occluded,
shadowy and blurred images.

The proposed approach has three steps. Before recognizing what is the object, the
image should be preprocessed. The preprocessing can eliminate disturbances. The next
step is to recognize the regions contained by the object. This step can improve the
robustness to disturbances of our method. Then the main direction should be calculated
out. This main direction will provide rotation invariance for this method. Afterwards,
rotate the model to make its main direction be parallel with it of the object, and then
make the image be a minimum enclosing rectangle of the object. In addition the model
image should be same with object image in size. Finally, calculate the superposition
proportion.

The remainder of this paper is organized as follows. Section 2 introduces the new
approach. Section 3 presents the experiments. Section 4 concludes the paper.

2 Superposition Proportion

The proposed approach define a main direction and use the main direction to obtain the
rotation invariance. Regardless of the rotation, superposition proportion is closely
related to the similarity, so the proposed method use the superposition proportion to
estimate the similarity. Figure 1 depicts the flow chart of the proposed approach.

2.1 Eliminating Disturbances

The first task is to eliminate disturbances. Disturbances are ever changing, but the main
region of object, which is always the biggest connected domain in foreground, are
easily to recognize, so finding the main region is the most important step in this task.
Because the proposed approach judges the object by inspecting overlap area in final
step, the biggest connected domain in foreground should be the main part of object. If
the biggest connected domain in foreground is not a part of object, this image is
determined as an error input. In other words, the biggest connected domain in fore-
ground is considered as the default main part of object.

Then it is necessary to remove disturbances which are usually much smaller than
the main region of object or far away from the main region. Some assumed disturbance
may be a small part of object actually, but it will not affect the calculation results as it is
much smaller than the main region of the object.

Sdisturbances ¼ D j ðdistanceðD;DmainÞ[ dmaxÞ or ðareaðDÞ\AminÞf g ð1Þ

where Sdisturbances is the set of disturbance, D is a connected domain, Dmain is the main
region of the object, distance(D,Dmain) is the shortest distance between D and Dmain,
dmax is the threshold value os distance, area(D) is the area of D and Amin is the
threshold value of area.
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Figure 2(a) is an image of an object which is a plane. Figure 2(b) is the original
main region of the object. Figure 2(c) is the disturbances to the object. Figure 2(d) is a
part of the main region of the object. Figure 2(e) is the main region of the object.

The following work is to enlarge the main region by making the connected
domains, which are not disturbances, take parts in main region. Though as a result of
the existence of interference these parts of main region are not connected, they are
holistic.

2.2 Obtaining Main Direction

This step defines the main direction as the angle in that the variance of projection of the
object is maximum. This is so important a step that can provide rotation invariance for
the approach. Normally an object have only one main direction, so with obtaining main
direction user can ignore rotation. In this step, it is necessary to use an optimization

Fig. 1. Flow chart of the superposition proportion
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algorithm to compute the optimal angle, and then rotate the image to make the direction
of optimal angle be vertical.

Projection is a vector, which equals the sum of an image towards one direction of a.
Figure 2(f) presents the image which is processed by this step.

Pi ¼
X

x¼i

Ixy ð2Þ

where P is a vector of projection, Ixy is the intensity of the pixel in (x,y) with the Y-axis
being the direction of projection.

max r ¼
X

P

ðPi � PÞ2

s:t:a 2 ½0; p�

8
<

: ð3Þ

where r is the variance of P; a is the angle of the direction in which the projection is
obtained.

Fig. 2. Intermediate results of the proposed approach (Color figure online)
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2.3 Computing the Superposition Proportion

The third step is to compute superposition proportion. This step demands the minimum
enclosing rectangle of both model and object. It is important to make the model be
same with the object in size to obtain the scale invariance. Finally similarity is obtained
by computing the superposition proportion between object and model.

areamax = max(areamodel; areaobjectÞ
areas ¼ areaðimagemodel & imageobjectÞ
similarity ¼ areas = areamax

ð4Þ

where areamodel is the area of model; areaobject is the area of object; areas is the
superposition of model and object.

Figure 2(g) and (h) are object and model respectively. The green area in Fig. 2(i) is
areas, the white area in Fig. 2(h) is areamax.

This step has a low computational complexity that can make the proposed approach
run fast.

3 Experimental Results

This section shows the performance of Superposition Proportion by comparing with
Shape Context [10]. Figure 3 is the first set of model and objects. The results of
proposed method and Shape Context are shown in Table 1.

Fig. 3. The first set of model and objects. (a) is the model of plane. (b)–(f) are the objects those
are occluded.
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The results of Fig. 3(b) and (c) show that Shape Context have some robustness
when disturbance is small. The results of Fig. 3(d)–(f) show that the bigger is the
disturbance, the more poorly does the Shape Context perform. The performance of
Superposition Proportion method has always been very good. The results show that
Shape Context performs as badly poorly as object is occluded, but Superposition
Proportion does very well no matter how poorly the object is occluded.

The Fig. 4 is the second set of model and objects, and the experimental results is
presented in Table 2.

The results of Figs. 3(d) and 4(d) show that Superposition Proportion performs
better than Shape Context. Tables 2 and 3 show that Superposition Proportion have
perfect rotation invariance.

Figure 5 is the third set of model and objects. This set contains some similar objects
and some dissimilar objects. Table 3 shows the overall performance of Superposition
Proportion comparing with Shape Context.

Table 1. The results of Fig. 4 in terms of occlusion.

Similarity between objects and model in Fig. 3 (b) (c) (d) (e) (f)

Shape Context 0.9075 0.9177 0.8133 0.6854 0.3045
Superposition proportion 0.9812 0, 9827 0, 9822 0, 9810 0, 9805

Fig. 4. The second set of model and objects. (a) is model of plane. (b)–(f) are objects those are
different from the model in direction of main direction.
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Table 2. The results of Fig. 4 in terms of rotation.

Similarity between objects and model in Fig. 4 (b) (c) (d) (e) (f)

Shape Context 0.9378 0.9176 0.2288 0.7890 0.3654
Superposition proportion 0.9812 0.9827 0.9822 0.9810 0.9805

Fig. 5. The third set of model and objects. (a) is model of plane. (b)–(i) are objects.

Table 3. Results of Fig. 5 in terms of similarity.

Similarity (b) (c) (d) (e)

Shape Context 0.0267 0.0091 0.0082 0.0397
Superposition proportion 0.9531 0.9522 0.9488 0.9520
Similarity (f) (g) (h) (i)

Shape Context 0.0243 0.0092 0.9344 0.9409
Superposition proportion 0.9502 0.9502 0.3381 0.5015
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It is easy to judge that Fig. 5(b)–(g) are similar with the model, and Fig. 5(h)–(i)
are dissimilar with the model. The results of Fig. 5(b)–(g) show that Shape Context
cannot recognize the similar objects. The results of Fig. 5(h) and (i) show that Shape
Context can see the dissimilar objects as similar ones. The results of Fig. 5 show that
the comprehensive performance of Superposition Proportion is excellent.

4 Conclusions

Overall, Superposition Proportion has good properties of rotation invariance and
robustness to interference due to finding main region and direction. Also this proposed
method is likeness friendly, meaning that it can recognize object in the same class with
model. But this method may not works well in the images which have low discrimi-
nation between objects and backgrounds. This method will not performance well if the
object is in a complex texture image. So the condition should be paid attention to when
this method is used.
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Abstract. In order to tracking moving objects of aerial images, the frames and
the scene is kept space consistency through image registration at the background.
Due to high image resolution and large geographic deformation between different
frames of aerial video, complicating the image registration. An piecewise planar
region matching based image registration is introduced that can subdivide large
frame into planar region, Image subdivision reduces the geographic distortions
between aerial video, as it is usually the case of high-resolution aerial images.
Then we can use select the most “useful” matching points that best satisfy the
affine invariant space constraints are used to estimate the transformation model
and register the images in a piecewise manner. Experiment result illustrate that
the proposed method can register the high-resolution images and track the
moving object in an aerial video.

Keywords: Aerial image registration � Piecewise planar � Affine invariant
space constraints � Image tracking

1 Introduction

Aerial image registration is a common problem in many computer vision domains,
including robot localization, panorama stitching, aerial mapping, ground moving target
detection and tracking [1, 2]. In this study, our method is feature-based method, first
identify the feature correspondences between image pairs and then utilize these cor-
responding control points to find transforms which register the image pairs.

Various methods for detecting control points in an image have been developed,
Schmid et al. [3] have surveyed and compared various point detectors, finding the
Harris detector [4] to be the most repeatable. Mikolajczyk [5] has proposed the
scale-adapted Harris with automatic scale selection, However, this algorithm has the
following two Shortcomings: First, this method computes the image gradient based on
discrete pixel differences, and finite differences can provide a very poor approximation
to a derivative. Second, there may be few feature points in the poor textural areas due to
low contrast textures in local image regions. In this work, we resolve the above two
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shortcomings by applying optimal derivative filters based well-defined points [6]. We
have the accurate location of the corner points by using the optimal derivative filters.
Then the well-defined corners were found that do not move with slightly different focal
lengths.

Feature matching is another important challenge in feature-based registration of
very large multi-view images. In recent years, several feature matching methods have
successfully applied in aerial image sequences registration, such as invariant descriptor
[7] and invariant moments [8]. These methods work well when the sets of points to be
matched are small, but hey become impractical or break down when images have local
or nonlinear geometric differences. Methods to find correspondence between point sets
with nonlinear geometric differences have been developed also [9, 10], but such
methods are often slow and fail in the presence of outliers or sharp geometric differ-
ences between the images.

In this study, an accurate piecewise planar region matching based aerial image reg-
istrationmethod is proposed. The strategy utilizes planar triangular of well-defined points
and the most “useful” matching points to register the images in a piecewise method.
Firstly, we use feature point based matching method generates a sparse correspondence
between the two images, Here, well-defined points are the uniform-distributed feature
points. Then the triangulation will be dynamically subdivided into sufficiently small
regions by using Delaunay Triangulation, and A key aspect of our proposal is that of
identifying the feature points that belong to the background using affine invariant space
constraints, the corresponding background points are then used to estimate transforma-
tion model in each triangle region. Here, the corresponding background points in each
region pair are in the same planar background with maximum reliability. Then two
corresponding image triangular regions come from a planar patch of the scene, and they
can be registered by the projective transformation. At last, we use Kalman filter [11] to
filter jitter motion and obtain smooth object tracking results. This process will improve
the registration accuracy and facilitate detection of moving objects.

2 Approach

2.1 Harris Interest Points Selection

The first step in image registration process is feature detection. Various point detectors in
an image have been developed [12]. We use Harris corner detector [13] in our regis-
tration framework because of the abundance of corners in aerial images. Harris detector
uses the second-moment matrix as the basis of its corner detections. For an image Iðx; yÞ,
the Harris detector based on the second-moment matrix can be expressed as:

M ¼ G2
xt GxtGyt

GytGxt G2
yt

� �
� h ð1Þ

R ¼ detðMÞ � ktr2ðMÞ ð2Þ

78 M. Yi and L. Sui



Where h is the gaussian smoothing function, and G is the traditional image
gradient.

The Harris detector provides good repeatability under rotation and various illu-
minations, unfortunately, it is sensitive to quantization noise and suffers from a loss in
localization accuracy. In this section, instead of using the traditional image gradients,
we use optimally first-order derivative filter with more accurate location and
rotation-invariance [14]. Then we choose the best corners and remove those that are
closer than a threshold distance of this corners. An example of feature points extracted
is shown in Fig. 1.

2.2 Feature Matching

After feature points have been detected, the next step is to find the corresponding points
between two point sets. Firstly, we construct the triangulation of each image. For a set
of points p1; p2; . . .; pn, we compute the Delaunay Triangle (DT) by firstly computing
its Voronoi Diagram(VD). The VD of a set of points is the division of a plane or space
into regions for each point. The regions contain the part of the plane or space which is
closer to that point than any other. With a given the VD, the DT is the straight line dual
of the VD. A set of points are shown in Fig. 2(a), their VD is shown in Fig. 2(b) while
their DT is shown in Fig. 2(c).

Then we use a hierarchical subdivision method to match the correspondence points
and subdivide the triangulation, a more detailed description of each step as follows:
(1) select delaunay graph edges in each image; (2) select two disjoint delaunay graph
edges in each image and calculate the transformation function M. (3) count the number
of other graph edges that also match with the existed transformation function M.
(4) choose the transformation with the largest number of graph edges in the two
images. (5) The hierarchical subdivision process (including the corners extraction, the

Fig. 1. Feature points detection results in different scene complexity. (a)–(e), (b)–(f) corners
detected by Harris and optimal derivative filters based Harris when r ¼ 1:5 pixels. (c)–(g)
corners detected by scene adaptation. (d)–(h)Stable corners detected by optimal derivative filters
when r ¼ 1, r ¼ 1:5 and r ¼ 2 pixels.
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matching propagation, and triangulation refining) is implemented iteratively until
images are subdivided into small triangular corresponding triangles.

2.3 Affine Invariant Space Constraints

For three points p1 ¼ ðx1; y1; 1Þ, p2 ¼ ðx2; y2; 1Þ and p3 ¼ ðx3; y3; 1Þ under the
homogeneous coordinates,the area of the triangulation by three points is:

TABðp1; p2; p3Þ ¼ 1
2

x1 y1 1
x2 y1 1
x3 y1 1

������

������
ð3Þ

Suppose the two matching point sets are P0 ¼ ðP1;P2; � � � ;PmÞ, Q0 ¼
ðQ1;Q2; . . .;QmÞ, then for any pair of matching points ðPi;QiÞ, we can select
k K-nearest neighbors (k = 5) in P0 according to the Euclidean distance from Pi. we
can select k K-nearest neighbors (k = 5) in P0 according to the Euclidean distance from
Pi. Where, m is the number of matching pairs, i is one matching pair, and the range of
I is 1� i�m. We define that the nearest point to Pi is the starting point, and sort the set
of points according to the counterclockwise, and define the sequence as
Pi ¼ P1;P2; . . .;Pkf g, the matching point sequence Q0 as Qi ¼ Q1;Q2; . . .;Qkf g.

Assuming sxy ¼ TABðPi;Px;PyÞ
�� �� represents a point ðPi;QiÞ; x ¼ 1; 2; . . .k; y ¼

1; 2; . . .k; x 6¼ y, we can get corresponding match point sets s
0
xy
¼ TABðQi;Qx;QyÞ

�� ��. If
ðPx;QxÞ and ðPy;QyÞ are correct matching point pairs, then:

s12
s012

� s23
s023

� � � � � sk1
s0k1

ð4Þ

Let TABi ¼ s12=s
0
12; s23=s

0
23; . . .; sk1=s

0
k1

� �
, we set the variance of TABi ¼

s12=s
0
12; s23=s

0
23; . . .; sk1=s

0
k1

� �
as the affine invariant space constraint of point collection

ðPi;QiÞ, and let AISCðPi;QiÞ ¼ VarðTABiÞ. When AISCðPi;QiÞ� n, ðPi;QiÞ is the
correct one, where, n is the threshold.

The 3 unknown parameters of 2 N linear equations can be determined by substi-
tuting the N matching points into (4), and then we have B ¼ Am, where

Fig. 2. (a) A set of points (b) Voronoi diagram (c) Delaunay triangulation.
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B ¼

xt;1 � xt�1;1

yt;1 � yt�1;1

..

.

xt;N � xt�1;N

yt;N � yt�1;N

2

66666664

3

77777775

A ¼

�yt�1;1 1 0

xt�1;1 0 1

..

.

�yt�1;N 1 0

xt�1;N 0 1

2

66666664

3

77777775

m ¼ h;DX;DY½ �T ð5Þ

After we obtained the relation between the camera and the scene, we can select
Kalman filter [15] to filter jitter motion and obtain smooth object tracking results.

3 Experimental Results

The algorithm has been implemented in C ++ and all experiments have been carried
out on 2.8 GHz Intel Core i7 computer with 16 GB 1600 MHz DDR3, with Windows
7 Professional Edition. Figure 3 shows 4 sets of the unmanned aerial vehicle(UAV)
video sequences with size 320� 240, including urban roads, rural area, fields farm-
land, Etc.

Figure 4 shows the reference image of a typical urban aerial image, which covers
the better building areas. Figure 4(a) shows the same initial triangulation for the first
layer, which constructed from 7 seed points. The numbers of matched points in the
different stage are shown in Fig. 4(b)–(c).

Fig. 3. UAV video sequences.

Fig. 4. (a) initial matching result, (b) further matching result, (c) final matching result.
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The experimental results of car tracking in a city video images are shown in Fig. 5.
We select six frames that start from the tenth frame, and each one was extracted every
twenty frames. We can see from the figure that this method can track moving objects
accurately. Figure 5 is the tracking result from the video images with occlusion.

4 Conclusions

In this paper, a piecewise planar region matching for high-resolution aerial video
tracking was proposed. Keypoints are first extracted by optimized harris detector, then
the correspondence between the feature points of the input image and reference image
are found using RANSAC and hierarchical delaunay triangulation, then the input image
with the correct mapping model is transformed and Kalman filter [15] is used to filter
jitter motion and obtain smooth object tracking results. Experimental results demon-
strate the proposed algorithm can achieve accuracy registration and detect slow moving
targets on aerial video of urban and suburban scene.
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Abstract. Detection of salient objects from images is gaining increasing
research interest in recent years. Consider that the edge may not always be clear
for some traditional saliency detection methods, a novel framework for saliency
detection based on Histogram-based Contrast (HC) method and guided filter is
proposed in this paper. Firstly, the algorithm based on HC is used to get a
preliminary saliency map. Secondly, through a series of operation on the orig-
inal input image, the approximate location of the salient object can be obtained.
Then, the location map of salient object is generated by implementing guided
image filtering on the approximate location and will be transformed into a binary
image in the following process. Finally, the final saliency map can be achieved
by fusing the binary map and the HC saliency map. The obtained saliency map
not only inherits the good ability of HC method to maintain the internal
information of the salient objects, but also has the advantage of the location map
to well extract the edge of the salient object.

Keywords: Salient object detection � Histogram-based contrast � Guided image
filtering � Saliency map

1 Introduction

People accept various kinds of information passively or actively in everyday life, it is
necessary for us to extract useful and salient information quickly due to the fast pace of
modern society. With the in-depth research, great deals of salient object detection
algorithm have been proposed by researchers.

In the early time, Itti et al. proposed ITTI salient model [1] (also known as the ITTI
model) based on the development of the Koch & Ullman model. The model mainly
consists of three modules: characteristic extraction, saliency map generation and
comprehensive saliency map generation. However, the algorithm is complex and has
long running time. Hou [2] with some other people proposed a kind of saliency
detection method of based on the SR (Spectral Residual), which get the spectral
residual information in spectrum, and then construct the corresponding characteristic
map in frequency domain. But while inhibiting the non-salient information, this method
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also inhibits the salient information, which makes the contrast of final saliency map is
low. Shen [3] and others proposed a unified model of low rank matrix restoration
(LMRM), which combines the traditional low level features with a higher level of
instruction to detect salient targets. But the problem is that the feature extracted is not
accurate enough so that the saliency map is not so satisfactory. Starting from the
frequency domain, Achanta et al. [2] propose a frequency tuned (FT) method that
directly defines pixel saliency using a pixel’s color difference from the average image
color. The elegant approach, however, only considers first order average color, which
can be insufficient to analyze complex variations common in natural images. Cheng
Mingming [5] proposed a method based on histogram-based contrast (HC) to detect
saliency. The HC saliency map allocates the saliency value according to the difference
of color between pixels, thus, producing a saliency map with full resolution. It is called
histogram-based contrast method, because it processes efficiently by using
histogram-based method, and uses the smooth operation of color space to control the
defects of quantification. As an improvement over HC-maps, Cheng et al. incorporate
spatial relations to produce region-based contrast (RC) maps. The saliency value of a
region is calculated using a global contrast (GC) score, measured by the region’s
contrast and spatial distances to other regions in the image. The disadvantage of the
algorithms Cheng proposed is that they are not good at texture background
suppression.

This paper proposes a saliency detection algorithm based on HC and image guided
filter [6]. Image guided filters can be used to smooth the image while retaining the edge
information of the image. Image guided filters are used in many image processing
applications, such as image smoothing, image enhancement, HDR compression, image
matting and joint sampling. The method proposed well preserves the edge information
of salient objects by edge detection. At the same time, compared with other existing
methods, it performs better in restraining the non-salient background information,
which makes foreground of salient object more prominent.

2 Salient Object Detection

The proposed object detection framework consists of two major components: extrac-
tion of original salient object and location of salient object. The final saliency map is
generated by fusing these two parts using the fusion principle based on regional energy.
The flowchart of the proposed algorithm is shown in Fig. 1.

HC
detection

Saliency map

Eliminating Traverse pixel Guided filter

Fusion

Edge
detection

Gauss filterInput image

Fig. 1. Flow chart of the algorithm proposed in this paper
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2.1 Extraction of Original Salient Object

The method based on HC is proposed by Cheng et al., which is based on the color
statistical characteristics of the input image. It is a method that calculates the saliency of
the image according to the characteristic difference between the pixels, that is, the
saliency value of a pixel is defined by the color contrast between itself and other pixels
in the image. The method uses the LAB color characteristics of the three channels
simultaneously to calculate the pixel difference. LAB color characteristic is the most
commonly used image characteristic, as it is a kind of color space which is closest to
human vision. In this paper, the input image is the RGB image I shown in Fig. 2, and
the saliency of pixel Ik is defined in formula (1) [5]:

SðIkÞ ¼
X

8Ii2I DðIk; IiÞ ð1Þ

Where DðIk; IiÞ is the color distance measurement in LAB space for pixel Ik and
pixel Ik. The formula above can be carried out in accordance with the order of pixels:

SðIkÞ ¼ DðIk; I1ÞþDðIk; I2Þþ � � � þDðIk; INÞ ð2Þ

N is the number of pixels in the image. Through the formula, it can be seen that due
to the neglect of the spatial relationship, the pixels that have the same color value get
the same saliency value in this definition. Therefore, the above formula can be rea-
ligned to merge. We merge the pixels that have the same value ci. So get the saliency
value of each color. The whole process can be expressed by the following formula (3):

I B

C

Z

D E F

G H K

A

L

Fig. 2. Location of the salient object
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S Ikð Þ ¼ S cmð Þ ¼
Xn

i¼1

fiD cm; cið Þ ð3Þ

Where cm is the color value of pixel Ik n is the sum of the color number that image
contains. fi is the probability of ci to appear in the image I. The original saliency map
generated by this method is image Z shown in Fig. 2. It can be seen from the figure that
the salient object detection method based on histogram contrast can well expresses the
internal information of salient object. But its ability to suppress the background
information of non-salient background information is not so good, which leads to the
introduction of lots of background.

2.2 Location of Salient Object

Pretreatment. Convert the original image I to the gray image A. Conduct Gaussian
filtering [7] on it and filter out the high frequency part of the input image in order to
reduce the background noise of the original image. At the same time, it also weakens
the edge of background. In this paper, the input image of Gaussian filter is A as shown
in Fig. 2, of which the filtering function is selected as the Gauss function [8] according
to the human visual characteristics:

G x; yð Þ ¼ 1
2pr2

exp � x2 þ y2

2r2

� �
ð4Þ

Among the formula, G (x, y) is a circular symmetric function [9]. the smoothing
function of which can be controlled. We can get a smooth image by convolving image
with input image. The formula is as following:

F x; yð Þ ¼ G x; yð Þ � Aðx; yÞ ð5Þ

In this paper, the smooth image obtained by Gauss filtering is B in Fig. 2.

Log Operator for Edge Detection. Log (Laplacian of Gaussian) algorithm [10] is a
method of edge detection proposed by Marr and Hildreth according to the human visual
characteristics. LOG operator first use Gaussian low pass filter to smooth the image,
and Laplacian operator is used to find the steep of the image. Finally it uses zero gray
value to get binary closed and connected profile, eliminating all interior points. The
advantage of this method is that both the image is smoothed and the noise is reduced,
and the isolated noise points and smaller structures are filtered out. In this paper, the
image obtained from the edge detection of B is image C shown in Fig. 2.

Eliminate Edge Lines with Fewer Pixels. The edge of salient object of image can be
extracted by Log operator edge detection, but at the same time there remain a number
of free edges of background. Legacy background edge is very small compared to the
edge profile of salient objects in the image. So THIS design an algorithm to compute all
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pixels in the edge line of image C as N1; N2 � � �Nn. Record the number of pixels in the
edge line that contains the maximum number of pixels as Nmax, and set up threshold as
a � Nmax. When the number of pixels the edge profile contains satisfies the formula
Ni\a � Nmax, then eliminate this edge profile. After many experiments, the results show
that the best eliminating effect can be obtained when a = 0.5. In this way, we get the
edge contour of the salient object roughly. The results generated by this step are shown
in Fig. 2 as image D. We can see from the result that this method is a good way to
eliminate most of background information contained in image C.

Initial Location of Salient Object Of the image D which is gotten by last step, we
traverse the image pixels from top to bottom, left to right. First each line of image D is
traversed, and record the coordinates of the ith line and jth column pixel as X (i, j). Then
record the coordinates of the pixel of value 1 first encountered in ith line as X (i, 1), and
the coordinates of value 1 pixel in last column as X (i, 2). Set the value of the pixels
between X (i, 1) and X (i, 2) as 1, then get a binary image E as shown in Fig. 2. Then
traverse pixels in each column, record the coordinate of the pixel in the pth line and qth
column as Y (p, q). In the qth column, record the coordinate of the pixel of value 1 the
first line encountered as Y(1,q), the last line encountered as Y(2,q). Change the value of
the pixels between Y(1,q) and Y(2,q) in the qth column into 1 to get image F as shown
in Fig. 2. Do and operation on image E and G, then make thresholding processing to
the results to get a binary image G as shown in Fig. 2. The white area of image G is
salient region of the input image while the black area is non-salient background area.
Through the processing of this step, we get the initial saliency map with a distinct
profile of the salient object and achieve the initial location of the salient object.

Guided Filtering. The guided filtering of the image is linear variable filter process.
The guidance image is required according to the specific application in advance, but
also can be directly taken as the input image. In this paper the guidance image is
original image I, the input image is binary image G; the output image after guided
filtering is image H as Fig. 2 shows. For the ith pixel of the output image, the cal-
culation method can be mathematically formalized as (6) [6]:

hi ¼
X

j
Wij Ið ÞGj ð6Þ

Where i and j are pixel labels, Wij is the filter kernel function [6]:

Wij Ið Þ ¼ 1

xj j2
X

k: i;jð Þ2xk
1þ Ii � lkð Þ IJ � lkð Þ

r2k þ e

� �
ð7Þ

Where Wk represents the kth kernel function window, xj j is the number of pixels
within the window; lk and r2k is the mean and variance value of guidance image I
within the window is smooth prior. Compared with the conventional filtering kernel
function, the guidance kernel function has good performance of edge preserving and
detail enhancing. The theoretical analysis of its performance is described in detail in the
literature [6]. The image H we obtained through guided filtering well maintains the
edge details and suppresses the non-salient background information.
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2.3 The Final Saliency Map

Preliminary saliency map Z and an initial location map K of the salient object are
obtained from above steps. In order to obtain a final map with better visual charac-
teristics and more details, the fusion of initial saliency map and location map is divided
into two parts based on regional energy principle [11]. Take the neighborhood window
of the two images as 3 � 3, and calculate the area energy EK i; jð Þ, EZ i; jð Þ respectively,
which represents the energy of the area centered by pixel i; jð Þ:

EK i; jð Þ ¼
X3

i¼1

X3

j¼1

TK i; jð Þ½ �2 ð8Þ

EZ i; jð Þ ¼
X3

i¼1

X3

j¼1

TZ i; jð Þ½ �2 ð9Þ

Where T i; jð Þ represents the 3 � 3 neighborhood window who is centered at i; jð Þ.
Then, corresponding to the pixel in location map, if the value of pixel PK i; jð Þ is 1, then
we set the value of corresponding pixels in final saliency map according to the bigger
the better principle. As shown in formula (10):

P i; jð Þ ¼ PK i; jð Þ EK i; jð Þ�EZ i; jð Þ
PZ i; jð Þ EK i; jð Þ�EZ i; jð Þ

�
ð10Þ

On the contrary, if the value of pixel PK i; jð Þ is 0, then we set the value of
corresponding pixels in final saliency map according to the smaller the better principle.
As shown in formula (11):

P i; jð Þ ¼ PK i; jð Þ EK i; jð Þ�EZ i; jð Þ
PZ i; jð Þ EK i; jð Þ�EZ i; jð Þ

�
ð11Þ

Through comparing the area energy in preliminary saliency map Z and an initial
location map K, and selecting the pixel with higher energy in the salient area, the pixels
with lower energy in background, we get the fusion image as final saliency map L
shown in Fig. 2. From the resulted map L, it can be seen that the method proposed not
only inhibits the non-salient background, but also well maintains the advantage of HC
algorithm of well extracting the internal information of salient object.

3 The Result of Experiment and Analysis

This chapter optionally chooses 9 test images from the image database as shown in
Fig. 3. Then we do test on them with the method proposed by this paper, and compare
them with 6 kinds of most frequently-used visual attention model. The 6 methods
includes: (1) ITTI model [1]; (2) SR model [2]; (3) FT model [4]; (4) HC model [5];
(5) GC model [5]; (6) LMRM model [3]. In this paper, the 6 methods along with the
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proposed algorithm are used to test the same image in the same scene. The experi-
mental results are shown in Fig. 3.

Compared with other 6 existing algorithms, it can be seen that not only does the
saliency detection algorithm proposed by this paper extract the salient objects more
clearly, but it also well maintains the edge of salient objects as well as effectively
inhibits non-salient background information. So from the perspective of visual effects,
our method is better than other algorithms.

In order to evaluate the effectiveness of the proposed algorithm accurately and
comprehensively, this paper also adopt objective evaluation criteria of Mean Precision
and Recall rate as well as the comprehensive evaluation index F-Measure to evaluate
the proposed algorithm. The specific data is shown in Table 1.

As the results show, both the recall rate and the F-Measure index of the proposed
algorithm are the highest among the seven methods, which further proves the superi-
ority of the proposed algorithm.

(a) Original image  (b)ITTI (c) SR (d) FT       (e) HC         (f) GC (g) LRMR  (h) Our method

Fig. 3. Comparison of the performances of salient object extraction
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4 Conclusion

Based on the combination of the histogram contrast and the guide filter, a new salient
object detection algorithm is proposed in this paper. The main idea is to locate the
salient object and suppress non-salient background information in an image through
combined use of the edge detection method and the guide filter. Then, based on the
fusion criterion of region energy, the initial saliency map obtained by the HC method is
fused with the initial saliency map. The algorithm proposed in this paper overcomes the
disadvantage of the HC method that sometimes it is not good enough for the back-
ground suppression, and retains the advantage that it can detect the internal information
of the salient object very well. The results shows that the salient object detection
method based on the histogram contrast and the guided filter can accurately detect the
salient target. In addition, comparisons with six state-of-the-art algorithms also
demonstrate the superiority of the algorithm proposed in this paper.
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Abstract. This paper presents a new method for residential areas extraction
from multispectral satellite imagery. First, the image is preprocessed so that
non-residential areas noises such as vegetation regions, shadows and water areas
are removed. Second, the preprocessed image is classified into two categories by
texture features: residential areas class and non-residential areas class. Finally,
the residential areas class is refined by using a series of morphology operations.
The experimental results show that this method is effective in extracting resi-
dential areas from multispectral satellite imagery.

Keywords: Residential areas � Classification � Gabor filter � Multispectral
satellite imagery

1 Introduction

Residential areas extraction from satellite images has become an active and important
research area in recent decades. The extracted results have diverse important applica-
tions, including city planning, disaster assessment, and environmental change research,
etc. The availability of accurate, high-resolution multispectral images delivered by the
new generation of sensors has provided the potential to discriminate very subtle details
in urban scenes. These images provide us with rich spatial and spectral information and
can be utilized for residential areas extraction.

Various approaches have been developed to address the residential areas extraction
issue. Most researchers utilize classification to extract residential areas from remote
sensing images [1–3]. Fauvel et al. [4] classified the residential areas by considering the
fusion of multiple classifiers. First, data are processed by each classifier separately and
the algorithms provide for each pixel membership degrees for the considered classes.
Second, a fuzzy decision rule is used to aggregate the results provided by the algo-
rithms according to the classifiers’ capabilities. Benediktsson et al. [5] used morpho-
logical and neural approaches to extract urban areas. First, the composition of geodesic
opening and closing operations of different sizes is used in order to build a differential
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morphological profile that records image structural information. Second, feature
extraction and feature selection is applied. Third, a neural network is used to classify
the features from the second step.

However, it is difficult to extract residential areas accurately by using classification
alone due to the complexity of remote sensing imagery. To tackle this problem, we
present a new multistage method for extracting residential areas. In this method, we
firstly remove vegetation regions, shadows and water areas by the Normalized Dif-
ference Vegetation Index (NDVI) and the Hue-Saturation-Intensity (HSI) Index. Then
the preprocessed image is classified into residential areas class and non-residential
areas class by texture features. Next, a set of morphology operations are used to refine
the residential areas. Experiments show that the proposed method is able to achieve a
good performance in residential areas extraction.

The remainder of this paper is organized as follows. The proposed approach is
presented in Sect. 2. Experimental results are presented in Sect. 3. Conclusions are
provided in Sect. 4.

2 Methodology

The proposed method aims to improve the accuracy of residential areas extraction from
multispectral satellite imagery. The workflow of the proposed method is presented in
this section. The organization of this method is shown in Fig. 1. The details of each
step are introduced as follows.

2.1 Image Preprocessing

To improve the effectiveness of our method, image is preprocessed to remove noises
such as vegetation, shadows, and water areas.

Firstly, we calculate the vegetation regions based on the NDVI which is obtained
from the Red and Near-Infrared (NIR) by the following formula [6]

The Input Image Image Preprocessing

Texture Feature Extraction

ClassificationResidential Areas

Morphological 

Operations

Fig. 1. Flowchart of the proposed method.
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NDVI = NIR � Redð Þ/ NIR + Redð Þ ð1Þ

Next, a HSI color space is converted from a Near-Infrared-Red-Green false color
space. Then shadow regions and water areas are detected by the HSI index which is
calculated by the following formula

HSI index = Saturation � Intensityð Þ/ Saturation + Intensityð Þ ð2Þ

Finally the noises are removed by Otsu’s threshold [7].

2.2 Gabor Filter Texture Feature Extraction

The Gabor filters [8] have received considerable attention, because the characteristics
of certain cells in the visual cortex of some mammals can be approximated by these
filters. In addition, these filters have been shown to posses optimal localization prop-
erties in both spatial and frequency domain, and thus are well suited for texture clas-
sification problems.

2D Gabor function [9] is

g(x,y) = 1
2prxry

� �
exp �1

2
x2

r2
x
+ y2

r2
y

� �
+ 2pjWx

� �
ð3Þ

where, W is a Gaussian function of complex modulation frequency. Its Fourier trans-
form can be shown as

G(u,v) = exp � 1
2

(u � W)2

r2
u

+
v2

r2
v

� �� �
ð4Þ

where rl = 1/2prx, rv = 1/2pry. And rx, ry characterize the spatial extent and fre-
quency bandwidth of the Gabor filter. Let g(x,y) be the mother Gabor wavelet, then this
self similar set of Gabor functions gm,n(x,y) can be obtained by rotating and scaling
g(x, y) through the generating function

gmn(x,y) = a�mg(x',y'), a [ 1, m,n 2 ingeters ð5Þ

where x’ = a−m (xcosh + ysinh), y’ = a−m (−xsinh + ycosh), h = np/K, K represents
the total number of direction (n2 [0, K]), by changing the value of m and n, we can
obtain a set of directions and different scales of the filter.

For a given image I (x, y), its Gabor wavelet transform can be defined as

Wmn(x,y) =
ZZ

I(x,y)g�mn(x � x1, y � y1)dx1dy1 ð6Þ

where g�mn represents the complex conjugate. The mean and standard deviation of the
magnitude of the orientation bands, which are used to construct the texture feature
vector, can be calculated as
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lmn =
ZZ

jWmn(x,y)jdxdy ð7Þ

rmn =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiZZ
wmn x,yð Þ � lmnj jð Þ2dxdy

s

ð8Þ

In this paper, Gabor filter is applied to extract texture feature of the image. After
determining m scales and n orientations of Gabor filter, the mean lmn and standard
deviation rmn can be calculated. The texture feature vector is defined as follows

F ¼ ½l00r00; l01r01; . . .. . .; lm�1;n�1rm�1;n�1� ð9Þ

2.3 Residential Areas Extraction

As SVM is a supervised classification method which is as good as or significantly
better than other competing methods in most cases [10], we employ SVM to improve
the robustness and the accuracy of residential areas extraction. The classification
method is presented in this section. The details of each step are listed as follows.

Step1: The image is preprocessed by the method mentioned in Subsect. 2.1, the
vegetation, shadows, and water areas are removed.
Step2: The texture features are extracted as the input features.
Step3: For each class, 10 % of ground truth data are selected as the training
samples.
Step4: Use Gaussian kernel, and select the parameters, namely, penalty parameter C
and kernel parameter, to train the SVM classifier.
Step5: Classify the whole image using the classifier trained in step 4.
Step6: Assign 1 to residential areas class, and assign 0 to others.

The algorithm of classification is able to remove most false residential regions.
However, misclassified regions still exist, and further processing is necessary to
improve the reliability of residential areas extraction. In general, residential areas have
these characteristics: (1) Residential areas do not have small areas; regions with small
areas can be regarded as noisy and should be removed, (2) Residential areas are
massive, continuous areas, with no holes;The residential areas are refined by using a
series of morphology operations such as corrosion and open operation.

3 Experiment

In this experiment, the study area is a part of Fuzhou City image which was recorded
by the QuickBird optical sensor. The study area has a spatial dimension of 800*800
pixels. The spatial resolution is 2.44 m per pixel. Figure 2(a) shows the study area of
this experiment. We chose the SVM algorithm in the supervised classification, because
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the training data are interpreted in polygons, and the SVM can adopt this kind of
training data. Figure 2(b)–(c) show the result of classification using spectral feature and
the result of classification using GLCM (Grey Level Co-occurrence Matrices) [11]
texture feature. Figure 2(d) shows the result of the proposed method. Compared with
the results showed in Fig. 2(b) and (c), the proposed method can distinguish residential
areas more effectively. To quantify the performance of the proposed method, three
accuracy measures are used to evaluate it. These measures are: (1) completeness = TP/
(TP + FN); (2) correctness = TP/(TP + FP); and (3) quality = TP/(TP + FP + FN).
The variables TP, FN, and FP denote true positive, false negative, and false positive,
respectively. In this experiment, the proposed method gives the completeness of
90.09 %, the correctness of 91.91 %, and the quality of 83.47 %. From the measures
result, it can be seen that the proposed method shows a good performance in the
extraction of residential areas from multispectral satellite imagery. The superposition
result of the original image and extracted residential areas was shown in Fig. 2(f).

Fig. 2. (a) Original image. (b) Result of Classification using spectral feature. (c) Result of
Classification using GLCM texture feature. (d) Result of the proposed method. (e) Result of
filtering by a series of morphology operations. (f) The superposition result of the original image
and the extracted residential areas by the proposed method.
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4 Conclusion

This paper presents a method to extract residential areas, and this method focuses on
extracting large-scale residential areas. The experimental result shows that the proposed
method is effective. There are two advantages about our method described as follows:
Firstly, the preprocessed method is effective in reducing noises by removing vegetation
regions, shadows and water areas. Secondly, the designed classifier can effectively
distinguish residential areas. However, the proposed method is semi-automatic which
requires manual intervention. Future work will therefore focus on improving the degree
of automation.

Acknowledgments. This work is supported by the project of science and technology of Fujian
province (2016H0001), the project of Fuzhou Municipal Science and Technology Bureau
(2015-G-53), and the key project of science and technology of Fujian province (2014H6006).

References

1. Vatsavai, R.R., Bright E., Varun C., et al.: Machine learning approaches for high-resolution
urban land cover classification: a comparative study. In: International Conference and
Exhibition on Computing for Geospatial Research & Application, pp. 1–10, Washington,
DC, USA (2011)

2. Tao, C., Tan, Y., Zou, Z.R., et al.: Unsupervised detection of built-up areas from multiple
high-resolution remote sensing images. IEEE Geosci. Remote Sens. Lett. 10(6), 1300–1304
(2013)

3. Chen, H., Tao, C., Zou, Z.R., et al.: Automatic urban area extraction using a gabor filter and
high-resolution remote Sensing imagery. Geomat. Inf. Sci. Wuhan Univ. 38(9), 1063–1067
(2013)

4. Fauvel, M., Chanussot, J., Benediktsson, J.A.: Decision fusion for the classification of urban
remote sensing images. IEEE Trans. Geosci. Remote Sens. 44(10), 2828–2838 (2006)

5. Benediktsson, J.A., Pesaresi, M., Amason, K.: Classification and feature extraction for
remote sensing images from urban areas based on morphological transformations. IEEE
Trans. Geosci. Remote Sens. 41(9), 1940–1949 (2003)

6. Holben, B.N.: Characteristics of maximum-value composite images from temporal avhrr
data. Int. J. Remote Sens. 7(11), 1417–1434 (1986)

7. Ohtsu, N.: A Threshold selection method from gray-level histograms. IEEE Trans. Syst.
Man Cybern 9(1), 62–66 (1979)

8. Fogel, I., Sagi, D.: Gabor filters as texture discriminator. Biol. Cybern. 61(2), 103–113
(1989)

9. Manjunath, B.S., Ma, W.Y.: Texture features for browsing and retrieval of image data. IEEE
Trans. Pattern Analy. Mach. Intell. 18(8), 837–842 (1996)

10. Burges, C.J.C.: A tutorial on support vector machines for pattern recognition. Data Min.
Knowl. Discov. 2(2), 121–167 (1998)

11. Haralick, R.M., Shanmugam, K., Dinstein, I.: Texture features for image classification. IEEE
Trans. Syst. Man Cybern. 3(6), 610–621 (1973)

98 R. Xu et al.



Tooth Segmentation from Cone Beam Computed
Tomography Images Using the Identified Root

Canal and Harmonic Fields

Shi-Jian Liu1,2,3, Zheng Zou4(B), Ye Liang5, and Jeng-Shyang Pan1,2

1 Shcool of Information Science and Engineering, Fujian University of Technology,
No. 3 Xueyuan Road, University Town, Minhou, Fuzhou 350118, Fujian, China

{liusj2003,jengshyangpan}@fjut.edu.cn
2 Key Laboratory of Big Data Mining and Applications of Fujian Province,

No. 3 Xueyuan Road, University Town, Minhou, Fuzhou 350118, Fujian, China
3 The Key Laboratory for Automotive Electronics and

Electric Drive of Fujian Province, No. 3 Xueyuan Road, University Town,
Minhou, Fuzhou 350118, Fujian, China

4 Shcool of Information Science and Engineering, Central South University,
No. 932 South Lushan Road, Changsha 410083, Hunan, China

zouzheng84@csu.edu.cn
5 Department of Stomatology, Xiangya Hospital of Central South University,

No. 100 Xiangya Road, Changsha 410005, Hunan, China

Abstract. In this paper, a novel method is introduced to segment tooth
from Cone Beam Computed Tomography images. Different from tradi-
tional methods, the root canal centerline identified by graph theory based
energy minimization problem is applied as prior knowledge aiding for the
segmentation. Besides, though we use the idea of contour tracking strat-
egy as adopted by most published methods based on slice-by-slice basis,
within a slice, the segmentation is based on the harmonic field theory,
which makes our method superior to the traditional ones. Effect and
efficiency of ours are proved by the experiments.

Keywords: Segmentation · Root canal · Cone Beam CT · Harmonic
field

1 Introduction

There are two major ways nowadays to capture in vivo dental information into
its digital format. The first one is to use a laser scanner, which is a popular
three dimensional (3D) approach and can be used to capture the geometry of
crown surface accurately. However, as we know, the laser beams cannot reach the
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internal of object, therefore, it is unable to capture the root of tooth. As another
option, Cone Beam Computed Tomography (CBCT) techniques are widely used
in the clinic, since the X-ray it adopted can pass through human body and
tell the differences among different organs. Actually, the CBCT images play an
very important role in the computer-aided diagnosis, treatment planning and
virtual surgery for dental routines such as root canal therapy, where information
of the root is crucial to their successes. In order to be used by the computer, a
primary step of the CBCT based approach is to distinguish tooth from the rests,
which is the aim of this work. In other words, we want to find a feasible way to
segment individual teeth from CBCT images. The segmentation of tooth from
CBCT images is challenging according to Gao et al. [11]. Firstly, the tooth is
very close to surrounding objects, such as adjacent teeth (see Fig. 1(a)) or jaw
bones (seen Fig. 1(c)). Therefore, many suspicious boundaries exist and they even
disappeared where adjacent teeth touch each other. Secondly, the tooth contour
also suffers from topological change among different images. For example, the
first molar in Fig. 1(b) can be seen as one connected region, while becomes three
region in Fig. 1(c). Thirdly, the resolution of tooth is limited, because the image
represents the entire head and some surroundings. As Fig. 1(d) demonstrated,
the region of tooth in red rectangle is relatively small comparing to the entire
region of image in blue rectangle. Fourthly, the CBCT images may be very noisy
for the reason of reduced radiation dose, which is for the consideration of healthy.
Lastly, efficiency is important due to large number of slices for each tooth.

Fig. 1. Challenges of the tooth segmentation lives in: adjacent teeth (a), topological
changes (b, c), and limited resolution (d).

1.1 Related Work

Lots of methods have been proposed for medical image segmentation. Some of
them are relatively simple, such as threshold based method and region growing
[17,19]. Others may based on more some complex methodologies or procedures,
such as max-flow/min-cut based graph cut [5] method and contour evaluation
based Snakes [2] or Level Set [8] algorithm. But none of them can be used as
general approach suitable for ever organ segmentation problems, which is the
conclusion of a survey [7].

Since the CT images can be view as an entire 3D volume or a sequence of
2D images, the existed tooth segmentation methods can be classified into two
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categories, namely the volume based and slice based approaches. 3D mesh models
(or well know as template) which represents the mean shape and prior knowledge
of each teeth are generally required for the segmentation and reconstruction of
volume based methods [4,6]. In order to get the desire models, training processes
are commonly needed based on some previous constructed databases, which
make the method of this kind extremely complex and time costing. By contrast,
slice based methods treat CT images in their very native way. Namely, they
work on a slice-by-slice basis, and in order to track the segmentation boundary
(or contour) in consecutive slices, the contour of segmented slices will be offered
as prior knowledge for the segmentation of adjacent slices generally. Among the
slice based methods, Level Set is the most adopted algorithm [10–13,16]. The
segmentation of a slice is achieved by process named contour evolution, it is a
iterative procedure initialized by a given contour, and evolved under the target
of minimization of a specified energy function. Therefore, the choice of the initial
contour and energy function are critical to the results. Parameter tunings are
generally required in order to get a excellent result for different cases [9]. Liao et
al. [14,15] adopt the thin-plate splines to connect control points specified by user
interactions as the segmentation boundary of tooth in CT volume. Though user
interactions can offer high level knowledge aiding for the segmentation, which
are good especially for the Ground Truth generation, but too many of them will
be time-costing and lead to tedious user experiences.

This paper also adopt the slice-by-slice basis, but different from the existed
method, the centerline of root canal will be identified in the first place and used
as prior knowledge in additional to the contour of adjacent slices. Furthermore,
harmonic field theory other than algorithms such as level set is used in this paper
to find the segmentation boundary. The rest of this paper will be organized as
follows. In Sect. 2, a root canal centerline identification method based on graph
theory is introduced. Section 3 presents the harmonic field based segmentation
method. Then, Sect. 4 shows some experimental results and assessments. Finally,
the Sect. 5 concludes the paper.

2 Graph Theory Based Root Canal Centerline
Identification

Instead of solid object, within a tooth there exist some spaces anatomically where
soft tissues, such as the blood vessels and nerve, can be found. Therefore, in the
CBCT images, low intensity areas appear inside the tooth in contrast with the
high intensity bone tissues as can be seen in Fig. 1.

A root canal is the tubular structure within the root of a tooth. In this
paper, we treat it as an important prior knowledge based on the fact that a
tooth can be located as long as its root canals are identified. In order to achieve
that, centerline, which is an efficient descriptive way of root canal, will be firstly
defined as a path formed by consecutive edges between two selected terminal
points in the graph constructed from CT volume. Then, similar to the level set
approaches, energy terms will be special designed and assigned to every edges of
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the graph on the condition that the centerline will possess the minimum energy
values than any other path’s between the two specified terminals. Finally, the
classic shortest weighted path algorithm can be used to solve the minimization
problem where energy term of each edge is the weight.

2.1 Definition of the Graph and Centerline

A 3D volume can be seen as the superposition of two-dimensional (2D) CT
images in the order of their Z-coordinations. The 2D pixel in images is referred
to as voxel in 3D volume. A most intuitive while inefficient way of graph con-
struction is to use every voxels as graph vertexes and the line determined by
each two neighboring voxels as graph edges, because the scale of the graph will
become too complicated to be processed generally. An improvement is to use a
subset of entire voxels in the construction.

Actually, a skeletonization method [1] is used to remove the voxels, which
definitely no belonging to the root canal region, during the graph construction.
And we use the classic Dijkstra algorithm for the shortest weighted path problem
solving.

A discrete version of the root canal centerline is a path of graph we con-
structed, which can be described by a sequence of graph vertexes {x1, x2, ..., xk},
where x1 and xk are two vertexes closest to the terminal points of centerline. If
we assign each edge a energy term E(xi, xi+1), (1 ≤ i ≤ k − 1), than the energy
of the path can be depicted as Eq. 1.

k−1∑

1

E(xi, xi+1) (1)

2.2 Designation of the Energy

In this paper, two aspects are considered in the designation of energy term
as described above, including the position P (xi, xi+1) and tangential direction
D(xi, xi+1) of edge xi, xi+1 as described by Eq. 2.

E(xi, xi+1) = αP (xi, xi+1) + (1 − α)D(xi, xi+1) (2)

Volume intensities and structure tensor are adopted to formulate the
P (xi, xi+1) and D(xi, xi+1) for the consideration that the centerline is supposed
to exist in a low intensity tubular structure. And the α is set to 0.5 to balance
them. In additional, every voxel intensities of input volume V is firstly reversed
V ′ according to Eq. 3 so as to enhance the root canal region.

I ′(x) = M − I(x) (3)

where M, I(x) denotes the maximum intensity of volume V and the intensity at
voxel x respectively.
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Then, the proposed P (xi, xi+1) and D(xi, xi+1) will meet the Eqs. 4 and 5.

P (xi, xi+1) =
2M − (I(xi) + I(xi+1))

2(M − m)
(4)

D(xi, xi+1) = 1 −
√

λ2
2λ3

2(v • e1)
2 + λ1

2λ3
2(v • e2)

2 + λ1
2λ2

2(v • e3)
2

λ1λ2
(5)

where M,m, I(xi) are the maximum, minimum intensity and the intensity at
voxel xi of the modified volume V ′. λi, ei(i = 1, 2, 3) are eigenvalue and eigen-
vector of structure tensor of xi subjected to λ1 ≥ λ2 ≥ λ3, v is the vector from
xi to xi+1, • denotes the dot product operation.

3 Harmonic Fields Based Tooth Segmentation

Our segmentation strategy is to construct a scalar field ϕ (i.e. the harmonic
field) of image pixels, which satisfies Δϕ = 0 (Δ is the Laplacian operator) and
subject to particular Dirichlet boundary conditions (namely the constrains).
More details of the harmonic field can be found in our previous work [20].

3.1 Segmentation Within a Slice

If we view the Laplacian operator of each pixel together as a matrix L (i.e., the
Laplacian matrix), the element Lij of L can be expressed as Eq. 6.

Lij =

⎧
⎪⎪⎨

⎪⎪⎩

∑
kWik, if i = j, k �= i

−Wij , if i are j are neighbors

0, otherwise

(6)

where Wij is the weighting function should be designed for different cases. Let
I(i), I(j), Lij denote the intensity of pixel i, j and the distance between them,
then our Wij meets the Eq. 7.

ωij = e
− (I(i)−I(j))2

Lij
2 (7)

In order to solve the linear system Lϕ = 0, the constrains should be specified.
For example, pixels of two categories are preset to 0 and 1 respectively, which
are the minimum and maximum scalar of the harmonic field. Generally, one
category includes pixels which belonging to the aims of segmentation (e.g., the
tooth in our case), others are background pixels. Therefore, pixels belonging to
the identified root canal centerlines and image boundaries can be treated as the
two sets of constrains respectively.

After acquiring the harmonic field by solving the linear system determined
by Laplacian matrix and the constrains, one of the harmonic iso-lines can be
used as the segmentation boundary.
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Fig. 2. Assignment of the Sc (a), St (b), and VOI (c) by user interactions.

Fig. 3. Demonstration of contour tracking. The first row depicts the constrains, second
row shows the harmonic field and its iso-lines, the third row presents the acquired
contours.

3.2 The Contour Tracking Procedure

We name the entire segmentation procedure as contour tracking because the
harmonic field based segmentation method described above is carried out itera-
tively from Sc to St to track the tooth contours and solve the problem. Sc and
St are two extreme image slices closest to the crown side and tip side of tooth
which include root canal centerline. User interactions are involved to assign the
Sc and St (see Fig. 2(a) and (b)), as well as the Volume of Interest (VOI, see
Fig. 2(c)) which includes the objective tooth.

Fig. 4. Comparison results between the MS (the first row) and ours (the second row).
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During the iteration, the shape of acquired contour in current slice will guide
for the extraction of contour in the next slice. Figure 3 demonstrated the entire
procedure.

4 Experiments and Result

The proposed system is implemented on a personal computer (2.67 GHz Core
Duo processor and 4 GB memory) based on the Visualization Toolkit [18] and
using C++ for programming. The CBCT images are provided by Xiangya Hos-
pital of Central South University.

Fig. 5. Average time consumption (in seconds).

Fig. 6. Demonstrate of the segmentation results. (a) Segmentation contours of some
slices. (b) The identified centerlines. (c) Overlapping of the final result and the volume.



106 S.-J. Liu et al.

Some experiments are carried out to evaluate the proposed method. Firstly,
a Morphological Snakes (MS) algorithm [3] is adopted for the comparison. As
showed in Fig. 4, our method is more accurate than the MS.

Then, the average time consumption for root canal centerline identification
and contour tracking also are recorded (see Fig. 4) grouped by teeth indexes (i.e.,
from 11 to 17 and 21 to 27 according to the Federation Dentaire Internationale
notation method).

Finally, the segmentation result of a tooth with multiple root canal is depicted
in Fig. 6 to demonstrate the effect of the proposed method.

5 Conclusion and Future Works

This paper presents a novel segmentation method of tooth from CBCT images.
Firstly, the root canal centerline identified by graph theory based energy min-
imization problem is applied as prior knowledge aiding for the segmentation.
Besides, though we use the idea of contour tracking strategy as adopted by most
published methods, within a slice, the segmentation is based on the harmonic
field theory, which makes our method superior to the traditional ones. Effect
and efficiency of ours are proved by the experiments.

As can be seen in the experiment, the major time consumption of our method
is the cost for harmonic field generation. Though strategies for accelerating such
as VOI extraction have been achieved in this work, further improvement is still
a direction of our future works.
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Thresholding Method Based on the Relative
Homogeneity Between the Classes
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Abstract. Image binarization method focusing on the objects emphasized
much the homogeneity of the object gray level distribution, can overcome some
shortcomings of famous Otsu’s method. In this paper, the specific information of
image is considered, the gray and neighborhood average histogram are applied,
a more detailed description of the threshold calculation is presented. A new
threshold discriminant criterion is proposed with relative homogeneity infor-
mation both of foreground and background. Using valley point neighborhood
histogram information, a modified discriminant analysis is constructed. The
experimental results on images with a minimal distribution difference between
classes show that, compared to both Otsu’s and focusing on the objects methods,
the proposed method has not only better segmentation accuracy, but also better
adaptability for images.

Keywords: Image segmentation � Otsu’s method � Threshold discriminant �
Gray histogram � Relative homogeneity

1 Introduction

Image segmentation is one of the most fundamental and important tasks in image
analysis [1–4]. In [5], the authors described the 40 thresholding applications methods,
which are categorized into the six groups based on the type of information used.

In earlier research, Otsu [6] proposed maximum between-class variance criteria to
select the best threshold, which is regarded as one of the classic techniques and
clustering criterion [5]. Nonetheless, the Otsu’s method will provides a biased
threshold when the gray level distribution functions have either unequal variances. As
an attempt to overcome the inherent defect of Otsu’s method, Hou [7] proposed
minimum class variance thresholding (MCVT) method. Chen [8] analyzed the limi-
tations of Otsu’s criteria and developed a new binarization method by defining a
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discriminant criterion. Extensive research [9–12] has been already conducted to
introduce new robust thresholding techniques based on the class variance thresholding
segmentation.

In this paper, based on Chen’s [8] method, a more detailed description of the
threshold calculation is presented using image gray distribution histogram information.
In addition, we analyzed the shortcoming of Chen’s method, developed a new
thresholding discriminant with relative homogeneity between foreground and back-
ground. With the specific histogram distribution images, a valley point neighborhood
histogram information was introduced to modify the discriminant criterion. The
experiments results on real images demonstrate that the approaches can perform not
only visually better segmentation but can better adapt to the images of different gray
distribution characteristics.

2 Image Binarization Focusing on Objects

2.1 Otsu’s Method

Assume the gray levels of the given image ranges in 0; 1; 2; � � � ; L� 1f g, where L is
the total number of gray levels of the image, M � N is the size. The gray value of pixel
x; yð Þ is expressed by i, f ðiÞ is the total pixels number of gray level i, then the prob-
ability of gray level i is expressed as:

pðiÞ ¼ f ðiÞ
M � N

; i ¼ 0; 1; � � � ; L� 1

Otsu’s binarizing method selects an optimal threshold t for a given image by a
within-class discriminant function [6]:

r2W ðtÞ ¼ P1ðtÞr21ðtÞþP2ðtÞr22ðtÞ

¼
Xt�1

i¼0

pðiÞði� l1ðtÞÞ2 þ
XL�1

i¼t

pðiÞði� l2ðtÞÞ2
ð1Þ

Where, r21ðtÞ ¼
Pt�1

i¼0
ði� l1ðtÞÞ2 pðiÞ

P1ðtÞ; r
2
2ðtÞ ¼

PL�1

i¼t
ði� l2ðtÞÞ2 pðiÞ

P2ðtÞ: P1ðtÞ ¼
Pt

i¼0
pðiÞ;

P2ðtÞ ¼
PL�1

i¼tþ 1
pðiÞ is the prior probability, l1ðtÞ ¼

Pt

i¼0

ipðiÞ
P1ðtÞ ; l2ðtÞ ¼

PL�1

i¼tþ 1

ipðiÞ

P2ðtÞ is the mean

of two classes. And thus, the optimal threshold value t� is:

t� ¼ Arg max
0� t�L�1

r2W ðtÞ ð2Þ
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2.2 Binarization Focusing on Objects

From above, in nature, Otsu’s method views both the object and background as having
uniformity or homogeneity of gray levels. However, such a case just holds partially.
For some images, the pixels of object may have more uniformity or homogeneity in
gray level distribution than the background, it means that the background possesses
more likely a heterogeneous and non-uniform distribution, and naturally produces
many different and diverse gray levels. Therefore, a biased threshold estimate will
possibly be resulted with adopting a single mean to represent the background. In
addition, Otsu’s criterion only takes the gray levels into account but neglects their
spatial distribution and contextual relationship, it neglects the continuity of the object
gray levels and thus more likely over-stresses a role played by the numbers of the two
class pixels rather than the gray levels themselves.

In order to remedy such shortcomings, Chen [8] defined an alternative discriminant
criterion, it focus primarily on the object to be segmented and at the same time, only
assumes that object has gray level homogeneity. As a result, the threshold selection can
still be considered as a classification problem, an optimal gray level t* is selected which
makes the following new criterion JLCðtÞ minimized:

JLCðtÞ ¼ P1ðtÞ
P2ðtÞ

� �a

P

ðx;yÞ2o
kðgðx; yÞ � mÞ2 þð1� kÞð�gðx; yÞ � mÞ2
h i

P

ðx;yÞ62o
kðgðx; yÞ � mÞ2 þð1� kÞð�gðx; yÞ � mÞ2
h i ð3Þ

Then, the optimal threshold t� is:

t� ¼ arg min
0� t� L�1

JLCðtÞ ð4Þ

Here, m ¼ 1
Oj j

P

ðx;yÞ2O
gðx; yÞ; P1ðtÞ ¼ 1

Oj j ; P2ðtÞ ¼ 1
N� Oj j ; O is the set of pixels

belonging to the object, ðx; yÞ denotes the gray level of the pixel at ðx; yÞ, �gðx; yÞ is the
neighboring average,W is a window centered at (x, y) and |W| is usually taken as 3 � 3
or 5 � 5, m is the mean of gray levels of the object foreground, N is the total number of
pixels, aða� 0Þ is an exponent and adjusts ðP1ðtÞ=P2ðtÞÞa to achieve some trade-off
and k (0 � k � 1) also is an adjustable parameter to trade off the proportion. In
formula (4), the numerator only measures the object-class similarity or scatter degree,
in which the second term reflects local spatial continuity or homogeneity. The more
similar the pixels in the object, the smaller the scatter and thus the smaller the value of
the numerator is. And the denominator in (3) measures the background-class dissim-
ilarity to the object. A larger value of the denominator implies that two classes are
better separated even when background is heterogeneous.

This criterion more focuses on both the similarity of the object class itself and the
dissimilarity of the background to the object, for better avoiding the problem probably
incurred by the heterogeneity of background. Even if the background is not consistent,
the object can be better separated. It seems somewhat consistent with a human intuition

110 H. Zhang and W. Hu



of segmenting image: an object with a uniform distribution in a diverse and
non-uniform scene can easier be discerned and identified by our human eyes.

3 Application Based on Image Histogram Information

As described in Sect. 2, the threshold discriminant gives a new criterion for threshold
selection. Based on this criterion, the threshold value is selected focusing on the
homogeneity object, and local neighborhood mean is introduced. It is not only better to
segmentation but also has a relatively obvious removal ability for noise.

In the above discriminant, it is implied that m can represent all, and t can also
represent all. In the selection of image threshold, if we take into account the difference
of the gray level histogram and the neighborhood average histogram, a more detailed
description can be given.

Here, based on the Otsu’s within-class variance method, we introduced the image
gray histogram and the pixel neighborhood average information. The variables in the
formula (4) can be described in detail, then thresholding criterion is obtained, i.e.

JOðtÞ ¼ P1ðtÞ
P2ðtÞ

� �a

P

i2O
k � pðiÞði� lðtÞÞ2 þð1� kÞ � pðiÞði� �lðtÞÞ2
h i

P

i 62O
k � pðiÞði� lðtÞÞ2 þð1� kÞ � pðiÞði� �lðtÞÞ2
h i ð5Þ

Where, P1ðtÞ ¼ 1=
P

i2O
pðiÞ; P2ðtÞ ¼ 1=

P

i 62O
pðiÞ are the prior probability of object

and background, lðtÞ denotes the object area mean value of original image, lðtÞ
denotes the object area mean value of neighborhood average image. lðtÞ¼
P1ðtÞ

P

i2O
ipðiÞ; k; a are adjusting parameters.

Figure 1 is the segmented results of Color image by using formula (5). Figure 1(a)
is original image, Fig. 1(b) is the segmented result by JOðtÞ (denoted as 1d_O), Fig. 1
(c) and Fig. 1(d) are the segmented results by 1d and 2d Otsu’s methods, (denoted as
1d_Otsu and 2d_Otsu) respectively. From Fig. 1, we can see that the segmentation
results can’t be obtained using 1d_Otsu and 2d_Otsu methods, while the object
extraction result by JOðtÞ is complete and clear, as shown in Fig. 1(b). The parameters
a and k were calculated by 0.5 according to the paper [8].

(a) Original image (b) 1d_O    (c) 1d_Otsu (d) 2d_Otsu

Fig. 1. The thresholded results of color image
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However, in the application of some images, we found the limitation of this
thresholding criterion. To simplify, assuming formula (5) is expressed as:

JOðtÞ ¼ P1ðtÞ
P2ðtÞ

� �aðr1ðtÞÞ2
ðr2ðtÞÞ2

ð6Þ

In which, r1ðtÞð Þ2¼ P

i2O
k � pðiÞði� lðtÞÞ2 þð1� kÞ � pðiÞði� �lðtÞÞ2
h i

;

r2ðtÞð Þ2¼ P

i 62O
k � pðiÞði� lðtÞÞ2 þð1� kÞ � pðiÞði� �lðtÞÞ2
h i

As an example, the experimental data of Rice image are described, as shown in
Fig. 2. With the increase of the threshold t, r1ðtÞð Þ2 increases monotonically, while
r2ðtÞð Þ2 decreases monotonically about t. This result produces an meaningless extreme
value. Naturally, the applicability of discriminant function is limited.

Analyzing the reason, the composition of JOðtÞ only includes the degree of con-
sistency of object (background) with respect to the other pixels, the less the pixels, the
better the relative uniformity. That is, with increasing of pixels number, the relative
uniformity will be more and more poor, JOðtÞ shows monotonous.

4 Thresholding Method Based on the Relative Homogeneity
Between Classes

From above section we know, the optimal threshold value can not be obtained only by
considering the homogeneity of object (background). In thresholding, the pixels with
good homogeneity may be located in the low value region, also be located in the high
value region, therefore, the above discriminant can be described as the following:

Fig. 2. Experimental data curve of rice image
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JO1ðtÞ ¼ P1ðtÞ
P2ðtÞ

� �a
Pt�1

i¼0
k � pðiÞ � ði� l1ðtÞÞ2 þð1� kÞ � pðiÞ � ði� l1ðtÞÞ2
h i

PL�1

j¼t
k � pðjÞ � ðj� l1ðtÞÞ2 þð1� kÞ � pðjÞ � ðj� l1ðtÞÞ2
h i ð7Þ

JO2ðtÞ ¼ P2ðtÞ
P1ðtÞ

� �a
PL�1

i¼t
k � pðiÞ � ði� l2ðtÞÞ2 þð1� kÞ � pðiÞ � ði� l2ðtÞÞ2
h i

Pt

j¼0
k � pðjÞ � ðj� l2ðtÞÞ2 þð1� kÞ � pðjÞ � ðj� l2ðtÞÞ2
h i ð8Þ

Where, P1ðtÞ ¼ 1
�

Pt�1

i¼0
pðiÞ; P2ðtÞ ¼ 1

�
PL�1

i¼t
pðiÞ; l1ðtÞ ¼

Pt�1

i¼0
ipðiÞ

�
Pt�1

i¼0
pðiÞ;

l2ðtÞ ¼
PL�1

i¼t
ipðiÞ

�
PL�1

i¼t
pðiÞ.

JO1ðtÞ denotes the criterion function in which homogeneity is better in low gray
level region, JO2ðtÞ denotes the criterion that homogeneity is better in high level region.
For an image, the information will be lost if only using formula (7) or (8), for the
regional internal uniform information, we can combine the two formulas and construct
a new threshold formula as follows:

JOBðtÞ ¼ JO1ðtÞþ JO2ðtÞ ð9Þ

Then, the optimal thresholding value is:

t� ¼ arg min
0� t� L�1

JOBðtÞ ð10Þ

In the above formula, it is not needed to distinguish the object is in low or high gray
level region, which takes into account the uniformity and the integrity of the two
classes. Especially for some images, the object region is homogeneous, and the
homogeneity of background is better either.

Comparing formula (9) with within-class Otsu formula (1), we can see the
numerator are the same, while the denominator is used to measure the relative degree of
uniformity. For the two classes, although there is greater uniformity difference, but
compared to the other class, there is a better homogeneity characteristics. Therefore, we
defined this method as the thresholding method based on the relative homogeneity
within-classes.

For demonstrating the effectiveness, we use the three images shown in Figs. 3 and
4 to compare segmenting effects with JO1ðtÞ; JO2ðtÞ; JOBðtÞ and 1d _Otsu.

Figures 3 and 4(a) are original images, Figs. 3 and 4(b) are the segmented result by
JO1ðtÞ (1d_O1), Figs. 3 and 4(c) are the segmented result by JO2ðtÞ (1d_O2), Figs. 3
and 4(d) are the segmented results by JOBðtÞ (1d_OB), Figs. 3 and 4(e) are the seg-
mented results by 1d_Otsu. The thresholding value are shown in Table 1. Comparing
with the segmented results of the four methods, we can see that the proposed relative
homogeneity method can obtain the most complete object extraction results.
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5 Modified Thresholding Method Based on the Relative
Homogeneity Between Classes

In Sect. 4, using the relative homogeneity method between the object and background,
the rationality of threshold selection can be improved, and the better segmentation
effect can be obtained. However, for some images with complex background or specific
distributions, the applicability is still limited, as shown in Figs. 5 and 6(b) of the Aerial
and Cont images. Although, using JOBðtÞ method, the monotonic problem of function
JO1ðtÞ and JO2ðtÞ can be solved, but the large difference of distribution uniformity
between object and background leads to relatively large threshold selection bias.

(a) Original image (b) 1d_O1 (c) 1d_O2 (d) 1d_OB (e) 1d_Otsu

Fig. 3. The thresholdeds result of rice image

(a) Original image (b) 1d_O1 (c) 1d_O2 (d) 1d_OB (e) 1d_Otsu

Fig. 4. The thresholded results of letter image

(a) Original image (b) 1d_OB (c) 1d_OBM (d) 2d_Otsu

Fig. 5. The thresholded results of aerial image
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Therefore, for such images, the threshold formula need to be adjusted combining with
the other spatial information.

Based on gray distribution histogram of image, the optimal threshold should be
located at the valley point, therefore, using the idea of revised valley-emphasis [13],
taking into account the neighborhood information of the valley point, a modified
thresholding method based on the relative homogeneity is proposed.

Assuming the original image histogram is denoted as f ðgÞ, then the modified
formula is:

�f gð Þ ¼ f g� mð Þþ f g� mþ 1ð Þþ . . .þ f gð Þþ f gþ 1ð Þþ . . .þ f gþmð Þ½ � ð11Þ

This formula can be viewed as a filter, it can be simplified as:

�f gð Þ ¼
Xm

i¼�m

f gþ ið Þ ð12Þ

In which, m can be valued 1,2,3. The greater m, the longer the filter.
Since the optimal threshold should be located at the valley point, the gray proba-

bility and the neighborhood gray probability should be taken as the minimum. So a
new threshold formula is constructed as:

JOBMðtÞ ¼ �f ðtÞ � ½JOBðtÞ� ð13Þ

(a) Original image (b) 1d_OB (c) 1d_OBM (d) 2d_Otsu

Fig. 6. The thresholded results of cont image

Table 1. Comparison of segmentation results for 4 methods on 2 images

Method 1d_O1 1d_O2 1d_OB 1d_Otsu

Rice 42 227 117 124
Letter 2 253 155 150

Table 2. The threshold results of 3 methods

Method 1d_OB 1d_OBM 2d_Otsu

Aerial 135 48 145
Cont 149 75 148
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The optimal thresholding value t� is:

t� ¼ Arg min
0� t�L�1

½JOBMðtÞ� ð14Þ

The results of valley point histogram modification method is shown in Figs. 5 and 6
(c), it is simplified as 1d_OBM. Figures 5 and 6(a) are original images, Figs. 5 and 6(b)
and Figs. 5 and 6(d) are the results by 1d_OB and 2d_Otsu methods. From Table 2, we
can see the thresholded values. For the two images, there is large difference between
two classes. The results show that the integrity and clarity of object extraction are
obviously improved by using the modified method. In this paper, we take parameter
m ¼ 2.

6 Conclusion

In this paper, we discussed thresholding method based on uniform classification cri-
terion, analyzed the limitations of Otsu’s method. Based on the method focusing on the
objects, using gray and neighborhood average gray histogram, a more detailed
description of the threshold discriminant function is developed. Taking into account the
homogeneity information both of foreground and background, the threshold discrimi-
nant criterion based on the relative homogeneity is proposed.

Comparing with the method focusing on the objects, this method introduced the
relative uniformity information, the adaptability is better to images. For some images
with specific histogram distribution, using the idea of neighborhood histogram modi-
fication, the optimal threshold point should be located at the valley point. The method
makes a modification to the deviation because of the different uniformity, and the
segmented result is more reasonable.

Evaluation of the application to several test images illustrates the adaptability of the
proposed methods, and which is better than 1d_Otsu, Chen’s method and 2d_Otsu. It is
obviously forward to extend the methods to multilevel thresholding problem by ter-
minating the grouping process as the expected segment number is achieved.
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Abstract. The nearest neighbors (NN) algorithm is a traditional algorithm uti-
lized in many research areas like computer graphics, classification and/or
machine learning. This paper aims at the fixed-radius nearest neighbors algorithm
in 2D space. The neighbors are searched within a circular neighborhood which is
positioned in the bounded space. The radius of the circle is known in advance.
The uniform grids can be efficiently utilized for a nearest points query acceler-
ation. This paper presents a study comparing the square and the hexagonal
uniform grids and their suitability for a circular neighborhood querying. The two
algorithms checking the mutual position/intersection of a circle and a square or a
hexagon are described. The tests show the supremacy of the hexagonal grid.

Keywords: Nearest neighbors �NN �Hexagon �Uniform grid �Hexagonal grid

1 Introduction

The fixed-radius nearest neighbors (FRNN) algorithm searches all the points in a cir-
cular neighborhood with the defined radius. Usually, the neighbors of all vertices of a

dataset are searched. The brute force algorithm thus computes O Vj j2
� �

distances,

where Vj j is the total number of vertices. The radius is known in advance, so that it is
possible to build a query structure that decides which spatial areas are worth to browse.
Beside the traditional hierarchical clustering methods (Octree, kd-tree, BVH, etc.) [1–3],
the straightforward methods utilizing the uniform regular grids can be used. The sur-
rounding cells potentially hit by the radius contain the significant vertices. Franklin [4]
pointed out that the hierarchical methods need a lot of memory to store the hierarchical

information, their preprocessing time is mostly fromO Vj j log Vj jð Þ toO Vj j2
� �

and their

query time complexity is about O log Vj jð Þ. Thus, he introduced a nearest neighbor
method called the Nearpt3 [4], which is based on the idea of the uniform grid and its
query complexity is considered to be O 1ð Þ. The Nearpt3 uses a linear representation of
the vertices instead of the spatial trees. The number of vertices located in the sur-
rounding cells is limited to some k. which usually represents just a small fraction of Vj j.
The computation time is thus much lower in the datasets with a reasonable vertex
distribution. Several single-thread and parallel nearest neighbors algorithms based on
the uniform grids have been published for large graphs visualization [5], particle
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simulation [6, 7] and/or ray tracing [8]. The fundamental uniform grid cells are the
squares, because they are very simple to use. However, the uniform hexagonal grids can
be also utilized in a similar way. The paper [9] presents a method using a linear
representation of the hexagonal cells for a search of the NN in 2D sparse datasets. Only
the surrounding hexagonal rings are checked for neighbors. The hexagons can efficiently
tile the 2D space and their shape is closer to a circle, so that they can even overcome the
orthogonal grids in some cases. The papers [10–12] showed the advantages of the
hexagonal grids for the circular neighborhood search on a theoretical level.

This paper aims at the FRNN search using the uniform grids. It provides a com-
parison of the orthogonal and hexagonal grids. The method introduced in this paper is
based on the simple algorithm from the paper [9] which is improved here with novel
algorithms testing the circle-square or circle-hexagon mutual position, which reduce
the necessary number of distance computations.

2 Our Approach

This section introduces the modified FRNN algorithm. It extends the principle from [9]
by the intersection algorithms. The two uniform grids are tested: square and hexagonal.
First, the algorithms testing the intersection of a cell and a circle are described in
Sect. 2.1. Next, the algorithm searching the FRNN is briefly introduced in Sect. 2.2.

2.1 Circle Intersection

This section presents two intuitive algorithms testing the mutual position of a circle and
a cell (square, hexagon), which return the corresponding values. If a cell is completely
outside the circle the cell will be skipped (Value 0). If a cell is just hit by the circle all the
contained vertices will be sequentially checked (Value 1). If a cell is completely inside
the circle all the contained vertices will be classified as neighbors (Value 2). The
principal metric of the grid is the side size S of a square or a regular hexagon respec-
tively. The advantage is that the both cell shapes can be precisely inscribed into a circle.

Circle-square Intersection. In the square grids, the intersection of the circle of
neighborhood and the square cells have to be decided. The robust algorithm solving
this problem was published in [13]. This section describes an algorithm specially
simplified for the 2D space and its easy cases. The algorithm is illustrated in Fig. 1 and
described in Function CircleSqrInt. First, the case when the distance of just one
coordinate is too long is checked. Second, the cases when the whole circumscribed
circle (purple) is out of the radius or completely inside the radius are tested. Next, the
easy cases when the square is partially hit by radius from side (green area) and the cases
when the radius hits the corners (red areas) are checked. Otherwise, no intersection is
detected.
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Function CircleSqrInt (C, P, halfSize, halfDiag, radius)
Require
C: center of a square
P: center of a circular neighborhood
halfSize: half of the square size S/2
halfDiag: half of the precomputed square diagonal D/2
radius: radius of the circular neighborhood

Begin
{vector connecting C and P}
CPx = abs(Px - Cx)
CPy = abs(Py - Cy)
{no intersection easy cases}
If CPx > (halfSize + radius) Then Return 0
EndIf
If CPy > (halfSize + radius) Then Return 0
EndIf
{no intersection and full intersection cases}
dist = sqrt( (CPx)^2 + (CPy)^2 )
If (dist - halfDiag) > radius Then Return 0
EndIf
If (dist + halfDiag) <= radius Then Return 2
EndIf
{partial intersection easy cases}
If CPx <= halfSize Then Return 1
EndIf
If CPy <= halfSize Then Return 1
EndIf
{distance to the corners}
If (dist - halfDiag) <= radius Then Return 1
EndIf
Return 0

End

Circle-hexagon Intersection. This section describes an algorithm checking the
intersection of a circle and a hexagon. This is utilized for a neighborhood search in the
2D hexagonal grids. The pointy-topped hexagonal grid is considered. The algorithm is
illustrated in Fig. 2 and described in Function CircleHexaInt. First, the intersection
with the gray bounding box is checked. Next, if the whole circumscribed circle (purple)
is inside the radius, the full intersection is detected. If it is not even hit by the radius, no
intersection is detected. If the green inscribed circle is hit by the radius, a partial
intersection is detected. Otherwise, the area between the both circles have to be
checked according to distance d computed from the angle between the line connecting
the C and P and the grid orientation u ¼ 0; 1ð Þ. The modified algorithm could be used
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for a general orientation of the grid. Equations would be changed according to a
different bounding box and orientation u.

Function CircleHexaInt (C, P, halfWidth, radius)
Require

C: center of a hexagon
P: center of a circular neighborhood
u = (0, 1): the direction of the hexagonal grid
halfWidth: half of the hexagon width w/2
radius: radius of the circular neighborhood

Begin
{vector connecting C and P}
CPx = abs(Px - Cx)
CPy = abs(Py - Cy)
{no intersection easy cases}
If CPx > (halfWidth + radius) Then Return 0
EndIf
If CPy > (size + radius) Then Return 0
EndIf
{no intersection and full intersection cases}
dist = sqrt( (CPx)^2 + (CPy)^2 )
If (size + radius) < dist Then Return 0
EndIf
If (radius - size) >= dist Then Return 2
EndIf
{partial intersection easy case}
If (halfWidth + radius) >= dist Then Return 1
EndIf
{area between the circles}
alpha = acos(CPy/dist)
If alpha > pi/3 Then
If alpha > 2pi/3 Then alpha = alpha - 2pi/3
Else alpha = alpha – pi/3
EndIf

EndIf
beta = 2pi/3 - alpha
d = size * sqrt(3/2) * 1/sin(beta)
If (d + radius) >= dist Then Return 1
EndIf
Return 0

End
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2.2 Fixed-Radius Nearest Neighbors Search

The FRNN algorithm using the presented intersection algorithms is briefly described
here. A point cloud is usually a set of unordered points. This set has to be divided to
clusters, which represent a generalized location of contained vertices. The clusters are
the grid cells here. The FRNN algorithm is based on the searching procedure intro-
duced in [9] which is accelerated by the intersection algorithms. The linear vertex
representation based on a list of existing cells (clusters) is utilized to address the
surrounding cells on the grid hit by the radius r (details in [9]).

Fig. 2. Computation of the circle-hexagon intersection. The gray rectangle represents the area
where the radius can hit the hexagonal cell. The purple circle represents the area which is tested
for the full intersection with the radius. If the radius hits the inscribed green circle, a partial
intersection is detected. The red distance d is computed to handle the area between the two circles
(Color figure online).

S
S/2 D/2

rr

r

r

Fig. 1. Computation of the circle-square intersection. The green square represents the area
where the radius can hit the square cell. The purple circle is the area which is tested for the full
intersection with the radius. The red corners represent the areas where the point to corner vertex
distance has to be checked. (Color figure online)
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Initialization. The Vj j vertices have to be localized in the grid. For each vertex
coordinates of the cell containing the vertex have to be computed. The vertex local-
ization is trivial in the orthogonal grid. The localization in the hexagonal grid is
explained e.g. in [9]. The cell coordinates are recalculated to a linear hash according to
the C-curve order. The vertices are sorted then according to these hashes. The point
clouds are usually sparse, thus this kind of clustering secures that only the existing cells
are considered. A list Cs of cells is built by grouping together of the vertices of the
same cell.

Fixed-radius Nearest Neighbors Query. A query vertex p is localized in the grid.
The algorithm spirals out to the surrounding rings of cells containing the potential
neighbors (see the indexations in Fig. 3). The precomputed list Cs of clusters is used to
address the cells. The list of neighbors Rs is returned. The searching algorithm goes as
follows:

1. A query vertex p is localized in the grid. The coordinates and the linear hash of the
corresponding cell are computed.

2. The surrounding cells are browsed in the manner described in Fig. 3.
3. Each cell is checked for circle-cell intersection. The algorithm distinguishes the

three cases depending on the value returned by an intersection function: 0 – no
intersection, 1 – partial intersection, 2 – full intersection (see Sect. 2.1)

4. In the cases of Value 1 and 2, the cell is binary searched in the Ls according to the
linear hash and the contained vertices are proceeded and popped to the Rs.

5. The list of all neighbors Rs within the fixed radius r is returned.

The presented FRNN algorithm browses the c surrounding cells and checks
maximally n vertices in each cell. The number of cells in the list Cs is Csj j � Vj j. In the
worst case, the query time is O c � log2 Csj jð ÞþO c � nð Þ if all the surrounding cells are
hit by the radius. However, the real time complexity will be much lesser. See the
Sect. 3.
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Fig. 3. Indexation of the cells: (A) Square, (B) Hexagonal
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3 Experiments

This section shows the comparison of the square and hexagonal grids. Both grids were
tested on the artificial datasets with Vj j ¼ 20000 shown in Fig. 4. The charts in Fig. 5
show the comparison of the grids and their suitability for the circular neighborhood

C)B)A)

Fig. 4. Random vertex distributions: (A) Uniform, (B) Gaussian, (C) Gaussian islands

Fig. 5. Medians of distances calculated to find the FRNN of Vj j vertices on the square and
hexagonal grids. The neighbors were searched with/without application of the circle-cell
intersection function and different grid segmentation. The white numbers represent the standard
deviation.
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search. The Euclidean distances calculated to find the FRNN of all the Vj j vertices are
compared. The neighborhood is divided to the specific number of levels (cell rings)
according to the grid segmentation. The FRNN methods with and without application of
the presented intersection algorithms are compared. The dependency on the grid seg-
mentation is shown as well. The approaches utilizing the intersection algorithms reflect
the position of a vertex in the cell and they overcome the previous basic algorithm [9].

4 Conclusion

The Fixed-Radius Nearest Neighbors (FRNN) algorithms comparison on the square
and hexagonal grids was presented. The two simple algorithms to check the
circle-square and circle-hexagon intersection were described. The experiments showed
that the intersection algorithms significantly reduced the number of computed distances
in comparison with the basic approach presented in [9]. The hexagonal grid is obvi-
ously better designed for the circular neighborhoods search than the square one. The
gentler segmentation of the grids also reduced the number of distances on the tested
datasets.
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Abstract. Moving objectives detection is the basis for the application of
computer vision technology, in intelligent video surveillance systems in many
areas have a wide range of applications for dynamic in the context of the moving
object detection, presented in this paper that will improve the pyramid optical
flow law and the combination of edge detection moving object detection
method. First of video pre-processing applications, Wavelet Threshold to
remove noise; second, through the pyramid optical flow to achieve maximum
displacement appears moving objectives; then uses a canny edge detection for
the edge of an image information; and finally will get the optical flow of
information and the edge of the characteristics of the information so the second
value after the integration of the morphology through the follow-up to the
campaign to get accurate target information. Lab results indicate that the algo-
rithm real-time high, the versatile good, you can more accurately detect moving
objectives.

Keywords: Wavelet threshold de-noising � Moving background � Pyramid
Lucas-Kanade optical flow � Canny edge detection

1 Introduction

At the continuous development of economic growth in China under the background of
China’s industrial transformation is becoming increasingly urgent that the German
Government in 2013 put forward the strategy of industrial 4.0. Industrial 4.0 is intel-
ligent manufacturing-oriented revolutionary production methods, aimed at the adoption
of communications technologies, Virtual networks, and the physical network entities
combine intelligent manufacturing industry to economies in transition. This transition
has been the Chinese Government attach great importance to the 2014 12, “Made in
China 2025” concept, which was first introduced. Industrial Shop Digital is to achieve
the transformation of industries and essential step. So far, China has many digital
people-less factories. At the same time, the digital industrial shop security monitoring is
also a very important issue, modern people for video surveillance, no longer stay in the
manual operation of the auxiliary visualization level, but rather through the computer
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automated controls to identify the tracking of the movement in the video, the intelligent
monitoring.

In accordance with the scene with the camera or the existence of relative movement
video processing can be split into static background of sports under Target Detection
and dynamic movement in the context of the target detection. Static background of
sports under target detection now have more sophisticated algorithms: Frame Differ-
ence Methods; background subtraction; optical flow [1]. In relation to the static
background of dynamic background has substantially increased movement target
detection of complexity. Therefore, in the context of the dynamic movement is a key
target detection is also a difficult point.

For dynamic background using Campaign target detection methods template
matching [2], background motion compensation [3] and the optical flow. Template
matching of thinking is to obtain the aims of the a priori characteristics, and make use
of their training classifier, through these classifier vote to detect target. In the case of
known campaign objectives a priori characteristics, you can use this method. Based on
the idea of the motion compensation will be in the video from the camera of the Global
Campaign for movement and by the movement of local sports. The global campaigns
and local sports are two relative independence movement so that it is accessible
through the camera from the motion compensation to eliminate the global movement to
detect the movement of local campaign objectives. Optical Flow [4] may not know any
a priori features detect the movement of an object is an application prospects are better
algorithm, but this method is not able to detect the movement of the complete contour
and vulnerable to light and the impact of noise.

This article examines the camera movement that improved optical flow approach
with edge detection of the aims of the methods of detecting, Horn–Schunck method [5]
for calculating the simple geometric significance intuitive, but when the speed is very
high, it is based on the assumption that the grayscale remain there is a large error; L-k
optical flow requirements in a smaller space and maintains a constant motion vectors,
and pyramid optical flow [6] through sampling and the establishment of multi-tiered
pyramid structures layer can be maximum displacement between the images in the
adjacent movement, displacement has become small enough that this article use L-k
pyramid optical flow approach with canny edge detection method [7], quick operation
speed for maximum displacement robot motion and more accurate detection of
dynamic context of moving objects.

2 Image Pre-processing

Digital video in the acquisition, encoding, transfer, in the process of decoding will
inevitably introduce various noise. Image cleanup of commonly divided into empty
domain noise reduction and frequency domain cleanup of two parts. But these methods
only in an empty field or frequency domain has local capacity to analyze in inhibiting
the image noise, would compromise the edge of an image in the image details in the
following noise reduction become blurred.

This article uses wavelet threshold [8] of the methodologies for the clean-up of
image noise reduction (Figs. 1 and 2).
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2.1 Wavelet Threshold de-Noising Method

(1) hard-thresholding

x
_

j; k ¼ xj; k jxj; kj � k
0 jxj; kj\k

�
ð1Þ

(2) soft-thresholding

x
_

j; k ¼ sgnðxj; kÞ � ðjxj; kj � kÞ jxj; kj � k
0 jxj; kj\k

�
ð2Þ

These two functions have been widely used in practice and achieved good results,
but they also have same shortcomings. In hard threshold function xj; k is discontinuous
in the k and – k so reconstruction image will appear visual distortion, but the results
use soft threshold method will be futher smoother. so this paper adopt the soft threshold
method.

3 The Research Methods of This Paper

3.1 The Basic Principle of Optical Flow

Optical flow field can be simply understood as the velocity vector field of the object,
according to the gray invariance assumption, we can get the basic process of optical flow.

Let us assume that the gray values of point (x,y) is I(x,y,t) at time t, the horizontal
and vertical component of optical flow w(u, v) are u(x,y)和v(x,y):

u ¼ dx
dt

v ¼ dy
dt

ð3Þ

Interval for dt, point I(x + dx, y + dy, t + dt), dt ! 0, maintaining the same gray,
The following result can be obtained I(x,y,t) = I(x + dx, y + dy, t + dt) and finally get
optical flow constraint equation:

Fig. 1. Hard-thresholding Fig. 2. Soft-thresholding
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¼ @I
@x

uþ @I
@y

v ð4Þ

The relationship between the gradient of the image and the optical flow velocity is
represented by the image. Because the optical flow constraint equation is only one
equation, there are two unknowns, so we need to increase other constraints to solve this
problem.

3.2 Improved L-K Pyramid Optical Flow Algorithms

L-k optical flow Act originally submitted in 1981, the assumption that the algorithm in
a smaller space within the neighborhood motion vectors constant use of weighted least
squares to estimate the optical flow. As a result of the algorithm is applied to the input
image on a set of points is easier if it is widely used in sparse optical flow farm.
L-k optical flow law based on the following three assumptions:

(1) The brightness is constant. For a grayscale image, on the assumption that the
entire tracked period, pixel brightness unchanged.

(2) The time continuous or movement is a small movement. Image of the Movement
with respect to time can be relatively slow, real applications, point of time relative
to the image in the moving to a small enough so that the objectives in the adjacent
frames between the movement on the relatively small.

(3) Space. The same scene. The same adjacent points on the surface of the move-
ments of the similarity to these points in the image’s projection on also in
neighboring regions.

Optical flow error is defined as:

X
ðx;yÞ2X W2ðxÞðIxuþ Iyvþ ItÞ2 ð5Þ

W2ðxÞ present the weight function of the window, The function makes the influence
of the neighborhood center region on the constraint, which is larger than that of the
peripheral region.

Get the solution:

U ¼ ðATW2AÞ�1ATW2B ð6Þ

t time:
Xi � X, A = [∇I(X1), …, ∇I(Xn)]

T, W = diag[W(X1), …, W(Xn)], B = –[[I(X1), …, I
(Xn)]

T].
L-k algorithm is based on slow to change the brightness of the image also assumes

that the so the algorithm applies only to a small image shift movement in maximum
displacement of time we cannot achieve accurate optical flow estimates. For this
problem, Pyramid optical flow law had been submitted through the creation of the
pyramids, combining L-k optical flow method in multi-scale to calculate the optical
flow, you can increase the accuracy of the Optical Flow calculation.
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The pyramids optical flow of ideas is on each frame within the image down is
hierarchical and the establishment of multi-tiered pyramid structure, as long as the
image to a hierarchical small enough maximum displacement between the images in
the adjacent Campaign will also be small enough, this time from the top layer started
using L-k optical flow method calculates the aims of the optical flow will be calculated
from the optical flow to the underlying projections, then calculate the next lower level
of optical flow, until the final estimate of the original image optical flow (Fig. 3).

The calculation steps are as follows:

(1) Use the original image as the base of the pyramid (L = 0), sampling at different
resolution levels according to accuracy, When the image is divided into a certain
level, the larger displacement parameters can be small enough to satisfy the
constraints of optical flow computation.

(2) Calculation from the top-level to bottom. suppose the Initial optical flow vector of
L+1 is gL, ΔfL is the result of optical flow at L+1 layer, Mapping relation between
levels:

gL�1 ¼ kðgL þDfLÞ ð7Þ

(3) The total number of layers in Pyramid is N, optical flow of top-level is gN–1 = 0
Motion parameters of original image as follow:

f ¼ g0 þDf0 ¼
XN�1

L¼0
KLDfL ð8Þ

The results are as follows (Figs. 4 and 5):
What we study is the moving object detection under the dynamic background, the

position of the target is constantly changing in the image, and the background and the
target position are constantly changing in the video image. After the formation of the
optical flow field of each frame image in video sequence, the moving object can be
extracted from the dynamic background by clustering algorithm [9].

Fig. 3. Pyramid structure
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3.3 Canny Edge Detection Algorithm

In a large number of edge detection algorithm in the 1986 canny-based optimization
algorithms canny edge detection is to a very good signal-to-noise ratio and accuracy,
which has received wide use, mainly because it offered by far the most stringent defi-
nition for edge detection for the three standard, in addition to its relatively simple
algorithm causes the entire calculation process can be in a relatively short period of time.

Canny research the best edge detection, which, given the characteristics of the
evaluation of the performance of the strengths and weaknesses of the Edge Detection
three targets:

(1) Good signal-to-noise ratio, the forthcoming non-edge points to the edge points
and edge points awarded for non-edge is the probability to low;

(2) Better positioning performance, or test the edge points to the extent possible, at
the edge of the actual center;

(3) On the Single Edge only has a unique response, i.e. the individual edge produce
multiple responses to low probability and false response border should be max-
imum suppression (Figs. 6 and 7).

Fig. 4. Result of corner detection Fig. 5. Optical flow vector of corner

Fig. 6. Original image Fig. 7. Canny edge detection
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The concrete implementation steps are as follows:

(1) A Gaussian filtering to Noise Reduction;
(2) Using a first-order differential is calculated in horizontal and vertical gradient

amplitude component to be images of the gradient amplitude M and the direction
of the gradient e, in order to increase the precision of the gradient of each pixel in
the image points use sobel operator is calculated as local gradient amplitude
values and the edges. The gradient direction amplitude values from the point of
greatest for the edges of the image;

M ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Gx

2 þGy
2

q
ð9Þ

h ¼ arctanðGy=GxÞ ð10Þ

(3) Thinning image edge;
(4) Capture edge data

The results are as follows:

3.4 Experimental Result

After processing the Optical flow information and edge wo have got[10], and fuses
binary information we have got, Finally get the information of the moving target.。In
this paper, the “and” operation is used to fuse the binary information.

Fnpði; jÞ ¼ 1 if Pnpði; jÞ ¼ 1 and Lnpði; jÞ ¼ 1
0 else

�
ð11Þ

Fnpði; jÞ stands for the image after fusing the binary information, Pnpði; jÞ stands for
the binary information of the edge, Lnpði; jÞ stands for the binary information of the
optical flow

“And” operation can get rid of the extra information except for the moving target,
make the contour of the moving target more clear, and keep both information;rein-
forcing motion information; improve the accuracy of detection.

And morphological processing [11] could process the images using Dilation and
erosion.

Experimental results show that the proposed algorithm has good real-time perfor-
mance and good general performance because of we using the Pyramid LK optical flow
and Canny edge detection algorithm, the algorithm can accurately detect the moving
target which can be seen from Fig. 8.
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4 Conclusion

Presented in this paper that improve the pyramid L-K optical flow and the combination
of edge detection moving object detection method. Lab results indicate that the algo-
rithm real-time high, the versatile good, you can more accurately detect moving
objectives.
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Abstract. The depth measurement according stereo vision is a very popular
method of measuring the depth information. But the calculation in stereo
matching is large, time-consuming and in large errors in matching, when used in
real-time systems to obtain depth information are often ineffective. This paper
improves one of the local matching algorithms, builds a complete real-time
system for calculating depth image with different SAD (Sum of Absolute Dif-
ferences) matching window in different texture regions. In this paper, we capture
images from the Bumblebee2 stereoscopic camera which mounted on a small
unmanned car, then use Matlab calibrating the camera and do the calculation to
correct the raw images and do stereo matching in VS2010 to get the depth
map. This method is simple, real-time performance and adaptability, and the
quality of the depth map calculated from this method is somewhat improved.

Keywords: Depth information � Stereo matching � Texture � SAD � Real-time

1 Introduction

With the development of the robot industry, unmanned car industry and virtual reality
industry, three-dimensional reconstruction of machine vision has become more and
more popular. Depth information acquired is the most basic and most important part of
three-dimensional graphics. The main approaches for depth acquisition include laser
scanning, structured light and stereo [1]. Laser scanning, also called ToF (Time of
Flight), rangefinders measure the time it takes for the light to travel to the objects and
back. This method can get the precise, distant data, but the device is heavy, not flexible,
large and expensive. The method of structured light uses a projector to illuminate the
object with the structured light and get the back information. The optical encoder
technology that used in Kinect is a kind of structured light. This approach can get
accurate depth data but just for limited range and is vulnerable to the outside light. The
stereo imaging method used in this paper calculates the depth of the image by two
images at different angles. This approach is simple, flexible, affordable, of course, also
can get the accurate data. The camera calibration is easier and more precise, after Zhang
Zhengyou proposed camera calibration method, so the main issues on stereo vision lies
on stereo matching. In the efforts of many scholars, the performance of stereo matching
is better and better.
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In the 1980s, a visual computing theory proposed by Marr applied to the binocular
stereo matching started the exploration of stereo vision theory. Today, stereo matching
can be divided into global and local stereo matching. In local stereo matching, Kim
et al. [2] described the applications of variable window algorithm, as set forth corre-
lation function improves the matching precision on depth discontinuity area. Yoon
et al. [3] proposed an adaptive weighted cost of window aggregation method, which
firstly to calculate a weight for each pixel in the window. The weight for pixel is
depended on the chromatic aberration and spatial position difference between the
current pixel and center pixel. This method can get high-quality disparity map. Because
of the large shape of the selection window, and the high complex weight calculation,
the performance of the algorithm is not so good. The algorithm that Zhang et al. [4]
proposed distributes for each pixel horizontal and vertical two arms that orthogonal
itself. This algorithm also can get high quality disparity map, but need compare the
color of center pixel with any other pixel which cost a lot of time and can’t satisfy the
real-time requirement. The global matching algorithms usually used are dynamic
programming stereo matching method, graph cuts stereo matching method and the
belief propagation matching method. In this paper, we improve the BM (Block
Matching) algorithm in OpenCV which belongs to local stereo matching. BM algo-
rithm uses fixed SAD window for stereo matching, has a good real-time performance.
The proposed algorithm in this paper firstly extracts the edge of images by Canny
operator and then decides the size of SAD window according to the area (edge area or
not) the pixel belongs to. The algorithm has low time complexity and good robustness,
it improves the matching accuracy.

2 Camera Model and Calibration

The real world is a three-dimensional world. Despite some controversy in binocular
stereo vision and monocular stereo vision, it is complicated and difficult to get the
corresponding depth information relying on only one image. However, we can cal-
culate the depth map easily through two images obtained from a calibrated stereo
camera. In order to analyze images with geometry theory, we need to model the system
of imaging, and then process them with geometry methods.

Four coordinate systems [5] are used in the stereo calibration include the world
coordinate and camera coordinate, the image plane coordinate and pixel coordinate.
Information in the world coordinate system switch to the camera coordinate system
through an external calibration parameter matrix W (including rotation matrix R and
translation matrix T), and then to image plane coordinate system through the inner
calibration parameter matrix K. Assuming that P (X, Y, Z, 1) is a point in the world,
and p (x, y, 1) is the corresponding point in the pixel coordinate, so we can get the
equation p ¼ sKWP (s is the scale factor).

The point of the camera coordinate Pc (xc, yc, zc), can be expressed as Pc = WP,

xc
yc
zc

2

4

3

5 ¼ R T½ �
X
Y
Z

2

4

3

5 ð1Þ
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where R represents a rotation matrix, T represents a translation matrix. This transfor-
mation just between two three-dimensional coordinates.

Inner calibration parameter matrix consist of camera focal length f and the center
coordinate of imaging plane c. p(u, v) is a point in image plane, we can get the
equation:

u
v
w

2

4

3

5 ¼
fx 0 cx
0 fy cy
0 0 1

2

4

3

5
xc
yc
zc

2

4

3

5 ð2Þ

In this way, we can find the correspondence between image plane coordinate and
world coordinate according to the two matrices. One of the most important purposes of
calibration is to calculate the matrices and the other is to obtain the distortion coeffi-
cients of cameras.

Since calibration with Matlab [6] is simpler than OpenCV, and gains wider
recognition, we use Zhang calibration method in Matlab to do stereo calibration.
Firstly, use stereo camera to capture images of calibration target from different angles.
Then input the images into Matlab for calibration and copy the data into VS2010 for
more operation.

3 Image Correction

Image distortion [7] from camera is divided into radial distortion and tangential dis-
tortion, the former refers to the deviation distance of ideal pixel position and the actual
pixel position to the center of the image, mainly caused by the lens surface defects; the
latter refers to the deviation angle from the ideal pixel position and the actual pixel
position in the polar coordinate system, mainly due to the lens and the imaging plane is
not parallel. Wherein the radial distortion can be divided into negative radial distortion
(barrel distortion) and a positive radial distortion (pincushion distortion).

Model the radial, tangential distortion and establish an objective function to fit it.
The distortion model:

u0 ¼ uð1þK1r2 þK2r
4 þK3r

6Þþ 2P1uvþP2ðr2 þ 2u2Þ
v0 ¼ vð1þK1r2 þK2r

4 þK3r
6Þþ 2P2uvþP1ðr2 þ 2v2Þ ð3Þ

Where K represents radial distortion coefficient, P for tangential distortion coeffi-
cient, r denotes the radius which is

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2 þ v2

p
, and (u’, v’) is the ideal coordinate in the

image plane coordinate.
Objective function:

minF ¼
XN

i¼1

ðu� u0Þ2 þ
XN

i¼1

ðv� v0Þ2 ð4Þ
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This function uses least square method which is used to solve the nonlinear dis-
tortion model directly, and simplifies the problem of solving this. We can do this in
camera calibration and get parameter series {k1, k2, k3, p1, p2}, then put them into
VS2010.

We use the cvStereooRectify function in OpenCV to correct the camera inner
parament and make imaging plane of camera in geometry is parallel with Bouguet
epipolar constraint method. Then send the obtained parameters to cvInitUndis-
tortRectifyMap (), and get undistort rectify map which can save time in gaining cor-
rected images next time. Finally give the map to cvRemap () and redraw the corrected
image.

4 Obtaining the Depth Map

Binocular depth calculation is based on the principle of parallax [8]. For a point in
space, its position in the image will be different, due to different shooting angle from
stereo camera. The distance Z could be calculated with triangle similarity principle if
the two image planes of the stereo camera are parallel. As shown in Fig. 1, we can get
the equation

jjT jj � ðxl � xrÞ
Z � f

¼ jjT jj
Z

) Z ¼ jjT jjf
xl � xr

ð5Þ

where xl, xr are the abscissas of pl、pr, jjTjj is the optical center distance which can be
gained in the stereo calibration (Fig. 2).

Since the real-time requirements, local stereo matching method is used in the
application. StereoBM algorithm calculates similarity with SAD, the biggest similarity
point as the stereo matching point:

SADðx; y; dÞ ¼
Xm

i¼�m

Xn

j¼�n

jIlðxþ i; yþ jÞ � Irðxþ iþ d; yþ jÞj ð6Þ

Fig. 1. Binocular camera imaging schematic
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where d is the parallax value. And d which can make the SAD as the minimum is the
real parallax value (Fig. 3).

We can set the state value include pre-filter setting, SAD window size etc., and use
findStereoCorrespondenceBM () to get the parallax value for calculating the depth.

By analyzing the depth maps above, the smaller SAD window can make the depth
map have more edge information, but with more noise and mismatch in smooth area.
With the increase of the SAD window size the effect on smooth area gets better, but the
time program consumed gradually increased and the edge region gradually blurred. So
this paper combines the idea of [9], using the Canny operator to get the edge of the
image, and then processing the image with small SAD window in edge area and big
SAD window in non-edge area (Fig. 4).

First of all, we use canny function to get the edge of single view, and then obtain
the edge area map with mask. Finally, according to the map determine the size of sad
window the current point to use, and get the final disparity and depth map. This test is
done in different texture scenes, and compared with the depth image.

As shown in Fig. 5, the depth map in figure (a) is gained with the smaller SAD
window and can be seen the depth informationmore accurate in edge portionwhere is rich
of texture, but with more mismatching points in regions with lower degree of texture;

Fig. 3. Depth map from small (left), medium (middle), large (right) SAD window

Fig. 2. Images before (left) and after (right) correcting
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figure (b) is from larger SADwindow, although the effect in low texture regions is better,
many depth information for edge areas are lost, and cost a lot of time in matching; figure
(c) is the optimal depth map from fixed SAD window; figure (d) is depth image obtained
by the algorithm is proposed in this paper, and it has the best performance. We even can
see chair behind the desk, and the floor is much better than others.

5 Conclusions

The system realizes the real-time acquisition of depth map with the binocular
unmanned vehicle. To this end, the principle and implementation method of stereo
camera calibration, image correction and stereo matching are researched. We calibrated
the stereo camera in Matlab, and do image correction and acquisition of depth map in
VS2010 with C++. This paper improves the original algorithm in OpenCV. The quality
of depth map is improved on the basis of real-time and can adapt to different envi-
ronment. But there is much space to improve the accuracy of the depth map, and need
to continue exploring and researching.

Fig. 4. Matching algorithm flowchart

(c)          (b)          (a)               (d) 

Fig. 5. General scene depth map
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Abstract. In this paper, we design a recognition system of the handwritten
numerals and English characters based on BP neural network. In the system, we
first make some preprocess to the image. Secondly, we extract the structural and
statistical features of the image. Thirdly, we train a model on the data sets via BP
neural network. Finally, we can predict the test image using the trained model.
The experiments show that the handwritten numbers recognition rate can reach
more than 94 % and the handwritten English characters is 44 % respectively.
Besides that, the recognition rate of Handwritten number and English together is
78 %. It has been proved that our method is effective and robust.

Keywords: Handwritten character recognition � Image process � BP neural
network

1 Introduction

With the rapid development of national science and technology, we come to the big data
era. We need input the information of handwritten character in many places, such as
ticket printing, automatic marking and so on (see [1–8]). As is well known these work
will cost much time. So automation handwritten character processing is an attractive
research direction. It will reduce the burden of those boring manual work [1, 6].

Character recognition technology is one of hotspots in the field of image processing
and pattern recognition [5]. To satisfy the increasing demand of the society we have to
process enormous data. It is particularly important to automatically use the computer on
characters recognition. The research of this technology is very valuable in practice.
Successful applications have been found in document digitization and retrieval, postal
mail sorting, bankcheck processing, form processing, pen-based text input, and so on
[7]. In this paper, we design a recognition system on digital and English character using
the BP neural network.
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2 Theory Algorithm

2.1 BP Neural Network

BP neural network [2] is based on the algorithm of error back propagation to train the
multilayer feed forward network. This is one of the most popular method in the pattern
recognition study. The topological structures of BP neural network model include
input, hidden and output layer. As shown in Fig. 1, the BP network can learn and store
a lot of mapping relation of input and output. It has two propagation process,
respectively. One is the forward propagation and the other is reverse propagation.

2.2 Forward Propagation

Let n, m and q represent the number of nodes of the input layer, hidden layer and
output layer respectively. The weight between the ith neuron of input layer and the jth

neuron of hidden layer is Vki. The weight between the jth neuron of hidden layer and
the kth neuron of output layer is Wjk, as shown in Fig. 1.

The transfer function of hidden layer is f1ð�Þ. The transfer function of the output
layer is f2ð�Þ where k ¼ 1; 2; 3; . . .; q; j ¼ 1; 2; 3; . . .;m. And then the output of hidden
layer nodes is

zk ¼ f1
Xn

i¼0
vkixi

� �
ð1Þ

The output of output layer nodes is:

yj ¼ f2
Xq

k¼0
wjkzk

� �
ð2Þ

Thus, we have calculated the mapping relationship between the n-th and the m-th
dimensional space vector.

Fig. 1. Three layers topology structure of neural network.
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2.3 Reverse Propagation

(1) Define Error Function

Let X1;X2; � � � ;Xp be the inputting P samples. We denote ypj the outputting after

the first pth sample input to the BP neural network. As shown in Eq. (3), we can get the
pth error

Ep ¼ 1
2

Xm

j¼1
tpj � ypj

� �2
ð3Þ

where tpj is expected output.
For P samples, the global error is E. We can calculate E by the Eq. (4).

E ¼ 1
2

Xp

p¼1

Xm

j¼1
tpj � ypj

� �
¼
Xp

p¼1
Ep ð4Þ

(2) Weight Variation of Output Layer

We make the global error E decrease by adjusting the weight Wjk. We use the
accumulative algorithm to get it. That is as shown in the Eqs. (5)–(7).

Dwjk ¼ @

@wjk

Xp

p¼1
Ep

� �
¼

Xp

p¼1
�g

@Ep

@wjk

� �
ð5Þ

In the Eq. (5), g is the learning rate.
Finally the adjustment formula of the output layer weights of the each neuron is:

Dwjk ¼
Xp

p¼1

Xm

j¼1
g tpj � ypj
� �

f 02 ðSjÞzk ð6Þ

(1) The weights of hidden layer

The adjustment of the hidden layer weights of each neuron formula is:

Dvki ¼
Xp

p¼1

Xm

j¼1
g tpj � ypj
� �

f 02 ðSjÞwjk f 01 ðSkÞxi ð7Þ

2.4 Feature Extraction

In character recognition, there is a very important stage which is the feature extraction.
Because the stand or fall of feature extraction can directly affect the final recognition
accuracy. The key technology of digital image character recognition is to find effective
character feature of algorithm, to select features with identifiable, independent, reliable,
and features such as fewer properties.
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In this paper we combine the structure features with the statistical features of
character images. Among them, the structure feature of the structure extraction method
is based on the character image. It can be the application of spatial structure to describe
the feature of the strokes. And the statistical feature extraction method is to apply the
lattice information of character image to do various transformations and to extract
feature of the reentry. This method is based on the set according to the characters of
image pixels.

3 System Design

The design process of this system can be divided into six steps which includes selecting
data sets, preprocessing image, tilt correction, character segmentation, feature extrac-
tion, and training BP network.

3.1 Selection of Data Sets

In this system we use two data sets. The handwritten number dataset is a MNIST
dataset that contains sixty thousand training images and ten thousand test images.

In handwritten English letters dataset we select Chars 74K dataset. The dataset
includes a to z and A to Z, it has a total of 52 classifications. Each image in the original
dataset can be rotated in four different angle in order to expand handwritten English
letters dataset. Hence the handwritten English letters dataset has a total of 14300
images, of which 10400 images can be viewed as the training images and the rest as the
test images.

3.2 Image Preprocessing

We can set each pixel value in the image with 0 or 1 for the image binarization in this
part. Then we convert 0 to 1 and 1 to 0 to make the image background color black and
color of characters in the image white. Finally, the image can be normalized to 28 * 28
pixels. Like Figs. 2. and 3.

Fig. 2. This is a binary image. It is the original data set of image binarization.
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3.3 Tilt Correction

In this system we use the least squares method [7] for image tilt correction. Assume
that there is a fitting straight line. We need to solve the slope of the line because of
image tilt correction. The following formula is the equation of the slope. Finally, using
this slope we can calculate the image rotation angle. Like Figs. 4 and 5.

k ¼
P

xy� nxy
P

x2i � nx2
ð8Þ

Fig. 3. This is the final image in image preprocessing stage. After that we will extract features
on the image in the feature extraction stage.

Fig. 4. This is an image before image tilt correction. We can see that the characters in the image
is titled, not in same level.

Fig. 5. This is an image after image tilt correction. The characters in the image is in same level.
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3.4 Character Segmentation

Character segmentation algorithm ignores connections between characters, each
character of the default image has interval. Character segmentation algorithm is as
follows:

• Calculating all the column of pixels of an image, and storing it in a one-dimensional
line matrix.

• In the one-dimensional line matrix, if a column of values is not zero, it means that
this column is part of the character.

• Hence, we think that all columns of the continuous part with non-zero value can
form a complete character (Fig. 7).

3.5 Feature Extraction

In this system we combine structure features with statistical features. A total of
forty-one features were extracted, including sixteen pixel distribution features, eight
intersection features, nine character contour features and eight projection features. The
following is feature extraction method that is used in this system.

3.5.1 Pixel Distribution Features
The pixel distribution feature method is to divide an image of 28 * 28 pixel into sixteen
average regions. Then we count all pixel values of “1” in each region. Finally, we can
obtain all pixel value of sixteen regions as pixel distribution features.

3.5.2 Intersection Features
Intersection feature means statistics of pixel value which is one in horizontal, vertical
and diagonal direction in an image. Among them, setting horizontal and vertical
direction as the image of 11, 14 and 17 row and column. Adding two diagonals, it has a
total of eight features.

Fig. 6. This is an image. There are five characters in this image. So we need to separate the five
characters.

Fig. 7. It includes five images after using character segmentation method to process Fig. 6.
These images should use image preprocessing method before feature extraction.
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3.5.3 Character Contour Features
In the extraction of character contour feature, we scan an image from left and right. We
stop scanning and record column value at the first time when we met the pixel value of
a pixel point is “1”.

In this way, we have two data according to the scanning direction. Using the two
data to gain other dataset. The maximum and the minimum of these dataset are used as
the character contour features. It has a total of nine features.

3.5.4 Projection Features
Projection feature extraction method is to divide the image of 28 * 28 pixel into four
regions on average, then we project the part of character into border of the image and
record the pixel value of 1 with the corresponding row or column of the border of the
image.

Since an image can be divided into four areas, the boundary of the image can be
divided into eight pieces. Finally, we can extract eight projection features.

3.6 BP Network

We use the neural network toolbox of MATLAB software for the training of BP
network. Using supervised learning style, we set a corresponding label for each image.
A total of 62 classification include Numbers and English letters. Hence we can use the
binary number six to stand for one classification. For example, we use “000000” to
stand for the number “0”.

Finally, we save the data after BP network training so that we can deal with test
data when we test BP network in the same way.

3.7 Summary of This Chapter

According to the design and implementation of the above method, we have almost
completed the system. We can use the system to carry on the handwritten character
recognition.

4 Experimental Analysis

In this system, according to different training samples by BP network, we classify the
experimental analysis into three cases.

4.1 First Case

In this case, we only use handwritten numbers data set when training BP network.
Table 1 shows recognition result of handwritten numbers. It shows that the

recognition rate of handwritten number is from 0 to 9. The recognition rate of every
classification can reach more than 90 %.
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4.2 Second Case

Only using handwritten English letters data set by BP network in this case, we show a
part of recognition results (Fig. 8).

4.3 Third Case

In this case, we put together the two different data sets to train via BP network. The
following display recognition result of number from 0 to 9.

Table 2 shows the recognition result in this case when putting together the two
different data set to train via BP network. By comparison with the first case, we can find
the number from 0 to 9 recognition rate reduced.

Table 1. Handwritten numbers recognition result

Classification Correct number Total Recognition rate

0 958 980 97.76 %
1 1090 1135 96.04 %
2 986 1032 95.54 %
3 962 1010 95.25 %
4 926 982 94.30 %
5 846 892 94.84 %
6 926 958 96.66 %
7 973 1028 94.65 %
8 892 974 91.58 %
9 924 1009 91.58 %

Fig. 8. It indicates handwritten English letters recognition results. We show recognition rate for
letter A to L and letter a to l. The recognition results are not accurate. The recognition rate is very
low for handwritten English letters.
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4.4 Results Analysis

From the above tests, it shows that the system for handwritten number recognition is
available. Recognition rate is on average 94 % for handwritten number alone. How-
ever, for the recognition result of handwritten English letters is not good, so that it also
affected the digital recognition rate in the Third case.

5 Conclusion

We have designed the system for recognizing the handwritten numbers and English
letters. The recognition rate of handwritten numbers and English letters can reach 94 %
and 44 % respectively. If the two different training data set are mixed together, the
recognition rate can reach 78 %. From the above, we can conclude that the handwriting
recognition of alphabet is not ideal, but for handwritten numeral recognition perfor-
mance is very good. One side, there are not enough samples on the handwritten English
letters. The other side, we need improve the algorithm especially on Feature extraction.
In the future, we make them better by using deep learning algorithm and increasing the
samples.
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Table 2. Recognition result of handwritten numbers from 0 to 9

Classification Correct number Total Recognition rate

0 958 980 96.33 %
1 1090 1135 93.30 %
2 986 1032 92.54 %
3 962 1010 93.37 %
4 926 982 91.14 %
5 846 892 93.05 %
6 926 958 94.26 %
7 973 1028 92.90 %
8 892 974 82.27 %
9 924 1009 89.59 %
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Abstract. Among various kinds of image denoising methods, the Perona–Malik
model is a representative Partial Differential Equation (PDE) based algorithm
which effectively removes the noise as well as having edge enhancement
simultaneously through anisotropic diffusion controlled by the diffusion coeffi-
cient. However, Partial Differential Equations (PDE) is good at removeling
Gaussian noises, but it is not an ideal method to deal with salt-and-pepper noise.
To realize less diffusion in the texture region and more smooth in flat region
while implementing image denoising, this paper propose an improved Perona–
Malik model based on new diffusion function which change with the number of
iterations. The improved algorithm is applied on numerical simulation and
practical images, and the quantitative analyzing results prove that the modified
anisotropic diffusion model can preserve textures effectively while ruling out the
noise, meanwhile, the PSNR are increased obviously.

Keywords: PDE � Noises removal � Image smoothing

1 Introduction

Image denoising is very important for image segmentation, edge detection and feature
extraction [1–6]. In many practical cases, due to the high frequency characteristics and
useful detailed information of noise, it is difficult to reserve edge or texture information
efficiently while ruling out image noise for most of the image denoising methods [7, 8].
The basic principles of the denoising algorithms can be summarized to less blur in the
texture region and more smooth in flat region [9]. According to the principles, the Partial
Differential Equation based (PDE-based) image denoising methods were developed and
applied in computer visualization broadly. Among them, the representative one is the
nonlinear diffusion approach named P–M model proposed by Perona and Malik
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[10–12]. Through anisotropic diffusion controlled by the diffusion coefficient which is
small while the gradient of image is large, the P–M model can effectively remove the
noise as well as contain edge enhancement simultaneously. However, PDE-based
denoising algorithm has inherent draw backs and then various modified approaches
were proposed. Shih et al. [13] figured out that the nonlinear diffusion model was weak
in removing salt-and-pepper noise and they proposed a convection–diffusion filter by
adding a convection term in the modified diffusion equation as a physical interpretation
for denoising. In this paper, we propose an improved Perona-Malik model based on new
diffusion function which change with the number of iterations, successfully used for
image denoising and detailed information preserving together. In the following section,
the derivation process of the P–M model is firstly introduced and its instability is
analyzed. In Sect. 3, the modified P–M model based on new diffusion function which
change with the number of iterations (improved P–M model) is developed. Then
improved model is employed in Len image to verify its virtues of decreasing image
noise while preserving the detailed information effectively. Furthermore, quantitative
comparison proves that the improved model can improve the performance of texture
preserving with an ideal stability. Finally, the conclusion is given at the last section.

2 P-M Model

In 1990, the anisotropic diffusion first introduced by Perona & Malik in image pro-
cessing [10]. The function is nonlinear by which smoothing is only performed in low
gradient areas (homogeneous areas). Thus allowing noise blurring with edge preserving:

@u
@t ¼ div½gðjrujÞru�
uðx; y; 0Þ ¼ l0ðx; yÞt 2 ð0; TÞ

�
; ð1Þ

Where u(x, y) is a grayscale image, represented by a function of X � R2 ! R that
associates to a pixel x; yð Þ 2 X its gray level u(x, y);X is the support of the image. u0(x,
y) is defined as a noisy version of u(x, y). g is a decreasing positive function satisfying

gð0Þ ¼ 1

lim
x!þ1 gðxÞ ¼ 0;

called “diffusion function”, which allows to define the strength of the smoothing
process for each gradient norm value. The aim of this equation is to apply a diffusion
process inside the homogeneous regions, where ruj j is small, while the diffusion is
stopped near the boundaries or edges, where there is a large grey level difference
between neighboring pixels and, therefore, a large gradient. Perona & Malik defined g
as following:

gðjrujÞ ¼ 1

1þðjruj=kÞ2 ð2Þ
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Where k is a constant value. In order to know the function of k in the diffusion
processing, a function / is defined as following:

/ðjrujÞ ¼ jruj
1þðru=kÞ2 ð3Þ

Figure 1(b) show that the diffusion is quick when Duj j � k as there is a noises
region, While Duj j � k or Duj j � k the diffusion is very slow as there is smoothing
regions or edge. But gradient of salt-and-pepper noise is bigger than k, so it is not easy
to removel salt-and-pepper.

3 Problem and Improvement

There are some problems for the P-M diffusion function. The uniqueness and stability
of the equation’s solution can’t be assured [12]. When some salt-and-pepper noise in
the image lead to large gradient, the method can’t removel the noises from the image,
because the diffusion might blur the image when the k is too large, and that the
diffusion would be very slow and the large gradient noise may not be removed when
the k is very small.

In order to solve this problem, a new diffusion equation change with time is
advanced. The diffusion equation is defined as following:

gðjruj; tÞ ¼ cosðp�jruj
255 Þtmod10 þ 1 t\ ¼ 20

gðjruj; tÞ ¼ cosðp�jruj
255 Þ10 t[ 20

(

ð4Þ

So function / is defined as following:

/ðjruj; tÞ ¼ jruj�ðcosðp�jruj
255 Þtmod10 þ 1Þ t\ ¼ 20

/ðjruj; tÞ ¼ jruj� cosðp�jruj
255 Þ10 t[ 20

(

ð5Þ

Fig. 1. g and /’s figure

Method for Noises Removel Based on PDE 157



Figure 2 shows the Eq. (5) at different time’s figure. We can see that the method
can smooth the large gradient noises in the first place when the value of t is very small.
And then the max value of /ðjruj; tÞ’s jruj is decreasing shapely as the time passes
by, which decreases the blurring of image’s edge as well as the noises and signal’s
intensity with the latter dropping more quickly. At last, the max value of /ðjruj; tÞ’s
jruj keeps steadily. So the new method can removel salt-and-pepper noises while
preserving edge better.

4 Implement and Result

To verify the feasibility of the modified P–M method, Lena image is employed to
compare the denoising results. The bit depth of the employed gray-levele images are
512*512 and 8-bits. Figure 3(a) is the original image; Fig. 3(b) is the original image
containing Gauss-type noise with the mean value of zero and standard deviation of
r ¼ 1 and salt-and-pepper noise with density of 0.01; Fig. 3(c) is P-M filter with
constant parameter k = 20, number of iterations 100 and k ¼ 1’s result, Fig. 3(d) is
improved P-M filter with number of iterations 100 and k ¼ 1’s result; From c and d
can’t see any difference between them, but the Peak Signal to Noise Ratio (PSNR) of c
and d are 26.1 and 27.4, and the mean Structural Similarity (MSSIM) between the
original image and c, d are 0.7714 and 0.7735. So from PSNR and MSSIM we know
that d is better than c;

To obtain an objective evaluation of the improved model, Table 1 shows the value
of PSNR of Lena image with different number of iterations. From the statistical results
in Table 1, all the two models perform well in noise restraining and make the noised

Fig. 2. Equation (3) at different time’s figure
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image smoother. Improved P-M’s PSNR change little With the growth of the number
of iterations, the P–M model’s PSNR, First, increases and then decreases. But in
comparison, improved P-M’s PSNR is larger than the P–M model, so the texture and
detailed information are much better preserved while the noise is decreased effectively
than the P-M filter model;

5 Conclusions

In this paper, the draw backs of the P–M model upon its partial differential equation
have been analyzed and an improved denoising hybrid model has been proposed to
avoid these drawbacks. The improved algorithm is applied on numerical simulation and
practical images. The quantitative analyzing results prove that the new modified ani-
sotropic diffusion model can preserve textures effectively while ruling out the
salt-and-pepper noise. However, the iteration times decrease sharply. So in practical
cases, we should take into account these factors to give suitable value to them, and
sometimes, the experience is also useful to decide the close value of these parameters to
get ideal results by less iteration times.

Fig. 3. Different filter’s result

Table 1. P-M and Improved P-M’s signal-to-noise

Number of iterations 10 20 50 100 150

P-M 23.25 26.19 27.48 26.18 25.72
Improved P-M 27.41 27.40 27.40 27.42 27.43
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Abstract. The present study adopted a differentiated instruction method to
non-English majors at a university. An e-learning system was used as a support
system for the students to check homework answers and to upload assignments.
In addition, an assignment was distributed after a midterm examination to
encourage the undergraduates to practice with online materials for learning
outside the classroom. Students’ feedback on this teaching method was per-
formed on the e-learning system, which delivered a pre-test and a post-test
questionnaire before and at the end of the period during which a differentiated
activity sheet was used as an incentive for autonomous self-learning. The results
showed that compared with a traditional method in which students received
assignments of the same difficulty, the differentiated method, together with
supports from the e-learning system, enhanced motivation for students to pursue
better scores in English achievement tests.

Keywords: E-learning � Differentiated instruction � English as a second
language

1 Introduction

A differentiated instruction method has drawn more and more attention to educators in
the last decade [1, 2, 3]. The present study argues that for courses offered at a university
level, a differentiated teaching method is in urgent need, because at university, students
come from dissimilar economical and geographical backgrounds. However, even in the
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US, where differentiated instructions have been promoted for more than ten years since
the No Child Left Behind Act announced in 2001 (NCLB) [4], not many university
classes actually applied such teaching belief and method. Therefore, this present study
was initiated to apply a differentiated instruction method, together with an online
e-learning platform, to two different groups of non-English majors (geography vs.
electrical engineering) taking the course of Freshman English as a demonstration of
how differentiated instructions can be executed in undergraduate classrooms at
university.

2 Related Works

In practice, a common situation for implementing a differentiated instruction method
was to vary the difficulties of the teaching materials for each student according to
individual learner’s own learning style and preference [5]. Compared with a traditional
teaching method that required every student to learn from the same textbook and be
examined on the same basis, this method encouraged each student to learn according to
their own pace. Reports have shown that one of the major factors for the success of
differentiated instructions was the support of a small-sized classroom, extra time and
care, and multiple resources for the teacher to take care of individual’s needs [6, 7].
However, not every classroom in practical situation could afford such immense and
expensive request from the teacher and from administration units such as the school.

The spirit of differentiated instructions was for the lecturer to provide various
methods and support systems for each of the students to succeed [1]. Therefore, in the
present study, we proposed that the teacher did not necessarily need to prepare 50
different textbooks for 50 different students. Instead, the teacher could vary the ways
that the students hand in assignments, such as distributing differentiated homework.

In order to acknowledge the uniqueness of each student and to encourage every
student in the classroom to keep up with learning English, which was a required subject
but not of the main interest of students majoring in either geography or electrical
engineering, the present study assigned differentiated studying activities for students
taking a required course of Freshman English, together with materials provided on an
on-line e-learning platform, as an incentive for students to initiate extracurricular
learning by themselves.

Because one of the critical elements of a differentiated instruction was to vary the
available options with different difficulties and learning styles instead of varying the
learner’s goals or even lowering the advanced learners’ performance expectations [5],
we decided to create a variety of options approachable to the students, so that the
students could choose the best learning material and strategies fitting their personal
needs. This was where e-learning could facilitate the teacher in teaching, with which
the students could choose the difficulty level of the learning material that suits his or her
interest.
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3 Methods

3.1 Participants

A total of 91 Freshman English students enrolled in National Changhua University of
Education were recruited in this study. Among them, 88 students volunteered and
completed the study’s questionnaires. The overall response rates were high for each
class, with 98 % (20 females, 25 males) for the geography majors and 96 % (6 females,
37 males) for the electrical engineering majors.

3.2 Research Design

This was a within-subject design. A semester was divided into two phases by a
mid-term examination into a pre-test and a post-test phase. In between these two
phases, a studying sheet corresponding to the student’s English proficiency level was
assigned.

3.3 Materials

Studying Sheet. Astudying sheet with differentiated extracurricular activities was
designed. The students were separated into four groups based on the scores they
received in a midterm examination. In accordance with the learners’ performance, four
types of studying sheets were designed for each group as described in Table 1.

The main idea of this differentiated studying sheet was to provide opportunities for
students at different English proficiency levels to work on the missing skills that they

Table 1. Differentiated studying sheets

Studying
sheet

Midterm
scores
(points)

Studying topic Point earning rule

1 Below
(including)
40

Look up new vocabulary
and provide Chinese
translation

One point per vocabulary and
definition

2 41*60 Look up new
vocabulary + make a
sentence

One point per full sentence
with translation of the new
vocabulary

3 61*80 Look up a verbal
phrase + make a
sentence

One point per full sentence
with translation of the verbal
phrase

4 Above
(including)
81

Record a two-minute
summary about a movie

Three points per movie
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need, as well as to encourage advanced learners to work on extracurricular activities
that might be entertaining and intellectually challenging.

Questionnaire. One week before a midterm examination, the students were encour-
aged to fill out an anonymous questionnaire online to express their thoughts about the
teaching and the learning experience in the English classroom that was taught with a
traditional lecture method. Because the questionnaire was anonymous, the students
could express their opinions to the lecturer without reservation. Also, because the
questionnaire was distributed online, there was no handwriting to reveal the identity of
the students.

A second anonymous questionnaire was distributed online one week before a final
examination. In this questionnaire, in addition to an open question for the students to
express freely about the English learning experience, there were another 31 questions
measured on a 1–5 rating scale (from the least favorite or extreme disagreement to the
most favorite or extreme agreement) evaluating three major categories of the course:
the teaching output, the teaching procedure, and the teaching involvement.

3.4 Procedure

The duration of the study was one semester (18 weeks). The first eight weeks of the
semester was taught with a traditional lecturer teaching method. On the eighth week
before the midterm examination, the first questionnaire was distributed. After the
midterm examination, a studying list adjusted to each student’s English proficiency
level was assigned to the student based on individual midterm score. During the period
between the midterm and the final examinations, the students chose the amount of
effort and the activities listed on the studying sheet to help them learn English outside
the classroom. Another anonymous questionnaire was distributed one week before the
final examination as an evaluation of the effect of the differentiated instruction. The
scores of the final examination were also collected as another evaluation of the stu-
dents’ English achievement in the course.

The study encouraged self-directed learning, so the students were free to choose or to
combine studying sheets that were higher than the level that they were assigned to if they
found the task not challenging or interesting enough, but they were not allowed to change
or switch to activities that were easier than their current English proficiency level. The
students could earn up to twenty extra academic points to add up to their midterm
examination scores, which accounted for 20 % of the total score. In other words, the
study encouraged learner autonomy, and the studying activity was not mandatory.

4 Results

4.1 Questionnaire

Responses from the students are summarized in Table 2. The overall scores of the
questionnaires were above 4 on a five-point rating scale for each class, which could be
considered as a high average.
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As shown in Table 2, over the evaluation items, both classes gave the highest rating
for teaching attitude. The second highest score was given to learning atmosphere, in
which the students considered the learning experience was relaxing and fun. The third
highest score was teaching methods and strategy/learning contents. This included
extracurricular activities that varied in difficulties, the mixed use of multimedia
teaching materials, interactive games, and lecture. In other words, the introduction of
differentiated instruction into the course curriculum, accompanied with the online
e-learning system, had triggered the students’ interest in learning that brought in
positive feedback.

In addition to the rating scores, the students also provided their thoughts about the
course in the open question. The written responses were in accordance with the findings
in the rating averages. For example, one student wrote “thank you teacher, for giving
me the opportunity to learn.” The ther stated “I am impressed by the way that the
teacher taught in accordance with each student’s individual talent.” Another student
responded “the course was interesting, relaxing, and enjoyable.”

4.2 Test Scores

The midterm and final examination scores for the two classes of Freshman English are
illustrated in Fig. 1.

These scores presented in Fig. 1 represent the sum of the students’ effort accu-
mulated over the course. Figure 1 shows that after the students had studied with the
assignments that were differentiated in levels of difficulty, the overall number of stu-
dents failing the class (score points lower than 60) had been tremendously reduced in
comparison to the number of students failing the midterm examination.

Table 2. Summary of the rating scores in the second questionnaire

Score summary Evaluation aspect

EEa G Avg. 1. Teaching Output
3.98 3.93 3.96 1-1 Satisfaction
4.08 3.88 3.98 1-2 Effect

2. Teaching Procedure
4.07 4.09 4.08 2-1 Learning evaluation
4.12 4.15 4.14 2-2 Learning atmosphere
4.22 4.34 4.28 2-3 Teaching attitude
4.12 4.09 4.11 2-4 Teaching methods and strategy/teaching contents

3. Teaching Involvement
4.10 4.05 4.08 3-1 Teaching and teaching materials plans
4.10 4.05 4.08 3-2 Evaluation on students’ needs
a Note. Abbreviations: EE = Electrical Engineering majors;
G = Geography majors; Avg. = Average score.
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5 Conclusions and Discussion

The present study differed from a traditional teaching approach in that the lecturer
opened an opportunity for the students to make extra effort for their scores, allowing
the midterm examination scores to be added up to 100 points if the students were
willing to complete all activities on the studying sheets. This modification only
influenced 20 % of the students’ assessment scores, which perhaps did not exert an
overwhelming impact on the total score, but might have triggered the students’ moti-
vation to work harder for improving their English scores. Therefore, in the final
examination, which accounted for 30 % of the total score, we observed an overall
improvement across the two classes. In particular, at the midterm examination before
the differentiated instructions were administrated, approximately 35 % of the class, i.e.,
about 16 people per class, would probably fail the class. However, at the final
examination, there was only up to one student who failed, which was about 2 % of all
participated students.

The results of the present study demonstrated that through activities of varying
difficulties, students who were willing to make an effort for improving or exercising
with English would receive some kind of rewards. Although the extra academic points
that the students received only affected up to 20 % of their overall scores, the multiple
options provided to the students had initiated their motivation to keep up with learning
English. The effect of the modification in the teaching instructions had exerted an

Fig. 1. Examination scores. (a). Midterm: geography majors. (b). Midterm: electrical engineer-
ing majors. (c). Final: geography majors. (d). Final: electrical engineering majors.
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enormous effect on the students’ learning attitude, which was ultimately reflected in
their final scores.

The results of the present study also showed that the two classes of Freshman
English started off with approximately similar distribution of English proficiency levels
among the students, with the class of electrical engineering displaying an even wider
range (Fig. 1a and b). For the geography majors, more students scored between 81 and
90, while more electrical engineering majors scored between 71 and 80. However, if
comparing the distribution of the scores within each group, such as to compare the
midterm and final examination scores for geography majors only (by comparing
Fig. 1a with c), one could observe that the geography students who used to score
between 61–70 in the midterm had improved, thus the peak in the 61–70 interval in
Fig. 1c was lower than the bar of the 61–70 interval in Fig. 1a. Similarly, the majority
of the electrical engineering majors who fell behind in the midterm examination had
worked their way up and caught up with the majority of the others in the final
examination. Therefore, in the final examination (Fig. 1d), the number of students
scoring below 60 had decreased, and the number of students scoring above 60 had
increased as compared with the performance in the midterm examination (Fig. 1b).
A few advanced learners worked hard as well, and therefore, the overall numbers
scoring higher than the interval of 71–80 also increased.

The present study showed that in general, students reacted positively toward the
differentiated studying sheets, because students of all levels benefitted from the
learning experience. Diligent students would be awarded with good grades if they made
an effort for learning English regardless of their initial English proficiency levels. For
basic learners, they could work through the course and gain good grades as long as they
were willing to spend time on the assignments. For advanced learners, they could gain
a sense of accomplishment because they could pick up challenging tasks on the
studying sheet.

In addition to the differentiated instruction, the use of the e-learning system may
have encouraged the students to invest more time in completing the assigned tasks,
because they could choose the difficulty level of the materials they wanted to study, and
they were free to speak up their opinions toward the teaching contents and the teaching
methods because their answers to the questionnaires remained anonymous.

Different from earlier studies advocating differentiated instruction where the
majority of the research was carried out in elementary [5] and secondary schools [8],
the present study demonstrated that differentiated instruction was also an executable
teaching method for undergraduate courses. In particular, at the current situation of the
education system in Taiwan, undergraduate courses in university in fact admitted much
larger number of students than elementary and secondary school classrooms did. In
such large classrooms of over 45 students per class, it was inevitable that the students
would come from diverse socio-economic backgrounds with different language abili-
ties. Therefore, it has become a challenge for teachers to pay attention to and to take
care of each individual’s needs while maintaining the learning interests of advanced
learners and assisting basic learners at the same time. The results in the present study
have suggested that differentiated instructions could be a useful and practical option for
university teachers to enhance the students’ learning motivation for a better learning
experience.
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Abstract. The social media networking has become an important portal for
increasing learning opportunities and enhancing life quality. This study was
attempted to explore the behavior of using social media among senior learners.
The objective of this study was to find out whether the existence of the social
media has had a significant impact on information literacy among the elderly in
a city area in Tainan, Taiwan. Results were mixed, which led to the conclusion
that, despite the adoption of social media, the information literacy has not had an
all-encompassing influence on the ability of seniors to take advantage of social
media. Gender issues in older adult’s participation in information literacy are not
significant. Media literacy enables older adult to have the skills, knowledge and
understanding they need to make full use of the opportunities presented both by
traditional and by new social media services. Moreover, experiences and atti-
tudes towards using social networking vary by educational level.

Keywords: Senior learners � Social media � Information literacy

1 Introduction

New technologies can play a major part in helping older people engage with society
and having a better life. Many of senior learners have enthusiastically adopted modern
media to keep in touch with their relatives, old acquaintances and younger family.
Studies show that the elderly use new social media tools to bridge the gap between
them and the new generation as a way to re-connect with others. As the computer
revolution, such as the PC and the Internet, the needs of an individual living in a
changing world at a rapid pace to cope with and deal effectively with life’s many
challenges are essential issues. The development of e-Learning and Distance Education
technologies are permitting both youths and adults to learn anywhere on their own
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time. Because people should validate and assess information to verify its reliability, the
point is to understand the need for effective use of information.

Information literacy and lifelong learning have a strong relationship with each other
that is critical to the success of every individual in the information society. Theoreti-
cally, we should pursue the goal of becoming more information literate and continu-
ously over our lifetime. Luckily, the task of facilitating information literacy to every
group of learners is more easily attained when distance and e-Learning are used. This
could be a solution to the senior learners who might need more social interactions.

In fact, technology has had a tremendously impact on what it means to be social.
A new social realities created by technology and what those realities mean for the
individual and society is obviously happened nowadays. Nevertheless, the use of social
media has both positive and negative consequences for senior learners. Although the
technology has the potential to harm or enhance our social life, the key is to understand
how technology affects people socially. This is the critical issue regarding technology
and aging society.

2 Literature Review

2.1 Information Literacy

Information is a vital source and certainly the basic component of education, and the
literacy is “the condition of being literate” (Lau 2006). The concept of “information
literacy” reflects a convergence of thinking from many developments, disciplines and
areas of research. With the nature of e-Learning and information communication
technologies, we are likely to encounter it in everyday life. The standards of literacy are
now expanded to mean more than basic literacies of reading, writing, and numeracy,
but to apply to other areas including computer literacy, media literacy, and cultural
literacy.

However, the two concepts – information literacy and lifelong learning are inter-
related. According to Horton (2008), both of these concepts are largely self-motivated,
self-directed, self-empowering, and self-actuating. For instance, the more information
literate an individual becomes, the greater the self-enlightenment that occurs if practiced
over an entire lifetime.

Adults come to the learning setting from many different places and with a multitude
of diverse experiences. Some of the learners may feel confident in subjects like eval-
uating resources and searching online. On the other hand, there are voracious adults in
a learning setting have never been required to do any research via Internet. Therefore,
finding an interesting way to talk about information literacy of all ages is never easy.
Information literacy is not just about understanding what learner read, but compre-
hending any data and using it. In general, to be information literate means to be able to
figure out what information learners need, then to know the skills to locate, evaluate,
and use this information effectively (American College and Research Libraries Asso-
ciation of College and Research Libraries 2000).
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2.2 Social Media

The information and communication technology (ICT) has broken the barriers of space
and time, enabling learners to interact anytime with more people than ever before. In
fact, the use of electronic devices has overtaken traditional face-to-face communication
by a wide margin. Indeed, with more powerful social technologies at our fingertips,
people are more connected (Tardanico 2012). Bosch and Currin (2015) indicated that
senior adults communicated with more people by using Internet.

Social media are computer-mediated tools that allow people to exchange infor-
mation and enhance more interaction with others. Social media plays an important role
in our daily life to keep in touch with friends, and maintain our relationships from the
real world. These social-technologies include Facebook, YouTube, Line, Blogger,
Twitter, Plurk, and Google+.

However, Serra (2014) indicated that social media may appear to make our life
easier but at the same time it has destroyed our quality human interaction. For instance,
constantly having access to more social interaction becomes too much to handle and is
technically not even real. Based on the theory of Maslow’s Hierarchy of Needs, social
interaction should be balanced outside of the cyber world (Raacke and Bonds-Raacke
2008).

2.3 Senior Learner

Like the rest of the world, Taiwan is an ageing society. With more people in Taiwan
living longer and with couples having fewer children, the aging of Taiwan’s population
has become increasingly obvious. According to the Department of Human Resources
Development National Development Council, Taiwan became an aging society in
1993, and is forecast to become an aged society and super-aged society in 2018 and
2025 In 2060, the proportion of the total population that is elderly in Taiwan will be
higher than that in the other countries, including USA, Untied Kingdom, France, Italy,
and Germany (National Development Council 2014).

The increase in the number of aged people requires relevant authorities and more
researchers to work on issues such as the promotion of active aging, health care, social
welfare, and education. In 2006, Taiwan’s Ministry of Education published a white
paper entitled “Towards an aged society: Seniors education policy white paper” to
provide a friendly environment for seniors with the opportunities and rights to lifelong
learning.

Senior adults belong to a very specific group in terms of learning of information
communication technology (ICT) that needs a special approach to lifelong learning and
educational development. Senior adults use email and social media to maintain contact
with family and friends both through their communication and observation of activities,
such as news, photographs and discussions. As Vacek and Rybenska (2014) described,
it can lead to an improved sense of meaning in senior adults’ lives if they learn to use
ICT well. Thus, it is necessary to help senior learners not only to know but understand
what the benefits of social media are, how to use them and how they can improve their
lives.
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3 Research Design

3.1 Research Design and Sample

A quantitative research approach was adopted in which a survey questionnaire was
distributed to senior learners within a city area in Tainan, Taiwan. Descriptive data
were collected through a self-reported survey approach in which participants responded
to a series of questions about themselves. Descriptive research is used to gain improved
understanding of the current environment.

The target population for this paper was limited to the senior citizens of the
Yong-Kang district area in Tainan, Taiwan. A total of 70 of the 78 surveys were
returned to the researcher. Eight of the 70 surveys were not completed and, therefore,
not useable. A total of 65 surveys were used in the analyses.

3.2 Data Analysis

The aim of this study was to explore in formation literacy and the use of social media
for senior learners. Data analysis was conducted using the Statistical Package for the
Social Sciences (SPSS version 21.0). Descriptive statistics were used to analyze the
collected data. Specifically, frequency distributions, percentage of responses, and mean
distributions were used to describe the current status of farmers’ Internet adoption.

4 Results

4.1 Sample Demographics

A summary of the sample demographics is presented in Table 1. There were 65 par-
ticipants to the survey. Of the respondents, 33(51 %) were male and 32(49 %) were
female. Most of respondents were in 51-to-70 year range (74 %) and the majority of the
respondents were educated.

What is the senior learners’ experience with using social media in Taiwan? The
gathered data provided an overview of the use of social media by age groups. Fre-
quency distributions and percentage of responses described the senior learners’ expe-
rience with social media in Taiwan. As showed in Table 1, approximately 46 % of the
respondents had less than one-year experience on social media. Of the respondents,
54 % have had experience on social media more than 5 years. All of senior learners
have had experience with using social media.

4.2 Information Literacy

As showed in Table 2, the majority of respondents had moderate literacy level on
traditional literacy, but had a high information literacy level on media literacy. How-
ever, computer literacy and Internet literacy competency of participants were moderate
to low.
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4.3 Social Media

Based on the responds, all of participants showed the moderate positive impact on the
use of social media. As listed in Table 3, respondents had much more interaction on the
use of social media.

5 Discussion

The objective of this study was to find out whether the existence of the social media has
had a significant impact on information literacy among the senior learners. Results were
mixed, which led to the conclusion that, despite the adoption of social media, the

Table 1. Descriptive statistics of participants (n = 65)

Variable N Percentage(%)

Gender Male 33 51
Female 32 49

Age 51–60 24 37
61–70 24 37
71–80 14 22
81+ 3 5

Educational
background

Junior High School 28 43
Senior High school 20 31
College/University 17 26
Master 0 0

Years of experience with social media Less than 1 30 46
1–2 19 29
2–3 14 22
3–4 1 2
5+ 1 2

Table 2. Information literacy for participants

Measurement Mean SD

Traditional literacy 3.03 1.382
Computer literacy 2.79 2.023
Media literacy 4.59 1.164
Internet literacy 2.29 1.640

Table 3. Use of Social Media for Participants

Measurement Mean SD

Entertainment 3.12 1.874
Information 3.14 1.879
Interaction 3.22 1.941
Attitude 3.14 1.892
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information literacy has not had an all-encompassing influence on the ability of seniors
to take advantage of social media. Gender issues in older adult’s participation in
information literacy are not significant. Media literacy enables older adult to have the
skills, knowledge and understanding they need to make full use of the opportunities
presented both by traditional and by new social media services. Moreover, experiences
and attitudes towards using social networking vary by educational level.

Research has shown that seniors may appear to benefit from better social interaction
when they have more use of social media. Since the social technologies have broken
the barriers of space and time enabling people to interact anytime and anywhere, we
should be able to take advantage on the higher levels of social interaction via social
media.

Besides, information literacy is a preparation for lifelong learning of all ages.
Learners need to experience and apply information literacy at all levels of using new
media. In teaching and learning terms, information literacy are expressed as important
factors where seniors come to a learning situation with expectation of using social
media, in turn, are affected by lifelong learning and adult educational development.
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Abstract. The objective of this study was to develop a game-based learning
cloud. The design concepts are as follows: first, a modular object-oriented
dynamic learning environment was used as the basic platform, and virtualisation
technology was employed to build a private cloud; second, games and related
modules were developed on Google App Engine to enhance the overall system
performance of the learning cloud; and third, a game-based learning approach
was adopted to stimulate the curiosity of students, leading to active learning and
enhanced student learning outcomes. After the system was completed, third-year
students from the Department of Information Management who were taking
Information and Communication Security as an elective course at our university,
85 students from 2 classes, were recruited for an experiment. System analysis
was performed using the data obtained from the questionnaire. Finally, the
experiment results were discussed, and a conclusion and recommendations for
future studies were offered.

Keywords: Cloud learning � Game-based learning � Hybrid cloud � Moodle �
Google App Engine

1 Introduction

With the availability of cloud computing technology, educators can currently access
additional teaching materials for helping learners gain knowledge. In addition, the
pay-as-you-go feature of cloud computing reduces investment costs for hardware
devices, thus enabling learners to engage in Internet-based learning at all times. As
cloud computing has become a research hotspot among modern technologies, more
researchers pay attentions in the field of education. Masud and Huang [1] pointed that
scholars have made a lot of researches on two aspects: cloud computing used in the
field of education, and integration of network and e-learning. The former emphasized
on information system application, teaching materials building, etc. The latter
emphasized on construction of campus e-learning system, e-learning model on campus
network, and so on. But the research applying cloud computing to elearning is not
significantly reported until now. Although Masud and Huang built an elearning cloud,
and made an active research and exploration for it, how to construct an efficient and
lower-cost learning cloud was still not discuss in this paper.

Oblinger [2] indicated that computer games have become an indispensable part of
society and the cultural environment and are particularly appealing to children and
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teenagers, whose computer-related activities at home mostly consist of playing com-
puter games. Because computer games present challenges, stimulate player curiosity,
and realise the fantasies of players, game-oriented teaching methods can engender
student learning motivation.

Therefore, the objective of this study was to explore the performance and the pros
and cons of the hybrid cloud developed in this research and to investigate the effec-
tiveness of learning network security by using a game-based learning method. We used
a modular object-oriented dynamic learning environment (Moodle) and Google App
Engine (GAE) to develop a game-based learning cloud for students to learn about
network security. The new learning cloud was expected to feature superior perfor-
mance, higher learning efficiency, and lower computing resource consumption com-
pared with traditional learning management system-based private clouds. With the
learning cloud saved on the Moodle as the teaching platform, students engaged in
learning solely by using Web browsers. Furthermore, because games demand a large
amount of computing resources and network traffic, the GAE cloud computing plat-
form was used to develop the games to reduce the consumption of local computing
resources and network traffic.

2 Literature Review

2.1 Cloud Computing and Applications

Cloud computing is not a brand new technology but rather a concept. Buyya et al. [3]
and Vaquero et al. [4] indicated that cloud computing is a parallel and distributed
system that comprises a group of interconnected virtual computers. It is able to
dynamically deploy one or more computers and allocate computing resources based on
the contract between service providers and consumers. Mell and Grance [5] asserted
that cloud computing is a model for enabling access to shared configurable resources
that can be provisioned with minimal management costs according to user demands.
These definitions indicate that cloud computing consists of a group of virtualised
servers that deliver services to users through the Internet. These virtualised servers can
be dynamically adjusted and users may select the pay-per-use option, in which pay-
ments are made based on the actual amount used, which facilitates optimal cost–benefit
ratios.

In recent years, a large amount of studies have been conducted regarding the use of
cloud computing in the field of e-learning and the results have shown the positive
effects of cloud computing on e-learning. Liao et al. [6] presented a new model of
collaborative e-learning using clod computing to solve the problem of providing
inadequate support for individual learners during the whole learning process. Cheng
and Chen [7] implemented a cloud-based article classification system used for learning
English grammar that collected, analysed, classified, and gathered English-learning
articles. Because a powerful computing resource was required to perform these oper-
ations, a virtualisation technology was subsequently adopted to build private clouds
that were subsequently combined with social networks and adaptive testing
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mechanisms to provide learners with appropriate articles for elevating their English
proficiency.

Although cloud computing provides users with a considerable amount of resources,
the use of cloud computing for e-learning without jeopardising sensitive and private
information remains a prominent problem. Therefore, the purpose of this study was to
build a low-cost and efficient hybrid cloud to achieve privacy and security during
cloud-based e-learning.

2.2 Game-Based Learning Theories and Applications

A number of scholars have conducted related studies on game-based learning,
demonstrating the positive effects of game-based learning on learning outcomes.
Callaghan et al. [8] investigated how virtual-world and video-game technologies can be
used in electronic and electrical engineering courses to create a teaching environment
that engendered high student involvement and participation. Sung and Hwang [9]
developed a collaborative, game-based learning environment and integrated it with
Mindtool, which enabled students to share and organize the knowledge they have
gained during the game-playing process. The results showed that this teaching method
could enhance the learning attitude and motivation of students and simultaneously
elevate their academic performance and self-efficacy. Kim et al. [10] explored a
game-based mobile learning model and found that the students were able to tackle a
series of challenging mathematical problems without the help and guidance of their
teachers.

In this study, we adopted an adventure game-type (AVG-type) design in which
information hidden in stories was used as clues for guiding players, who were required
to solve various puzzles to complete the game. Thus, the observation and analytical
skills of players were tested.

3 System Design

3.1 System Architecture

A learning cloud based on game-based learning (LC-GBL) was introduced and the
LC-GBL system architecture comprised a presentation layer, a service layer, and a data
layer, as shown in Fig. 1.

(1) Presentation layer

The layer enabled the users using devices with Internet access to connect to the Moodle
Web interface through Web browsers. Thus, users could engage in game-based
learning merely by accessing Web browsers. They could also view their own learning
status and game ranking. Teachers could also add, edit, and delete game-based learning
materials solely by using Web browsers.

(2) Service layer

The hybrid cloud was developed Moodle and GAE.
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(a) Moodle: Moodle was used as the basic architecture of the LC-GBL to primarily
serve the function of a game-based learning Web portal. The demographic
information of the users and the content of the teaching materials regarding
network security were also saved on Moodle. Virtualisation technology was
employed as the basis for building the private cloud; the virtualisation platform
was made by combining several physical servers and using kernel-based virtual
machine virtualisation technology. Several virtual machines were subsequently
installed on the platform and each virtual machine was installed with a Moodle
Web site and the MySQL database. To prevent the data on the virtual machines
from being inconsistent, they were synchronised to each machine by using a
distributed database and a distributed file system, which ensured the accuracy of
the information that users’ access. To prevent the virtual machine from stalling the
overall performance of the system because of overload, a load balancer was
installed at the front of the system to ensure an even flow distribution to each
virtual machine.

(b) The GAE was used to develop the following modules that require a substantial
amount of computing resources and bandwidths. OpenID and OAuth were used to
bridge communications between these modules to enhance the performance of the
overall system.

(3) Data layer
The data layer contained the MySQL database and BigTable database.

• MySQL database: this database was saved in a private cloud architecture and was
primarily accessed by Moodle.

• BigTable database: this database contained learning portfolio and teaching material
databases. The BigTable database was a NoSQL database provided by GAE.
Because it featured an SQL language and file format that differed from traditional

Fig. 1. System architecture
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relational databases, JIQL was used for language conversion, a process that enabled
data addition, searching, and deletion using the SQL language of relational
databases.

3.2 Design of Teaching Material

The e-teaching materials were made by referencing the materials used for the course
Introduction to Network Security taught at the SME e-university. The e-learning course
comprised three units, which were Introduction to the Basics of Network Security,
Methods of Attacks on Network Security, and Network Security Detection and Pro-
tection. Each unit consisted of three to six related courses, comprising 14 courses and
19 learning objectives. The course framework is shown in Fig. 2.

We began designing the content of the teaching materials for game-based learning
after focused and cohesive teaching units were determined. The types of teaching
materials used included text, pictures, and videos. The network security learning
objectives and the content of the teaching materials for game-based learning are listed
as follows:

Question: In a network environment, what are the items that should be properly
protected to prevent damages from human factors and natural disasters for facilitating
continued network operation and the provision of services?

Answer: In a network environment, the operating software, hardware, and oper-
ating system should be properly protected to prevent damages from human factors and
natural disasters for facilitating continued network operation and the provision of
services.

Fig. 2. The teaching materials
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3.3 Game Design

We designed the game-based learning activities by using an AVG-type game design in
which each chapter was treated as a mission. Each mission comprised two scenarios
and was presented in the form of shooting games. During the game, a
question-and-answer format was adopted, in which students selected the answers and
options by targeting their selection using an aircraft. The missions were based on AVG
games and clues were provided to facilitate the completion of each game stage.

As shown in Fig. 3, two stages were designed to be completed by each game
character. For a regular citizen, Stages 1 and 2 both consisted of five missions; for a
hacker, Stages 1 and 2 comprised five and four missions, respectively. Each mission
contained three tasks, and as the students played the game, the system recorded
whether these missions had been successfully completed and a final game-stage
analysis page was displayed to show the learning process of the students, enabling
them to review the areas they found challenging.

4 Experiment Design and Results

4.1 Study Participants

The participants comprised third-year university students from the school’s Department
of Information Management who were taking Information and Communication Secu-
rity as an elective course; 85 students from two classes were recruited. They were
instructed to operate the system and engage in learning by using Web browsers on
typical computers to play the game. Subsequently, questionnaires were distributed to
the participants to obtain information regarding their experiences of using the learning
system. Finally, the questionnaires were collected for statistical analysis.

Fig. 3. Game characters and stages
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4.2 Experiment Procedure

The experiment procedure was divided into three stages:
Stage 1: During one class session, explain the study objective, how to use the

system, and the duration of the experiment to the participants.
Stage 2: Instruct the study participants to use the game-based learning system to gain

network security knowledge for 2 weeks.
Stage 3: Distribute questionnaires to the study participants on Day 14, which are to

be completed in 1 h. In this stage, 85 valid questionnaires were retrieved,
yielding a 100 % return rate.

4.3 Research Instrument

A questionnaire was designed for measuring the students’ satisfaction with the system,
and it entailed three dimensions: game-based learning, the content of the teaching
materials, and operating experience. The questionnaire comprised 17 questions, and the
answers were measured using a 5-point Likert scale wherein scores of 5, 4, 3, 2, and 1
represented strongly agree, agree, no opinion, disagree, and strongly disagree,
respectively.

4.4 Questionnaire Analysis Results

(1) Reliability Analysis
Concerning questionnaire reliability, the Cronbach’s a coefficient was used,
which measured the internal consistency of the scale. A coefficient value a of 0.7
or above indicated high reliability. Reliability analysis of the various dimensions
all showed an a of 0.7 or higher [11]. The a of the overall scale was 0.905, as
shown in Table 1, confirming the reliability of our scale.

(2) Descriptive Statistical Analysis
The overall average and the overall average standard deviation of the dimension
game-based learning were 3.892 and 0.787, respectively.
Regarding the dimension content of the teaching materials, the overall average
and the overall average standard deviation were 4.109 and 0.707, respectively.
The overall average and the overall average standard deviation for operating
experience were 4.209 and 0.752, respectively.

Table 1. Questionnaire reliability analysis

Name of subscale Number of questions Coefficient a

Game-based learning 7 0.896
Content of the network security teaching materials 4 0.792
Operating experience 6 0.849
Total/overall average 17 0.905
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5 Conclusion

In this study, a game-based learning cloud was developed and network security
teaching materials were incorporated to enable students to learn network security
knowledge that is applicable in everyday life. The cloud consisted of a hybrid cloud
system architecture and developed a private cloud architecture by using Moodle.
Games and related modules were integrated on the GAE by using OpenID and OAuth.
Performance, experiment, and questionnaire analyses were subsequently conducted,
and all the results fulfilled the study objectives. The questionnaire analysis results also
indicated that the students felt that the system was easy to learn and that Web page
loading speed was sufficiently fast to facilitate instant loading.
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Abstract. This study selected the real-time variety of strategy simulation
games, i.e. real-time strategy (RTS) games, in which AI is used in tactics, unit
production, reinforcement, combat, and other aspects. In RTS games, assign-
ment and distribution of units in the battlefield are critical because they deter-
mine the survival of units and the victory or defeat of the player. In a game
between a player and NPC, because the NPCs follow pre-determined algo-
rithms, the player is able to follow the patterns of the opponent. Designing smart
NPC behavior that prevents players from easily figuring out the pre-determined
logic and challenges the strategies of the players is a potentially rewarding
subject for research. By applying fuzzy logic to games and non-player charac-
ters’ (NPC) judgment and interaction with players, players face more variations
and challenges in the game, thereby impedes players from gaining insight to the
game logic and increasing the fun of a game.

Keywords: Real-time strategy (RTS) � Game AI � Fuzzy system

1 Introduction

There were two categories of use of AI in NPCs in early games. One is finite state
machine (FSM) [7], AI with fixed patterns allows players to understand the behavior of
NPCs through moderate effort. The NPC compares the current disparity in firepower
between the two players and decides to advance or retreat based on the result of the
analysis. Moreover, the NPC must nonetheless stake all remaining resources in a final
fight. The other category is cheating, in which NPCs directly access the player’s
information to generate its response. Accessing back-end information means that the
NPC possesses all information in a match, including how the player develops and
distributes his units, based on which to react to the situation. For instance, there is Fog
of War in all RTS games to prevent players from gaining information on areas con-
trolled by allies and from enemy territories. The NPC knows the location and resources
of the player without scouting. This approach creates imbalance in the difficulty of the
game and compromises playability.
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AI should not be perfect because games do not need unbeatable AI. For judgment
and recognition, human-like thinking can be incorporated for NPCs to think more
similarly to humans, which allows a gray area in terms of determining the status of the
player. Based on the determined statuses, different behavior patterns can be selected,
which would improve the AI and achieve the objective of this study.

2 Game Setting

A RTS game includes resource gathering, base building, in-game technological
development, and battle [1, 2, 4, 8]. This testing game focused on the reinforcement
action in RTS games. Our testing focused on small-scale battle simulation, which
clearly showed the distributions of units and the final results of the battle.

The core of the test was analyzing the firepower of individual units in the teams
sent by the player, using fuzzy theory, to obtain overall firepower. With this infor-
mation, the choice of tactics and the scale of reinforcement can be determined. Using
fuzzy theory, the analysis of the firepower of players is changeable, meaning that either
the NPC over- or underestimates the power of the team sent by the player, players
always face different circumstances when they play the game, creating diverse possi-
bilities and increasing playability.

2.1 Attributes Setting

Required values for all fighting units in RTS games include health, attack power and
other attributes. The attributes settings for the units in this study were based on the
common attributes in early strategy games.

Health. All units began with 100 points of health. When health was zero, the unit was
destroyed. 100 % health meant healthy; 90 % to 80 % meant average; 70 % to 40 %
meant slightly injured; 30 % to 10 % meant severely injured; and 1 % meant critical.

Attack power. The attack power settings were for calculation of damage to health
points in battle. Attack power was determined by the type of weapon used by a unit. In
the game, common weapons ranked from low to high attack power (handgun,
sub-machine gun, rifle, shotgun, and sniper rifle, respectively).

Attack speed. After a unit fires a shot, there was delay time until the next shot. The
settings were based on shots per second. To avoid too much disparity among the
damages per second (DPS) of the weapons, the shots per second settings: 6 for sub-
machine gun, 4 for rifles, 2 for handguns, 1 for shotgun, and 0.5 for sniper rifle.

Attack range. In the test, the distances were measured in meters. The attack ranges of
units were based in reality. In reality, the effective ranges were around 50 m for
handguns and shotguns, 200 to 400 m for sub-machine guns and rifles, and 800 m for
sniper rifles. The effective range for handguns was 50 m.
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Fighting unit. The fighting units in the game were soldiers. The difference among the
soldiers was their weapon. All newly generated units in the initial stage of the game had
100 points of health and the same speed and other abilities.

Numbers. In the test for the RTS battle system, each player had 9 usable units: 2 for
submachine guns, 2 for rifles, 3 for handguns, 1 for shotgun, and 1 for sniper rifle. The
numbers of the types of units influenced the process of the battle. The numbers of units
were assigned to each weapon based on the DPS of the weapons.

Deployment rules. We attacked enemies with the lowest health and high firepower as
the top-priority tactic [6]. When encountering player’s units, NPCs terminate stand-by
mode and prepare for battle. There are two kinds of strategies - advancing and
retreating. The decision to advance or retreat is determined by comparing the firepower
of the groups of units from both sides at the moment when units from both sides meet.

2.2 Fuzzy Analysis

By adding the threat levels of different weapons at different distances to the health
status of the units holding the weapons, the resulting threat levels of individual units
were variable. Therefore, the analysis for this stage was divided into two parts.

The first fuzzy analysis. To determine the firepower of the enemy, we had to first
obtain the threat levels and distances of weapons. In today’s games, there are often
multiple weapons, and there are different models of the same weapon, which presents
differences in performance. We set a threat index for each weapon (DPS = attack
power � attack speed), from 1 (lowest) to 10 (highest) (Fig. 1).

The effective ranges of the weapons were categorized into long, middle, and short
range (Fig. 2). The basic stable effective range of a weapon was obtained when the
grade of membership reached 1.

After obtaining the types of weapons, locations, and distances of players’ units, the
first fuzzy analysis was conducted using fuzzy rule base. Weapons had different threat
levels at different distances. The analysis yielded the grade of membership of the

Fig. 1. Firepower membership function. Fig. 2. Distance membership function.
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weapons’ threat levels at different distances (Fig. 3), which included categories of very
strong, strong, medium, and weak.

The second fuzzy analysis. Obtaining the threat level of individual units of players.
On the battlefield are units of various types in various states. There may be units with
low firepower but high health or units with high firepower but low health. These two
types of units have roughly the same DPS before they are destroyed. The design of the
approach considered the health of the units and the threat level of the weapon they
carried. As the threat levels of individual units were already obtained from the first
stage of analysis, and added health levels to the unit (Fig. 4).

We obtained the grade of membership of the threat level of individual units based
on fuzzy rules. The threat level of individual units influenced the priority of attack
targets. As the threat levels of individual units were determined, the core process in this
study was completed. Fuzzy sets still required many tests and modifications to achieve
the balance and feel needed for actual gameplay. The desired effect could also be
achieved through adjusting the content of the sets.

3 Experiments and Results

At the beginning of the test, players control 9 units of different types. There were fewer
units with high firepower and more units with lower firepower. The player was required
to coordinate his own tactics. The aim was destroying all NPC. The NPC used fuzzy
logic to group units and sends them to battle player units based on the firepower of its
enemies at the moment of encounter. The results of the battle were collected when the
game ends with one side losing all units. The aim of the test game in this study was to
create an evenly matched, unpredictable battle. When wins and losses became out of
proportion, the function coefficients in the fuzzy set must be adjusted.

Fig. 3. Membership function of the weapons’
threat levels at different distance.

Fig. 4. HP membership functions.
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3.1 Results

In short-distance tests, almost all of the player’s units have higher firepower than
NPCs. The lowest level, 5, occurred with units with handguns, sub-machine guns, and
sniper rifles. From this, we concluded that the reason was handguns and sub-machine
gun units had damages that were too low, and were in extremely inferior positions
compared with sniper rifle units (Fig. 5).

In the mid-distance test, the threat levels in units with handguns, sub-machine guns,
and shotguns decreased significantly. Because of compensated distance, the threat
levels in units with rifles and sniper rifles increased. Units with rifles also reached peak
threat level in mid-distance (Fig. 6).

Firepower disparity also appeared in the long-distance test. The threat levels of
units with handguns, sub-machine guns, and shotguns decreased to nearly none.
Because of the longer distance, the threat level of units with rifles slightly decreased,
and the threat level of units with sniper rifles peaked (Fig. 7).

Fig. 5. The result of sniper rifle in short distance test.

Fig. 6. The result of sniper rifle in mid distance test.

Fig. 7. The result of sniper rifle in long distance test.
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3.2 Analysis

Due to limitations of space, we can only present the result of sniper rifle. During 20
tests, units from both sides began the games with full health, the player and NPC
reached a tie. The initial positions of the units influenced the outcome of the battles.
The deciding factor of the battles was the survival time of units with sniper rifles. The
player whose unit with sniper rifle was destroyed first always lost the battle.

In testing, the NPC overestimated the firepower of its opponent frequently and sent
units that were more powerful than the units of the player. This strategy may cause
players to feel frustrated. The overestimation could be seen in the tests with the same
types of units. The NPC usually sent reinforcement, which would cause the player to
lose opportunities and lose the battle. By contrast, this situation did not occur when the
NPC had superior firepower. When units from the player slowly approached units from
the NPC, the NPC sent units with high firepower infrequently. Therefore, the problems
were in the distances and the weapons.

4 Conclusion

In current RTS game development, use of AI has become commonplace and efficient,
though limited to large-scale game productions. The results of this study can serve as
useful references for small-scale teams to develop games quickly without compro-
mising variability while considering time limit and cost.
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Abstract. Artificial Evolution has shown great potential in the musical domain.
One task in which Evolutionary techniques have shown special promise is the
automatic music composition. This article describes the development of an
algorithm for generating tonal melodies. The method employed does not entail
any preset rule with respect to the musical grammar. It is based on a self-learning
model that combines a Markov process, for the creation of concatenation rules of
various sounds, with the Viterbi algorithm, for compliance with the musical
syntax. The article is going to demonstrate the effectiveness of the method by
means of some examples of its production and is going to indicate ways to
improve the method.

Keywords: Automatic music composition � Feature learning � Hidden Markov
Model � Self-learning � Viterbi algorithm

1 Introduction

Artificial Intelligence (AI) refers to the creation of information systems capable of
executing tasks that are normally performed by human beings: Music Composition is
one such area. With the current AI techniques, it seems difficult to create music (a
melody) that might be appreciated by people [1]. Although music has a lot of features
that may be formalized mathematically (such as for instance the transposition, the
inversion, …) [2, 3], it also has properties that may not be so easily described from a
mathematical standpoint. Such is the case of syntax of a tonal music phrase. Syntax
deals with the actuals composition and it describes music on the level of its formal
construct [4, 5]. Many of the studies performed in this field call for the creation of a
melody neglecting the idea of form: this might work well for non-tonal music or the
Jazz/Blues style, but not for a tonal melody.

This article presents an algorithm capable of generating a tonal music melody on
the basis of a self-learning system, based on the idea of musical syntax.

This paper is structured as follows. Section 2 method and related work. Section 3
theory of the musical syntax. Section 4 the Process of Markov. Section 5 the algorithm
of Viterbi. Section 6 methods and initial results. Section 7 conclusions.
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2 Method and Related Work

The possibility to create music by means of computer algorithms, has attracted a lot of
interest in the last few decades [6–14]. These algorithms use different methods: Markov
chains [6, 13]; knowledge-based systems [7, 9]; grammars [7, 8]; evolutionary methods
divided into genetic algorithms [10] and learning systems [11–14]. Each of these
studies provided important contributions to research thanks to the different perspectives
that were used. However, musical syntax has never received, within the context of the
tonal melody, the right amount of attention.

This article shall present an algorithm – built on the previous works – that is aimed
at generating a fully-formed “tonal music melody”. Though simple, the new musical
idea must stem from a well-defined compositional logic that is not formalized
beforehand, but that is going to be automatically and gradually built, by analyzing the
harmonic structure contained in the already existing musical compositions (of tonal
style and by different authors). The algorithm created for this purpose has the main task
of reading from the various music pieces, the harmonic structure characterizing every
single movement so as to determine the concatenation modality of the different scale
degrees (musical grammar), on the basis of which the melody shall be subsequently
generated. Making use of the Markov process, the algorithm will be able to improve
ever more the quality of the musical ideas, by reading an ever larger number of musical
works. Simultaneously, the algorithm performs a segmentation of the musical phrases
subjected to analysis (musical structure), in order to identify, by comparing them,
common elements that will subsequently be used for the creation of the melody. In
particular, the algorithm shall identify the elements (such as for instance the cadence in
its various forms (see paragraph 3)) and their position within the phrases. That is to say
musical syntax is considered. This way, during the creation of the melody starting from
random sounds, by using the Viterbi algorithm, it will be possible to guide the very
same sounds on the basis of the concatenation probabilities acquired from the Markov
process, so as to be able to obtain a correct tonal music phrase.

3 Grammar and Musical Syntax

If musical grammar consists of describing and teaching the basic elements (the notes,
the pitches, the rhythm, the chord, the concatenation of the chords and so on) the syntax
deals with the actual composition and it describes music on the level of its formal
construct [15]. In this regard many theorists coined and then defined a specific ter-
minology that proved extremely useful for the description and the musical analysis of a
particularly large repertoire [16].

The Motif is the smallest syntactic unit detectable in the analysis of a composition
[15]: to be identified as a “motif” a certain syntactic riff must be recurrent in its
rhythmic (as a defined and characteristic sequence of durations) and/or melodic role (as
a defined and characteristic sequence of intervals) [17]. The motives are structured and
are made up of larger units that give birth to the phrase and to the period [16]. The
phrase is a riff that contains one or more motives, spanning across several beats,
completing a harmonic itinerary that leads from the tonic of a certain tonality to its
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dominant, on which it ends [17]. The period, made up of two (or more) phrases, is a
larger syntactic riff, that from a harmonic standpoint covers a longer and more artic-
ulated route: from the tonic of a certain tonality it leads first of all to the dominant (first
phrase) and then goes back from the dominant towards the tonic (second phrase), on
which the period ends [17].

Musical Grammar. The objective of this study is to create a melody that should have
the structure of the period and, therefore, it is important to analyze how the period is
built internally.

Melody means the sequence of sounds of different pitches and durations (Fig. 1a)
[16]. These sounds must belong each to a harmonic structure: i.e. harmony considers
the simultaneity of several sounds (Fig. 1b) [18].

The history of music and the analysis of the existing musical literature (related to
Western music in this case) [15], permitted the definition of a well-described grammar,
i.e. that set of rules needed to build the phrase and the period [18]. According to this
grammar, derived from a centuries-old “tradition’’ of composition, the sounds that
belong to a specific chord (harmony), may join (concatenation) the sounds of a sub-
sequent chord that is connected to the preceding one [18].

Table 1 shows an example of a good and regular concatenation of the chords [18].
The first column contains the various degrees of the musical scale whereas each row
indicates the degrees with which every single degree may concatenate. We must
specify that there may be exceptions by way of which a certain degree resolves to a
degree different than the indicated ones: actually we must not forget the creative aspect
of the composer.

a) b)

Fig. 1. Example of a melody (a) and example of harmonization of the melody in Fig. 1a (b).

Table 1. Example of chord concatenation

I II III IV V VI VII

II I III V
III I II IV VI
IV II III V
V I III IV VI
VI II IV V
VII I V
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Musical Syntax. Musical syntax describes music on the level of its formal construct
[29]: in other words, it takes into consideration not only individual chords, but the
harmonic sequences as well. Even in this case, the analysis of the musical literature
permitted the identification of certain characteristic elements that are always present in
all the musical phrases and periods as for example:

• the ‘‘cadence’’, a particular harmonic sequence that assumes a very important role
in the phrasing [16,17]: it actually is used in connection with musical points of
interest such as conclusions, suspensions, exclamations and so on; the most com-
mon cadences are the perfect cadence, the imperfect cadence, the interrupted (de-
ceptive) cadence and the plagal cadence (Fig. 2) [18];

• the stylistic features: harmonic sequences that are realized only in those particular
ways that tradition passed on (Fig. 3) [18].

The main problem of the algorithms developed for the automatic creation of a
melody consists in the fact that the melody presents itself as a sequence of sounds that
belong to chords (or harmonies) that seen in sequence do not observe the good and
regular concatenation (see Table 1). Furthermore, in most cases the melodies do not
end up having a cadence which is typical of tonal music.

The algorithm we intend to present tries to autonomously learn the rules of musical
grammar using the Markov process. At the same time, the application of the Viterbi
theorem shall allow orienting the sequence of sounds so as to complete the melody with
a cadence.

4 Hidden Markov Model (HMM)

The Markov chains are a stochastic process, characterized by Markov properties.
It is a mathematical tool according to which the probability of a certain future event

to occur depends uniquely on the current state [19–21].

V                I    V               III     V              VI                IV              I 

Perfect Cadence      Imperfect Cadence      Interrupted Cadence      Plagal Cadence

Fig. 2. Musical cadences.

 I    II     III   IV       V              III     II    I              III    I      VI      V       IV

Fig. 3. Musical stylistic features.
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The algorithm realized uses a transition matrix to learn the rules of musical
grammar: the matrix represents the probability for a type of chord to resolve to another
chord. The first and foremost task of the algorithm is to read musical works in MIDI
format, recognize the harmonies of different scale degrees [18] and update the transi-
tion matrix. By reading an ever larger number of musical works, the algorithm will be
capable of proposing ever more ear-pleasing musical ideas: because, not only do the
transition probabilities change along with the reading of musical works, but also the
potential “transition states” (see Table 1).

5 The Viterbi Algorithm

The Viterbi algorithm is generally used to find the most likely sequence of hidden
states (known as the Viterbi path) in a sequence of events observed in a Markov
process [22], i.e. a process in which the probability to be in a state in a certain instant
only depends on the state in the preceding instant.

Let us define [22, 23]:

dði; tÞ ¼ max
pði;tÞ

Pðpði; tÞjwÞ ð5:1Þ

where p(i,t) represents the initial part of a sequence S1,…,St that ends in the state i. It
follows that d(i, t) represents the probability associated to the most likely route of the
first t symbols of sequence S that ends in the state i [23]. The algorithm scans all the
nodes at the time t keeping track of the most likely for which there is a path with the
node at the time t–1.

Figure 4 shows an example of harmonic sequence that starting from the I degree of
the scale leads to the III degree, with an imperfect cadence, on the basis of the
transitions described in Table 1. At instant t = 1 we hypothesize the initiation of the
sequence with the I degree of the musical scale. The gray circles without an indication
of the degree indicate the possibility to start from other degrees of the scale. At every
subsequent instant (t = 2, t = 3, …) we indicate the degrees with which the preceding
degree may concatenate on the basis of the transition probabilities obtained according
to the Markov process. The gray circles without an indication of the degree indicate the
poossibility of concatenation with other degrees, not yet identified by the algorithm
during the reading of the scores (see paragraph 4).

Based on this diagram, it is easy to infer how the chord sequences may change on
the basis of a reading of an ever larger number of scores by the algorithm: this way new
“transition states” may be identified and, therefore, there are more different possibil-
ities of composition.
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6 The Obtained Results

The algorithm developed has the objective of proposing a new tonal music idea, as a
starting point for a new piece. As such, the new idea must have the distinctive feature of
a musical phrase, i.e. it cannot contain modulations (passage from a tonality to another
tonality), the first sound must belong to the chord of the I degree of the musical scale and
it must end up with a cadence. As far as the rhythmic structure is concerned, we have
deliberately not taken into consideration this element, although it is typical for music, in
order to give the composer (whether a student or a professional) the possibility to refine
it by inserting melodic figurations. Therefore, only one sound shall correspond to every
single movement, giving the melody a homorhythmic character (every movement shall
have the same duration). The only parameters required as input for the processing are the
tonality and the number of movements. The first step of the algorithm was to create a
transition matrix (Fig. 5) that would define the musical grammar, by reading about 300
scores by different authors and of different historical periods.

Simultaneously, the algorithm performed a segmentation of every read score in
order to search for elements (and the position of every one of them) shared with the
previous scores (Fig. 6). In the segmentation phase, the score is decomposed into
musical objects having a different length and the algorithm determines, for every one of
them, the length, the position and the number of compositions which contain the object

Fig. 4. Trellis diagram of a harmonic sequence (I-IV-II-V-III).

Fig. 5. Transition matrix: for every degree we indicate the percentages of transition probability.
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(Table 2): a musical syntax is defined. This allowed for an identification of the con-
clusive cadence that, as already mentioned, represents a fundamental element of a tonal
music idea. No rule was preset, therefore the algorithm learns autonomously how to
conclude a phrase, inserting a cadence.

Finally, the algorithm will create the music idea (in full), starting to build a
sequence of random chords that will have to follow one another based on the proba-
bilities identified in the transition matrix (Fig. 7), excluding the chords that do not
succeed in concatenating themselves regularly. Making use of the Viterbi algorithm,
for every step (or chord created) the algorithm analyzes the possibility to conclude the
music idea with a certain cadence identifying the shortest route.

Below there are 2 examples of melodies created considering a music idea of 10
movements.

7 Conclusions

This article presented an algorithm to automatically generate a tonal melody. The
method proposed allows observing both the musical grammar related to the sound
sequence and the syntax of the musical phrase: the possibility to create a fully-formed
tonal music phrase, with a conclusion sanctioned by a cadence. It is easy to see how the

Position = Number of movement - Length of the Harmonic Sequence

Fig. 6. Identification of a conclusive cadence on compositions having different lengths.

Table 2. Musical Syntax

Harmonic Sequence Length Position Number of compositions

II–V–I 3 Movements-Length 48/300
IV–V–I 3 Movements-Length 236/300
… … … …

I       V     IV III II        I V      IV      V I I VII I    VI IV V IV II V I

Fig. 7. Example of melodies created on the basis of a harmonic sequence.
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development of algorithms for the composition of musical melodies may radically
change the music composition process. However, this may not be seen as yet another
case in which the computer can replace a person in a sophisticated activity, but rather as
a means of support to the composer: just like a pedagogical expert system does not
supersede the role of human teachers, but enables new ways to do their work. Given
that music is one of the arts that has a stronger mathematical background, it is not
surprising that most of the debate on whether machines can make original and creative
works has centered on this sub-field of computational creativity. Hybridization of
different techniques and the use of high performance computing might bring about new
realms of (computer) creativity.

A future study might look into the analysis of the rhythm of music compositions,
written in different forms, in order to give the melody a typical and well-defined
appearance.
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Abstract. Compressed sensing is famous for its compression performances over
existing schemes in this field. We apply compressed sensing to digital images for
error-controlled transmission in this paper. For assessing the compression per-
formances, researches assume to have the error-free transmission between the
encoder and the decoder. For transmitting compressed sensing signals over lossy
channels, error propagation would be expected, and the ways to apply error
control schemes for compressed sensing signals would be much required for
guaranteed quality of reconstructed images. We propose to transmit compressed
sensing signals over multiple independent channels for error-controlled trans-
mission. By employing the correlations between the compressed sensing signals
from different channels, induced errors from the lossy channels can be effectively
alleviated. Simulation results have presented the reconstructed image qualities,
which depict the effectiveness of the use of multi-channel transmission of
compressed sensing signals.

Keywords: Compressed sensing � Error control � Multiple channel

1 Introduction

Compressed sensing is one recently developed technique in lossy data compression
researches and applications [1, 2]. Lossy compression serves as an inevitable part in
multimedia communications. With the widely use of smart phones or tablets, increasing
numbers of multimedia contents are accumulated rapidly. These contents, mostly
images, can be stored, transmitted, and shared with the use of social networking
services and wireless networks, which are commonly encountered in our daily lives.
Thus, how to efficiently perform data compression, in addition to the robust trans-
mission of multimedia contents, would be much required for practical applications
[3, 4]. Compressed sensing presents different perspectives in lossy data compression,
and with the consideration of data transmission over channels, they lead to the new
branch in researches with potential applications.
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In compressed sensing, it requires the sampling rate, which is far less than the
Nyquist rate, with the capability of reconstructing the original signal for lossy com-
pression. The major goal in compressed sensing researches would be the compression
capability. Thus, how to effectively decode with a small amount of compressed signals
would be the major challenge [5, 6]. In addition to looking for compression perfor-
mances, we consider the error-controlled transmission of compressed sensing signals.
In this paper, we transmit compressed signals over lossy channels to observe the effect
caused by packet losses. To alleviate the quality degradation, we employ the trans-
mission over multiple independent channels. For the better protection of compressed
sensing signals, improved quality of reconstructed image can be observed for the error
controlled transmission.

We briefly describe the fundamentals and notations of compressed sensing in
Sect. 2, present the proposed method for transmitting compressed sensing signals with
the error-controlled protection over lossy channels in Sect. 3, demonstrate the simu-
lation results in Sect. 4, and address the conclusions in Sect. 5 as follows.

2 Fundamentals of Compressed Sensing

In compressed sensing, based on the representations in [1, 2], it is composed of the
sparsity principle, and the incoherence principle.

• For the sparsity principle, it implies the information rate in data compression. In
compressive sampling, it is expected to be much smaller than the sampling rate
required, and can be represented with the proper basis W, W 2 CN�N , and C means
the complex number. More specifically, W is the basis to reach sparsity with a k-
sparse coefficient vector X, X 2 CN�1, with the condition that

f ¼ WX: ð1Þ

Here, f denotes the reconstruction corresponding to the original signal.
• For the incoherence principle, it extends the duality between time and frequency.

The measurement basis U, U 2 Cm�N , which acts like noiselet, is employed for
sensing the signal f , with the condition that

Y ¼ Uf: ð2Þ

Here, Y denotes the measurement vector. We note that Eq. (2) is an underdeter-
mined system.
With the parameter settings in [1, 2], we choose K1 and K2 coefficients for sparsity
and incoherence, respectively.
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3 Transmission of CS Signals Over Multiple Channels

For the effective delivery of compressed sensing signals, and considering the robust
transmission depicted in [7–9], we employ the use of transmission over multiple lossy
channels, which are mutually independent, in this paper. Figure 1 describes the block
diagram of our system. At the beginning, in Fig. 1(a), the input image X is compressed
with compressed sensing in Sect. 2, and compressed sensing signals are denoted by Y.
For the ease of separating the compressed coefficients, we choose the odd-numbered
indices to form C1, and the even-numbered ones to form C2. After that, we employ the
multiple description transform coding (MDTC) [7] to form the two descriptions of D1

and D2, with Eq. (3).

D1;k

D2;k

� �
¼ r2 cos h2 �r2 sin h2

�r1 cos h1 r1 sin h1

� �
C1;k

C2;k

� �
; ð3Þ

with the conditions of C1 ¼
S

8k
C1;k , C2 ¼

S

8k
C2;k , D1 ¼

S

8k
D1;k, D2 ¼

S

8k
D2;k, and

r1r2 sin h1 � h2ð Þ ¼ 1 to lead to the determinant of one. Next, D1 and D2 are transmitted
over two independent lossy channels, with the loss probability of pe;1 and pe;2 for
Channel 1 and Channel 2, respectively, as depicted in Fig. 1(b). Due to the induced
errors, the two descriptions have become D0

1 and D0
2, respectively.

(a) 

(b) 

(c) 

Fig. 1. Block diagrams and mathematical notations in this paper.
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At the decoder, as shown in Fig. 1(c), by employing the variances as depicted in
[7], and by taking the inverse operations to Eq. (3) for reconstruction, we can obtain
C0

1 and C0
2 from received descriptions. After the combination of the even- and

odd-indexed components, we can obtain Y0. Finally, with compressed sensing, we can
calculate the reconstructed image X0.

4 Simulation Results

With the proposed method, we choose the test image cameraman, with the size of
128 � 128, for conducting simulations. We set r1 ¼ r2 ¼ 1, and choose different h1,
h2, and lossy probabilities for verifications.

Figure 2 depicts the transmission of compressed sensing signals with K1 ¼ 1000
and K2 ¼ 20000, under the lossy rates of pe;1 ¼ pe;2 ¼ 0:1. For simplicity, we set
h1 ¼ �h2 or h1 � h2 ¼ p

2 in our simulations. Reconstructed image qualities are mea-
sured by the peak signal-to-noise ratio (PSNR) and the structural similarity index
(SSIM) [10], respectively. Figure 2(a) presents the results for transmitting over the
single channel without the error control. Figure 2(b) to (e) display the reconstruction
over two channels with different settings of h1 and h2. In Figs. 2(b), (c) and (d), we set
h1 ¼ �h2, and in Figs. 2(d) and (e), we have h1 � h2 ¼ p

2. We can easily observe the
improvements of transmission over two channels. Even though the PSNR values have
slightly improved, the SSIM indices are greatly enhanced to point out the alleviation of
the effects caused by the 10 % random losses from both channels. When we compare
reconstructed images between Figs. 2(a) and (b), in PSNR, only the 1.29 dB
improvement can be observed, and in SSIM, the enhancement of 0.39 can be watched.
When we assess the two images subjectively, we may lead to the result that SSIM
index may present better with the subjective point of view.

Figure 3 presents the different settings of h1 and h2 under the lossy rates between
1 % and 25 %. Again, we set h1 ¼ �h2 or h1 � h2 ¼ p

2 in our simulations. Figure 3(a)
shows the curves with PSNR values. As expected, reconstructed image qualities
become degraded with the increase of lossy rates. Without error control, or the one for
single channel transmission, it generally performs the worst for lossy rates less than
18 %. Under this condition, transmission of compressed sensing with multiple channels
has presented the capability for error-controlled transmission. For larger lossy rates,
due to the increased number of lost packets, we can hardly find improvements with
multi-channel transmission. In Fig. 3(b), we can observe similar phenomena with the
SSIM curves. When the lossy rates are lower than 21 %, proposed method shows
improvements over the case of single-channel transmission. Again, for larger lossy
rates, received signals may be unsuitable for providing the reconstruction capability. It
may lead to the degradation of reconstructed image even when error-controlled scheme
is applied.
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Fig. 2. Simulations under 10 % lossy rates for test image cameraman.
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5 Conclusions

In this paper, we have employed the use of multiple-channel transmission for the error
control of compressed sensing images. With the transmission over multiple channels,
and by use of the coefficient reconstruction with multiple description transform coding,
proposed method has presented the effectiveness over the case with single channel
transmission. However, when the lossy rates become too large, even the error con-
trolled schemes over multiple channels may hardly provide the improvements as
compared to single channel transmission. With the selection of parameters for multiple
channel transmission, we have presented the effects and advantages for error-controlled
transmission with compressed sensing. Other suitable combinations of parameters that
may also be applicable for enhanced quality in reconstructed images may also be
explored in the future.
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Abstract. The shortage of original Camellia key generation and expansion
strategy was researched. Based on these researches, the new Camellia key
expansion algorithms are proposed. In this algorithms, Logistic mapping is used
to reduce the dependence between subkeys. Experimental result shows that the
security and robustness of the AES subkeys have been strengthened.
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1 Introduction

Over the past decade, the rapid expansion of digital communication technologies has
been simply astounding. With the advent of the information age, big data attracts more
and more attention. During the process of big data, data security transmission guar-
antees the reliability of information. So, cryptography play an important role in the
digital communication system. In recent years, the requirement of information security
is enhanced. So, a lot of encryptions are presented, such as DES, AES, Camellia and so
on. In cryptography, Camellia is a Block cipher that is highly praised by many orga-
nizations, including the European Union’s NESSIE project (as a selection algorithm)
and the Japanese CRYPTREC project (as a recommendation algorithm). Camellia
algorithm was designed by the NTT and Mitsubishi Electronics Company. It was first
published in the 2000 SAC conference, and then became the European encryption
standard. Camellia and AES have the same level of security strength and computing.
Camellia is widely used in many European security systems.

Chaos is a new emerging discipline in recent decades, which has a lot of charac-
teristics, such as initial value sensitivity, ergodic, deterministic and so on. These
characteristics are equal to the ‘diffusion’ and ‘confusion’, which were proposed in the
cryptography by Shannon. Chaos mapping have very complex nonlinear characteristic
and the output sequences have strong randomness, which are often used in stream
cipher as pseudo-random sequence.

Block cipher encrypts data through several iterations. In each round, subkeys are
required to participate in the operation. Based on the idea of cryptography attack,
subkeys will be found out through the comparison of the plaintext pair and the
ciphertext pair. Initial key will be deciphered finally. The most commonly used
cryptographic attacks include differential attack and linear attack. In order to avoid
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being subjected to differential and linear attack, subkeys should be better spread in the
iterative algorithm in each round. Therefore, a new key expansion algorithm is pro-
posed to enhance the randomness of subkeys in each round via combining the Camellia
algorithm and the chaos mapping. So, the subkeys can be better spread in the iterations.

2 Camellia

Camellia algorithm is a Block cipher. The length of Camellia algorithm plaintext
packet are 128 bits. Secret key have three choice to choose, including the length of 128,
192 or 256 bits. According to the different length of the secret key, the number of
rounds were 18, 24 and 24. One of the unique features of the Camellia is the design of
the diffusion layer, which just consist only of bit XOR operation. Feistel structure is
adopted in Camellia algorithm, and the round function F is composed of two modules,
which are confusion and diffusion.

2.1 Confusion

Confusion module always be completed by S-box, which is the only nonlinear com-
ponent in many Block ciphers. Therefore, the strength of the S-box determines the
strength of the whole cryptosystem, and its efficiency determines the efficiency of the
whole cryptosystem. Camellia has four different S-box. Those S-boxes are completed
by the inverse function over the finite field and the affine transformation. The S-box2,
S-box3 and S-box4 are derived from the shift operation of the S-box1.The whole
S-boxes algebraic expressions are as follows

s� box1 : F8
2 ! F8

2 xð8Þ ! hðgðf ðxð8Þ � 0xc5ÞÞ � 0x6e ð1Þ

s� box2 : F8
2 ! F8

2 xð8Þ ! s� box1ðxð8ÞÞ\\\1 ð2Þ

s� box3 : F8
2 ! F8

2 xð8Þ ! s� box1ðxð8ÞÞ[ [ [ 1 ð3Þ

s� box4 : F8
2 ! F8

2 xð8Þ ! s� box1ðxð8Þ\\\1Þ ð4Þ

In S-box1, function F is given by f : B ! B

B1

B2

B3

B4

B5

B6

B7

B8

2

66666666664

3

77777777775

¼

0 0 0 0 0 1 0 0
1 0 0 0 0 0 1 0
0 0 1 0 0 0 0 1
0 0 1 0 0 0 0 1
0 0 0 1 0 0 1 0
0 1 0 0 1 0 0 0
1 0 0 0 0 0 0 1
0 0 0 1 0 1 0 0

2

66666666664

3

77777777775

A1

A2

A3

A4

A5

A6

A7

A8

2

66666666664

3

77777777775

ð5Þ
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Function h is given by h : B ! B

B1

B2

B3

B4

B5

B6

B7

B8

2
66666666664

3
77777777775

¼

0 1 0 0 1 1 0 0
0 1 0 0 0 0 1 0
0 0 0 1 0 0 1 0
0 1 0 0 0 0 0 1
0 0 1 0 0 0 1 0
1 0 0 0 0 0 0 1
1 0 0 0 1 0 0 0
0 0 1 0 0 1 0 0

2
66666666664

3
77777777775

A1

A2

A3

A4

A5

A6

A7

A8

2
66666666664

3
77777777775

ð6Þ

Function g is given by g : B ! B ðB1B2B3B4B5B6B7B8Þ ¼ gðA1A2A3A4A5A6A7A8Þ
Function g is an operation over the finite field. It’s so difficult to compute the

formula of Function g.

2.2 Diffusion

The role of the diffusion layer is to scramble and mix the output of these S-boxes. So,
the output of the 8 bits are as much as uncorrelated with other S-box input which are
related. Diffusion layer is usually achieved by a nonlinear transformation function of L.
Since the operation of confusion is composed of 4 S-box parallel, L can be regard as a
transformation, which algebraic expressions can be displayed as ðF8

2Þ4 ! ðF8
2Þ4. So,

the diffusion layer of the Camellia algorithm matrix is shown in (7) in detail.

A ¼

0 1
1 0

1 1
1 1

1 0
1 1

0 1
0 0

1 1
1 1

0 1
1 0

0 1
0 0

1 0
1 1

0 1
1 0

1 1
1 1

1 1
0 1

1 0
1 1

1 1
1 1

0 1
1 0

1 0
1 1

1 1
0 1

2
6666666664

3
7777777775

ð7Þ

2.3 Function FL and FL−1

Function FL and FL�1 algebraic expressions are as follows

FL : F64
2 � F64

2 ! F64
2 ðXLð32Þ k XRð32Þ; klLð32Þ k klRð32ÞÞ ! YLð32Þ k YRð32Þ ð8Þ

Where YRð32Þ ¼ ððXLð32Þ \ klLð32ÞÞ\\\1Þ � XRð32Þ ð9Þ
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YLð32Þ ¼ ðYRð32Þ [ klRð32ÞÞ � XLð32Þ ð10Þ

FL�1 : F64
2 � F64

2 ! F64
2 ðYLð32Þ k YRð32Þ; klLð32Þ k klRð32ÞÞ ! XLð32Þ k XRð32Þ ð11Þ

WhereXLð32Þ ¼ ðYRð32Þ \ klRð32ÞÞ � YLð32Þ
XRð32Þ ¼ ððXLð32Þ \ klLð32ÞÞ\\\1Þ � YRð32Þ

ð12Þ

2.4 Round Funtion F

Round Function F is the basic operation in Camellia algorithm. The Round Function F
is shown in Fig. 1.

2.5 Encryption Algorithm

The encryption algorithm is shown in Fig. 2. Camellia algorithm include 18 rounds of
the Round Function F.

Subkeys is generated by the key expansion algorithm, and each round subkeys is
different. Each round subkeys is obtained by cyclic shifting different bits through the
KL. KL in the Fig. 2 means the output of key expansion algorithm. Key expansion
algorithm is just like encryption algorithm but have less round iterations. Key
expansion algorithm is shown in Fig. 3.

M1 ¼ 0xA09E667F3BCC908B; M2 ¼ 0XB67AE8584CAA73B2;
M3 ¼ 0XC6EF372FE94F82BE; M4 ¼ 0X54FF53A5F1D36F1C

3 Chaos

Chaos is a kind of determined dynamics system, which is not predictable. Just a small
difference of the initial value changed, the output of the Logistic Mapping will be very
complex and unpredictable owing to the sensitivity to the initial value. Logistic
mapping is used here for an easy hardware implementation. Logistic mapping is one of
the easiest chaotic mapping, because it is very easy to be achieved by hardware.
Logistic mapping formula is as follows:

64bits

XOR Confusion Diffusion XOR

64bits

128bits

Fig. 1. Round Function F
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Xnþ 1 ¼ lXnð1� XnÞ l 2 ð0; 4�;Xn 2 ð0; 1Þ ð14Þ

l is a parameter of the logistic mapping, which controls the chaotic behavior. Xn is the
initial value of the Logistic mapping, and affects the orbit of chaos. Chaotic orbit is
sensitive to the initial value extremely. Even a small change in initial value can make a

Round Function F
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Round Function F

Round Function F

Round Function F

Round Function F
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Fig. 2. Encryption algorithm
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great difference in chaotic orbit. The bifurcation diagram of the Logistic mapping is
shown in Fig. 4

As shown in Fig. 4, when the value of l is located in ð3:5699; 4�, the chaotic
characteristic is obvious in Logistic mapping. When the value of l is chosen to be 4,
the orbit of Logistic mapping has filled the entire range. At that time, the best char-
acteristics behavior in the Logistic mapping is presented. The complex dynamic
characteristics of the Logistic mapping determine the output must be a pseudo-random
sequence. So, Camellia key expansion algorithm can be replaced by the Logistic
mapping, because it has better pseudorandom characteristics.

4 Improved Camellia Algorithm Based on Logistic Mapping

As we discussed in the key expansion, KL is the output of the key expansion algorithm.
Each round of subkeys is obtained only by cyclic shifting KL differently. KL is just
calculated via four rounds of the round function F. Hence, traditional public Camellia
encryption algorithm has safety problem. In order to make up for the shortage of
Camellia algorithm in the aspect of key expansion, the pseudo-random sequences
generated by the Logistic mapping can improve the subkeys obtained by cyclic shifting
from KL. The pseudo-random sequences generated by the chaotic system are with great
random properties, and often applied in the design of stream cipher. The improved
Camellia is shown in Fig. 5.

Logistic mapping in Fig. 4 is an expression in the real number field, which needs to
be quantified in order to be applied to the digital system. Since the hardware system
can’t directly represent the decimal, and software implementation of the logistic
mapping also need to be quantified as two valued sequence. Only the two valued
sequence can be involved in arithmetic operation. So using the fixed-point number to
replace the float-point number, the output pseudo-random sequences of the Logistic
mapping were obtained by FPGA. Hardware circuit diagram of the Logistic mapping is
shown in Fig. 6

Fig. 4. The bifurcation diagram of the Logistic mapping
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As seen in Fig. 6, the numbers in the real number field is represented by 64 bits
binary numbers. The quantized Logistic mapping’s output are represented by the 128
bits binary numbers, which is not like software quantification obtained bit by bit.
Statistics show that the output of the 128 bits numbers in each iteration rounds are
independent, and with good random characteristics. Therefore, the pseudo-random
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Fig. 5. The improved Camellia algorithm

Fig. 6. Hardware circuit diagram of the Logistic mapping
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sequence implemented by the hardware is 128 times than the software. The output
pseudo-random sequences of the Logistic mapping was gotten by the simulation
software Modelsim. The output pseudo-random sequences of the Logistic mapping is
shown as Fig. 7.

In the Fig. 7, each pulse is represented by the 128 bits, and the height of the pulse is
represented by a 128 bits binary value. The fluctuation of the pulse height shows the
random characteristic of the output of the Logistic mapping. As shown in Fig. 8, Rel-
ative to the subkeys achieved by cyclic shifting KL by different bits, the pseudo-random
sequences generated by the logistic mapping’s random characteristic is better.

5 Conclusion

For solving the safety problems of existed Camellia algorithm, an improved Camellia
algorithm based on Logistic mapping is proposed in this paper. The subkeys generated
by the Logistic mapping is completed by the FPGA and simulated by the Modelsim.
The output are proved to be a good random characteristics

References

1. Aoki, K., Ichikawa, T., Kanda, M., Matsui, M., Moriai, S., Nakajima, J., Tokita, T.:
Specification of Camellia – A 128-bit Block Cipher. Nippon Telegraphy and Telephone
Corporation, Mitsubishi Electric Corporation, July 2000

2. Aoki, K., Ichikawa, T., Kanda, M., Matsui, M., Moriai, S., Nakajima, J., Tokita, T.:
Camellia: a 128-bit block cipher suitable for multiple platforms - design and analysis. In:
Stinson, D.R., Tavares, S. (eds.) SAC 2000. LNCS, vol. 2012, pp. 39–56. Springer,
Heidelberg (2001)

3. Zhou, Y., Wu, W., Xu, N., Feng, D.: Differential fault attack on camellia. Chin. J. Electron.
18(1), 13–19 (2009)

4. Kocarev, L., Jakimoski, G., Stojanovski, T., Parlitz, U.: From chaotic maps to encryption
schemes. In: Proceedings of IEEE International Symposium on Circuits and Systems 1998,
vol. 4, pp. 514–517. IEEE (1998)

5. Zhou, H., Ling, X.T.: Generating chaotic secure sequences with desired statistical properties
and high security. Int. J. Bifurcation Chaos 7(1), 205–213 (1997)

Fig. 7. Pseudo-random sequences of the Logistic mapping

Camellia Key Expansion Algorithm Based on Chaos 217



6. Li, S.J.: Analyses and new designs of digital chaotic ciphers. Ph.D. thesis, School of
Electronics and Information Engineering. Xi’an Jiaotong University, Xi’an (2003). http://
www.hooklee.com/pub.html

7. Li, C.Y., Chen, J.S., Chang, T.Y.: A chaos-based pseudo random number generator using
timing-based reseeding method. In: IEEE Proceedings of ISCAS, pp. 21–24 (2006)

8. Hatano, Y., Sekine, H., Kaneko, T.: Higher order differential attack of camellia (II). In:
Nyberg, K., Heys, H.M. (eds.) SAC 2002. LNCS, vol. 2595, pp. 39–56. Springer,
Heidelberg (2003)

9. Shirai, T., Kanamaru, S., Abe, G.: Improved upper bounds of differential and linear
characteristic probability for camellia. In: Daemen, J., Rijmen, V. (eds.) FSE 2002. LNCS,
vol. 2365, pp. 128–142. Springer, Heidelberg (2002)

10. Zhang, L., Zhang, Y.: Research on lorenz chaotic stream cipher. In: IEEE International
Workshop VLSI Design & Video Tech, pp. 431–434 (2005)

11. Lu, J., Kim, J.-S., Keller, N., Dunkelman, O.: Improving the efficiency of impossible
differential cryptanalysis of reduced camellia and MISTY1. In: Malkin, T. (ed.) CT-RSA
2008. LNCS, vol. 4964, pp. 370–386. Springer, Heidelberg (2008)

12. Addabbo, T., Alioto, M., Fort, A., Pasini, A., Rocchi, S., Vignoli, V.: A class of
maximum-period nonlinear congruential generators derived from the Rényi chaotic
map. IEEE Trans. Circuits Syst. I 54(4), 816–828 (2007)

13. Li, G., Wang, Y., Ma, H.: Audio packet encryption of flow control base on stop-and-wait
protocol. J. Inf. Hiding Multimed. Signal Process. 7(1), 127–134 (2016)

14. Zhen, J., Zhifang, W., Zhao, B., Tang, L.: A novel super-resolution direction finding method
for wideband signals based on multiple small aperture subarrays. J. Inf. Hiding Multimed.
Signal Process. 7(3), 510–520 (2016)

218 C. Wang and Q. Ding

http://www.hooklee.com/pub.html
http://www.hooklee.com/pub.html


The Key Exchange Algorithm in Network
Encryption Machine

Minghao Li1 and Qun Ding2(&)

1 The Secure Communication research room, Key Lab Electronic Engineering,
College of Heilongjiang Province, Harbin, China

2 A professor and doctoral tutor of College of Electronic Engineering,
Heilongjiang University, Harbin, People’s Republic of China

2151349@s.hlju.edu.cn

Abstract. This paper mainly presents a key exchange realization method about
network encryption machine. The way is based on Diffie-Hellman Key
Exchange and Authenticated Technology to make all network encryption
machine increasingly security.
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1 Introduction

In 21st century, information transmission has become an important part of our life,
moreover, great attention is paid to the information security. The primary reason is that
when the information leaks out and then the serious leakage would have damaging
impart on personal property and country safety. Therefore, the study of security of
information transmission has become increasingly important.

One of important aspects to assure the information security is cryptographic
transmission. The way can protect our transmission content and increase risks of
information leakage. The most important of cryptographic transmission is secret-key
security, and the secret-key is the “key” of encryption technology and decryption
technology. Traditional cryptographic transmission system such as Fig. 1 introduces
security of cryptographic transmission.

Although there are diverse programs of cryptographic transmission nowadays, the
fundamental principle is divided two branches—channel encryption and data encryp-
tion. On one hand, channel encryption is encryption processing of physical layer signal.

Message sending section Encryption module  Message receiving section 

Internet

Decryption module
Key Key

Fig. 1. The schematic of the transmission system by using encrypted with a key
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It would provide processing methods of channel encryption and Bit-Torrent, but
decoding method is provided by user as secrecy basis. However, there are some
problems about the way, for example, all information will leak out based on the
prerequisite—unsafe channel. On the other hand, data encryption is the transmission of
real-time data transmission to go to encrypt processed, so that even in the absence of
protective measures can also achieve safe and efficient channels of information
transmission. Key encryption described above is one commonly used method of data
encryption transmission. Therefore, this paper introduces a data encryption as research
background (Fig. 2).

2 The Key Exchange

2.1 General Introduction

Data encryption is one way transmission of information encryption method encryption
method proposed after relatively long been used in general, including symmetric
encryption, public-key block cipher encryption and password encryption. Briefly the
core of symmetric encryption method is to encrypt and decrypt using the same key;
block cipher encryption method is mainly used an iterative approach to data encryption
mode, shown as Fig. 3; public key cryptography is encryption has two keys: a public
key and private key that is the method of combining encrypted with the public and
private key to decrypt.

Three common ways a mixed blessing, first introduced symmetric encryption, which
operating speed is relatively high, but the key is a single, once leaked information will
leak, security is gone; and then look at the block cipher encryption mode plaintext good
scalability, and does not require a key synchronization, more suitable as an encryption
standard, but the method should not be overlooked drawback is that encryption is slow

Information 
Source

Encryption Main 
Channel

Deciphering

Eavesdropping 
Channel

listener-in

Sender Addressee

Fig. 2. The diagram of channel encrypted transmission system

Key k k0, k1,…, kt-1 Key k k0, k1,…, kt-1

Clear Text
x=(x0, x1,…, xm-1)

Cipher Text
x=(y0, y1,…, yn-1)

Clear Text
x=(x0, x1,…, xm-1)

Encryption Algorithm Decipherment Algorithm

Fig. 3. Schematic diagram of the structure of packet encryption
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and prone to error diffusion and dissemination; encryption called public-key cryptog-
raphy is the most secure encryption method one, two key fully guarantee the security of
the encryption tools, making information security has been further guaranteed; but far
more virtues than defects, it is also the least efficient encryption method, resulting in
greater cost of the way, it will not be universally applicable.

So, we decided to only the key from the security key exchange mode, take
information block cipher encryption method for encryption and decryption. So it can
make good use of the advantages and disadvantages of several data encryption trans-
mission was efficient and safe transport.

2.2 Introduction of Key Exchange

Key exchange is an important step in this whole machine network encryption link
encryption algorithm. This concept was first proposed by Ralph C. Merkle, US cryp-
tographers Bailey Whitfield Diffie and Martin Edward Hellman first published in 1976,
the implementation method of key exchange, which is mainly in the transport layer to
enhance information security. As more practical use of the theory, a lot of information
security systems are gradually update their key security system. Currently the key
exchange method practicability relatively strong mainly non-symmetric encryption
algorithm RSA, Diffie-Hellman algorithm (DH algorithm for short) and a digital sig-
nature method.

We use the Diffie-Hellman algorithm uses on our network encryption link machine,
the main principle is the number of large prime after a random number the user input or
automatically generated the corresponding operation was used as a transmission key
used.

2.3 The Principle of Diffie-Hellman Algorithm

In 1976, American cryptographers Bailey Whitfield Diffie and Martin Edward Hellman
put forward to key exchange method is the D-H algorithm, and because of Ralph C.
Merkle key exchange is the author of the concept, which is also known as Diffie-Hellman
- Merkle key exchange. The paper referred to this method as the D-H algorithm.

D-H algorithm mainly through the difficulty of discrete number of large prime
number algorithm uses a large number of bits on math, it is difficult to be fast cracks,
can guarantee its own security key. Theorem mainly through Miller - Rabin prime
principle of choice, in addition to re-screen after a composite number and Carmichael
number of large prime numbers would come to meet the conditions, and then repeated
by the mold (square calculation) method can put complicated remainder recursive
computation of large integer mode m and n are transformed into a simple decompo-
sition operation (large numbers into a binary representation of the decom-position step
to calculate large prime numbers), the calculation result is that we want the key, the
algorithm is a schematic diagram shown in Fig. 4.
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2.4 The Implementation Steps of Diffie-Hellman Algorithm

This section describes the implementation steps DH algorithm steps shown in the
schematic in Fig. 5. The following narrative will be divided into five steps to describe:

The first step: Sender A and addressee B must also know that the two large prime
numbers: n and g, and (n−1)/2 and (g−1)/2 is a prime number. These figures are also
public, so anyone can choose two among the n and g and openly tell another person.

A

n g gXmod n

B

A
Choose  X

B
Choose Y

1

gYmod n
2

Fig. 4. The schematic of Diffie-Hellman algorithm

gXmod n gYmod n

Exchange public values
Senders Receivers

(Number can be 
open) 

(Number can be 
open) 

Numerical 
calculation

Numerical 
calculation

g & n
(Number can 

be open) 

g & n
(Number can 

be open) 

Random Number
(Secret numbers 

of  sender)

Random Number
(Secret numbers 

of  receiver)

Compute Compute p
common Keys 

p
common Keys 

gXY mod n
(Common Key)

gXY mod n
(Common Key)

Equation

Fig. 5. Diffie-Hellman key exchange.
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Step Two: A sender selected a large number X (for example: 512 bits), and the
secrecy it up the same way, the addressee B selected a large number of secret Y.

The third step: A sender and addressee to start with B key exchange, he was first
sent to the other party including the information a B (n, g, gx mod n).

Step four: addressee B sent a message to sender A containing the gXmod n to do
answer.

Step Five: A sender send their digital to addressee B and solve X-th power demand
calculation as in (1), B performs a similar operation as in (2). Thus, the sender and the
addressee A to B share a secret key gXYmod n

ðgY mod nÞX ¼ gXY mod n ð1Þ

ðgX mod nÞY ¼ gXY mod n ð2Þ

3 Security Certificate

While key exchange can be transferred only public figure in the channel rather than the
key itself, so that a third party, even if hackers intercept digital transmission does not
help, you cannot get the key. But with the widespread use of key exchange, a new
expose the problem, that is, the attacker disguise, pretending sender or receiver that is
sending a confusing fake number, so that the other figures with this fake a large prime
number as a key, Although the prime meet Criterion D-H algorithm, but the attacker
has been wholly obtained, then use this key to encrypt the information is very dan-
gerous. So we need to take measures to determine the authentication data sender or
receiver received exchange key is not to send each other.

3.1 Overview

Certification is a very common way of confirmation in our life, information trans-
mission technology also requires authentication, such as in our key exchange is
required to sender or receiver coming digital certification: the other side is coming to
normal use (the digital power of the corresponding request, obtain key), or we need to
remove the attacker, to avoid falling into the key hands of hackers.

Commonly used authentication methods are one-way hash functions, message
authentication codes, digital signature and certificate authentication, these methods
have their own field of use. One-way hash function is mainly to verify the integrity of
the file, the file is force majeure factors prevent damage to the user without being
aware, affect the use; message authentication code is an important tool to determine
whether the message is properly conveyed; digital signature is OK message sender who
is the main tool, that is, who wrote the message? Certificate is for the public key plus a
digital signature to ensure public safety. DH key exchange authentication schematically
shown in Fig. 6.

The Key Exchange Algorithm in Network Encryption Machine 223



3.2 The Certificate Authentication

Based on third-party the certificate authentication, can effectively prevent intruders
attack. Control Fig. 6 D-H key exchange authentication shown, we can see concrete
steps to certificate authentication.

The first is the information reception aspect generates a key pair to be generated by
the certification body on behalf; Further information about the recipient’s public key
registered in their own certification bodies, and certification bodies will confirm the
reliability of the public; and certification bodies using the private key of the digital
signature is applied to the information coming from the recipient and generate public
security certificate; at this regard will be sent information with the public key certifi-
cation authority digital signature; the public key to verify the last message sender uses
the certification body digital signature, the public key to verify the legitimacy of the
receiving party, thus ensuring both send and receive information on the safe and
smooth data transfer.

4 Software Implementation

4.1 Program Introduction

D-H algorithm code in the process of running first need to randomly selected large
prime numbers p and GF (p) of the primitive root g, and p and g as public information;
when the user wants to send a message and receive users to establish secure com-
munication needs exchange and sharing of key KAB, the sender selected at random
integer XA (1 < XA < p−1), and calculates the YA = gXA mod p, then passed to the
recipient through the common channel, the XA confidential; recipients also randomly
selected 1 integer XB(1 � Xa � 1), and calculate the Y = gXB mod p, also pass
through the common channel sender, the XB secrecy; the last sender and recipient each
calculation KAB = YAXBmod p and p = YBXA mod p, Thus the sender, recipient
successfully exchanged secret key KAB. Program flow shown in Fig. 7.

4.2 Efficiency Comparison

The program D-H key exchange algorithm with our newly designed implant network
encryption machine. Then connect to the Internet, run through the program so as to

Senders Receivers

Certification 
Body

gX mod n

gY mod n

Fig. 6. The certification of Diffie-Hellman Key exchange

224 M. Li and Q. Ding



realize transmission of data encryption, encrypted configuration parameters as shown in
Fig. 8. And then measuring the time of this method of encryption and decryption. To
compare the efficiency of non-key exchange algorithm when transferring data, namely
encryption and decryption time used, we have to generate 512 Key Case contrast,
comparison of Table 1, you can observe the feasibility of this method.

Begin

Input large 
prime number p

a(p-1)=1(mod p)

a(2i×q)!=
-1(mod n)

YA=gXAmod p YB=gXBmod p

Y

Y
N

N

KAB

=YA
XBmod p=YB

XAmod p

Get Key 
KAB

End

Fig. 7. The program flow chart of algorithm

Table 1. Use 512-bit key to encrypt information with time

Algorithm number Non key
exchange
algorithm

After adding the
key exchange
algorithm

Encrypt Decrypt Encrypt Decrypt

1 1.73 1.82 2.15 2.23
2 1.80 1.77 2.08 2.21
3 1.82 1.74 2.11 2.17
Average 1.79 1.79 2.11 2.21
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Abstract. In order to further explore and discover the inner structure features of
complex urban traffic network, based on urban road network geography model
and the mass of dynamic traffic trajectory data resources, proposed a kind of
dynamic topology structure automatic discovery method of urban traffic net-
work. Firstly based on urban geographical model, and construct the graph model
of urban road network, that is taking road intersection as a node, and regard
connected path between nodes as links, establish graph model of node link to
represent the topological structure of urban road network, further based on the
running road speed information of collected road of floating car data collection
added weight for the link, and build the weighted directed graph topology of
urban traffic network. Taking Nanning city as an example, the experimental
results show that this method can find its intrinsic topology characteristics and
realize the dynamic updating of urban road network topology.

Keywords: Traffic road network � Road network structure � Topology �
Weighted directed graph

1 Introduction

The scientific planning and effective operation of traffic network for the stable devel-
opment of the city plays a vital role, and the core and the key to realize scientific
planning and management of transportation network is in-depth understanding of urban
traffic network and dynamic structure characteristics of traffic flow [1]. Therefore, it is
urgent to find an effective method to explore and find the dynamic topology structure of
urban traffic network, which provides an important foundation for the analysis of the
traffic network topology and the optimization of the road network.

Urban road network is a complex dynamic system, how to effectively discover the
features of intrinsic topology is one of the key problems in the field of transportation
planning and management [2–5]. At present, a series of researches have been carried
out on this issue at home and abroad, and the important research results have been
obtained. Among them, the literature [6] is based on the mass of the traffic trace data to
extract the important intersection of urban traffic network as the urban node, but not
build the whole road network topology. The literature [7] proposed a discovery method
based on the mass trajectory data of traffic network topology, but completely stay away
from the support of GIS map data, processing precision is limited. the literature [8]
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presents a graph model of the dynamics of traffic network, its main function is to
achieve the traffic network topology quickly storing and updating, literature [9] is based
on traffic network topology analyzed road traffic vulnerability, the literature [10] pre-
sent an association probability characteristics between roads based on the link mech-
anism (PageRank) similar to Google Docs. Although existing research has made a
series of achievements for urban traffic network topology discovery and application,
but in the face of the complex urban road network, there is a lack of effective mech-
anism to quickly extract the topology information, and updating the dynamic online.

In order to discover the complicated urban road network topology information
effectively, based on urban road network geography model and the mass of dynamic
traffic trajectory data resources, this paper presents a kind of automatic discovery
method of dynamic topology structure of urban traffic network. Firstly based on urban
geographical model, and construct the graph model of urban road network, that is
taking road intersection as a node, and regard connected path between nodes as links,
establish graph model of node link to represent the topological structure of urban road
network, and further based on the road network of massive traffic track data and
accessibility and travel time attribute of dynamic mining link, and then construct the
urban traffic network weighted directed graph topology. Taking Nanning city as an
example, the experimental results show that this method can find its intrinsic topology
characteristics and realize the dynamic updating of urban road network topology.

2 Dynamic Topology Modeling of Urban Road Network

The urban road network is complex, and there are a lot of complex relationships among
roads, such as intersection, overlap and spatial height deviation. And the flow char-
acteristics of the existing research road mainly based on road analysis, often only
observed local road traffic information, and are difficult to find whole structure char-
acteristics of the road traffic, especially because of adding the viaduct to make the
systematic modeling based on the road becomes more difficult. Thus, this article takes
the actual intersection as a node between roads, and regard the directed and reachable
roads at every road node as links, and construct the urban road network topology model
based on nodes and links (Fig. 1).

Fig. 1. Schematic diagram of urban network topology
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2.1 Dynamic Topology Modeling of Urban Road Network

According to the thoughts of graph theory, urban road network topology are expressed
a directed weighted graph of “node – link” which is composed of three elements of the
grounds of node, link, weight. That is, complex urban traffic network is abstracted a
containing the weights of the graph model, the specific dynamic network topology
models are:

T ¼ ðN;R;WÞ

where,
T represents a structure model of urban road network topology;
N ¼ nij i¼ 1; 2; 3; . . .; nf g represents a collection of nodes in a city road network;
R ¼ r\ni; nj [ ji; j 2 N

� �
represents a collection of road segments in the urban

road network, r\ni; nj [ refer to sections (groups) from node i to node j;
W ¼ w\r[f g represents a set of weights in the middle sections of the urban road

network, w\r[ refers to the weight value of the road segment.
In this paper, the road intersection is used as the research entrance of the road

network topology structure, and the intersection is abstracted as the node, so interac-
tions of road segment are follows:

C ¼ Rs; Lð Þ

C ¼ ciji ¼ 1; 2; 3; . . .; nf g is a collection of intersections in urban road networks;
Rs is cross section of road, and L is position coordinates for intersections.
At the same time, in order to further express inter node connectivity here introduced

a dynamic link weight factor, make travel time of link as the weight, namely obtained
by the calculation of the link length and floating car speed of road, and also can be
calculated combined with the historical data. But generally weight is dynamic, to
achieve network topological properties matching with practical application scene.

2.2 Model and Representation of Road Network Topology

Based on modeling method of dynamic network topology, the urban complex network
is represented as a node-link weighted graph and by the connection structure of each
node to analyze the intrinsic topological characteristics of urban traffic network. At the
same time, the urban transportation network is abstracted as a weighted directed graph
topology, topology problem is transformed into the directed weighted graph problems.
The weight information of the directed weighted graph has dynamic and specific
application scenarios preferences, in order to facilitate the expression and renewal of
topological weight information of the urban road network. In this paper, represent
weight value by the adjacency matrix.

Adjacency matrix is a matrix that represents the adjacency relationship between
nodes in the graph. If there are n nodes in the graph, the n*n matrix can be constructed
to represent the connection relationship between the N nodes. In general, for the
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adjacency matrix, if the node i and j connected, then the value of the representation
matrix (I, J) of the item is 1, otherwise is 0. That is:

A i; jð Þ¼ 1; i to j Connected
1; otherwise

�

The adjacency matrix of Fig. 2 can be expressed as

i,j 1 2 3 4 5

1 0 1 1 0 1

2 1 0 0 1 0

3 1 0 0 0 1

4 0 1 0 0 1

5 1 0 1 1 0

For the adjacency matrix with link weights, the 1 of the adjacency matrix is
replaced by the link weight, replaced the unreachable 0 value as infinite value:

A i; jð Þ¼ wij; i to j Connected
1; otherwise

�

The weighted adjacency matrix of Fig. 2 can be expressed as:

Fig. 2. Road network topology example
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3 Algorithm Implementation

3.1 Pretreatment of Urban Road Network Node

The dynamic topology of urban road network consists of three elements: nodes, links
and their weights. Among them, the extraction of network node is the key link. Mainly
selected each road layer, and analysis the intersection characteristic that the actual
achieved between roads, and then extract the reachable intersection node of the road as
topology, while unreachable intersection point, such as Viaduct with elevation plane
intersection points do not regard as a node.

Because of the quality of each map data and specifications are uneven, in order to
ensure the algorithm’s versatility. Firstly, we extract starting and ending point of all the
sections of the road network layer, provide pretreatment data for further extraction of
urban road network node.

Specific algorithm is:
Step 1: Obtain traffic road data of the various layers of the map;
Step 2: Access to the start point Ps of road segment and the end point Pe and the

length of the section, angle and other information;
Step 3: Calculate the distance Dci between the point Ps and point Pe and all nodes in

the connection point list C;
Step 4: If the Dci is less than the set threshold D0, then record the connection point

Ci and the point for the same node, adding a new section of R for Ci;

According to the above algorithm, we can get the starting point and the end point of
each link by the above algorithm, and get the position attribute of all the connection
points and the attributes of link section. The specific attribute information is shown in
Tables 1 and 2. Because the location of the map in the cross section is going to do the
chain operation, and only take the road of starting point and the stop point for pro-
cessing, so you can avoid the non-reachable cross of the viaduct and ordinary sections.

Table 1. Road sections table

No. Attribute Physical meaning

1 ID Road ID
2 Cross1ID Start point ID
3 Cross2ID End point ID
4 Length Road Length
5 Angle Road Angle

Table 2. Link point table.

No. Attribute Physical meaning

1 ID Point ID
2 Lng Longitude
3 Lat Latitude
4 RoadList Connecting Road Sections
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3.2 The Extraction of Urban Road Network Node

In the process of node extraction of road network, the standardization of GIS data often
caused the noise points, therefore, it is required to deal with the noise for the noise
nodes. In fact, although the actual crossing of road link number shall be not less than 3,
based on the feature, can be deal with the noise for network node information. But for
pedestrian bridge, steering section and other sections in some parallel road also have
this feature, as shown in Fig. 3, the structure is not included in the scope of the study of
backbone topology structure. Therefore, it is necessary to firstly exclude this kind of
road section, can do the extraction of road intersection.

According to the characteristics of these small sections, the design of denoising
algorithm is as follows:

Step 1: Take all the connection points with linking number 3;
Step 2: Among the three sections of the connection point A, judge whether two

angles are basically the same, connection is basically the same two angles,
whether differ greatly from the other angle;

Step 3: If it is, then judge whether another connection point B, which is different
from the other two sections of the road, also has the same characteristics with
connection point A;

Step 4: If it is, then determine the section to be removed sections, excluding sections,
modify the list of relevant connection points.

According to the above algorithm, we can get the starting point and the end point of
each link by the above algorithm, and get the position attribute of all the connection
points and the attributes of link section. The specific attribute information is shown in
Tables 1 and 2. Because the location of the map in the cross section is going to do the
chain operation, and only take the road of starting point and the stop point for pro-
cessing, so you can avoid the non reachable cross of the viaduct and ordinary sections.

Extraction algorithm of Network topology node is as follows:

Step 1: Take all connection points for no less than 3;
Step 2: Calculating the distance Dij between any two connection points Ci and Cj, if

Dij < Dn, then Ci and Cj are confirmed to be at the same intersection;
Step 3: Extract each intersection as Cross group according to the distance relation

above;

Fig. 3. Noises of road node
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Step 4: The average position data of the connection point from each Cross group is
taken as the position of the “big node”;

Step 5: Take the set of connection points of each Cross group connection point as
link information of “big node”.

Step 6: Number all Cross groups, the combined “big node” is the network topology
node.

Through this algorithm, all the connecting points of intersection are converted to
the network topology node, the attribute of the road network nodes are expressed as
follows (Table 3).

3.3 Generation of Topology Link Information

Because the quality and the standard of map data mapping is often uneven, road
sections of the road layer are often composed of a number of lines that do not have a
unified rule, that is to say, a complete road may be made from a number of sections.
And connecting points of these segments, when the connecting point, whose connec-
tion degree is 2, comes from the same section, it needs to be consolidated. The con-
nection between topological nodes can be obtained by combining several times that is
topology link. Because to add weight to the topology, in the course of the merger must
guarantee to generate a topological edge (logical connection), but to record all the
connected sections (physical connection). The combination of this section provides the
basis for setting the link weights between nodes, and to a certain extent, restore the
integrity of the road.
The construction algorithm of topological nodes is as follows:

Step 1: Obtain the connection relationship of all the connection points;
Step 2: To merge all the sections connected by the same link with number 2, and

remove the connection point;
Step 3: Perform multiple operations, until all the connection points are intersection

point;
Step 4: According to the relationship between the network node and the connection

point, turn the connection point into the road network node, topological edge
structure is completed.

Table 3. Road network node table.

No. Attribute Physical meaning

1 ID Point ID
2 Lng Longitude
3 Lat Latitude
4 CrossList Including connection point
5 RoadList Connecting Road Sections
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The connection relationship of network topology points is calculated by the above
algorithm, namely, network topological edge is constructed (logical connection), but
link contained in topological edge (physical connection) still needed to be calculated.
The construction algorithm for the middle segment of the topological edge is repre-
sented as follows:

Step 1: Get all topological points and topological edges (topological point
connection);

Step 2: Find the link Rt that connected with the link Rs, which starts from the start
node of topological edge Ns, add Rt to road section group of topological
edge;

Step 3: If another connection point of Rt is in the end node of topological edge Ne,
enter next topological edge to process, otherwise, with Rt as the starting
point to continue to find sections, until the complete link is obtained.

Through the above algorithm, the link can be added to any topological edge in
actual road network, so attribute of topological edge can be constructed as follows:

As a result, the urban topologic structure can be achieved basically, just need to fill
in topological weight in accordance with the attributes of road section, then urban
topologic structure with the weight can be constructed.

3.4 Generation of Topology Link Information

Topological edge has been turned into the representation of road section group. In this
paper, the average speed of floating car data of Nanning is the speed of the road, the
distance from the GIS data is the length of each road, and finally, the travel time of road
section group is used as the topological edge weight. The longer travel time, the greater
the weight accordingly. That is:

W ¼ L=v

W means topological edge weights, L means the total length of sections included in
the topology, andVmeans the actual traveling speed obtained from speed offloating cars.

4 System Experiment and Result Analysis

4.1 Laboratory Data Set

The map data used in this paper is the main road data of Nanning City, Guangxi
Province, including arterial road and expressway. The geographic information data in
the experiment is obtained on the basis of ArcGIS system, in which a total of 12,383
sections of the road, and gained 11,372 corresponding link points.

Floating car data used in the experiment is collected by more than 6 thousand taxis
in Nanning city, including the location, direction, speed and other information of the
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car, the scanning frequency is 10 s–20 s. The collected floating car data and road
matched speed as the speed of the matching road. In this experiment, the average value
of the speed of the floating car in each road section in 3 min is adopted as the operation
speed of the road segment, which is the foundation for weight setting of the link
between nodes.

4.2 Acquisition of Nodes

The experiment has selected the topology node for the main road network in Nanning.
It is calculated that we have obtained 11372 road connection points in trunk road

network, such as connection point attribute of No. 388 (388, 108.34452739992,
22.7191316400132, [351,353,429]), which means connection point of No. 388 connect
to the sections of 351, 353 and 429.

585 junction points are extracted from the connection points of the road, a total of
156 junctions are extracted, and 156 topological nodes are obtained. such as connection
point attribute of No. 33 (32,108.30470567,22.834619343, [10004,10033, 10104],
[1401319,1402342,1402354,1402355,1402356,15678122,1402344]), namely, the node
is connected by 10004, 10033, 10104, and connects the 7 sections as above.

4.3 Extraction of Links

By calculation, 156 topological nodes are finally generated in Nanning road network,
with 456 links between nodes, adding weight value to each topology. Such as edge

Fig. 4. Topology of Nanning City.
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attributes from node 121 to node 7 (121,7, [91226041,91226041,14560214, 14560219,
14560220, 14560163, 1410048, 1419620], 700, 38.45, 65), which means that edge
node 121 can reach the node 7 after the above 8 sections, with the length of 700 meters,
the average speed of the road 38.45 km/h, edge weight of 65.

4.4 Generation of Topology Link Information

In this paper, the topology of the backbone network is generated by the NetworkX
database, the location information of the original node is preserved when the topology
graph is generated, and the generating effect chart is projected on the satellite image, as
shown below (Fig. 4).

5 Conclusion

This paper presents an auto-discovery method of dynamic topological structure of
urban road network. Firstly, based on the urban geography model, construct the graph
model of urban road network, that is, with road network intersection as node and
connected path between nodes as links, establish graph model of “node - link” to
represent the urban road network topology. Road operation speed information based on
floating car data collection adds weights for links, and then construct the weighted
directed topology of the urban road network. Taking Nanning as an example, the
experimental analysis shows that, this method can be used to find the intrinsic topo-
logical characteristics of the complex network in urban areas, achieve dynamic
updating of urban road network topology. According to the actual operation state of the
road, add weight value to the topology, and provide important topological data support
for analyzing the optimal path and urban transport planning.
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Abstract. Soft errors due to single event upsets (SEUs) are the main challenge
to the reliability of SRAM-based FPGA designs. To calculate the soft error rate,
the XDL information, such as the sensitive configuration bits, signal propaga-
tion, is needed to be acquired. In this paper, an XDL analysis method for
SRAM-based FPGA is presented. Firstly, the inst information is analyzed to
obtain the sensitive configuration bits and the most important logic module
LUT. Then, the net information is analyzed and the signal propagation in CLBs
is presented. Finally, the overall signal propagation of a FPGA design is
presented.

Keywords: Xilinx Design Language (XDL) � Field Programmable Gate Array
(FPGA) � SRAM � Soft error rate

1 Introduction

Due to its high performance and reconfigurability, Field Programmable Gate Array
(FPGA) is widely used in computer hardware, communication and aerospace engi-
neering applications [1, 2]. Compared with the traditional ASIC (Application Specific
Integrated Circuit), FPGA has shorter development cycle and faster updates [3].
Especially the Xilinx SRAM-based FPGA is widely used in aerospace engineering
application in recent years.

However, the SRAM-based FPGA design is sensitive to single-event upsets
(SEUs), due to which its logic can be changed and an error may occur. The error rate
due to SEUs is referred to as soft error rate (SER) [4]. To calculate the SER of a
FPGA-based design, its information of sensitive configuration bits [4] and the digital
circuits [5] is in demand. Xilinx offers a very powerful tool called Xilinx Design
Language (XDL) [6], which can be used to describe the circuit layout in a human
readable format. With the Xilinx Design Language, the full configuration information,
internal routing, and logic structures of any FPGA-based design can be acquired.
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Although XDL is designed in a human readable format, it is still not clear enough
for those who are not familiar with FPGA structure. Recently, a lot of researchers are
focused on analyzing the XDL of FPGA-based designs.

Firstly, the XDL should be created. To achieve it, the conventional Xilinx flow [7]
can be used to acquire NCD file at first and then using the command –ncd2xdl [8] to
convert NCD to XDL.

With the XDL created Ghosh et al. [9] presented that the XDL contains four parts:
DESIGN, MODULE, INSTANCE and NET. However, the key parts are only two:
INSTANCE and NET. Claus et al. [10] showed how to analyze the INSTANCE and
NET inside XDL of Virtex-II. XDL describes the INSTANCE and NET as component
inst and switch matrix net, respectively. The format of the component configuration
inside a SLICE of Virtex-II is presented as: component name::#parameter. However
the format is not accurate. Then there is a detail discuss on net. Beckhoff et al. [11]
presented a method to analyze for Spartan-6 XDL. A detail of inst is presented and the
information of LUT is introduced briefly. But how to acquire sensitive configuration
bits, digital circuits and other more information is not introduced both in [9–11].

So far, there exists no literature related to the XDL information analysis of FPGA
Virtex-4 and Virtex-5. In addition, the differences between Virtex-4 and Virtex-5
designs in terms of CLB routing, SLICE number, and instances description in the XDL
should be studied in detail. Only to find out a general XDL analytical method for
different kinds of device types, the SER calculation of FPGA-based designs can be
designed with good robust.

In this paper, a XDL analysis method including inst and net explanations is pre-
sented. Firstly, the inst information is analyzed to obtain the sensitive configuration bits
related to the SER and the most important logic module LUT. Then, the net infor-
mation is analyzed and the signal propagation in CLBs is presented. Finally, the overall
signal propagation of a multiplier FPGA design is presented using the inst and net
information analysis.

The remainder of this paper is organized as follows. Section 2 describes the pro-
posed XDL analysis method. Section 3 presents the experimental results. Finally,
Sect. 4 concludes the paper.

2 Proposed XDL Analysis Method

It is obvious that the XDL of Virtex-4 and Virtex-5 comprise two parts: inst and net.
Inst information describes the detail configurations of instance, while net is the
physical connections between these instances. The inst and net information is neces-
sary for building practical circuits and calculating the soft error rate.

2.1 Analysis of Inst

For a FPGA design, the most basic functional blocks are I/O block (IOB), SLICE and
BRAM [2]. I/O block determines the inputs or outputs of a design, while SLICE
includes Look-Up Table (LUT) which presents the logic of signals. BRAM is the
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memory element, whose sensitive configuration bits can be obtained with the similar
way of I/O and SLICE. For simplicity, only the I/O block and SLICEL are analyzed in
the following.

2.1.1 I/O Block

(a) Virtex-4.

I/O block is the input or output of SRAM-based FPGA. Once an error occurs in IOB,
the function of SRAM-based FPGA is likely to be changed. Therefore, it is necessary
to analyze the IOB in XDL when calculating the SER. The inst information repre-
senting IOB is described as follows.

inst "y""IOB",placed CIOB_X17Y29 R1  , 
  cfg " DIFFI_INUSED::#OFF DIFF_TERM::#OFF IMUX::#OFF 

OUSED::0 PADOUTUSED::#OFF PULLTYPE::#OFF  
TUSED::#OFF OUTBUF:y_OBUF: PAD:y: DRIVE::12  
OSTANDARD::LVCMOS25  SLEW::SLOW " 

  ; 

The syntax for inst information is: inst“name”“type”, placed “tile”“site”, cfg
“string”. In the example above, the name of the instance is y and the type of the
instance is IOB. The components are described after the key word cfg. The description
format for components in Virtex-4 FPGA is component::parameter. For example,
IMUX::#OFF indicates that the component is unused, where IMUX and #OFF
denotes the name and parameter of the component, respectively. All the components
are presented in inst and they are all sensitive configuration bits. In addition, OUT-
BUF:y_OBUF represents that instance y is an output instance. If OUTBUF is con-
figured as INBUF, i.e., OUTBUF: INBUF, instance y is an input instance.

(b) Virtex-5.

Virtex-5 has the same basic IOB diagram as Vietex-4. But there are some differences in
the description of the XDL. The configuration of an output instance in Virtex-5 is
shown below:

inst "y""IOB",placed CIOB_X17Y29 R1  , 
  cfg "  DIFFI_INUSED::#OFF DIFF_TERM::#OFF IMUX::#OFF 

OUSED::0 PADOUTUSED::#OFF PULLTYPE::#OFF 
TUSED::#OFF OUTBUF:y_OBUF: PAD:y: DRIVE::12   
OSTANDARD::LVCMOS25  SLEW::SLOW " 

  ; 

The method to distinguish between input instance and output instance is the same
with Virtex-4. But the sensitive configurations bits are different in IOB between them.
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2.1.2 SLICE

(a) Virtex-4

The simplified general SLICE of Virtex-4 is shown in Fig. 1. Virtex-4 FPGA function
generators are implemented as 4-input look-up tables (LUTs). There are two LUTs (F
and G) in a SLICE. And each LUT has four independent inputs. For an example of
SLICE in the XDL of Virtex-4:

inst "y_OBUF""SLICEL",placed CLB_X33Y78 SLICE_X47Y157  , 
  cfg "... 

DXMUX::#OFF DYMUX::#OFF F::#OFF F5USED::#OFF  
... 
FXMUX::#OFF FXUSED::#OFF G:y1:#LUT:D=(A3*A2) 
..." 

  ; 

When calculating SER, the LUTs inside the SLICEL are required. In the example
above, the LUT of function generators F is empty and (A3*A2) is the function gen-
erators G. The A1, A2, A3, A4 correspond to the each four inputs of function generator
F and G. Signal input into the SLICEL, then through the LUT (F or G), finally exit
SLICEL from the output port.

(b) Virtex-5

The components and routing inside SLICEL in Virtex-5 is shown in Fig. 2. It indicates
that every SLICEL contain four 6-input look-up tables (A, B, C and D). Signal enter
into look-up tables from the port A1*A6, B1*B6, C1*C6 and D1*D6. There are
two exit ports (O5 and O6) for signal to choose to exit each LUT.

Then how the instance is described in XDL will be discussed. For example:

LUT

D
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FF/LAT
CE
CLK
SR   REV

D          Q
FF/LAT

CE
CLK
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LUT
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FXINB

G
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F
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BX

CE
CLK
SR

FX

Y

YQ

F5

X

XQ

MUXF5

MUXFX

Fig. 1. Simplified Virtex-4 FPGA general SLICE
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inst "y_OBUF""SLICEL",placed CLBLL_X16Y29 SLICE_X26Y29  , 
  cfg "A5LUT::#OFFA6LUT:y1:#LUT:O6=(A3*A6) ACY0::#OFF 

AFF::#OFF AFFINIT::#OFF AFFMUX::#OFF AFFSR::#OFF 
AOUTMUX::#OFF AUSED::0 B5LUT::#OFF B6LUT::#OFF  
... 
REVUSED::#OFF SRUSED::#OFF SYNC_ATTR::#OFF " 

  ; 

The form to describe component in Virtex-5 is also component::parameter. Inside
the XDL, there are two described LUT for one function generator. For example, the
two LUT in function generator A are A5LUT and A6LUT. Inside the contents of
A6LUT the flag O6 shows that signals through the A6LUT and exit from the port O6.
And the LUT in A6LUT is (A3*A6).

Table 1 summarizes the differences between Virtex-4 and Virtex-5 in the sensitive
configuration bits of SLICE.
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Fig. 2. Diagram of SLICE inside Virtex-5 FPGA

Table 1. Sensitive configuration bits of SLICE

Devices Components of SLICE

Virtex-4 BXINV, BYINV, CEINV, CLKINV, COUTUSED, CY0F, CY0G, CYINIT,
DXMUX, DYMUX, F, F5USED, FFX, FFX_INIT_ATTR, FFX_SR_ATTR,
FFY, FFY_INIT_ATTR, FFY_SR_ATTR, FXMUX, FXUSED, G, GYMUX,
REVUSED, SRINV, SYNC_ATTR, XBUSED, XMUXUSED, XUSED,
YBUSED, YMUXUSED, YUSED

Virtex-5 A5LUT, A6LUT, AFF, AFFINIT, AFFMUX, AFFSR, AOUTMUX, AUSED,
B5LUT, B6LUT, BCY0, BFF, BFFINIT, BFFMUX, BFFSR, BOUTMUX,
BUSED, C5LUT, C6LUT, CCY0, CEUSED, CFF, CFFINIT, CFFMUX, CFFSR,
CLKINV, COUTMUX, COUTUSED, CUSED, D5LUT, D6LUT, DCY0, DFF,
DFFINIT, DFFMUX, DFFSR, DOUTMUX, DUSED, PRECYINIT, REVUSED,
SRUSED, SYNC_ATTR
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2.2 Analysis of Net

(a) Virtex-4

Net is also a very important part of the XDL, which presents the connections between
instances inside a FPGA design. There is an example of Virtax-4 design below:

net "a_IBUF" ,  
  outpin "a" I , 
  inpin "y_OBUF" G3 , 
  pip CLB_X33Y78 IMUX_B22_INT -> G3_PINWIRE3 ,  
  pip INT_X33Y78 OMUX_WS1 -> IMUX_B22 ,  
  pip INT_X34Y79 BEST_LOGIC_OUTS2 -> OMUX1 ,  

  pip IOIS_LC_X34Y79 IOIS_I1 -> BEST_LOGIC_OUTS2_INT ,  
  pip IOIS_LC_X34Y79 IOIS_IBUF1 -> IOIS_IBUF_PINWIRE1 ,  
  pip IOIS_LC_X34Y79 IOIS_IBUF_PINWIRE1 -> IOIS_I1 ,     
; 

Net is key word for the begin of the net and it is followed by the name of the net. In
our example the net is called a_IBUF. Then the outpin and inpin is presented and
always have the form: outpin “instance” output port and inpin “instance” input
port. In simple terms, outpin is the begin instance of the net and the inpin is the end
instance of the net. In other words, the signals output from the outpin and input to the
inpin. In the example above, the signals output from the instance a and then input to
the instance y_OBUF. And the port of the begin and end is also presented: the signals
output from the port I of a and input to y_OBUF from the port G3.

Inside net, the pip shows the connection between the CLBs and the form of the pip
is always pip tile wire0 ! wire1. There are four tiles in our example: CLB_X33Y78,
IOIS_LC_X34Y79, INT_X33Y78 and INT_X34Y79. Details of the connection are
shown below (Fig. 3):

Fig. 3. Brief description of PIP
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(b) Virtex-5

The same method can be used to analyze the net of Virtex-5. Inside the net, the CLBs
(tile in pip) and the ports of tiles(outpin and input) are different from Virtex-4 (but the
vhd file is same). The net of Virtex-5 is listed follow:

net "a_IBUF" ,  
  outpin "a" I , 
  inpin "y_OBUF" A3 , 
  pip CLBLL_X16Y29 SITE_IMUX_B27 -> M_A3 ,  
... 
  ; 

Within the analysis of net, how the signal propagates is clear. Further, combine
with inst, the digital circuit is acquired in Sect. 3.

3 Experimental Results

With XDL, the overall signal propagation in a FPGA design, including instances and
the connections between those instances can be obtained. For each instance, its name,
type, number of sensitive configuration bits (Bits), input port, output port and logic
(LUT), which are crucial for the SER calculation, can be acquired from the inst
information in XDL. Figure 4 is the analysis results of a multiplier FPGA design based
on Virtex-4.

4 Conclusion and Future Work

Soft errors due to SEUs are the main reliability threat of digital systems. To calculate
soft error rate, the sensitive configuration bits, signal propagation and more must to be
known. The XDL is helpful to achieve it. Combining with inst and net information
inside XDL, the necessary information for SER’s calculation can be obtained. In this
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Bits : 4 bit
Output port : I

I

Name : b
Type : IOB (input)
Bits : 4 bit
Output port : I

I

b

G3
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LUT : (A3*A2)

Y

Name : y_OBUF
Type : SLICEL
Bits : 4 bit
Output port : Y
Input port : G3 G2

y
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Type : IOB (output)
Bits : 6 bit
Input port : O

O

Fig. 4. Analysis results
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paper, inst and net information is analyzed by our proposed method and the infor-
mation is shown in analysis results.

Potential future work in the area includes, e.g. exploring a more comprehensive
analysis method for other configuration information, which can achieve more accurate
SER calculation for the FPGA-based design.
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Abstract. SRAM-based FPGAsare more vulnerable to single-event, particu-
larly the single-event upset (SEU). Triple modular redundancy (TMR) protection
method is a good method to prevent the FPGA system from being destroyed. At
the same time, the area cost of an FPGA project plays an important role in
designing an FPGA system. What’s more, the protection method can enlarge the
area cost, it may exceed the maximum of the FPGAs. So we should know the
changes of area when the project is protected. This article firstly discusses a new
way to estimate the area of an FPGA project, which is based on its used
resources, such as Look-Up-Table (LUT), Brams, IO and so on. Then, we offer
the model to estimate the new area cost of the project when it’s protected by
TMR. At last, we apply TMR Tool to verify the models and the results are sound.

Keywords: Field programmable gate arrays (FPGA) � Area � Used resources �
Triple modular redundancy (TMR)

1 Introduction

The area cost of an FPGA project is an important index to evaluate the total cost, so it’s
worth studying on it. FPGAs, such as Xilinx Virtex, are a class of programmable
devices which use static random access memory(SRAM)cells for implementing logic
and so on [1]. In space environment, single event upset(SEU) induced by cosmic ray in
electronic devices, and the SRAM cells are highly susceptible to SEU, which seriously
imperils the safety of spacecraft [2]. So protection of the devices is needed and its cost
estimation is critical, which influences the evaluation of the protective methods.
However, when we take some ways to protect the FPGAs, we can analysis the changed
number of specific used resources, so we seek a new way to estimate the FPGA
project’s area cost roughly. To an FPGA project, the used resource includes
Look-Up-Table (LUT), Brams, IO and so on, and in our work, we will build a model to
estimate the area with the used resources.

There are many protective methods to against SEU [3], such as triple modular
redundancy protection method (TMR), refresh cycle protection method and hamming
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code protection method, and TMR is an effective one [4]. So, in this paper, we mainly
study the TMR method and the project’s area cost when it’s protected by this method
and we will build the area cost models of it. When the electronic devices works in
space, SEU can make some bits flip, TMR can complete tolerance backup and correct
the mistakes, which will prevent the errors traveling downward [5]. In Fig. 1, we divide
the protected code into M modules and each module has N bits. The bit can be same or
not to different modules. To Module 1, it has N1 bits, we make redundancy backup it
into two pieces, and named B1-1, B1-2 and B1-3. So the three pieces have the same
number of bit, what’s more, they are mutual independent. We also divide the perfor-
mance period, and regard a clock cycle as basic unit. We suppose that the SEU may
occur on any bit in every clock cycle, the error happens on one period will not get into
next clock circle because of the protection of TMR. When give the specific clock, the
sub-modules of Module i, Bi-1, Bi-2 and Bi-3 have the same Ni bit. To a certain
sub-module Ni bits, one or more bits occurs upset called sub-module’s error, if other
sub-modules stay right, TMR can avoid system’s error.

We build the area cost model of TMR based on the changed used resources, so we
can know the area when the projects are protected by TMR easily. To a specific model
FPGA, its area is limited, so we can judge the module can be protected by TMR or not.
At last we use TMRTool, which is developed by Xilinx and used to build a triplication
scheme into digital designs, to verify the area model of TMR.

Fig. 1. The schematic diagram of TMR
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2 The Models

2.1 The Area Model of an FPGA Project

Many related works have been done, such as Siew-Kei Lam and Thambipillai
Srikanthan proposed estimation technique relies on a novel approach to partition the
custom instruction data-paths into a set of clusters, here each cluster can be realized
using an FPGA logic element or a coarse-grained arithmetic unit [6]. However, this
method did not consider Brams’ effect on area, which influences a lot. For an FPGA
module, area consumption refers to the usage of hardware resources. It not only
contains the number of used LUT, Bram and so on, but also layout resources. In this
work, according to the quantity of used resources, we can estimate the area cost.
What’s more, as we can infer the changing of used resources when the project is
protected by TMR, so it helps building the Post-TMP project’s area cost model. The
consumption of area can be defined as follows:

S ¼
Xn

i¼1

ai � si ð1Þ

where, S presents the total area consumption, ai for the normalized weighting factor
and si for the area consumption.

In this work, we build area model mainly focus on the bits of LUT, Slice, Brams,
IO and their corresponding routing resource that occupy. For LUT, we just consider
their configuration bit, for Slice and IO, we just think about their control bit, however,
for Brams, we not only discuss its configuration bit, but also control bit.

LUT Area. As we all know, XC4VSX55 FPGA has four-input LUTS [7], so each
LUT can be regarded as a RAM that has four address lines and we can set its nor-
malized weighting factor as 24 ¼ 16.

SLICE Area. For XC4VSX55, each configurable logic blocks(CLBs) comprises four
logic slices, and each logic slice has two 4-LUTs and two flip-flops. According to the
composition of each CLB, we know the control bit of SLICE is 32, consequently, we
set the normalized weighting factor of SLICE as 32 [8].

Bram Area. For XC4VSX55, we learn that its configuration bit is 16 K, and its
control bit is 21and we set its weighting factor as 21.

IO Area. In our work, we think each IO includes two bits, they control the input and
output respectively, so we set its weighting factor as 2.

Routing Area. Base on the design experience and related information, routing area is
about four times as large as the sum of the LUT area, Slices area and a part of Bram
area. So, the routing area can be expressed as follows:

Arearout ¼ 4 � ða � Nlut þ b � Nbram þ c � Nslice used þ k � NioÞ ð2Þ

where, Arearout indicates the area of routing. a ¼ 16, b ¼ 21, c ¼ 2.
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So, the area can be expressed in Eq. (3):

Area ¼ 5 � ða � Nlut þ b � Nbram þ c � Nslice used þ k � NioÞþ g � Nbram ð3Þ

where, Area indicates the area of an FPGA project, g ¼ 16 � 1024 ¼ 16386. For a
given FPGA project, the main step is to obtain its used resources. We get the number of
Brams, LUTS, Slices and IO from the file of *.mrp(an example in Fig. 2), which is
generated from the ISE(Integrated Software Environment), designed by Xilinx.

From Fig. 2, we can get the number of used resources easily, Brams is 7, LUT is
2224, Slices is 1645 and IO is 28. According Eq. (3), we have calculated 20 FPGA
projects’ area, and the results are showed in Table 1.

2.2 The Area Model of TMR

Based on TMR method [9], we take redundancy on FPGA projects, which need be
protected. Then, we select majority by resolvers for fault tolerance and to prevent the
errors.

To the area, compared with primitive used resources, we think, in theory, the
number of LUT, Bram and Slice becomes there times as many as before when the
module is protected by TMR and the number of IO stay the same. What’s more,

Fig. 2. Illustration of used resources in *.mrp file
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because of the increasement of the used resources, the using placement and routing
increase much.

TMR can bring extra area, which is caused by the AND-OR gates and the placement
and routing. So, we should add this part, and it is set as experience point. According to
our related work we set the value as 0.4 times as large as the primitive area.

Sp � 5 � 3 � a � NLUT þ 3 � b � NBRAM þ 3 � c � NSlice usedð Þþ 3 � g � NBRAM þ k � Nio½ � þ sx ð4Þ

where, Sp represents the area of the modules, which are protected by TMR, sx is the
area of AND-OR gates and the placement and routing and its value is 0.3* Area.

We calculate the TMR area with Eq. (4), and the results are shown in Table 2.

3 The Validation

On the base of the cost model of an FPGA project, we offer the area model of TMR, the
model is built according to our theoretical analysis, so we should verify them. Here we
use TMRTool, by which we can get the real number of used resources, and then we can

Table 1. 20 FPGA projects’ used resources and their respective area

Number LUT Brams IO Slices Area

1 1187 4 44 928 309492
2 72 1 40 55 31131
3 1349 5 44 954 343103
4 5404 32 108 3702 1552568
5 5979 15 121 3265 1248327
6 8995 9 95 5311 1717969
7 29680 104 131 18540 7056126
8 2115 8 45 1947 612738
9 7784 24 76 5219 1853696
10 678 2 23 372 146788
11 6291 13 70 4268 1400683
12 5489 10 60 3583 1177430
13 1354 5 90 972 346475
14 546 0 22 410 109324
15 1705 5 43 1381 439901
16 2691 30 53 1250 910116
17 3120 21 63 2130 936837
18 7016 61 71 5680 2476173
19 447 0 21 233 73082
20 247 2 14 138 74850
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calculate the FPGA project’s area, which is protected by TMR. After that, we compare
the real result with the result that we get the TMR area model.

The detailed steps are as follows [10]:

3.1 The Steps

Step 1: Create an ISE project to implement the pre-XTMR design. The FPGA
project’s file (*.vhd) can generate *.ngc file and *.mrp file by Integrated Software
Environment (ISE). We get the number of BRAMS, LUTS, I/O and DSP from the file
of *.mrp.

Step 2: Create a TMRTool project and generate the XTMR netlist. We get the *.
ngc file and put it to TMR tool.

Step 3: Create a second ISE project to implement the XTMR design. We can get a
*.edif file through last step, then we put the file into ISE and get a *mrp file again, just
like the first step above, and obtain the number of used resources and with our models
we can calculate the power and area which are Post-XTMP (being protected by TMR).

Table 2. The same 20 FPGA projects’ used resources and their area, which are protected by
TMR

Number TMR-LUT TMR-BRAMs TMR-IO TMR-SLICE TMR-Area

1 3561 12 44 2784 1052096
2 216 3 40 165 105685
3 4047 15 44 2862 1166374
4 16212 96 108 11106 5278299
5 17937 45 121 9795 4243827
6 26985 27 95 15933 5840714
7 89040 312 131 55620 23990304
8 6345 24 45 5841 2083129
9 23352 72 76 15657 6302262
10 2034 6 23 1116 498987
11 18873 39 70 12804 4762042
12 16467 30 60 10749 4003022
13 4062 15 90 2916 1177655
14 1638 0 22 1230 371613
15 5115 15 43 4143 1495491
16 8073 90 53 3750 3094182
17 9360 63 63 6390 3184993
18 21048 183 71 17040 8418704
19 1341 0 21 699 248394
20 741 6 14 414 254434
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3.2 The Results

As we mentioned above, TMR Tool is a good tool for our validation. We can get the
changed used resources information with its help, so we can calculate the new area
value with the Eq. (3) and then get Table 3.

Table 3 shows the 20 projects’ used resources, which is got by TMRTool and we
calculate the area with Eq. (3). In Table 3, “POST TMR-Area” refers to the area that
we calculate by the used resources that we get by TMRTool, and we regard it as the
true value, and we use it verifying the TMR area model.

From the table, we find the average error is about 3.18 %, which we think the
model, which we have built in Sect. 2.2 is good.

4 Conclusion

In this paper, we, firstly, study a good method to estimate an FPGA project’s area,
which is based on its used resources and then, on this base, we get the area model of
TMR by our theoretical analysis. At last, we verify the model by TMRTool, and the
result is sound.

Table 3. The projects‘used resources get by TMRTool and the model’s error

Number TMR-LUT TMR-Brams TMR-IO TMR-Slices POST
TMR-Area

TMR-Area Error

1 3724 13 44 2830 1058038 1052096 0.56 %
2 225 4 40 169 120423 105685 12.24 %
3 4052 15 44 2875 1134543 1166374 2.81 %
4 16231 96 108 11121 5126962 5278299 2.95 %
5 17946 46 121 9798 4136686 4243827 2.59 %
6 26992 28 95 15941 5687248 5840714 2.70 %
7 89051 312 131 55701 23298531 23990304 2.97 %
8 6351 25 45 5863 2042346 2083129 1.99 %
9 23371 72 76 15661 6119052 6302262 2.99 %
10 2039 6 23 1119 485188 498987 2.84 %
11 18883 39 70 12818 4625013 4762042 2.96 %
12 16471 30 60 10752 3886079 4003022 3.00 %
13 4071 15 90 2921 1144527 1177655 2.89 %
14 1643 0 22 1237 362201 371613 2.60 %
15 5116 15 43 4149 1452541 1495491 2.95 %
16 8080 90 53 3760 3005330 3094182 2.95 %
17 9366 64 63 6393 3108761 3184993 2.45 %
18 21051 185 71 17056 8206868 8418704 2.58 %
19 1346 0 21 701 241806 248394 2.72 %
20 745 7 14 419 264560 254434 3.82 %
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Abstract. The electromagnetic coupling between metal nanoparticles lead to a
variety of fundamental studies and practical applications in plasmonics. For
example, by strong coupling between metallic nanostructures, plasmonic
antennas are able to concentrate and re-emit light in a controllable way. A va-
riety of structures of optical antennas have been investigated in the past decade.
In this review, we will discuss the coupled plasmonic nanoantennas from the
typical applications point of view, i.e., control of local intensity, control of
emission direction, control of far-field polarization, and outlook the corre-
sponding impacts in understanding physics.

Keywords: Plasmonics � Nanoantennas � Coupling � Generalized Mie theory

1 Introduction

Antennas appeared a century ago was first used to transmit and collect radio and
microwave which now play an essential role in the modern wireless world [1–4].
Optical antennas as an analogue at the nanoscale are of great interest due to the unique
ability of controlling absorption and emission at visible and infrared region [4, 5], such
as focusing optical fields to sub-diffraction limited volumes [6–8], enhance the exci-
tation and emission of molecules [9, 10] and quantum emitters [11, 12] and modify
their spectrum and lifetime [13, 14]. Propagating light can be converted into nanoscale
enhanced near field [15–18], and vice versa, a localized excitation can be coupled to
directed radiation. The efficiency of an optical antenna depends on its shape, material,
dimension, geometry, and operation frequency [19, 20]. Various optical antennas have
been developed experimentally and theoretically, such as individual discs [21], trian-
gles [22, 23], flowers [24], as well as coupled antenna such as dimers [3, 25], bowties
[8, 13], trimers [10], etc. [26–28]. Most of these antennas are based on metallic
nanostructures that support surface plasmons (SP) [29, 30], so called plasmonic
antennas. Single and coupled nanoantennas have been investigated thoroughly by
far-field spectroscopy, exploiting two-photon luminescence [9, 31] and near-field
scanning microscope [4, 22, 32]. Abundant applications have been found in surface
enhanced Raman scattering [6, 33], optical manipulation [25, 34], biosensing [35, 36]
and integrated photonic devices [37–39], etc.
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Here we provide an overview of the coupled antenna system, e.g. coupled nanorod,
bow-tie and nano-aggregates, etc. Light properties such as the intensity, polarization
and direction of emission, can be controlled effectively by different geometries of
nanoantennas, and will be discussed respectively.

2 Control of Local Intensity

To enhance the performance of nanoantennas, the way of plasmonic coupling between
nanostructures are usually adopted. Figure 1a shows two nanorod with the length
500 nm separated about 40 nm [9]. The coupling between these two rods gives rise to
strong local enhancement which is detected by the intensity of TPL. More experiments
and theoretical calculations indicate that, the intensity enhancement at the visible fre-
quencies can be as high as 103 when the gap reduced to a few of nanometers.

The bow-tie structures [13] are one of the most investigated configurations. The
enhancement factor of |E|2/|E0|

2 at the gap of the bow-tie antenna is evaluated by the
surface-enhanced fluorescence which is shown in Fig. 2. The size of the gap varies from
15 nm to 80 nm. The maximum enhancement of fluorescence fF can reach to 1340-fold.

More systematic study was done by Schnell et al., where they investigated the
near-field oscillations of progressively loaded plasmonic antennas at infrared frequency
by scattering-type scanning near-field optical microscopy [4]. In Fig. 3a the amplitude
signals at the both ends of the nanorod and phase change at the rod center, clearly
reveals the dipolar mode excited at a continuous nanorod. When a wedge is cut at the
middle, the dipolar mode of the nanorod still holds which is shown in Fig. 3b. But, if
the rod is cut more deeply and even fully cut, the case is completely different. In
Fig. 3c, the bridge between the two rods is only 2 % of the cross-section, which cannot
restore the dipolar mode any more. For the fully cut rod in Fig. 3d, a gap (80 nm) is
formed in the rod center. Each antenna segment oscillates as a dipole. Hence, a face
change exists between the two segments and the gap.

Fig. 1. (Reproduced from [9]) (a) TPL scans for two 500 nm long gold bar with a 40 nm gap
and (b) the SEM image: The superimposed black lines plot the TPL signal along the symmetry
axis of the antennas.
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3 Control of Emission Direction

Controlling the far-field emission from an emitter is another important property of
nanoantennas. For an emitter such as quantum dot, the emission direction involves a
large solid angle. To beaming the emission, a Yagi-Uda plasmonic antenna are
developed [11]. In Fig. 4, a quantum dot is positioned near one of the arm of the
antenna. The constructive interference of the emission from each arm excited by the
emitter results in a narrow directional radiation pattern. The gap between each arm in
Yagi-Uda is about 100 nm, which is relative large for plasmonic coupling.

Fig. 2. (Reproduced from [13]) (a) SEM image of a gold bowtie antenna. Scale bar = 100 nm.
(b) Calculation of the local electric field intensity enhancement. (c) Enhancement factor, fF, from
several nanoantennas as function of the gap size. Inset: Schematic representation of molecules
randomly placed around a gold bowtie antenna on a transparent substrate.

Fig. 3. (Reproduced from [4]) Near-field images of progressively loaded nanoantennas at a
wavelength of 9.6 m. (a) Continuous rod antenna. (b) Low-impedance loaded antenna where a
thick metal bridge connects the two antenna segments. (c) High-impedance loaded antenna where
a tiny metal bridge connects the two antenna segments. (d) Fully cut antenna where the two
antenna segments are completely separated. Experimental results showing topography and
near-field amplitude and phase images.
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A stronger coupling case is shown in Fig. 5 [40]. The scattering properties can be
tuned by two closely spaced silver and gold disks. Interestingly, the direction of the
scattering is dependent on the wavelength. For blue light at 450 nm and red light at
700 nm, the scattering is in opposite directions shown in Fig. 5b, which can be used as
an ultra-small *k/100 photon-sorting nanodevice.

Fig. 4. (Reproduced from [11]) (a) SEM image of a five-element Yugi-Uda gold nanoantenna.
A quantum dot is attached to one end of an arm, indicated with a red square. (b) Radiation pattern
(intensity distribution at the back focal plane of the objective) from Yagi-Uda after an 830-nm
long-pass filter. (c) Measurement (black line) and calculation (red line) of the radiation angular
distribution for the structure. (Color figure online)

Fig. 5. (Reproduced from [40]) (a) An artist’s view of colour routing from a bimetallic dimer
supported by a glass substrate. (b) Experimental directivities as a function of wavelength. Insets:
corresponding direct and Fourier color images. Radiation patterns recorded at specific
wavelengths corresponding to scattering to the right (450 nm) and to the left (700 nm). (Color
figure online)
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4 Control of Far-Field Polarization

Not only the intensity and direction, but also light polarization from an emitter such as
Raman scattering (RS) of molecules in the gap between nanoantennas can be manip-
ulated significantly [10, 41]. First a simplest case of a nanocrystal dimer is considered.
Figure 6a shows the SEM image of such a dimer, and it is seen that the angle of the
dimer axis, is *130° with respect to the x axis. This angle is corresponding to the
maximal RS intensity shown in the Fig. 6b by black and red dots, which means the
favorite incident polarization of the laser for the enhancement is along the dimer axis
for both Raman shift (773 cm−1 and 1650 cm−1). Here the low concentration of
molecules used ensures that each aggregate contains no more than a single molecule
[42]. The depolarization q in Fig. 6c is defined as q = (I// + I⊥)/(I// + I⊥), where I//and
I⊥ are RS signals with orthogonal polarization, which indicates the polarization of the
RS light is also along the dimer axis at these two frequencies. These properties of dimer
can be simulated by treating the nanoparticles as spheres. As the single molecule
Raman signal can only from “hot sites”, the calculations are concentrated on the field
enhancement in the junction of the dimer at the laser wavelength, and the depolar-
ization of the emission from a dipole situated in this junction. The calculated results
shown by the curves in Fig. 6b and c are consistent to the experiment. This expected
agreement is actually due to the axial symmetric geometry of the dimer.

A drastically different behavior is obtained from the trimer shown in Fig. 7. The
intensity profile in Fig. 7b is maximal at an angle of *75°, which is close to the axis of
1st and 2nd nanoparticles. Whereas, the depolarization ratio profiles do not coincide with
each other and in addition they are both rotated with respect to the intensity profile. The
depolarization pattern of the 555 nm light is rotated by*45°, while the 583 nm light is
rotated by*75°. In order to simulate this situation of trimer, calculation was performed

Fig. 6. (Reproduced from [10]) Polarization response of a nanocrystal dimer. (a) A SEM image
shows a dimer of nanoparticles, which is tilted*1300 from the x direction. (b) Normalized SERS
intensity at 555 nm (black squares) and 583 nm (red circles) as a function of the angle of rotation
by the k/2 waveplate. The green line is the result of the generalized Mie theory calculation of the
normalized local field enhancement factor at k = 532 nm, using the geometry from the SEM
image as the only input. (c) Depolarization ratio (q) measured at 555 nm (back squares) and
583 nm (red circles). Black and red lines show the result of Mie theory calculation performed at
555 nm and 583 nm, respectively. (Color figure online)
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by assuming that the molecule is placed in turn in each of the three possible junctions.
Only when the molecule is set in the junction marked with a red arrow in Fig. 7a, the
calculated and experimental results are in good agreement for both normalized intensity
and depolarization, which also confirms the assumption that only one molecule in the
junction, contributes to the signal. What should be note is this counter-intuitive
wavelength-dependent polarization rotation is not an accident. The rotation only exists
in the cases with the number of the particles are larger than two.

5 Summary

Various coupled nanoantennas have been introduced here. Plasmonic antennas can be
used to manipulate light properties at the nanoscale. Compare with single structures,
more important nanoantennas are coupled systems, such as nanorod with small gap,
bow-tie, Yugi-Uda structure and nanoparticle aggregates, etc. With the help of SP
coupling, light intensity, direction and polarization can be well tailed. Although there
are still a lot of unsolved problems, it is no doubt, nanoantennas as a new subject will
be further developed, and more applications will be found in, such as ultra-sensitive
sensor, and biosensing, integrated photonic devices, etc.

Acknowledgements. This work was supported by the Startup Foundation of Fujian University
of Technology (GY-Z160049), the Mid-youth Project of Education Bureau of Fujian Province
(JAT160331), and the Fujian Provincial Major Research and Development Platform for the
Technology of Numerical Control Equipment (2014H2002).

Fig. 7. (Reproduced from [10]) Polarization response of a nanocrystal trimer. (a) SEM image of
the trimer. (b) Normalized SERS intensity at 555 nm (black squares) and 583 nm (red circles) as
a function of the angle of rotation by the k/2 waveplate. The intensities at both wavelengths show
approximately the same profile, but the maximal intensity is observed at *75°, which does not
match any pair of nanoparticles in the trimer. The green line the result of a calculation assuming
that the molecule is situated at the junction marked with red arrow in SEM image.
(c) Depolarization ratio (q) measured at 555 nm (back squares) and 583 nm (red circles). The
black and red lines show the result of calculations at the two wavelength, assuming that the
molecule is situated at the junction marked with red arrow in SEM image. (Color figure online)
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Abstract. A high frequency voltage-controlled PWM/PSM dual-mode Buck
DC-DC converter is presented in this paper. In order to achieve high efficiency
over its entire load range, pulse-width modulation (PWM) and pulse-skip
modulation (PSM) were integrated in the proposed Buck converter. By adopting
a novel load current sensing circuit, the converter’s operation mode can be
automatically changed between PWM and PSM mode according to load current.
Different from the traditional inductor current sensing circuit, the proposed load
current sensing circuit is realized by detecting the gate driver signal of syn-
chronous power NMOS which changes with the load current simultaneously.
The proposed Buck converter has been designed and simulated in SMIC
0.18 lm CMOS process. Simulation results show that the peak conversion
efficiency of the Buck converter is about 85 %. It is able to regulate the output
voltage at 1.2 V from a 1.6 * 3 V supply voltage for the maximum output
current of 500 mA with 20 MHz switching frequency.

1 Introduction

With the development of semiconductor industry and wireless communication, DC-DC
converter has been widely used in portable devices, such as smart phones, laptops,
PDA and so on. High frequency and high power efficiency are two major design
requirements of Buck regulators in portable devices [1]. Firstly, the value of inductor
and capacitor can be reduced significantly when the switching frequency of the con-
verter is raised. The high frequency Buck converter can integrate both inductor and
capacitor in a single chip, and can reduce the number of external components [2].
Secondly, the power consumption of these feature-rich electronic products is highly
increased, while the battery technology is difficult to have a big breakthrough in short
period of time, so how to improve conversion efficiency becomes the key problem in
the design of DC-DC converter [3].

The power consumption of DC-DC converter can be divided into three parts:
conduction loss, switching loss and quiescent dissipation [4]. Traditional PWM mode
have the advantages of high efficiency, low ripple and high driving capability at heavy
loads. However, the efficiency will decreases drastically at light load since the
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switching loss dominates [5]. PSM mode is a new control scheme that maintains high
efficiency at light load by minimizing the switching frequency thus reduce switching
loss. Furthermore, PSM mode has the advantages of better EMI performance than PFM
mode [6]. In order to increase the conversion efficiency over a wide operation current
range, PWM mode and PSM mode can be combined together on a converter chip [7].

In this paper, a high frequency voltage-controlled PWM/PSM dual-mode Buck
DC-DC converter is presented. The converter’s operation mode can be automatically
changed between PWM and PSM mode according to load current by adopting a novel
load current sensing circuit. Different from the traditional inductor current sensing
circuit, the proposed load current sensing circuit is realized by detecting the gate driver
signal of synchronous MOSFET which change with the load current simultaneously.
The presentation of this paper is organized as follows. Section 2 introduces the con-
verter system structure and its compensation method. The circuit implementation is
shown in Sect. 3. Section 4 presents the simulation results. Finally, conclusion is made
in Sect. 5.

2 System Structure

Figure 1 shows the system block diagram of the proposed dual-mode Buck converter.
The buck converter contains two power transistors, one LC filter, and dual-mode
control circuit. The main dual-mode control circuit consists of PWM mode circuit,
PSM mode circuit, PWM/PSM selector circuit, zero current sensing circuit, oscillator,
soft start circuit, logic control circuit, etc.

The working principle can be described as following. Firstly, after power up, the
oscillator (OSC) generates a nearly 20-MHz clock signal CLK as the input signal for
the RS flip-flop which will be used in PSM mode and a saw-tooth signal Vsaw for the
PWM comparator which will be used in PWM mode. A reference voltage Vref is
generated by the voltage reference block. In order to avoid output overshoot current, a
soft start block is adopted to make sure the output voltage Vrefs rise to its final value
Vref linearly.

In PWM mode, the EA amplifies the error between the feedback voltage Vfb and
Vrefs to generate the error signal Vc. Then the PWM comparator will compare the
output voltage Vc with the ramp voltage Vramp to generate the PWM mode control
signal VPWM. In PSM mode, the PSM comparator compares the feedback voltage Vfb

with Vrefs to generate the signal Ve, then the signal Ve and the clock signal CLK are
sent to RS flip-flop to generate the PSM mode control signal VPSM. The PSM/PWM
mode selector is a key circuit of the dual-mode converter proposed in this paper. It can
realize automatic change between PWM and PSM mode according to load current.

Besides, the dead-time control circuit is designed to avoid the shoot through current
when the power PMOS and power NMOS are turned on simultaneously. While the
zero current detector (ZCD) can shut down power NMOS when zero current occurs to
avoid power consumption.
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3 Circuit Implementation

3.1 Ramp Generator

The proposed Buck converter requires an on-chip ramp generator to generate the ramp
signal [11]. As shown in Fig. 2(a), the ramp generator comprises a capacitor, a
charging branch consist of transistor M7 and M8, a discharging current branch consist
of transistor M6 and M9, a comparator and an R-S flip-flop. The two comparators
compare Vramp with the upper voltage band VH and lower voltage band VL to provide
Vramp for the R-S flip-flop and generate the clock signal CLK. The timing diagram of
the ramp generator is shown in Fig. 2(b). When CLK is low, M8 is turned on, the
capacitor C1 is charged by the current I1. On the contrary, when CLK is high, M9 turns
on, the capacitor C1 discharges to ground.

3.2 PWM Comparator

The main function of PWM comparator is to compare the output voltage Vc of the error
amplifier with the ramp voltage Vramp for generating PWM modulator signal [12].
The PWM comparator is shown in Fig. 3 which is formed by a source-coupled dif-
ferential pair with positive feedback to provide a high DC gain. The DC gain of the
PWM comparator can be given by
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(r08 k r10)

1
1� a

ð2Þ

Where a ¼(W=L)5=(W=L)3 is the positive feedback factor. The inverter chains
M11 * M14 are mainly used to increase the driving ability and response speed of the
comparator output signal.

3.3 Modulator Mode

When decreasing the load current, the converter automatically switches into PFM mode
in which the power stage operates intermittently, based on load demand. Due to a
reduced switching activity at power stage in PSM mode, the switching losses are
minimized, and the device runs with a minimum quiescent current and maintains high
efficiency. The block diagram of a simplified PFM mode buck converter is illustrated in
Fig. 4. It contains a comparator and an R-S flip-flop. When Vfb > Vrefs, Ve goes down,
and Vpsm outputs high voltage no matter CLK is high or low. That is to say, several
periods of CLK will be skipped by PSM modulator circuit. When Vfb < Vrefs and CLK
is high, Vpsm holds the previous value, therefore, Vpsm goes down when CLK is low.

3.4 PWM/PSM Mode Selector

Figure 5(a) shows the relationship between power NMOS gate control signal Vn and
the load current Iout. The gate driver signal Vn of synchronous power NMOS can
change with the load current simultaneously. The PWM/PSM mode selector is shown
in Fig. 5(b). It contains a load current sensing circuit and a multiplexer (MUX). The
main load current sensing circuit consists of an RC low-pass filter and comparator.
Different from the traditional inductor current sensing circuit, the proposed load current
sensing circuit is realized by detecting the gate driver signal Vn of synchronous power
NMOS which changes with the load current simultaneously. VL is the output voltage of
the filter which will change with the load current simultaneously, too. The relationship
between load current and VL can expressed as
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Iout =
1

2Lfclk
V2

L
Vout

Vin

1
Vin - Vout

ð3Þ

Where Vout, Vin and Iout are the output voltage, input voltage and load current of the
proposed Buck converter, respectively, fclk is the switching frequency of the buck
converter, L is the value of the filter inductor.

By comparing the voltage VL with the reference voltage Vref1, a logic signal Vpwm

or Vpsm is generated at output of mode selector circuit. If VL > Vref1, Mode Sel goes
up, high level will be selected to send to the multiplexer, then, the output signal of
mode selector circuit will be Vpwm. The proposed Buck converter will be operated on
PWM mode. Contrarily, if VL < Vref1, Mode Sel goes down, low level will be selected
to send to the multiplexer, then, the output signal of mode selector circuit will be Vpsm.
The proposed Buck converter will be operated on PSM mode.
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3.5 Dead-Time Control Circuit

If both the power PMOS and NMOS are turned on during the transitions, the inductor
current will reverse to cause extra power consumption [13–15]. Hence, a dead-time
control circuit shown in Fig. 6 is used to avoid the occurrence of this situation. The
VZCS is the output signal of zero current detecting circuit which is also used as a control
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Fig. 6. Dead-time control circuit

Fig. 7. The simulation results of proposed ramp generator
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input signal of this control circuit. When VZCS goes up, both the power PMOS and
NMOS are turned off to prevent the inductor current reversing.

Fig. 8. Steady state simulated results of the converter. (a) PWM mode simulated waveform at
Iout = 200 mA. (b) PSM mode test waveform at Iout = 50 mA.
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4 Simulation Results

The proposed voltage-controlled PWM/PSM dual-mode Buck converter has been
designed and simulated in SMIC 0.18 lm CMOS process. Figure 7 shows plots of the
ramp generator voltages Vramp and clock signal CLK, The voltage amplitude of the
ramp generator signal Vramp is 1.3 V, and the frequency of clock signal CLK is
20 MHz.

Simulation results under different load conditions are given in Fig. 8. All of the
simulations are carried out under the same voltage conditions of Vin = 1.8 V, Vout =
1.2 V. From Fig. 8(a), the converter operates in PWM mode when the load current is
200 mA, and the ripple voltage is about 12.5 mV. From Fig. 8(b), the converter
operates in PSM mode when the load current is 50 mA, and the ripple voltage is about
15 mV.

Figure 9 shows the line transient response of the proposed Buck converter. When
the supply voltage is switched between 3 V and 1.6 V within 100 ns, the settling time is
3 µs and the undershoot voltage is 55 mV. The settling time is 2.5 µs and the overshoot
voltage is 50 mV when the supply voltage changes from 3 V to 1.6 V within 100 ns.

The load transition simulation result between Iout = 500 mA and Iout = 20 mA is
given in Fig. 10, which shows that the converter realizes automatic mode switching
smoothly, and the switching time is less than 4 µs. The maximum ripple voltage in the
switching process is less than 450 mV.

The conversion efficiency curve is shown in Fig. 11, which shows that the peak
efficiency of the high frequency dual-mode converter proposed in this paper is about
85 % at Iout = 400 mA and the efficiency is higher than 55 % when Iout is larger than
20 mA.

Fig. 9. The line transient responses of the proposed Buck converter
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A summary of the proposed LDO regulator performance is shown in Table 1. The
peak conversion efficiency of the Buck converter is about 85 %. It is able to regulate
the output voltage at 1.2 V from a 1.6 * 3 V supply voltage for the maximum output
current of 500 mA with 20 MHz switching frequency.

The performances of the proposed Buck converter are summarized in Table 2 with
comparison to some recently reported DC-DC converter. As can be seen, the proposed
converter achieves a high efficiency when the clock frequency is high. Also, the output
voltage ripple is the smallest.

Fig. 10. The load transient responses of the proposed Buck converter

Fig. 11. The conversion efficiency curve of the proposed Buck converter
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5 Conclusion

A high frequency voltage-controlled PWM/PSM dual-mode Buck DC-DC converter is
presented in this paper. In order to achieve high efficiency over its entire load range,
PWM mode and PSM mode were integrated in the proposed Buck converter. By
adopting a novel load current sensing circuit, the Buck’s operation mode can be
automatically changed between PWM with PSM mode according to load current. The
peak conversion efficiency of the Buck converter is about 85 % with 20 MHz
switching frequency.
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Abstract. Presence of partial discharges implies the fault behavior on
insulation system of medium voltage overhead lines, especially with cov-
ered conductors (CC). This paper covers the machine learning model
based on features, which are derived from complex networks. These fea-
tures are applied to predict whether the measured signal contains phe-
nomenon indicating CC fault behavior or not. The comparison of differ-
ent threshold levels of similarity values brings more information about
complex network modeling. The final performance of the Random Forest
classification algorithm shows valuable results for future research.

Keywords: Partial discharges · Complex networks · Random forest ·
Feature extraction · Covered conductors

1 Introduction

The medium voltage (MV) overhead lines with covered conductors (hereinafter
CC) represents the special kind of conductors with additional insulation system
which implies their higher operational reliability and safety in comparison to the
conductors of Aluminium-Conductor Steel-Reinforced (ARCS) type [17]. This is
the reason why CC can be placed on a post in smaller interphase distance and
built up area is smaller as well. In case of interphased touch of individual con-
ductors of CC or the contact of with branches of a tree does not arise interphase
short-circuit. This is a main advantage of MV overhead lines with CC. For this
advantage CC are mostly installed in the forested and broken terrain.

However, in case of CC rupture with subsequent downfall of the line, this
fault is not possible to detect by standard digital relays because the earth fault
does not arise [6]. The low-energy current passes through the fault point, which
implies that standard digital relays working on current principle cannot detect
this fault. Nevertheless, it is possible to detect a partial discharge (PD) activity
in fault point, which generates inhomogeneous electric field around a degrada-
tion of insulation system. The evaluation of PD activity is the basic principle of
c© Springer International Publishing AG 2017
J. Pan et al. (eds.), Intelligent Data Analysis and Applications, Advances in Intelligent Systems
and Computing 535, DOI 10.1007/978-3-319-48499-0 33
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some methods of CC fault detection. These methods can be divided: (i) meth-
ods evaluating PD activity as a low-energy current signal [5,7,19]; (ii) methods
evaluating PD activity as a voltage signal measured in CC vicinity [12].

In the case of the second approach, there is an electric field evaluated in
vicinity of CC measured as a voltage signal. The high-frequency component
(impulse component) within the limits (1–10 MHz) MHz of the voltage signal is
obtained from this voltage signal as a so called PD-Pattern. For no-fault state
of CC, the impulse component approximates to zero value and PD-Pattern was
created by high-frequency disturbances of external radio transmitters. For a fault
state, impulse component is generated by PD activity and shape of PD-pattern
corresponds to this impulse component change.

The main goal of this paper is to design and evaluate the machine learning
based detection of CCs’ faults from the voltage signal using the features derived
from the complex networks (CN). According to our knowledge of the state-of-
the art, the analysis of PD-pulses of the PD-Pattern based on complex network
features is applied for the first time. This paper covers the entire work flow of the
experiment, testing and comparison to our previous models based on denoising
and feature extraction.

The application of CN based features is reasonable in more ways. The natural
environment where all of the signals are obtained contains high presence of noise
disturbance, which creates a lot of false-hit pulses (pulses similar to PD activity
but created by noise interference) inside of the signals. Such pulses are not
implying any kind of damage on CC, but they could be sometimes very similar
to the PD-pulses (according to application of our measuring device- Sect. 2.2).
The differences are only in small number of features and in distribution of the
pulses inside of the signal. These assumption leads us to apply the modeling of
similarity relations between the pulses as a complex network.

2 Experiment Design

The experiment comes through several stages as it is drawn in Fig. 1. The very
first stage, after all signals are stored and labeled by expert (signal obtains the
class number according to appearance of PD-behavior), is the suppression of
the noise from the signal (Sect. 2.1). When the most significant pulses are kept,
there is acquired a matrix of pulses’ feature vectors (Sect. 2.2) which will serve
as dataset for complex network for the following step (Sect. 2.3). Such a complex
networks is examined for feature extraction again which results into a feature
vector with added class variable of the given signal (Sect. 2.4). This enables us
to study the signal as a unit and not sequentially pulse by pulse. Such a dataset
serves as input into the last stage of classification by Random Forest algorithm
(Sect. 2.5).

The dataset of signals applied in this experiment contains only signals with
higher presence of some pulses (PD or false-hits), because such signals are the
hardest to recognize for previously applied models [15]. The minimal amount of
pulses was considered as 150 and the total number of signals was 241.
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Fig. 1. Work-flow of the entire experiment.

2.1 Univariate Wavelet Based Denoising

The raw signal has to be denoised in order to suppress the major part of the noise.
We use the basic univariate wavelet denoising for this purpose which is inspired
by many previous studies [16]. The univariate wavelet denoising comprises of
four steps:

1. Perform discrete wavelet transform (DWT) to obtain wavelet coefficients
wjk(x) on level j from signal x.

2. Estimate the threshold Td at decomposition level j via:

σ = 1/0.6745MAD(|cd|) , (1)

Td = σ
√

2 log(n) . (2)

3. Perform hard threshold on both approximation and detailed coefficients.
4. Reconstruct a denoised version of the original signal from the thresholded

coefficients.

The applied mother wavelet and the number of the decomposition levels was
adjusted according to our previous study [15]. By application of hard thresh-
olding, the major amount of irrelevant small pulses is suppressed and the most
significant pulses remain for further analysis.

2.2 Dataset Acquisition from Pulses’ Features

The pulse is the most important part of the signal and therefore it is an objective
of this experiment. It is a rapid, transient change of the signal’s amplitude to
the lower or higher value followed by quick return to the baseline value. Each
observed signal examined by this experiment contains more than 150 pulses.
Some of the pulses indicate only noise behavior as corona pulses or radio waves
pulses, but some of them represents pulses of PD. PD appear with well defined
PD-patterns, however the application of single layered inductor (SLI) as mea-
suring device with sampling rate 20 MS/s (expenses are not allowed to exceed
$6000 according to request of operator of MV overhead lines with CC) makes
impossible to recognize PD by its PD-pattern.

We considered only features extracted from each pulse which brings some rel-
evancy according to the previous study [12] and our statistical experiments [15].
Those features are the width, height, position, closeness of symmetric pulse, and
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ratio between pulse’s height and height of its symmetric pulse. Those feature vec-
tors compound the dataset of pulses’ features which is turned into the complex
network in the next step of the experiment.

2.3 Methodology of a Complex Network Application

The feature matrix obtained from the previous step contains columns which
represent pulses’ features and rows representing the pulses itself. The number of
pulses varied between analyzed signals and it was mostly higher than 500.

The pulses’ features are normalized into range of 〈0, 1〉 and its matrix is
transformed into CN where each vector (row of the matrix) represents a node
of the network and edges are created according to the given similarity function
and adjusted level of threshold T .

We use the Euclidean distance as a similarity function in this experiment.
When two compared pulses are very similar, they appear very close in the

given n-dimensional feature space. If the distance between two points is below
the threshold value, those points are connected by edge. We are able to control
the number of edges by this adjustable threshold value. The edges are undi-
rected because euclidean distance is commutative and weighted according to the
normalized value of the distance computed as follows

wi,j = 1 − d̂i,j . (3)

The threshold value T depends on distances d of the given dataset and it is
defined as percentage p of its normalized values.

T = min(d) + ((max(d) − min(d)) p) (4)

Examples of obtained CNs are depicted in Figs. 2 and 3.
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Fig. 2. Failure-free signal (left) and complex network (right) obtained from its pulses
after denoising procedure
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Fig. 3. Failure signal (left) (contains pulses of partial discharges) and complex network
(right) obtained from its pulses after denoising procedure

2.4 Feature Extraction from Complex Networks

There are several studies of CN analysis [9,11,14], which deals with CN’s fea-
tures as an indicators of the system’s inner behavior. In this experiment we apply
several features and three different approaches of their extraction. All of the fol-
lowing mentioned features are contained in CN’s feature vector for classification.

Basic CN’s Features. In case of this experiment, a few basic features were
extracted from the CNs.

The density of the network is taken as a number of edges divided by the num-
ber of all potential connections. The other feature is global clustering coefficient
which was introduced and described in study of Newman [13]. It can be calcu-
lated as a number of triangles divided by number of connected triples multiplied
by three.

On the other hand the local clustering coefficient was introduced much sooner
[18] and it determines whether a graph is a small-world network. This coefficient
is computed for each node and the averaged value of all nodes is taken as another
feature for classification in this experiment.

Aggregated CN’s Features. As it was concluded and compared in study of
Aliakbary et al. [1] the degree distribution can be evaluated by several methods.
The most widely applied techniques for comparison are the Kolmogorov-Smirnov
(KS) test [3], comparison based on distribution percentiles [8], and comparison
based on fitted power-law exponent [4]. The mentioned techniques are very sen-
sitive to presence of outliers and comparisons of different sized networks, which
is actually the nature of this experiment.

The feature extraction method proposed by Aliakbary [1] process the degree
distribution into quantification feature vector (Eq. (12)). It contains eight Interval
Degree Probability values (IDP) (Eq. (11)), which computes the probability that
the selected interval I (Eq. (10)) contains the degree of randomly chosen node.
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PG(d) = P (D(v) = d); v ∈ V (G) (5)

μG =
maxG(D(v))∑

d=minG(D(v))

d × PG(d) (6)

σG =

√√√√√
maxG(D(v))∑

d=minG(D(v))

PG(d) × (d − μG)2 (7)

RG(r) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

[minG(D(v)), μG − σG]; r = 1
[μG − σG, μG]; r = 2
[μG, μG + σG]; r = 3
[μG + σG,maxG(D(v))]; r = 4

(8)

|RG(r)| = max(right(RG(r)) − left(RG(r)), 0) (9)

IG(i) =

{
[left(RG(� i

2�)), left(RG(� i
2�)) + |RG(� i

2 �)|
2 ]; i is odd

[left(RG(� i
2�)) + |RG(� i

2 �)|
2 , right(RG(� i

2�))]; i is even
(10)

IDPG(I) = P (left(I) ≥ D(v) < right(I)); v ∈ V (G) (11)

Q(G) = 〈IDPG(IG(i))〉i=1..8 (12)

Such quantification feature vectors were calculated on distribution of degree,
node betweenness, and edge betweenness. This brings 24 new feature values into
the final classification.

Injected CN’s Features. The third approach of data-mining from the complex
network is based on fundamental knowledge about the PD-pulses. Based on most
relevant features of the pulse (Sect. 2.2) and supervised annotated dataset of the
signals, we chose 10 most typical (visual selection of signals with lowest amount
of noise and highest amount of PD interference) signals containing PD behavior.

Pulses from these signals were clustered by k-NN clustering into two clusters
and the centroid points of each cluster were taken as a typical PD-pulses. Such
typical pulses were injected into each of the evaluated networks with assump-
tion, that those injected pulses (new nodes of the network) will obtain different
features in fault signals and different features in failure-free signals. The features
considered in this group were the degree and betweenness of the node.

2.5 Random Forest Classification

Random Decision Forest is a general title for ensemble based machine learning
model which was proposed by Breiman in 2001 [2]. This model was applied
with success in many machine learning studies. The core idea of the algorithm
is focused on combined application of an ensemble of CART-like tree classifiers
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(boosting) and their learning performed on the boosted-aggregated observations
(bagging).

Learning of the ensemble of trees means to train the set of trees where each of
them obtain different random subset of observation and different random subset
of variables. This process minimizes the correlation between the trees, which
increase the robustness of the model and decrease the possible amount of over-
fitting. The final classification is derived from voting mechanism where votes
from all of the trees are taken into account and final class is assigned to the
observation by votes of the majority of the ensemble.

The bootstrapping mechanism comes from statistic and it is also know as
random sampling with replacement. This mechanism in context of RF algorithm
produces balanced subset of observations for each of the tree. They are trained
on resampled observations, which can handle the imbalanced problem or the
problem of inability to learn some specific observations.

3 Settings and Results

The following section summarizes the setting and results of the entire experi-
ment. The settings of the RF classifier were adjusted experimentally with respect
to the previous research and those settings were kept during entire experiment
(100 trees in ensemble, random subset of variables and random subset of obser-
vations for each tree to prevent over-fitting) - for all levels of threshold value.

The value of the threshold T varied. We had to examine different levels of
this value to compare if the obtained CN contains enough information for best
classification performance. On the other hand, in case when the value T was too
high, new edges of the CN brought only noise or uncertainty.

The cross-validation method [10] was applied for testing of classification per-
formance and the results covers calculated values of accuracy, precision, recall,

Fig. 4. Graphical comparison of classification performance based on application of
different threshold levels.
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Table 1. Comparison of classification performance to our previous models based on
different types of de-nosing, basic feature extraction and machine learning [15].

Model Accuracy (%) Precision (%) Recall (%) F-score (%)

DWT + ANN 55.65 61.36 76.47 63.58

WPD + ANN 54.36 61.36 74.14 62.59

PSOSVD + ANN 61.85 67.73 61.21 61.85

CN’s features +
Random Forest

79.82 79.24 78.13 78.61

specificity, and basic F-score. The best results in our experiment were obtained
on 30 % value of the threshold (see Fig. 4 and Table 1).

The performance has increased for all measured metrics compared to the
previous experiment [15] (see in Table 1), which confirms the relevancy of appli-
cation of complex network based features.

4 Conclusions

This paper covers the very first application of complex network based features
for detection of fault behavior on covered conductors. The complex network
created from extracted signal’s pulses reflects valuable features for PD-pulses
classification. This hypothesis was confirmed by increase of performance of the
classification model compared to our previous research [15].

Model based on CN’s features can be used as a supportive tool classification
for signals with higher noise interference, because signals without any pulses (PD
or false-hits) are automatically considered as failure-free signals and they were
not studied in this paper.

The future work will cover the increased aim of data-mining on the CN’s
features and application of different approaches of constructing the CN. On the
other hand there is still an option to study the parts of the signal separately and
examine the network’s dynamic for another set of relevant features for classifi-
cation.
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