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Preface

The 9th IFIP Working Conference on the Practice of Enterprise Modeling (PoEM
2016), was held during November 8–10 in Skövde, Sweden, hosted by the University
of Skövde.

Enterprise modeling (EM) includes a set of activities by which knowledge about
several perspectives of an organization is elicited, documented, analyzed, and com-
municated, typically through a structured, iterative, stakeholder-centric, and model-
based approach. This way, the knowledge of the enterprise is made explicit and further
actions can be performed, such as making strategic decisions, undertaking organiza-
tional reengineering, standardizing ways of working, developing or acquiring infor-
mation and communication technology. As a consequence, EM has an impact on large
economic markets such as consulting and information system development, making it a
relevant field of research and industrial practice.

The PoEM conferences, starting in 2008, have contributed to establishing a dedicated
forum where the use of EM in practice is addressed by bringing together researchers,
users, and practitioners. The main focus of the PoEM conferences is EM methods,
approaches, and tools as well as how they are used in practice. More specifically the
goals of the conference are to contribute to a better understanding of the practice of EM,
to contribute to improved EM practice, as well as to share knowledge among researchers
and practitioners.

PoEM is supported by the IFIP WG8.1 and is a very interesting and dynamic event
where new research challenges emerge from success and failure stories related to EM
practices, and practitioners take the opportunity to learn about new EM methods and
tools.

This year PoEM received 54 paper submissions covering a wide variety of EM
topics. Each paper was evaluated by at least three members of our expert Program
Committee members, providing constructive feedback. We were able to accept 18 full
papers and nine short papers, all published in this volume. The acceptance rate for full
papers was thus below 35%.

The conference audience enjoyed an excellent keynote by Prof. Robert Winter, from
the Institute of Information Management, University of St. Gallen, Switzerland. Prof.
Winter’s talk was entitled “Establishing ‘Architectural Thinking’ in Organizations”.

This year, the PoEM conference included two associated events, occurring on the
first day. A Doctoral Consortium was organized to highlight upcoming EM doctoral
research, providing students with valuable feedback. For the first time, PoEM hosted
the OMI (Open Models Initiative) Symposium, a gathering to discuss and promote the
result of the Erasmus+ project OMI that focusses on developing a shared repository of
tools and meta-models for EM.

We hope that this PoEM conference contributed to further strengthening and inte-
grating the field of EM. PoEM is a working conference. Hence, the focus lies on
practical concepts, tools, and methods, as well as on the evaluation of the usefulness of



EM. However, we appreciate the community trend of identifying cross-links to related
domains, such as requirements modeling.

To conclude, we would like to express our gratitude to a number of people who
spent their time and energy in organizing and successfully running PoEM 2016. We
would like to thank the Program Committee members and additional reviewers for their
help in selecting the papers for the scientific program of the conference, the authors
of the papers for their confidence in PoEM, and the presenters and session chairs for
lively presentations and discussions. We are grateful to the PoEM Steering Committee
chairs for their continuous assistance and the chairs of the doctoral consortium for
creating an exciting event. Finally, we extend our gratitude to the local organizing team
at the University of Skövde for their hospitality and for organizing this conference. We
would also like to thank our colleagues in the local IT department and administration
of the University of Skövde for their strong support and enthusiasm.

September 2016 Jennifer Horkoff
Manfred A. Jeusfeld

Anne Persson
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Establishing ‘Architectural Thinking’
in Organizations

Robert Winter(&)

Institute of Information Management, University of St. Gallen,
Unterer Graben 21, 9000 St. Gallen, Switzerland

Robert.Winter@unisg.ch

Abstract. After having harvested ‘low hanging fruits’ in early stages of
Enterprise Architecture Management (EAM), it becomes increasingly difficult to
keep up with large benefit realizations in later stages. The focus on the traditional
EAM players (IT unit, architects, enterprise management) should be widened to
‘that other 90 % of the enterprise’ that are not directly related to the IT function.
In order to create impact beyond IT, it appears necessary to complement the
enforcement-centric view (i.e., enhancing EAM governance) by an
influence-centric view (i.e., improving the EAM influence on local stakeholder
decisions). Our research has shown that local stakeholders’ acceptance of
restricted design freedom depends on certain preconditions: (1) Actors need to be
convinced that their social status will be raising if they comply with EAM
measures – and vice versa. (2) Actors need to understand that they can be more
efficient if they comply with EAM measures – and vice versa. (3) Actors need to
perceive EAM as something that is strategically important for the organization.
(4) Actors need to perceive EAM deployment as transparent, useful, and
professional. In this talk, we will elaborate on the necessity, justificatory foun-
dations, and supporting artifacts to create supportive conditions for ‘Architectural
Thinking’, the influence-based complement of governance-based EAM.

Keywords: Enterprise architecture management � Architectural coordination �
Architectural thinking

1 Extended Abstract

Over the past decades, we have witnessed an enormous growth of investments in
information systems (IS) in organizations. On the one hand, increasing investments in
IS had a significant impact on most organizations’ performance. On the other hand,
these investments resulted in a significant complexity of the corporate IS architecture
(i.e., the organization’s fundamental IS components, their inter-relationships, and the
principles governing their design and evolution [1]), which mainly results from the
allocation of project ownership and IS design decision authority to local (business)
units. This practice of managing the IS architecture has brought about a large and
ever-growing number of heterogeneous IS, which are costly to maintain, tightly
interrelated, and which lack flexibility with regard to business changes and technical
innovations. Over the years, many organizations have lost control of their IS

© IFIP International Federation for Information Processing 2016
Published by Springer International Publishing Switzerland 2016. All Rights Reserved
J. Horkoff et al. (Eds.): PoEM 2016, LNBIP 267, pp. 3–8, 2016.
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architecture complexity, i.e., were unable to steer the evolution of their IS architecture
so that it maintains a sufficient flexibility in conforming to constantly changing busi-
ness requirements and technical innovation.

To address this challenge, scholars and practitioners have broadly propagated the
concept of enterprise architecture management (EAM) for systematically aligning
locally governed IS investments with enterprise-wide objectives. In its traditional
fashion, EAM establishes centralized, top-down driven, enterprise-wide governance
mechanisms that aim at maintaining transparency, coherency, and ultimately flexibility
of IS architecture. Such governance mechanisms include, but are not limited to
developing, maintaining, and enforcing top-down, centralized architecture principles,
architecture compliance checks, to-be architectures, and committees or procedures for
architectural coordination, to eventually influence local IS development projects.
The EAM discipline has matured over the last decades by (i) diversifying its scope
from software architecture to application architecture and from process architecture to
business architecture, (ii) widening its focus from single solutions to
functional/business areas, to enterprise-wide, or even to cross-enterprise architecture
management, (iii) expanding its sphere of influence from a single architectural layer
(e.g., IT artifacts or business artifacts) to various interdependencies across the entire
business-to-IT stack, and by (iv) representing not only as-is or to-be states of archi-
tectural entities, but also roadmaps or scenarios to cover the entire architecture life
cycle. Following EAM’s raise in maturity, it has largely gained momentum so that
organizations established various ‘architect’ roles and functions.

Notwithstanding the abovementioned advances, the EAM discipline still struggles
with some formational challenges. First, although many architects tried to position
themselves as a linking-pin ‘between’ corporate management, business/project owners
and IT, their backgrounds and competency profiles often kept them close to the cor-
porate IT functions [2]. Second, exercising EAM as a centralized mechanism for
coordinated IS development, which aligns local projects with enterprise-wide priorities,
is the antagonist of un-coordinated IS development projects in pursuing local goals.
From local business stakeholders’ perspective (e.g., a particular market, product,
function owner), the promoted enterprise-wide coordination by EAM are naturally
regarded as a “restriction of design freedom” [3]. The latter hence threatens EAM’s
acceptance by those local actors that not only own business change problems, but also
respective IS development projects.

EAM’s traditional way of dealing with “resistance to coordination” is (i) to com-
municate its local efficiency contributions (e.g., reduced IT operations costs due to less
heterogeneity and more re-use) and (ii) to increase its local effectiveness (e.g., by
governance measures). For both strategies, however, empirical research demonstrates
an S-shaped benefit curve [4]. After harvesting ‘low hanging fruits’ in early stages of
EAM, it becomes increasingly difficult to keep up with large benefit realizations in later
stages. At some point, an optimal productivity level of EAM will be reached after
which additional EAM efforts cannot justified with the argument of realizable business
value [4]. Simultaneously, IS architecture complexity can be expected to remain high
or even increasing.

The above mentioned observation cannot be related to immaturity of EAM
concepts or deployment, but rather to general acceptance problems of EAM by local
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stakeholders [5]. Convincing local stakeholders that overall benefits on the
enterprise-wide level justify individual sacrifices remains a difficult undertaking.
Illustrative examples of such challenge cannot only be found in enterprises (e.g.,
centralizing procurement processes), but are also common in public policy (e.g.,
imposing speed limits around schools, imposing smoking bans in public areas, trans-
forming energy production and consumption).

In order to move to the next level of EAM productivity, it appears necessary to shift
the focus from an enforcement-centric view (i.e., enhancing EAM governance) towards
an influence-centric view (i.e., improving the EAM influence on local stakeholder
decisions) [5]. This implies not to focus on the traditional EAM players (IT unit,
architects, enterprise management) any more, but instead on “that other 90 % of the
enterprise” that are not directly related to the IT function [6]. As these stakeholders
(e.g., business market, product, function owners) cannot be controlled by EAM mea-
sures with a reasonable effort, EAM needs to focus not only on enforcement, but also
(or even more) on influence. As a consequence, control as a central theme of EAM
research is complemented by informing, legitimating, and socializing [7].

How can the behavior of independent actors be effectively influenced so that
enterprise-wide objectives are sufficiently addressed even if they require individual
sacrifices? The “New institutionalism” offers an explanation why and how regulations
become institutionalized by actors, i.e., develop “a rule-like status in social thought and
action” [8]. Relying on this theoretical lens, when a pressure is exerted with the aim of
complying with some ‘grand design’, individuals’ reactions to such pressure can be
explained in a range of acquiescence, compromise, avoidance, defiance and manipu-
lation reaction [9, 10]. Weiss et al. [11] employed this theoretical lens to study EAM
and show that an individual actor’s response towards EAM measures (i.e., pressures)
depends on social legitimacy, efficiency, organizational grounding, and trust. Follow-
ing Social legitimacy, actors gain social fitness inside the organization when they
comply with architectural guidelines. Furthermore, actors become more efficient when
following architectural guidelines. Organizational grounding that EAM is anchored
within the organization’s values in terms of strategy definition, top management
support or the position in the organizational hierarchy. Finally, trust reflect actors’
confidence on the fact that the EAM function does the right things in a right way [11].

Based on these insights, which explain under which conditions individual actors
comply with restricted design freedom, appropriate preconditions can be derived to
increase the acceptance of EAM:

1. Actors need to be convinced that their social status will be raising if they comply
with EAM measures – and vice versa.

2. Actors need to understand that they can be more efficient if they comply with EAM
measures – and vice versa.

3. Actors need to perceive EAM as something that is strategically important for the
organization.

4. Actors need to perceive EAM deployment as transparent, useful, and professional.

Establishing ‘Architectural Thinking’ in Organizations 5



Exemplary measures to create such preconditions can be:

1. Create transparent conditions to business people who of their peers is compliant and
who is not. For instance, label applications in a way that users see whether they use
a compliant or a non-compliant application (works like energy efficiency labels) –
and provide evidence that the user perception of an actor’s compliance is impacting
his/her social status.

2. Demonstrate the positive impact of EAM measures – as well as the damage of
ignored or compromised EAM measures. For instance, seriously calculate the
avoidable lifetime ownership costs of a redundant application. For IS portfolios of a
business unit, as another example, explain complexity costs and show how EAM
measures reduce operations or project costs.

3. Position EAM leaders on high levels of the organizational hierarchy – and not as a
specialist team in IT management. Discuss architectural issues in
important/powerful corporate committees. Promote successful specialists or
line/project managers to architect functions and successful architects back into
line/project management.

4. Ensure that architects and architectural artifacts are not only visible in the business,
but also are able to credibly position themselves as business- and synergy-oriented.
For instance, the use of coherency-oriented, high complexity models should be
avoided. Instead, when interacting with local business stakeholders the focus of
architects should be on lightweight artifacts and local concerns (“boundary objects”
[12, 13]).

The presented measures promise to influence local decision-makers on the business
side towards increasing their acceptance of EAM-related design restrictions. This way
of thinking and acting by local and individual actors (i.e., not only restricted to
architects and IT people) in considering enterprise-wide, long-term concerns as well as
fundamental IS design and evolution principles in day-to-day decision making prac-
tices (e.g., change requests), has been termed “Architectural Thinking” (AT) by Ross
and Quaadgras [4]. AT promises to move EAM to the next productivity level, as
additional acceptance (and thus EAM impact) can be achieved without heavily
increased (and expensive) EAM governance efforts. However, AT can neither be
designed, deployed, nor implemented like traditional EAM governance. As a way of
thinking, AT can only be propagated in an organization by creating supportive
conditions [5].

While we have yet not witnessed large-scale AT initiatives in practice, many
organizations have become aware of the approach and have implemented selected
measures in order to explore potentials of EAM evolution (e.g., [14]). A frequently
implemented measure is to move the architecture function away from IT and more
towards a business unit, and to create architecture spin-offs in business units or project
offices of large projects (“Design Authority”). We also note an increasing number of
initiatives to broadly demonstrate the value contribution of EAM and/or to explain
architectural coordination goals to the business. Likewise, architecture functions have
started to develop and track strategy- or business-oriented performance indicators (e.g.,
resistance to change, solution sustainability, or architectural fit [15]).

6 R. Winter



In order to design effective and efficient artifacts that raise EAM impact to the next
level, further insights into the institutionalization mechanisms are necessary. From a
static perspective, explanatory research may identify additional or modified justifica-
tory foundations. Differentiated studies are also needed to better understand contin-
gencies, such as organizational subcultures, industry characteristics (e.g., speed), or
management styles, among others.

From a dynamic perspective, one avenue is to analyze the overall performance of
EAM (both on the project and the enterprise-wide level) as a result of de-central
knowledge acquisition and cooperative learning [16]. Being very much in line with our
call for shifting EAM focus on influence rather than enforcement, the autonomous
character of knowledge acquisition as well as learning would imply major EAM
capability and instrument adaptations.

A second avenue for dynamic analysis is based on archetype theory [17] which
understands organizations as configurations of (i) structural arrangements and (ii) in-
terpretative schemes. An interpretative scheme describes an organization’s conception
on what it should be doing, how it should be doing, and how it should be judged. This
conception is shaped by the prevailing set of ideas, beliefs, and values. The structural
arrangement implements and reinforces the ideas, beliefs, and values through estab-
lishing organizational structures and processes that reflect the respective beliefs and
values [18]. In an ideal case, organizations will evolve towards a situation of organi-
zational coherence, where the structural arrangement and the interpretative scheme
represent an “appropriate design for adequate performance” [18] Schilling et al. [19]
explore this lens from an IS research perspective. Such an analysis could help to better
understand how “measures aimed at creating preconditions for EAM acceptance”
interact with organizational ideas, beliefs and values so that, ultimately, local actors can
be effectively influenced to better comply with enterprise-wide goals.

While the static and the dynamic perspectives help to better understand AT and
design appropriate interventions, continuing empirical analyses will be needed on how
organizations learn to move from traditional EAM towards AT and how these two
approaches complement each other.

Acknowledgement. The author wishes to thank Stephan Aier, Maximilian Brosius and Kazem
Haki for their feedback to earlier version of this text.
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Abstract. Application Portfolio (AP) complexity is an increasingly
important and strongly discussed issue by both researchers and practi-
tioners. Application portfolios in large organizations have become more
and more difficult to understand, resulting in costly efforts to maintain
and operate them. Although this is an urgent topic in large organizations,
researchers and industry experts do not yet have a common understand-
ing of this phenomenon and lack appropriate methods to measure and
manage the respective complexity. We conduct an exploratory case study
with the central enterprise architecture management (EAM) governance
team and ten application owners of a large European automotive com-
pany to identify and link root causes and consequences of AP complexity.
Furthermore, we evaluate possible solutions to decrease or manage this
complexity from an application owners perspective. The results are inter-
preted from a socio-technical systems perspective.

Keywords: Application portfolio complexity · Complexity manage-
ment · Socio-technical theory

1 Introduction

Technological advances, such as new possibilities for customer interactions
enabled by digital platforms, require various industry sectors to fundamentally
adapt their business models [1,2]. Furthermore, increasing regulatory pressure
also necessitates changes in the enterprise architecture (EA) domain due to a lack
of transparency about enterprise information and poor data quality [3,4]. Conse-
quently, todays organizations need to undergo fundamental changes in their EA
in general, and in their Application Portfolio (AP) in particular, and face multi-
farious obstacles in this transformation process [5,6]: poor AP documentations
leads to time-consuming and error-prone initiatives. As a result, enterprises are
unable to efficiently adapt to changes since they are missing essential information
about their AP.
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Lacking a complete and consistent high-level view, organizations tend to
introduce further services and applications to fulfill business needs, which leads
to a perceived growth of complexity in the enterprise in the EA domain [7]
and a growth of investments in the operation of information systems [8]. This
manifests in a large number of heterogeneous information systems, which are
costly to maintain and lack flexibility with regard to business changes [9].

Although the challenge of increasing AP complexity was already highlighted
in research [10,11] and by industry experts [12,13], there is still a lack of research
that explicitly addresses how to tackle this issue [14]. This is compounded by
the fact that there exist multiple interpretations of the term AP complexity
that depend on the specific context in which it is used [11,15–17]. Based on our
conducted literature review and state of the art research (see Sect. 2), we define
AP complexity as the compilation of organizational and technical characteris-
tics in an enterprise that lead to avoidable costs and decreased agility of the
AP. In order to identify root causes and possible solutions of this phenomenon,
we conduct an explorative qualitative case study, as proposed by Yin [18], at a
large European automotive company. Our analysis relies on data gathered from
ten expert interviews, meetings with the central enterprise architecture manage-
ment (EAM) team, and data from previously conducted complexity assessments.
We employ socio-technical theory, in particular the Punctuated Socio-Technical
Information Systems Change (PSIC) model [19], for organizing, grouping, and
interpreting this data and corresponding results.

First, to gain a better understanding of the phenomenon at hand, we iden-
tify root causes of AP complexity as perceived by application owners in todays
organizations. These root causes are then linked to specific consequences that
negatively impact the organization. Finally, we evaluate technical and organiza-
tional solutions for managing AP complexity based on the identified root causes
and their consequences. We address the following research questions (RQ):

• RQ1: What root causes for AP complexity do application owners perceive in
their daily activities?

• RQ2: What are the consequences of these root causes?
• RQ3: What kind of technical or organizational actions can help to control

identified AP complexity?

The rest of this paper is organized as follows: in Sect. 2 related literature on
AP complexity is reviewed and socio-technical systems theory is introduced as a
lens for organizing and interpreting our findings. We then elaborate our method-
ology and data collection process in Sect. 3. In Sect. 4 we present our results,
comprising root causes of AP complexity (capacity, code quality, subjective com-
plexity, technical support, design of data flows, quality of interfaces, IT authority
of business, change management plan, and role allocation), consequences of AP
complexity (lack of time/quality, data quality issues, performance issues, chain
reaction to other functions, avoidable efforts), and solutions to control AP com-
plexity (increased capacities, technical support, pool of experts, stronger IT gov-
ernance, code reviews, automated checks, stronger data management, improved
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knowledge management, and technical renewals). The interpretation, applicabil-
ity and consequences of these findings are then discussed in Sect. 5. The paper
concludes with a discussion of implications and limitations of this research.

2 State of the Art

There exist diverse and multi-faceted understandings of AP complexity in extant
literature, which has been investigated from a number of different perspectives
by previous researchers [10,11,14,20–25]. Thus, we review conceptualizations of
AP complexity and how these are used in practice, noting that research is still at
an early stage regarding the identification of complexity drivers of APs and the
development of technical and organizational actions to control this phenomenon.

At the beginning of the 2000s the scope of complexity exploration in the
information systems domain was enlarged from single applications to entire APs.
The definition of the term AP complexity is, however, still fragmented: Following
Schneider et al. [11], the view of AP complexity in the EA domain comprises
different categories – such as subjective versus objective complexity or perceived
versus objective complexity – each considering this phenomenon from a differ-
ent perspective. Similarly, Beetz et al. [14] point out the variety of the term
complexity, showing that various initiatives have taken place in this context and
concluding with a research gap on this topic. Thus, when analyzing the increas-
ing complexity of APs in today’s organizations “a number of statements in the
academic and consulting literature that include several implicit propositions on
causes as well as on impacts” [23] need to be considered, such as the age of
applications or a decreasing agility of APs [26].

Notwithstanding the difficulties in conceptualizing and operationalizing AP
complexity, several studies find dependencies between drivers of AP complexity,
e.g., the age of applications, interdependencies, and redundancies, and related
effects such as maintenance and operating costs [23]. An increasing number of
components in an AP and an increase in their dependencies to each other neg-
atively affect the flexibility with regard to architectural changes [20]. Proposed
measures for AP complexity both in literature (e.g. [21,22,25]) and in practice
[24] thus usually include the number of used components, their heterogeneity,
and interdependencies between them, such as interfaces or information flows.
Research in this area generally aims to identify and uncover hidden structures in
APs to guide enterprise transformation [10]. For example, heterogeneity-based
metrics can be employed to measure the complexity of employed applications
within an portfolio, and the Design Science Matrix proposed by Lagerström et
al. [21,22] was found useful for assessing the criticality of IS change projects [24].

3 Research Methodology

Previous studies on AP complexity [3,23] follow a quantitative approach to iden-
tify dependencies between business application characteristics (e.g., interfaces,
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Fig. 1. Case study process

type of application) and dependent variables (e.g., the amount of created inci-
dent tickets and operation costs of applications). While the conducted analy-
sis allows to study statistical dependencies between the considered constructs,
it turns out that AP complexity is also affected by organizational choices in a
more complicated way: interdependencies and interactions may lead to emergent
properties that are not easily captured by statistics [27]. Thus the extant quan-
titative results would benefit from a complementary qualitative investigation.
To better understand the complicated ways in which AP complexity manifests
and is affected by organizational choices, we employ an exploratory case study
research, following the recommendations of Yin [18]. The conducted research
approach is divided into five stages and is illustrated in Fig. 1.

3.1 Case Study Approach

Our discussion of related literature (see Sect. 2) shows that current research
on AP complexity includes both qualitative and quantitative approaches. After
reviewing the mentioned sources, we subsequently defined the research questions
and decided on a research partner to conduct a case study in order to investigate
the phenomenon of interest.

Case Company Description: The investigated organization is a large automo-
tive company with over 100.000 employees. The headquarter of the company is
located in Europe, whereas the plants are distributed in all continents and the
dealers operate on an international level. Being one of the largest companies in
its industry and currently investing significantly in AP complexity management
initiatives, this company provides deep insights into the phenomenon of AP com-
plexity. The first author has been involved with the ongoing efforts of the central
EAM governance team since April 2015, allowing us to acquire rich data over
a sustained period of time from internal complexity assessments, participation
in meetings, and access to relevant interview partners. The IT section of the
automotive company is organized in twelve main departments and employs over
3.500 internal employees. The EAM governance team acts as an own depart-
ment. All information about the deployed applications in the AP is documented
in a central EA repository. Previous initiatives of the central EAM governance
team on AP complexity revealed organizational and technical issues in the IT
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section, leading to decreased agility in projects and high operational costs to run
the AP. It also turned out that the IT section is characterized by a silo mentality
between the main departments, leading to missing transparency about deployed
applications.

Design Case Study: We designed the content and structure of the case study
in cooperation of the EAM governance team, aiming to identify technical and
organizational actions (RQ3) to tackle AP complexity through group discussions
with affected stakeholders. Consequently, we decided to interview two types of
stakeholders: first, application owners, who are confronted with the consequences
of AP complexity in their daily business and projects, and second, the EAM gov-
ernance team, who has an aggregated view on this topic trough the complete
organization. We discussed and finalized our proposed RQs with the EAM gov-
ernance team, based on the findings of our literature review and experiences of
the central EAM governance team.

Prepare Case Study: Based on our defined RQs and the findings of our literature
review, we developed a questionnaire in cooperation with the EAM governance
team. In developing the questionnaire we aimed to define the questions in a way
that elicits concrete root causes of AP complexity as perceived by the applica-
tion owners, and that allows to identify specific consequences and solutions for
AP complexity, rather than strategic advice and general issues. The question-
naire is divided into six parts (general information, technical infrastructure and
interfaces, problem/incident management, release management, software qual-
ity). The first part ensures the correctness of general information that was gath-
ered before the interview (e.g., the name of the application, the application ID,
and data about productive users). The following parts aim to identify current
issues of the application on the respective topic. The application owners are
asked to name root causes for each issue, its consequences and possible solutions
to solve it.

In order to select a subset of applications from the company’s AP for a
detailed investigation, we started with all applications that were used produc-
tively by the company as a basis for further selection, excluding pure infrastruc-
ture components. From this set, comprising more than 7.000 applications, only
those with significant costs for maintenance and errors were selected. Next,
we employed data from internal complexity assessments, including information
about application interfaces, monthly changes, incidents, and releases as well as
sourcing and vendor information and information about the technical architec-
ture. We include only applications for which this complexity index exceeds a
predefined threshold, indicating that these applications are somehow more com-
plex. Finally, we limit our analysis to lead applications, i.e., applications, which
the company considers to be fundamentally important for the operation of the
enterprise. This set of 105 applications was then discussed with the EAM gover-
nance department, and 10 applications, deemed to be the most relevant, critical,
and interesting, were selected as a final set for a detailed analysis together with
the respective application owners.
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Conduct Interviews: We then conducted a series of ten semi-structured inter-
views with the application owners during November and December 2015. These
interviews covered the areas identified in our research questions, namely, (RQ1)
perceived root causes of AP complexity, (RQ2) consequences of these root causes,
and (RQ3) technical or organizational actions employed to deal with AP com-
plexity. All interviews were conducted face-to-face and followed a semi-structured
approach in order to discuss a wide range of aspects [28].

Analyze Findings: We then employed the PSIC model of Lyytinen et al. [19]
to group root causes of EA complexity and link these with consequences and
applicable actions. The allocation of the findings to the PSIC model were con-
ducted by our research team. To ensure the correctness of the findings, we pre-
sented and discuss our allocation with the EAM governance team (see step five
Report and conclude).

Report and Conclude: The results of the expert interviews and the allocation
of the PSIC model were presented to and discussed with the company’s EA
governance department and the head of application portfolio management. It
was considered a useful tool for dealing with problems arising as a consequence
of AP complexity. Aside from the company-internal evaluation, the results were
also presented by one of the authors and discussed at a two-day focus group
on EA, involving senior enterprise architects and IT managers from five large
European organizations in February 2016 [29].

3.2 Socio-Technical Systems Theory

This research relies on the PSIC model of Lyytinen et al. [19] for organizing and
interpreting results, since an analysis of AP complexity requires a comprehensive
framework that also captures the dynamics and interactions between a multitude
of different organizational elements [27,30]. Socio-technical systems theory has
been a useful perspective for ordering these diverse elements and interactions,
thus allowing researchers to make sense of and reason about complex systems,
such as enterprise architectures [31]. The PSIC model provides an established
framework that also allows to reason about temporal causalities, such as the
connection between root causes of AP complexity and related consequences.

Following this model, socio-technical systems comprise a social subsystem,
consisting of actors and structure, and a technical subsystems, consisting of tech-
nology and tasks (Fig. 2). The overall behavior of the system is then determined
by the interactions between all of these components. As a very general example,
an enterprise can be considered as humans (actors) using IT systems (technology)
to perform work (task), which they have been assigned according to their role
and position (structure). Transformation processes in large enterprises comprise
a series of local changes within the organization, often in reaction to new and
evolving external requirements [23,32]. While these local adaptations manage
to temporarily fulfill the requirements, a series of such changes across differ-
ent parts of the organization generally introduces inconsistencies, unnecessary
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Fig. 2. Socio-technical systems theory [19]

redundancies or dependencies, which are typical drivers of complexity [10,33].
At some point, the misalignment between at least two socio-technical compo-
nents will be noticeable and large enough to require the EA to undergo funda-
mental changes, termed punctuated changes [19]. For example, people will take
action to change the system if the IT applications cannot handle new processes
(technology-task misalignment) or if an application is too complicated for people
to understand (actor-technology misalignment). Thus, root causes of AP com-
plexity may be interpreted in the context of the related misalignment in the
AP, i.e., technology-people, technology-task, technology-structure, task-structure,
task-people, and people-structure.

4 Results

We use socio-technical systems theory as a lens to group and interpret our find-
ings. First, identified root causes for AP complexity are discussed, which are
considered as misalignments between any two socio-technical system compo-
nents (see Fig. 2) and are grouped accordingly. Table 1 lists all identified root
causes and also links them to related consequences of AP complexity. Finally, we
present potential types of technical and organizational actions that are expected
to deal with the root causes or to offset the consequences of AP complexity
(see Table 2). The identified causes, consequences and actions are the result of
aggregating similar elements found in the interviews through group discussions
between the authors, also relying on feedback from meetings within the company
and data from the complexity assessments. The results were discussed and vali-
dated with the EAM governance team to ensure the correctness of our findings.

4.1 Root Causes

In total, we identified 13 root causes of AP complexity (see Table 1). Most of the
named root causes relate to technical issues within the EA landscape as a result
of either misalignments between the technical system and the people that use
and develop this system or misalignments between the technical system and the
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tasks that this system is supposed to carry out. The identified root causes are
based on statements from multiple experts (application owner and employees of
the central EAM governance team).

Technology/Actors: Issues with code complexity relate to the inability of peo-
ple to use and maintain the technical system adequately since they are unable to
make sense of too complex software code. Similarly, code quality relates to issues
due to poorly written or documented code. Discussions with application owners
revealed that one major problem is missing knowledge and documentation about
single applications. This makes it difficult to steer the AP in an efficient way.
The source code of old and highly customized applications often includes unused
lines of code that cannot be deleted due to missing knowledge about the content
and possible consequences. This results in complex and costly change activities
in respective IT projects and additional maintenance activities. The application
owners often mentioned unnecessary transitive interfaces in legacy systems. The
quality of these interfaces is usually also lacking in terms of technical design
and documentation. These circumstances decrease the transparency about the
AP and lead to further workarounds to fix issues within data flows and thus to
increased AP complexity. This is compounded by people lacking time and other
resources to perform maintenance and development activities.

Technology/Task: Application owners state that applications are frequently
missing adequate technical support such as dedicated testing instances for new
deployments. One further issue is the quality of the implemented interfaces and
the respective data flows. Often, these do not fit the required data formats,
lack plausibility checks or include erroneous implementations. As a consequence,
the transferred data might include useless information for the recipients and
hinder the performance of planned tasks and thus the fulfillment of business
requirements. Also, the quality of the source code might deliver wrong results
and thus hinder the performance of the planned tasks.

Technology/Structure: Two application owners stated that the IT authority
of business stakeholders leads to fundamental issues within the EA and increases
the respective complexity. In their cases, business stakeholders have the per-
mission to implement technical scripts within applications. As a consequence,
enterprise architects face the challenge of redundant implementations that do
not follow defined data dictionary standards and thus lead to missing trans-
parency and a lack of knowledge about the state of the application. This also
affects the knowledge about the AP and ends in inefficient decisions in daily
projects such as the introduction of redundant applications.

Task/Structure: Application owners named the setup of change management
plans as another root cause for AP complexity. The change cycle of several
applications in the organization is faster than the planned changes within one



Application Portfolio Complexity 19

fiscal year. As a consequence, IT projects face the challenge of outdated data and
have to perform several workarounds to fix these issues. Also the IT authority
of business stakeholders was highlighted as a structural issue that hinders the
fulfillment of planned tasks.

Task/Actors: The capacity issue, already explained for the misalignment tech-
nology/actors, also relates to this misalignment. Projects often lack resources,
in particular people and time, what affects the fulfillment of tasks.

People/Structure: Large applications require collaboration between multiple
stakeholders such as operations-, maintenance-, and defect-managers. Applica-
tion owners identified the missing role allocation between these stakeholders as
one root cause for AP complexity. Missing communication and the lack of a com-
mon language lead to undesirable conditions within the respective application
such as missing maintenance activities.

4.2 Consequences

The identified root causes were linked to the following five consequences (see
Table 1). The identified root causes are based on the conducted expert interviews
(application owner and employees of the central EAM governance team).

Lack of Time/Quality: As a consequence of technical (C8) and organizational
issues (C1, C6, C9), the implemented AP does not fit the defined requirements.
Consequently, business stakeholders face the challenge of missing information
and enterprise architects do not complete projects in time. This often leads to a
number of manual and undocumented workarounds, which increase the amount
of activities in the operation of the AP and thus lead to missing transparency.

Data Quality Issues: Application owners stated that business stakeholders have
extensive permission rights in the investigated applications (C8), leading to the
implementation of redundant scripts that lack a comprehensive picture of the
application. Moreover, these scripts might include business-related errors, due to
missing testing activities and ad-hoc implementations of scripts. There is the risk
that the implemented scripts do not match the defined data quality standards
within the application - such as the required granularity - ending in data quality
issues. In several cases the design of ingoing or outgoing interfaces (C6) does
not match the required data format or lacks necessary plausibility checks, which
also leads to hidden data quality issues.

Performance Issues: The quality of the source code of the applications often
leads to major performance issues: calculations and report preparations exceed
available time slots of batch jobs, which then result in automated cancellations
of these jobs. As a consequence, the employees have to take further efforts in
order to fulfill business requirements.
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Table 1. Identified root causes of AP complexity and related consequences

Avoidable Efforts: The implementation of manual workarounds, data cleansing
activities, and other efforts within IT projects could be avoided if the number
of AP complexity root causes were decreased. Missing transparency leads to
the implementation of redundant applications and thus to further efforts for
maintaining and operating the complete AP. Moreover, the named technical
(C2, C4, C3, C7) and organizational issues (C10) require manual efforts that also
need a time-consuming coordination between different stakeholders and project
teams.

Chain Reaction to Other Functions: Technical and business related issues within
applications often also affect other related functions within the organization.
Application owners stated that the quality of the source code might hinder the
fulfillment of business requirements due to cancelations of batch jobs. This in
turn leads to missing information in other departments.

4.3 Solutions

The interviewed experts identified the following technical and organizational
actions that are expected to reduce AP complexity or offset respective negative
consequences (see Table 2). All listed solutions were named by application owners
in interviews and were validated with the EAM governance team.
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Table 2. Named solutions for each consequence

Technical Renewals: Experts suggested selected technical renewals of the source
code. While it is not necessary to shut down complete applications within the
AP, the renewal of single elements, e.g., lines of source code or outdated inter-
faces, may increase the quality of applications and reduce the extent of the
consequences, leading to an improved steering of the AP. The identification of
renewal candidates, however, requires time-consuming analysis activities of the
source code and group discussions between application owners and enterprise
architects in order to evaluate the added value of such renewals.

Improved Knowledge Management: Missing information about the AP directly
leads to inefficient steering of it. It is crucial to define clear knowledge manage-
ment initiatives in order to ensure a high transparency. As an example, we note
that the automotive company uses an EA repository that acts as a single point
of truth for technical-, business-, process-, and application-architecture informa-
tion. The interviewed experts suggested to further increase the documentation
of single applications and data flows between them, which is expected to increase
transparency about already available technical solutions within the organization.

Stronger IT Governance: The IT governance department needs to clearly define
and implement rights and obligations of IT and business stakeholder. The
business-side should not implement technical scripts. Upcoming projects should
verify AP changes within a blueprint process, e.g., by employing a business capa-
bility map, in order to ensure up-to-date information about the operating AP.
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Pool of Experts: The operating automotive company runs over 7.000 applica-
tions within their AP, including a large stack of used technologies and stan-
dards. Enterprise architects are required to make decisions in projects without
having a deep understanding of the respective technologies. There is a risk that
stakeholders make wrong decisions, e.g. by implementing functionally redundant
technologies, leading to an inefficient AP. The interviewed experts recommend
to establish a pool of experts for all used technologies within the AP blueprint,
which can be consulted for respective decisions in projects.

Further solutions are an increased technical support and capacity when oper-
ating the application portfolio. These approaches simply provide additional
resources for overcoming extant problems. In a similar manner, detailed code
reviews were mentioned, which might help to identify hotspots within the AP.
Moreover, a stronger implementation of automated checks at interfaces as well
as an improved data management can prevent the origination of data quality
problems within the AP.

5 Discussion

In Sect. 1, we defined three RQs, aiming to evaluate root causes (Q1) and con-
sequences (Q2) of AP complexity and to identify solutions (Q3) that decrease
AP complexity or offset negative consequences. The identified root causes were
embedded in the PSIC model in order to provide a structured and coherent
overview of our findings. Each root cause leads to at least one consequence and
each consequence is ameliorated by at least one proposed solution (see Table 1)
and 2).

Considering Q1, we identified 13 root causes for AP complexity. The identi-
fied issues paint a comprehensive yet diverse picture, including technical (e.g.,
code quality), process-driven (e.g., change management plan), and organizational
(e.g., capacity) findings, revealing that the phenomenon of AP complexity is a
result of the interplay between different factors within an enterprise. A conclud-
ing discussion of our findings with the EAM governance team of our research
partner confirms this: the technical reassessment of AP parts is not sufficient
to decrease the respective complexity in long term. The controlled reduction of
AP complexity also has to consider non-technical enterprise conditions, such as
process management issues, e.g., change management plans, and requires sophis-
ticated knowledge management processes.

The second research question revealed consequences of AP complexity in
daily projects. We identified five consequences of AP complexity, including tech-
nical (data quality, performance) and business (lack of time/quality) related
consequences. The interviewed application owners emphasized the importance
of AP complexity in IT projects and in their daily business, but also highlighted
that critical business processes, i.e. processes that are related to the operation of
plants in the automotive company, are not strongly affected by this issue. This
may be due to a high amount of attention being allocated to these functions,
resulting, for example, in a close monitoring of the application landscape, sharper
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governance principles and increased capacities for the operation of these business
processes. This statement reflects the findings of our third research question: the
suggested solutions, illustrated in Table 2, mainly include initiatives that aim to
increase supporting capacities for the AP (e.g. pool of experts) and stronger mon-
itoring operations (e.g., automated checks). However, to resolve the historically
grown AP complexity application owners also suggest technical improvements
in the currently operated applications (e.g. renewals, code reviews).

6 Conclusion

Our research aims to identify root causes, consequences, and possible solutions
for AP complexity in large enterprises. We employed a case study approach,
including ten expert interviews with application owners and group discussions
with the central EAM governance team of a large European automotive com-
pany with an application portfolio of over 7.000 applications. Our results reveal
the diverse issues related to AP complexity, including technical and organiza-
tional root causes, consequences, and solutions of this phenomenon. Our research
extends current research on AP [9–11,21–23,25] by analyzing specific instances
of real-world problems in connection with proposed solutions that might decrease
AP complexity. The research results discover concrete characteristics of AP com-
plexity in large organizations, which might be useful for further research in order
to evaluate further solutions that might tackle this issue in practice. This is in
line with calls to move research in this area away from abstract speculation
towards an analysis of real-world issues [23].

The generalizability of these results requires further verification, in particular
from organizations operating in different industries. A first step was made by
discussing our findings in a focus-group with seven senior enterprise architects
and IT-Managers from four other companies in the banking, logistics and insur-
ance sectors. This discussion indicated that our results are applicable to other
companies, as issues with AP complexity and attempted solution approaches are
similar across different industries. Further research should specify the outlined
solutions and define concrete procedures and methods. The expert interviews
and group discussion reveal that the emergence of AP complexity is not observed
for all functions of the organization: critical functions, in this case the opera-
tion of plants in the automotive sector, seem to be less affected by complexity
in achieving their objectives. An evaluation of the technical and organizational
factors that lead to the success of such functions seems to be promising.
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Abstract. In the ten years since the emergence of the Enterprise 2.0 phe-
nomenon, many studies have been realized in this field. This paper surveys
today’s Enterprise 2.0 literature. Based on the ITIL methodology, it outlines its
main research areas and highlights the remaining issues. Also, starting from the
lack of empirical evaluation of the real usage of Enterprise 2.0 tools, it proposes
to evaluate the use of a social networking platform in a large company based on
the relationships created therein. Our findings indicate that social networking
tools are not reflecting the employees’ actual relations at work.

Keywords: Enterprise 2.0 � ITIL � Enterprise social network � Email � Social
graph

1 Introduction

Enterprise 2.0 (E2.0) was the term coined by Andrew McAfee ten years ago to describe
“the use of emergent social software platforms within companies, or between com-
panies and their partners or customers” [1]. The promising potentials of E2.0 tools have
boosted their adoption in companies. For example, Gartner predicted in 2012 that 50 %
of large companies will have a deployed E2.0 solution by the end of 2016 [2].

Along with the rapid and wide spread use of these tools, many scholars have
contributed to the understanding of this phenomenon. When they emerged, E2.0 tools
were first considered as experimental [3], and studies mainly focused on their func-
tionalities and potentials [4, 5]. However, now that one decade has passed after this
emergence, other trends are observed. In their survey of E2.0 literature, Williams et al.
[6] reveal a number of remaining issues in the research on these tools. The authors
mainly argue that the rising E2.0 phenomenon has reached the point of sustainability
and thus scholars must turn their focus to the empirical large-scale examination of their
initiatives. In fact, E2.0 tools should be considered in the same way as Enterprise
Resource Planning (ERP) systems. Research on these tools needs to be modelled and
classified in order to point out whether they are aligned with the business needs. Hence,
this paper provides a modelling perspective of E2.0 research that addresses the call of
Williams et al. We consider E2.0 tools as standard enterprise IT services and propose to
model their research into the processes of ITIL framework for the IT service
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management at enterprises. This modelling allows summarizing the literature within
categories representing the service lifecycle stages while identifying the remaining gaps
at each stage. Furthermore, this paper provides an illustrative example of how to
contribute to a main gap identified through the ITIL: evaluating the returned value of
E2.0 tools. Based on a qualitative case study, we empirically analyze the links created
in an enterprise social network and explore the similarity between these links and the
employees’ daily work flows carried by the enterprise’s email tool.

The rest of the paper is organized as follows. Section 2 explains the methodology
of our work. Section 3 presents the categories of E2.0 research modelled based on the
lifecycle stages of the ITIL framework. Section 4 is devoted to our empirical contri-
bution in an enterprise social network. Finally, Sect. 5 contains conclusions.

2 Research Methodology

This research study provides two main contributions addressing the following research
questions. Considering E2.0 research field as a stable field after ten years of its
emergence [6], is research within this field completely covering all aspects related to
the entire lifecycle of E2.0 tools? How should the remaining gaps be addressed by
researchers?

To answer the first question we model and evaluate E2.0 literature by mapping a
selection of major contributions onto the five lifecycle stages provided by ITIL
framework for delivering valuable IT services to the business. For that purpose, we
followed a structured and iterative process built on Webster and Waston’s approach [7]
to search, identify, and analyze the relevant literature. We considered within our scope
the social media used in the workplace for corporate objectives. As this notion emerged
in 2006, we deliberately excluded from our scope, scholarships appearing during the
three years following this emergence in order to avoid the bias of exploratory and
descriptive literature [6]. We therefore performed a keyword-based search1 for
peer-reviewed articles published in major scholarly journals and conferences pro-
ceedings since 2010 using the following digital libraries: Wiley Online Library, IEEE
Xplore, SpringerLink, and Science Direct. Based on the abstracts of the returned 298
articles, 27 articles were identified as relevant to the defined scope. After a compre-
hensive analysis, we classified each article to one or more of the ITIL lifecycle stages.

Second, we highlight the need for research to turn its focus to empirical case
studies. To address the second research question we observe the service’s overall
lifecycle. ITIL’s guidelines emphasize the importance of continually evaluating the
delivered tool once it comes into use. In fact, it’s based on empirical usage evaluation
that scholars as well as practitioners can better look into improving the tools’ design
and methods of control. This evaluation should be able to assess the benefits of the
implementation and measure its returned value based on tangible indicators. We pro-
vide, thus, in Sect. 4, an illustrative example of how to perform such evaluation.

1 In addition to “E2.0”, the notion of using social media tools in organizational contexts is also referred
to as “Enterprise Social Media”. Both terms were thus included in our search.
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3 Literature Review Based on ITIL Perspective

3.1 ITIL Framework Overview

Information Technology Infrastructure Library (ITIL) is a globally recognized standard
that contains a series of best practices for IT Service Management (ITSM) in organi-
zations. First published in 1989, ITIL has grown to be the most popular and complete
ITSM framework that aligns IT services with business needs [8, 9]. It provides in its
latest edition of 2011 a revolving flow of five core stages that cover and manage the
lifecycle of the IT service. These stages are as follows: service strategy, design, tran-
sition (for its deployment management), operation and continual service improvement.

3.2 Distribution of E2.0 Literature on the ITIL Lifecycle Stages

Stage 1: Service Strategy. During the service strategy stage, the enterprise manage-
ment decides on the strategy to serve its employees starting from their needs aligned by
the company’s strategic objectives. At this stage of the lifecycle, researchers are
interested in defining the concerned tools, describing their behavior and providing their
characteristics and specifications. Regarding its scope, E2.0 is still considered as a
combination of Web 2.0 technologies integrated into multiple organizational processes
for which no specific set of tools has been provided. However, current research seems
to have an implied consensus about the key tools that are the most often deployed in
enterprises. Table 1 interprets this consensus, providing an overall list of E2.0 tools
noted in major contributions in this area [3, 4, 10–13] while comparing them to a
primitive list that has been provided at the early stage in [3].

Regarding the specifications of E2.0 tools, scholars are now contributing more
deeply to the definition of these tools’ characteristics. Several aspects are being dis-
cussed, with the objective of assisting companies in deciding on the appropriate tool for
adoption [13, 14]. In terms of functionality, researchers tend to explore the tools’
capabilities and potentials on two levels: collective and individual. At the collective

Table 1. Common research contributions on listing E2.0 tools
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level, E2.0 tools are categorized based on their functional features with the aim of
highlighting their potential. The following capabilities are offered by these tools
according to the literature:

• Information sharing [15–17],
• Communication and social relations [4, 13, 15, 18],
• Collaboration/cooperation and innovation [4, 13, 15, 18],
• Training and learning [4, 15],
• Knowledge management [4, 15], and
• Management activities and coordination [4, 13, 15].

At a more specific level, the degree to which a capability is afforded in each tool is
highlighted in [15]. For example, wikis support a high degree of collaboration and
innovation but a low degree of management activities and problem solving. Reference
[10] also provides a detailed description of each tool’s benefits and possible risks.
According to its authors, wikis co-create knowledge through shared content but require
strong commitment to keep content updated; online social networks support access to
expertise, resources, and leaders with the provided social profiles, however, their
advantages are only useful when they are accessed by a large number of users;
Microblogging encourages interactive discussions and allows an informal information
communication, but its unstructured content might cause information overload; social
bookmarking promotes a useful information resources assessment, but raises confi-
dentiality concerns when the access to resources is open; and finally, social customer
relationship management allows to get closer to customers and derives meaning from
social data through analytics, but risks consumers’ limited engagement if no tangible
value is added to their experience.

At the same individual level, another perspective of exploring the tools’ capabilities
is provided in [11]. This approach particularly looks into the communicative behavior
of E2.0 tools while comparing them to the enterprise’s traditional communication tools.
The authors identify four capabilities emerging from the use of E2.0 tools. They refer to
these capabilities as affordances and identify them as follows: visibility, editability,
persistence, and association.

Finally, on the enterprise side, studies are emphasizing the need to correlate between
the organizational requirements and the specifications of E2.0 tools. To that end, a
framework is proposed in [13]. The framework supports companies in performing their
requirement analysis based on an established overview of activities (business processes
and use cases). While arguing that business activities that have a non-sequenced ad-hoc
structure cannot be modeled, the authors propose describing these types of activities
through use cases. These use cases differ from business processes in being flexible and
unpredictable in their sequence. Consequently, the framework uses the activities’
description to identify candidate areas for collaboration scenarios. These scenarios are
then matched with features of the tools. The authors finally propose to establish a
generic catalogue of predefined collaboration scenarios that occur frequently occur in
companies.

Nevertheless, researchers are neglecting to consider at this stage the variation of
companies’ size between small and large which influences the company’s requirements
and financial capacity.
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Stage 2: Service Design. The service design includes all actions related to the design
of the ESM. The enterprise management decides whether to develop a new private
ESM or otherwise to select and customize a market offering. These models of delivery
are provided in [19] as follows:

• Making use of public sites such as publicly available microblogs and online social
networking sites (e.g. Facebook) to enable employees’ interactions with external
customers;

• Private solutions exclusively for internal audiences, implemented and hosted either
by the company itself or as cloud-based services; and

• In-house developed proprietary solutions, often built as prototypes.

Reference [20] goes beyond the delivery to provide a classification that explores the
business models of social networking product providers. It outlines three types of these
models: a consumer model which is community driven (e.g. Facebook), a corporate
model, tightly integrated with organizational processes and technologies (e.g. Micro-
soft SharePoint), and finally, an emerging hybrid model, which blends the community
driven benefits with the corporately focused models (e.g. Jive).

Further technical specifications are also discussed in [21] and [10]. From a systemic
perspective, [21] proposes two possible scenarios for the design of systems containing
E2.0 tools: either to have them federated in a single integrated platform, or to maintain
their individuality while enabling coordination between their data. In addition, [10]
conceptualizes an architecture where the level of control varies based on the process
type (i.e. strict for structured data in the business world and loose for unstructured data
in the social world).

However, we highlight here the need for the design to cover more technical details
related to its consistency and compliance with the company’s processes, infrastructure,
policies, etc. The analysis of their social interaction patterns in corporate environment
is also necessary as these tools are usually designed for smaller numbers of users.

Stage 3: Service Transition. Deploying ESM is achieved at the service transition
stage. Various approaches to explore the deployment process of E2.0 tools and assist
the organizations in performing this deployment are present in the literature. Some
studies propose checklists and guiding frameworks consisting of steps to be engaged by
the companies wanting to succeed at this operation [3, 10, 15, 20]. In addition to the
technological aspect, these studies also incorporate the organizational as well as the
managerial considerations in the tool’s deployment process.

A wide perspective of tool deployment frameworks is presented in [15] where
authors adopt a fit-viability model to evaluate E2.0 initiatives. Two major considera-
tions are exploited within this framework. For its decision to select a technology to be
deployed, the company should consider the right fit between the tasks to be performed,
and the selected tool. The adoption decision should also consider the viability of three
organizational factors to ensure the readiness of the company before the deployment.
These factors concern the financial aspect of the adoption, the existing IT infrastructure
for the adoption’s feasibility, and finally, the human and organizational factors,
including for example managers’ and employees’ readiness, legal issues, etc. After
these factors have been examined, the framework proposes to adopt a well-defined
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deployment strategy, and to, finally, pursue the deployment process by measuring the
performance of the tool to assess the business value of this adoption.

Other studies, however, contribute specifically to the practical deployment of the
tool. Regarding the definition of the deployment strategy, its several approaches are
explored in [22] while discussing each approach’s advantages and challenges. The
chosen strategy must be aligned with the organization’s mission, work processes,
culture and industry. A bottom-up approach is best applicable in growing organizations
with a critical mass of younger employees or in flatter organizations where younger
employees have better visibility to senior management. A middle-out approach is
optimal in larger, globally dispersed organizations where entrepreneurs and middle
managers have enough technical knowledge to master these tools and enough influence
over the projects and work processes to diffuse this usage. A top-down approach is
however optimal in situations where a rapid adoption is needed to meet competitive
challenges. Furthermore, a hybrid approach is proposed in [20]. It combines top-down
elements with bottom-up elements to provide guidance and managerial support while
allowing a degree of autonomy in usage and content creation by the end-users. Par-
ticularly in the case of small or medium enterprises, the deployment strategy has to be
totally supported by the top management [23].

Researchers are also bringing attention to the organizational challenges and risks
related to the deployment of E2.0 tools. These challenges concern factors mainly
related to the enterprise culture and strategic thinking which might be against adopting
this technology [15, 20, 24], and to the information management (i.e. legality, security
and privacy, and intellectual property and copyright) [15]. A governance policy that
complies with the company’s regulation and strategic objectives should be thus elab-
orated [15, 25]. Also, the company’s financial resources may also be a factor in the case
of small and medium-sized enterprises. External expertise can be consulted in this case
to ensure avoiding a failed adoption [17]. Furthermore, [26] provides in a systematic
approach four main risk categories described in a risk catalog. The catalog is obtained
from an evolved conceptual risk model that characterizes the risks based on their
properties (i.e. the causes, factors and consequences of the risks). The four outlined
categories are as follows: loss of control, loss of reputation, information leakage, and
managerial risks.

Nevertheless, challenges and successful deployments are tightly related to the
organizational form as argued in [27]. E2.0 tools are a good fit in enterprises charac-
terized as highly fluid and horizontal. Their deployment in rigid enterprises can also
assist in achieving an organizational transformation towards more agility if this latter is
specifically targeted.

Finally at this stage, we highlight the need for more empirical experiments and case
studies to evaluate the theoretical frameworks and provide strategies for risk mitigation.

Stage 4: Service Operation. The service operation stage is responsible for technical,
applications and operation management. Research at this stage is focusing on promoting
users’ participation and defining methods for controlling the tools’ operations and
generated information. According to scholars, the perception of benefits can vary
between users. This perception can be a contextual phenomenon influenced by
user types as captured and interpreted in [28]. E2.0 tools are qualified here as
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technologies-in-practice [29] for which the usage patterns take shape during practice
according to users’ specific work practices. Three uses are outlined for three levels of
users: as a social tool for task coordination in teams, as a social tool for organizing
within projects or as a networking and crowd-sourcing space at enterprise-wide levels.
This perception can also be related to the user’s appropriation of the tool. Reference [18]
highlights how the intensity of usage impacts this perception. Only active contributors
experience most of the benefits consistently. A moderate level of contribution is,
however, sufficient for a user to experience the spirit of belonging and sense-making.
Reference [30] also reveals a broader factor impacting the user appropriation and the
perceived usefulness of E2.0 tools. This factor is related to the formerly established
assumptions of a company’s employees about the usage of the tool. The authors outline
how the personal advanced experience of a category of employees in public social media
is paradoxically limiting these employees’ perception of a tool’s usefulness. This
skeptical category, usually consisting of younger employees, is resisting shifting its
technological frame to a corporate context. This resistance is explained by the category’s
concerns about potential distraction or threats resulting from the use of E2.0 tools. In
contrast to older employees, this category finds these tools unsuitable for task-orientated
usages.

Regarding the control of the tools, [25] argues that companies should formulate and
apply, by means of a decision making authority, a practical technology roadmap. This
latter should involve training, communication and promotion program supported by
online training content and live workshops and training sessions. It should also involve
aspects related to user rights and content diffusion permissions [13, 23]. Reference [20]
suggests empowering end-user participation and giving users sufficient autonomy to
exploit, contribute and distribute content. Users have to be convinced of the benefits of
the selected tool, as the act of using it is often voluntary [13]. This is why, according to
[23], considering the employees’ mindset is a key factor of a successful implementa-
tion, especially in the case of small and medium-sized enterprises. In terms of practice,
[31] suggests integrating the social dimension into the development and maintenance of
the organizational information system. It creates social networks represented by rela-
tions between the process’s components. These relations serve solving the resources
conflicts and monitoring the performance of the business processes.

Nevertheless, research needs to bring other control aspects into focus. The matter of
how controlling and protecting the privacy of the generated knowledge while
empowering users’ participation and initiatives remains problematic.

Stage 5: Continual Service Improvement. During the continual service improve-
ment, the enterprise focuses on the value returned to its employees and its outcomes
while ensuring that the service is continually addressing future needs. Particularly in
large-scale organizations, analysis and mining approaches are being applied to datasets
derived from enterprise social networking platforms to evaluate users’ interactions over
the tool and to thus evaluate the impact of these platforms. The relationship between
users’ interactions on their social network and their attributes derived from the com-
pany’s hierarchal graph is explored in [32]. Several formal statistical models based on
logistic regression are built here to quantify the effects of these attributes on the
interaction patterns. Two influencing attributes are revealed as follows. Regarding the
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geo-location, users are more likely to interact when they are employed in the same
country. Regarding the hierarchical level, pairs of peered employees or employee/direct
manager pairs seem to have more interactions than pairs that have several hierarchal
levels between them.

Also in a global organizational context, the financial aspect is mined in [33],
however, through a broader analysis. Data here are gathered not only from the com-
pany’s social networking platform, but also from other sources including e-mails and
instant message communications. These findings reveal that mixing genders in teams
produces a better financial performance, and that projects, with too many managers
seem, to be less successful financially.

Other approaches to evaluating E2.0 tools based on their performance assessment
are proposed in [10, 15]. Scholars contribute to this area by proposing key performance
indicators. A set of impact metrics is derived from tools’ capabilities and provided in
[4]. These metrics remain, however, at a high, general level, as they are not directly
related to the technology itself. For example, what the author derives from the func-
tionality of knowledge management are the following metrics: ability to share
knowledge, ability to retrieve knowledge, ability to organize knowledge, and ability to
leverage knowledge. Clearly such metrics need to be more specific. They should, in
fact, be derived from each tool’s technical specification, as suggested in [15]. The
authors here propose sample criteria for measuring the performance of contributors on
an online social networking platform. Their sample contains the following criteria:
increased conversion rate, increased employee and/or customer satisfaction, reduced
customer service cost, reduced rate of customer attrition, increased stickiness (time
spent on vendor’s web site), intensity of customer-to-customer communication,
increased revenue, number of ideas generated by employees and partners, and online
social shopping volume (if available).

Finally here, we highlight the high importance of this stage as it examines the
overall lifecycle of the tool. The definition of the returned value of E2.0 and how this
value can be measured is yet ambiguous. More focus on its actual usage and on the
analysis of its generated data is thus indispensable.

Within this context, we propose in the next section a contribution to this specific
stage of the lifecycle.

4 Contribution to the Evaluation of an E2.0 Tool

Our contribution provides an example of how empirical analysis can be performed to
evaluate the use of an E2.0 tool. We propose a new approach that evaluates the benefit
of a tool by comparing its use to the work patterns at the workplace. The objective is to
assess the usage offered by this tool and its influence on/by the employees’ practices.

To that end, we select to evaluate one of the most deployed E2.0 tools in the
workplace; an enterprise social networking platform [34]. The power of this tool
resides in its ability to link between people on a large scale. Its established network of
relations offers its users a social base wherein various activities such as communication
and collaborating can be performed depending on the platform’s enabled features. In
fact, since its emergence in knowledge-working corporations, the use of this tool has
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been often supported by the leading authority aiming to shift its internal communi-
cational activities towards this new wave of tool [35]. We are therefore interested in
exploring the social graph underlying the design of this tool.

To obtain our objective, we attempt to determine whether the tool’s established
social network reflects the real-life relations that exist between employees at work. We
argue that, prior to using enterprise social networking platforms in companies,
employees already had their own implicit social networks, expressed through their
daily communicational activities. To this day, the majority of these activities are per-
formed through email message exchanges. In fact, the electronic messaging system
(email) has been the primary enabler of a wide variety of activities due to the plasticity
of use it offers [36]. We therefore consider its residing social network as the most
representative graph of workers’ professional relations we can use for comparison.

Next, we define the questions and the main observations that we are aiming to
perform based on the comparison between the two graphs. Is the established social
relation network of the enterprise social networking platform reflecting the existing
workers’ relations expressed in the email social graph? What characterizes the iden-
tified relations in the enterprise social networking platform?

Finally, we search to answer the defined question by conducting an experiment on a
qualitative sample of participants. We chose the qualitative approach because we
needed to obtain a qualitative data set for the base of our comparison [37]. Indeed,
workers’ professional inboxes are the most appropriate sources for modeling their
relations; however, at the same time, these inboxes contain a large portion of clutter.
We did not want such unrelated messages to impact the credibility of our results.

Further details about the collected data and the performed analysis are provided in
the next sub-sections.

4.1 Experimental Data Collection

To obtain our data sets, we conducted an experiment in a large telecommunication
provider where knowledge work is prominent. The company has a social networking
platform based on Jive Software. Further in this paper, we will refer to this tool as
“Jive”. Jive was deployed in the targeted company in 2014. Its use has now become
more popular as it is being supported by the hierarchal authority.

As explained earlier, the experiment was conducted on a qualitative sample of
representative users. Our sample involved 37 participants. Profiles of the participants
were carefully selected to include employees of various ages, types and backgrounds
(i.e. project managers, team leaders, research and development engineers, academic
researchers). Further, we made sure to select participants who are active workers at the
enterprise as well as active to moderate users on Jive.

The purpose of selecting this sample was to build the social participants’
sub-graphs at the two environments and compare the resulting two graphs. To that end,
we asked each participant to provide us with an accurately selected sample of his/her
own messages. Each participant’s selected messages had to be representative of his/her
daily and recent activities at the workplace (i.e. containing exchanges with the most
relevant persons as estimated by the participant himself/herself).
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Two data sets were collected to build our graphs using NodeXL [38]. Data set A
concerned data from the participants’ email messages. The data collecting went was as
follows: for each message, collect the sender’s name u, the recipient(s) name(s) vi;
create an undirected edge between the nodes:

eðu; viÞ; i ¼ 1 to n ð1Þ

Note that we only involved the recipients in the “To” field and considered the “CC”
field as less relevant.

Data set B concerned data from Jive, collected as follows: for each participant u,
collect his/her list of relations vi; create an undirected edge between the nodes as in (1).
Duplicate edges were eliminated from both graphs. Table 2 provides information about
the two graphs.

4.2 Similarity Comparison

We approach the similarity comparison between the two built graphs at two levels. The
first level provides an overall comparison between the two graphs whereas the second
level looks into the correlation between the two graphs based on their common nodes
and corresponding distances. More details are provided below.

Overall Similarity. To make an overall comparison between the email graph A and
Jive graph B, we apply a method that measures their similarity and provides a single
similarity score [39]. The advantage of this method among the other measures proposed
in the literature is that it involves nodes’ neighbor matching while performing an
iterative calculation of the nodes’ similarity.

The concept of the developed algorithm is as follows: two nodes i in A and j in B are
considered similar if the neighbor nodes of i can be matched to similar neighbor nodes
of j.

xkþ 1
ij ¼ skþ 1

in ði; jÞþ skþ 1
out ði; jÞ

2
ð2Þ

Equation (2) calculates the similarity of the i th node of graph A and j th node of
graph B in (k + 1) th iterations where s(i,j)in is the in degree similarity of node i in A
and j in B, and s(i,j)out is the out degree similarity of node i in A and j in B. These
degrees are calculated in (3) and (4), respectively, using the summation of the
neighbors’ similarity in the previous iteration.

Table 2. Information about the two graphs

Type Nb of nodes Nb of edges Connected
components

Diameter Average distance

Email graph 193 282 16 10 4.4
Jive graph 177 492 3 5 2.69

Enterprise 2.0 – Literature Taxonomy and Usage Evaluation 35



skþ 1
in ði; jÞ ¼ 1

min

Xnin

l¼1

max skinðl; f Þ
� �

; f ¼ 1 to min

min ¼ max idðiÞ; idðjÞð Þ
nin ¼ min idðiÞ; idðjÞð Þ

ð3Þ

Note that id(i) stands forth in-degree of node i and od(i) the out-degree of node i.

skþ 1
out ði; jÞ ¼ 1

mout

Xnout

l¼1

max skoutðl; f Þ
� �

; f ¼ 1 to mout

mout ¼ max odðiÞ; odðjÞð Þ
nout ¼ min odðiÞ; odðjÞð Þ

ð4Þ

Iteration of node similarity calculation is repeated until convergence. An epsilon
value e is defined to determine that point, based on the difference between node
similarities in two iterations.

xkij � xkþ 1
ij \e ð5Þ

A matrix of similarity scores of the nodes in the two graphs is then calculated. The
final similarity value is provided in (6) as the sum of the maximum similarity values of
the two graph nodes divided by the size of the smaller graph.

sðA;BÞ ¼ 1
n

Xn

l¼1

max sklf
� �

; f ¼ 1 to m

m ¼ max A;Bð Þ
n ¼ min A;Bð Þ

ð6Þ

Correlation Between Corresponding Nodes and Edges. The second level of com-
parison involves the node’s identity in the analysis. It searches for correlation between
pairs of nodes based on their corresponding distances. This approach applies the fol-
lowing method:

• Define the Jive distance d as the calculation of the shortest path between a given
pair of nodes (i, j) in Jive graph B; and then

• For each pair of nodes in email graph A, calculate its corresponding value d in B.

4.3 Results

Overall Similarity. Applying the first measure indicated a low level of similarity
between the two graphs. Details about the results of the algorithm are as follows: the
optimal e value that allowed obtaining the convergence of iterations according to our
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tests was 0.1. For a better estimation of this value, we provide the similarity calculation
results for two given identical graphs in Table 3.

For our two graphs, the returned similarity percentage was:

s A;Bð Þ ¼ 24:97%

Correlation Between Corresponding Nodes and Edges. Regarding the Jive dis-
tances of the email graph’s pairs, Fig. 1 gives the summary of the Jive distances’
calculation for all the email pairs. Recall that a Jive distance d represents the shortest
path calculation for a given pair of nodes (i, j).

As seen in the Figure, Jive distances range between 0 and 3. The value of 0 indicates
that a given email pair does not exist in the Jive graph (i.e. no relation is found between
the two people in a Jive graph). On the other hand, a value of 3 indicates that a given
email pair is related in the Jive graph, however not directly. The majority of Jive
distances (72 %) have a value of 0.

However, the majority of distances found range between the values of 1 and 2. Only
a few Jive distances have a value of 3. These results are discussed in the next
sub-section.

4.4 Discussion

The low percentage of the measured similarity calculated based on neighbor matching
provides a first indication of the lack of overall correlation between the two graphs. The
distance calculation also demonstrates this low correlation by the variation of distances

Table 3. Similarity calculation for two identical graphs

e 0.1 0.01 0.001
s(A,B) 93.75 % 99.22 % 99.90 %

Fig. 1. Histogram of Jive distances
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between 0 (non-existent relations) and 1 to 3 (existent; however, not always directly).
Our results indicate that the majority of email relations located in the email graph could
not be located in the Jive graph; the relations in the two graphs are not correlating. Only
16 % of the email relations took place directly in the Jive graph. We infer from these
findings that the Jive relations do not reflect the worker’s existing activities at the
workplace. Reciprocally, identified Jive relations that are not located in the email graph
express the new channels of communication that were created with the use of the tool.

These channels demonstrate the potential of a social networking tool, when used in
a corporate context, to expand a worker’s scope of relations for future collaboration or
communication.

Nevertheless, the correlated portion of workers’ relations in the two graphs opens
the question of how the usage of these two tools is taking place. The dual existence of
relations indicates parallel communication channels between the same people.

Finally, the purpose of this usage needs to be characterized in future research to
provide some insight into how new tools are impacting the existing working tools. The
scope of this analysis can also be expanded to include, in addition to email, other
working tools such as instant messaging, conferencing, etc. The same analysis can thus
be applied to measure the benefit of other types of E2.0 tool. However, our approach
here does not include, within its comparison, the analysis of users’ interaction over the
platform. We consider this lack as a limitation that can be included in future research.

5 Conclusion

This paper develops the understanding about the current state of Enterprise 2.0
research. It provides a brief review of the recent major contributions to E2.0 literature
while modelling it to ITIL processes for IT service management. Our overall obser-
vation of the five resulted categories suggests the following: the goal of introducing the
tool should be clearly and precisely stated from the beginning and not be a somehow
vague objective such as “bringing agility” or “transforming ways of working”. All the
lifecycle processes should be then oriented toward this goal, which can then be con-
tinuously monitored and evaluated (through well-defined KPIs).

Our paper, therefore, contributes to the evaluation stage by providing an empirical
example of how the use of an E2.0 tool can be assessed. The example evaluates users’
relations on an enterprise social networking platform by comparing them to the natural
relations that the same users create while performing activities at the workplace.
Analysis of the qualitative data that we collected indicates that workers’ relations on
their social networking tool are not similar to their actual relations. This outlines how
enterprise social networking is providing new scopes for interacting, rather that
reflecting the existing work processes of an enterprise.

In conclusion, since empirical results are more reliable, we highlight the need for
case studies and experiments such as the one provided in our example to develop
further understanding about the remaining issues in E2.0 research. We therefore prompt
scholars to consider empirical methods in their future research to provide more insights
into the adoption of these tools, especially for practitioners.
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Abstract. Strategic decision processes are traditionally thought to
affect an organization’s long-term success, motivating the development
of strategy analysis tools. But ordinary strategy analysis tools have been
criticized on several grounds, such as the neglect of organizational context
and ill-defined concepts. This paper explores whether enterprise models
can provide a richer foundation for strategic analysis, intending to lay
the ground for the development of a modeling language. Specifically,
the paper analyzes key concepts of traditional strategy analysis tools,
reconstructs these concepts in the form of a meta model, and demon-
strates integration potentials with enterprise models. The paper closes
with implications and lessons learned for future research.
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1 Introduction

It is traditionally thought that “to forecast and provide means examining the
future and drawing up the plan of action” is a prime responsibility of the
manager [1, p. 5]. With the publication of Ansoff’s Corporate Strategy [2] and
Andrews’ The Concept of Corporate Strategy [3], related processes have come
to be placed predominantly under the heading of strategic planning and strate-
gic decision processes. In the light of an on-going digital transformation, these
processes seem more relevant than ever. New, sometimes disruptive technolo-
gies may emerge at any time, rapidly replacing established products. But while
environmental contingencies motivate strategic planning, they also represent its
key challenge. In the face of an uncertain future, the meaningfulness of detailed
planning at a top level has long been questioned—to the extent that the ‘Fall of
Strategic Planning’ has been posited two decades ago [4].
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The complexity, contingency, and ambivalence of strategic problems motivate
the use of approaches that facilitate the systematic analysis of a company’s situa-
tion and the construction and assessment of strategic courses of action—without
imposing too rigid constraints on future actions. Starting from this assumption, a
variety of strategy analysis tools have been devised in the past decades. Examples
include the Balanced Scorecard [5], the Five Forces framework [6], and Portfo-
lio Analysis. However, while remaining popular, these tools exhibit remarkable
shortcomings. For instance, important organizational context is neglected. This
comes at a price of increased difficulty when interpreting a strategic plan and
the danger of divergent interpretations. Furthermore, essential concepts (e.g.,
‘perspective’ or ‘activity’) remain too ambiguous, underspecified, or even mis-
leading. Finally, extant strategy analysis tools do not account for the peculiarities
of information technology (IT), treating it largely as a black box.

Enterprise models provide detailed organizational context relevant to and nec-
essary for strategic planning [7,8]. Specifically, enterprise models allow to identify
enablers and inhibitors of strategic change in an organization at a detailed level, in
particular concerning the interplay of business patterns and information systems.
Thus, they provide a promising foundation to support strategic decision processes
in a methodical way. However, even elaborate enterprise modeling methods such as
ArchiMate [9], Multi-perspective Enterprise Modeling (MEMO) [8], or For Enter-
prise Modeling (4EM) [7] do not offer nuanced concepts to describe and (re-)assess
corporate strategies, and they lack comprehensive support for the task of strate-
gic planning. Some conceptual modeling methods to analyze strategic issues have
been proposed (e.g., [10]). But these are not meant as extensions to comprehensive
enterprise modeling methods.

The purpose of this paper is to prepare the design of a DSML in support
of strategic planning using enterprise models. Specifically, the contribution of
this paper is threefold. First, we analyze traditional strategy analysis tools and
critically reconstruct their concepts. This approach is based on the assumption
that before reshaping or developing new concepts, it is reasonable to consider
and critically review what concepts are well-accepted in practice. Second, we
demonstrate how the reconstructed concepts relate to, and can be integrated
with, an existing enterprise modeling method. Third, we discuss prospects and
limitations of the identified concepts and outline routes for future research.

The paper is structured as follows. In Sect. 2, we consider theoretical ground-
work, before analyzing selected strategy analysis tools in Sect. 3. Key concepts
of these tools are reconstructed in Sect. 4, in which we also illustrate and discuss
integration points with enterprise models. We provide closing remarks in Sect. 5.

2 Theoretical Background: Strategies and Decisions

In order to prepare our analysis and reconstruction of existing strategy analysis
tools, this section provides a brief synthesis of theoretical arguments centering
around the notions of ‘strategy’ and ‘decision’ in the literature.
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The Notion of Strategy. One of the first works in management literature explic-
itly referring to the term ‘strategy’ was Strategy and Structure by Chandler [11].
Since then, a large body of literature on the subject emerged (e.g., [2,4,12,13]),
producing a wide range of definitions of the term ‘strategy’. Chandler, for
instance, defines strategy as “the determination of the basic longterm goals and
objectives of an enterprise and the adoption of courses of action and the alloca-
tion of resources necessary for carrying out these goals” [11, p. 13]. For Hofer,
a strategy is “concerned with the development of a viable match between the
opportunities and risks present in the external environment and the organiza-
tion’s capabilities and resources for exploiting these opportunities” [14, p. 3].
In these interpretations, the term strategy is mostly prescriptive in nature, and
based on the presumption of a formal, systematic planning process. Further,
these definitions indicate a core set of domain-specific terms—including ‘goal’,
‘resource’, and ‘external environment’—without which it seems hard to commu-
nicate about the concept of strategy.

However, the traditional view of strategic planning has been subject to con-
siderable critique (see, e.g., [4, pp. 110–111]). In later work, therefore, varied
other research branches emerged in the literature. One branch, although still
accepting basic assumptions of traditional planning, pays less attention to a
formalized planning process and more strongly focuses on the contents of a
strategy (such as competition, resources, and competencies; e.g., [12]). Another
branch, for example, is concerned with how strategies actually form. This branch,
descriptive in nature, places emphasis on concepts like ‘organizational learning’
or ‘strategic thought’ (e.g., [15–17]). In line with the indicated variety, a para-
digm change is observable since the 1990s, from the belief in one ‘true’ definition
towards a pluralistic view where strategy is seen as a multi-dimensional construct
whose understanding depends on the perspective(s) taken [18].

Strategic Decision Processes. Although there are many views of what a ‘strategy’
entails in particular, one of the most common ways to frame the processes in
which strategies are devised is as strategic decision processes (see, e.g., [19]). Just
as for the concept of ‘strategy’, different views on decisions have been advanced.
A traditional view, found in major parts of decision research, states that the
“one essential element of a decision is the existence of alternatives [...], a choice
to make” [20, p. 2]. In this view, the “rational” decision maker’s task is often seen
to consist in choosing among given alternatives so that given goals are attained
to the highest degree possible (see, e.g., [21, pp. 79–109]).

However, it follows from the above account of ‘strategy’ that a purely choice-
centric view is incomplete. First, it disregards the observation that often, in
considering strategic courses of action, there are no or only few ‘alternatives’
given at the outset (e.g., [22, pp. 251, 255–256] [2, pp. 15–16]). Instead, there is
a need to search for, or construct, possible alternatives (e.g., [2, pp. 15–16] [23,
p. 58]). This is considered in a process view of decision making. In this view, it
has been observed that strategic decision processes are typically time-consuming
and highly fragmented [19, p. 46] [24, pp. 203–205], “taking years and involving
many members of the organization” [23, p. 60]. In particular, the construction of
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alternatives has been recognized as important; “a great deal of effort goes into the
development of solutions, especially design activity, since solutions must often
be custom made” [23, p. 61]. In this connection, research has also highlighted
the close connection between organizational decision making and problem solv-
ing (e.g., [25, pp. 855–856] [26, p. 321]). A problem solving view emphasizes
that decision processes are largely concerned with analyzing, constructing, inter-
preting, and revising representations of the (problem) situation in question [26,
p. 321–324]. Specifically, it has been suggested that strategic problems are “ill-
structured, nonroutine, and complex” [27, p. 379–380]. Similarly, strategy has
also been claimed to be a ‘wicked’ problem, which “has innumerable causes,
is tough to describe, and doesn’t have a right answer” [28, p. 100]. In sum,
(strategic) decision processes need to incorporate, rather than presuppose, the
construction of problem definitions, goals, and alternatives [26, p. 321–324].

3 Strategy Analysis Tools: Overview and Assessment

As strategic decision-making requires to structure and interpret rich and ambigu-
ous (problem) situations, it comes at no surprise that numerous analysis tools
have been proposed to support this task (for an overview, see, e. g., [29]). In
this section, we conceptually analyze five widely discussed and applied tools to
identify their inherent domain-specific concepts. This study is meant to help
prepare the design of a future DSML in which refined or extended versions of
the identified concepts might appear to support strategic decision processes.

Taking into account studies on the dissemination of analysis tools in prac-
tice [30–32], five tools have been selected as a starting point: SWOT analysis,
Portfolio Analysis, the Balanced Score Card, Porter’s Value Chain, and his Five
Forces framework. The selection is neither exhaustive nor representative, but the
selected tools have certainly received widespread recognition and are assumed to
indicate concepts that are in common use in the domain of discourse. Following
a synoptic overview of each strategy analysis tool that outlines its purpose and
key concepts (Sect. 3.1), we assess the suitability of the tools and their concepts
with regard to devising a DSML (Sect. 3.2). To improve clarity, identified key
concepts will appear in italics. Common visualizations for each tool are shown
in Fig. 1, alongside semantic nets summarizing the distilled key concepts.

3.1 Synoptic Overview of Selected Strategy Analysis Tools

SWOT Analysis. Although its origin remains unclear, SWOT analysis started
to gain traction in the 1960s with its inclusion in textbooks at Harvard Business
School [33]. SWOT analysis is based on a simple idea: to start devising basic
strategic directions, it is useful to assess the internal and external context of the
firm in a contrasting way [34, p. 342]. For this purpose, SWOT analysis builds
on a small number of key concepts. ‘Strength’ and ‘Weakness’ are intended to
capture abilities and limitations of a company and are interpreted as ‘Internal
Factors’. ‘Opportunity’ and ‘Threat’ serve to analyze a firm’s environment with
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respect to either new possibilities or obstructions for current ways of doing busi-
ness. They are interpreted as ‘External Factors’. Implicit in this structure is also
the idea of a ‘Positive Valence’ or a ‘Negative Valence’ ascribed to each factor.
SWOT analysis is typically visualized in the form of a 2× 2 grid (Fig. 1, pt. 1a).

Portfolio Analysis is used to consider the allocation of resources to different
strategic areas [34, pp. 347–349]. At its core, it is even more generic than SWOT
analysis. In essence, portfolio analysis advises to place concrete ‘Values’ for a
‘Strategic Object’ of a ‘Portfolio’ along two specific ‘Dimensions’ (see Fig. 1, pt.
2a). This general idea can be illustrated by means of one of its more popular
variants, the Boston Consulting Group Matrix (BCG Matrix) [34, pp. 353–363].
The ‘Strategic Object’ of analysis here is a strategic business unit (SBU) or a
product. The first dimension is market growth, supposed to express the attrac-
tiveness of a ‘Market’. The second dimension is relative market share, assumed
to represent the competitiveness of the ‘Strategic Object’. The BCG approach (as
other variants of portfolio analysis) advises to divide the overall portfolio area
into different ‘Quadrants’, where each ‘Quadrant’ is linked to a different ‘Norm
Strategy’ (an idealized recommended strategy formulation) [34, pp. 353–363].

The Balanced Scorecard (BSC) has been developed by Kaplan and Norton as
a “mechanism for strategy implementation” [35, pp. 37–38]. The BSC is based
on several assumptions [5,36]. First, corporate strategy and vision are essen-
tially considered in terms of interlinked ‘Objectives’. To assess the attainment
of ‘Objectives’, it is suggested to define (quantifiable) ‘Measures’ for all objec-
tives [5]. Second, it is assumed that a strategy can (and should) cover objec-
tives assigned to different ‘Perspectives’. An essential contribution of the BSC
is the differentiation of financial and non-financial perspectives. The original
BSC includes four perspectives: ‘Financial’, ‘Customer’, ‘Internal Processes’,
and ‘Learning & Growth’. Third, the BSC assumes ‘causal’ relationships among
objectives in the sense that the attainment of ‘Objectives’ from non-financial
perspectives is assumed to contribute to achieving ‘Objectives’ in the financial
perspective, meant to capture organizational performance [34, p. 221]. In a later
version [35], two further concepts are added: ‘Targets’ describe concrete values
to be reached for a given ‘Measure’, while ‘Initiatives’ describe courses of action
intended to achieve ‘Targets’. Figure 1, pt. 3a, shows a typical visualization of
the BSC.

The Value Chain (VC) was proposed by Porter [37]. Its main objective is
to assist in identifying (possible) competitive advantages of a firm by focusing
on its presumed value creation [34, p. 305]. The main concept ‘Value Chain’ is
decomposed into so-called ‘Activities’. These represent a functional abstraction;
temporal aspects are not accounted for. ‘Activities’ are distinguished into ‘Pri-
mary Activities’ (directly contributing to value creation) and ‘Support Activities’
(needed to perform primary activities) [34, p. 307]. The prototypical definition of
a Value Chain includes a fixed set of five ‘Primary Activities’ and four ‘Support
Activities’, shown in Fig. 1, pt. 4a. When using a ‘Value Chain’, it is suggested
to reflect on how each ‘Activity’ is, and could possible be, decomposed in more
detail. In line with Porter’s general positioning view [37], competitive advantages
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Fig. 1. Strategy analysis tools: traditional representations and initial semantic nets
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are hypothesized to result from how the performance of ‘Activities’ compares
to competitors (or an industry average) in the same market [34, p. 308]. The
configuration of all ‘Activities’, finally, is assumed to affect the overall ‘Margin’.

The Five Forces framework has also been proposed by Porter [6,38]. In con-
trast to the Value Chain, this framework more explicitly concentrates on the
industry environment. The basic assumption is that an interplay of five forces
determines an industry’s intensity of competition and, as a result, potentials
for generating profits [34, p. 311]. Accordingly, the core concept is ‘Force’. More
specifically, Porter posits the existence of five kind of forces [6,38]: (1) The threat
of ‘New Entrants’ (affected by, e.g., market entry barriers like needed produc-
tion technologies); (2) the threat of ‘Substitutes’ (affected by the availability
of alternatives for a firm’s products or services, like new technologies); (3) the
‘Bargaining Power of Suppliers’ and (4) the ‘Bargaining Power of Customers’
(affected by, e.g., the number of possible suppliers or customers, respectively),
and (5) ‘Industry Rivalry’ (affected by the combined strength of the other forces)
[38]. Considering these forces, Porter suggests to position a “company where the
forces are the weakest” [6, p. 24]. Porter also provides a list of factors assumed
to influence the strength of the different forces, alongside various guidelines on
how to react to certain force constellations. When using this tool, it is customary
to draw on a representation as shown in Fig. 1, pt. 5a [6].

3.2 Assessment: Conceptual Suitability for Enterprise Modeling

All of the analysis tools portrayed above have been discussed in the literature
for long. In these discussions, they have been subject to fundamental criticism.
Generally, they have been criticized for simplifying a complex ‘strategic prob-
lem’ (cf. Sect. 2) to an unacceptable degree by fading out important contextual
aspects [39,40]. Fundamental criticism also pertains to questionable epistemo-
logical assumptions underlying the tools. For instance, it is seen as a misconcep-
tion to assume cause-and-effect relationships between financial and non-financial
measures, as is suggested by [5,35] (for a discussion, see [41]). Beyond such gen-
eral criticism, devising modeling concepts in the context of enterprise modeling
comes with specific requirements concerning conceptual clarity. Below, therefore,
we assess the suitability of the analysis tools’ specification of key concepts as well
as the proposed (or missing) abstractions in respect of the design of a DSML.

It applies to all analysis tools that key concepts are not precisely, i.e., unequiv-
ocally, let alone formally, defined. The intended meaning of concepts as well as
their intended usage in the context of an analysis tool is typically described
in natural language and illustrated by a few examples which leaves room for
unintended interpretation. Important concepts such as ‘value’ or ‘strength’ are
not defined at all, consequently referring to a colloquial understanding. Resolv-
ing the resulting ambiguities during conceptual reconstruction is not trivial, not
only because of careless concept definitions and the difficulties resulting from
reconstructing implicit (potentially intended) meaning from natural language
descriptions, but also because of the peculiarities of a contingent subject.
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It is characteristic for the studied tools that their core concepts reflect the
perspective of top management, that is, a high level of abstraction where most
details are faded out on purpose. However, oftentimes it is important to develop
a more detailed appreciation of selected aspects. For example, when reflecting
about possible (strategic) paths to achieve desired goals, it is necessary to con-
sider actors, resources, IT, and related aspects. Also, to develop a grounded
assessment of internal processes, it oftentimes appears mandatory to analyze
aspects of the control flow or the resource consumption. However, none of the
investigated tools provides concepts for supporting analyses at that level of
detail. Moreover, none of the tools provides an elaborate conception of the IT
infrastructure which, if it is accounted for at all, is represented as a black box.

A particular challenge for conceptual reconstruction of the studied tools
results from a lack of explicit abstraction. For example, it remains unclear
whether ‘primary activity’ and ‘support activity’ in the Value Chain are meant
to be instances of a meta concept ‘activity’ or rather sub-concepts. Furthermore,
concepts such as ‘objective’, ‘activity’, and ‘dimension’ are introduced without
defining a level of classification. For specifying a DSML, however, it is essential
to make an informed design decision at which language level to provide a con-
cept (e.g., at type, meta type, or even a higher level). Arriving at such a decision
is not trivial for many of the identified concepts (e.g., what is an instance of a
‘dimension’, and how can a type of a ‘dimension’ be meaningfully specified?).

4 A Conceptual Reconstruction in the Context
of Enterprise Modeling

The previous analysis has brought to the fore a number of concepts for strate-
gic analyses. The discussion has also indicated a number of shortcomings of the
considered tools. To prepare the development of a DSML to support strategic
decision processes in future work, we aim to reconstruct and integrate the dis-
tilled concepts in a meta model in this section. In doing so, we also intend to
place the reconstructed concepts in the context of an existing enterprise mod-
eling method, seeking to outline integration possibilities with concepts already
available. This exercise is intended to help clarify two questions. First, we wish to
analyze whether embedding concepts of selected strategy analysis tools in tradi-
tional enterprise modeling languages can provide a meaningful basis to support
strategic decision processes. Second, we would like to examine whether the design
of language concepts for strategic analyses is associated with specific challenges.

We will first describe the procedure followed (Sect. 4.1), before presenting the
meta model (Sect. 4.2). Following this, we will discuss resulting insights and point
out prospects and challenges for a future development of a DSML (Sect. 4.3). To
illustrate the integration possibilities with existing enterprise modeling methods,
we will draw on a method for multi-perspective enterprise modeling (MEMO)
[8]. This enterprise modeling method is selected because it has been found to
feature an especially comprehensive set of modeling concepts [42].
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4.1 Background and Procedure

In order to arrive at a meta model that couches the identified concepts in the
context of enterprise modeling, we conducted several steps. In a first step, we
prepared a straightforward representation of identified concepts using semantic
nets (Fig. 1, part b). Subsequently, we merged the initial semantic nets into a
single coherent semantic net and refined it successively by adding detail, remov-
ing conceptual redundancies, and identifying abstractions (e.g., generalizations).
The final semantic net served as a foundation for creating a meta model.

To specify the meta model, we used the Flexible Meta-Modeling and Exe-
cution Language (FMMLx) [43]. This language features a recursive language
architecture, enabling an arbitrary number of classification levels. It also includes
‘intrinsic features’ to define (meta) attributes, operations, and associations on
Mn that are to be instantiated at level Mm, where m < n− 1. Intrinsic features
are visually represented by small black squares attached to model elements. For
example, an intrinsic feature reading ‘0’ (e.g., attached to an attribute at M2)
states that the attribute is to be instantiated at level M0 only.

In the design of the meta model, we were immediately confronted with a
number of challenges. First, the design of language concepts generally requires
a decision as to whether a concept should be part of the language (usually, at
M2) or rather be specified with the language (usually, at M1). It does not come
as a surprise the level of classification seems contingent for most reconstructed
concepts. Furthermore, none of the original concepts was defined with properties
that could directly be mapped to attributes. This required us to conceive of
possible useful (example) attributes. The next section will present preliminary
design solutions, identifying implications for future work (discussed in Sect. 4.3).

4.2 Meta Model

As a result of interpreting and refining the semantics nets, a meta model has
been devised that incorporates the concepts extracted from the analysis tools
and integrates them with concepts of MEMO. The meta model is shown in Fig. 2.
The reconstructed concepts have been assigned to four perspectives, indicated
by the gray colored boxes. In addition, blue colored areas are found in which
MEMO concepts are placed that constitute possible integration points for the
perspective in question (an overview of MEMO concepts is found in [8]). Each
perspective encompasses a set of meta types (M2; elements with a black colored
header), reconstructing concepts of one or several analysis tools. To illustrate how
concepts could be enriched as part of a future language, we have defined a number
of example attributes. Further, for most meta types, example instantiations at
type level (M1; elements with a white colored header) and instance level (M0;
gray colored header) have been added to aid the interpretation of the meta types.
This also exemplifies the value of the intrinsic features of the FMMLx, enabling
to clearly define at which level (meta) model elements are to be instantiated.

The first perspective is Internal and External Strategic Assessment, sum-
marizing concepts from SWOT analysis and the Five Forces framework. Cen-
tral abstractions here include the abstract concept ‘StrategicFactor’ (M2)
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Fig. 2. Meta model including reconstructed strategy concepts (Color figure online)



Towards Support for Strategic Decision Processes Using Enterprise Models 51

and its two specializations ‘ExternalStrategicFactor’ and ‘InternalStrategicFac-
torAssessment’. ‘Opportunity’ and ‘Threat’ are specializations of ‘External-
StrategicFactor’. Because the Five Forces can be regarded as possible instan-
tiations of ‘Threat’ and ‘Opportunity’, they do not appear as dedicated con-
cepts in the meta model. For instance, a ‘Threat’ can be instantiated into a
‘New Entrant’ on M1 and a concrete entrant on M0 (see Fig. 2). The concepts
‘Strength’ and ‘Weakness’ have been condensed into the concept ‘InternalStrate-
gicFactorAssessment’, located on M2. This concept is supposed to serve as an
unitary way of evaluating whether elements in an enterprise are regarded as a
‘Strength’ or a ‘Weakness’. The auxiliary type ‘OrdAssess’, used here and in
other concepts, is meant to provide an ordinary assessment for such evalua-
tions (e.g., using values from ‘low’ to ‘high’). The perspective Strategic Objects
pools concepts drawn from portfolio analysis, most importantly ‘Portfolio’ and
‘StrategicObject’. In this conceptualization, a ‘Product’ or ‘SBU’ would result as
an instantiation at M1, while a specific product (e.g. ‘TBO-S4’) would be located
on M0. Rather than relying on a generic concept ‘Dimension’, a domain-specific
MEMO concept, ‘Indicator’, is used to arrange ‘StrategicObject’ for purposes
of comparison. Furthermore, portfolio analysis has prompted us to include the
concept ‘Market’, as this concept is often referenced in dimensions to consider
‘StrategicObjects’. However, because a ‘Market’ is closely related to external
factors, it is placed in the perspective above. The third perspective is called
Goals and Initiatives. This perspective solely includes concepts that have been
reconstructed from the BSC. Similarly, the fourth perspective Organizational
Structure and Processes contains concepts reconstructed from the Value Chain.
Note that ‘Activity’ and ‘SubActivity’ are not identical with the concept of a
‘BusinessProcess’. They instead represent a functional abstraction, such as ‘Out-
bound Logistics’ (at level M1; see Fig. 2).

Importantly, for concepts from all perspectives, integration points with exist-
ing MEMO concepts have been identified. These appear in the blue colored
areas. For example, goals occupy a central role in the meta model, represent-
ing the prime integration point for the perspective advocated by the BSC. The
corresponding MEMO language GoalML provides various concepts that can be
mapped directly to BSC concepts (e.g., a BSC ‘Measure’ corresponds to a ‘Sit-
uationalAspect’ in GoalML). Of course, the full MEMO language also provides
a richer way of describing goals than is enabled by the BSC. Similarly, there are
MEMO languages to describe organizational structures and processes (bottom
perspective) and decision processes (second perspective). More generally, when
intending to assess reference objects of varied nature (top perspective), a com-
prehensive enterprise modeling method would enable to integrate the assessment
concepts with diverse concepts to describe elements in an organization. This
could be realized using a placeholder concept such as ‘ReferenceObject’ (see
Fig. 2, top left). For present purposes, MEMO concepts are linked to the recon-
structed concepts only by means of a green colored placeholder association. This
association expresses that a correspondence or relevance exists, but it does not
specify how it should be specified in more detail as part of a future DSML. For
example, it can be found that a ‘SubActivity’ (bottom perspective in Fig. 2) is
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generally related to MEMO concepts describing organizational structures (e.g.,
‘OrganizationalUnit’ ) and dynamic abstractions (e.g., ‘BusinessProcess’ ). Disen-
tangling these relations would imply considering associations of different nature,
such as responsibility and decomposition relations, which further indicates the
level of detail an enterprise modeling context would offer for strategic analyses.
Finally, this same point is also stressed by the fact that the various MEMO
languages are integrated (see the links between the blue colored areas). In con-
sequence, the integration of strategy analysis concepts with enterprise modeling
concepts also establishes a closer connection between the original strategy con-
cepts, potentially enabling a richer way of thinking about the problem domain.

4.3 Discussion: Lessons Learned and Implications

The meta model in the previous section has shown that enterprise modeling
in fact provides a rich conceptual framework into which strategy analysis con-
cepts can be embedded in meaningful ways. Below, we discuss key insights and
implications for future research that have emerged during this conceptual study.

Implicitness of the Strategy Concept. It is an interesting observation that
although all considered tools are intended to aid strategic reflections in one
way or another, no tool introduces an explicit and clear concept of ‘Strategy’. In
consequence, when intending to design a DSML for strategic support, it needs
to be clarified whether it makes sense to specify a distinct ‘Strategy’ modeling
concept at all or whether strategy should be regarded as an abstract notion that
emerges from a set of other modeling concepts. This is related to the next issue.

Conveyed Perspectives. While no considered tool provides an explicit strategy
concept, all of them, by virtue of their tool-specific concepts, convey a specific
notion of what is relevant for strategizing. In general, it can be concluded that
many of these concepts are domain-specific in nature. This contrasts with clas-
sical general-purpose decision modeling approaches, which exclusively provide
generic concepts like ‘alternative’ (see [44]). Two more specific points follow.
First, in line with the theoretical strategy discourse (cf. Sect. 2), it appears that
strategy can in fact be regarded as a multi-perspective construct, irreducible to
a single real-world aspect. Using Berger and Luckmann’s words, strategy might
be understood as “an object of thought” which “becomes progressively clearer
with this accumulation of different perspectives on it” [45, p. 22]. Second, when
thinking about support for strategic decision processes, it follows that each tool
will direct attention at certain real-world aspects and of necessity neglecting oth-
ers. In fact, this is an important pitfall inherent in model-based decision aids in
general (see [46]). The practical implications are significant because, as has been
discussed in Sec. 2, problems considered in strategic decision processes are in
need of constant (re-)interpretation and (re-)formulation. Overreliance on single
tools might thus lead to a neglect of important aspects (for example, a Value
Chain will by definition not be able to systematize strategic goals). In conse-
quence, researchers should devote attention to a modeling language design that



Towards Support for Strategic Decision Processes Using Enterprise Models 53

fosters a reflective account of multiple perspectives on strategy and and strategic
problems. At the same time, language concepts for different perspectives should
nonetheless be integrated—to be able to analyze dependencies among them.

Significance of ‘Qualitative’ Aspects. As a further issue, many concepts in strate-
gic planning seem to resist a convincing characterization through attributes. This
seems to occur because, from an ontological view, these identified concepts relate
to qualitative judgments rather than to (real-world) objects whose state can be
distinguished. When considering the meta model (Fig. 2), this is reflected in the
many attributes with the data type ‘OrdAssess’, which is supposed to enable a
judgment on an ordinal scale. With respect to language design, the issue suggests
to develop conceptual means that stimulate a critical review of values assigned
to evaluative attributes to avoid misleading models.

Need for Theoretical Reconciliation and Clarity. The analysis has shown that
any attempt to design a DSML for supporting strategic reflections needs to
conduct significant conceptual and theoretical groundwork in advance. First,
this relates to the inherent conceptual vagueness of the domain (cf. Sects. 2 and
3.2). Beyond the examples considered in the meta model (Sect. 2), it would be
necessary to clarify a number of further key terms in the domain (e.g., ‘strategic
plan’). A second implications concerns the clarification of theoretical claims. It
is important to critically consider to what extent theoretical hypotheses in the
strategy literature should be accepted for the desired modeling language.

Tool Support. Finally, the meta model indicates how tools for enterprise mod-
elling could be enhanced with components for strategic planning. For this pur-
pose, the multilevel approach used to specify the meta model seems to be espe-
cially promising. Since the underlying architecture allows for a common rep-
resentation of models and code [43], it can be used to integrate an enterprise
modeling environment with enterprise software. Such a ‘self-referential enter-
prise system’ [47] could enable the runtime monitoring of strategy execution.
This would, however, first require to tackle the above-indicated challenges for
the development of a comprehensive DSML to support strategic reflections.

5 Conclusions

Strategic decision processes are thought to significantly affect an organization’s
long-term success, motivating the development of strategy analysis tools. In this
paper, we have conducted a conceptual analysis of popular practical tools, recon-
structing their key concepts in the form of a meta model and exploring potentials
for the integration with enterprise modeling. The study has yielded several con-
tributions. The presented meta model outlines how enterprise modeling could
be enriched with concepts for strategic planning, while conversely showing a
way of augmenting strategy analysis tools with relevant context. Furthermore,
the analysis has revealed a number of challenges as an orientation for the future
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design of a DSML to aid strategic decision processes. Our future research agenda
covers several aspects. First, we will (re-)investigate and expand the outlined
integration potentials between strategy analysis tools and enterprise modeling
in-depth. Second, we will conduct a more comprehensive requirements analysis
for a DSML to support strategic planning, considering both the body of theo-
retical work as well as practical use case scenarios for strategic analysts, man-
agers, and consultants. Finally, we will investigate the design of software tools to
analyze and simulate possible paths for strategic development using enterprise
models.
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Abstract. Enterprise models are useful managerial tools for decision
making and control, supporting the planning and design of enterprise
strategic objectives as well as day-to-day operations. Although much
research on the topic has been carried out since the 80s, most approaches
offer rudimentary support for the representation of goal-related concepts,
focusing either on the representation of strategic or operational goals,
lacking a comprehensive ontology for goals. In contrast, this paper is
interested in: (a) delineating differences between various shades of goals
(mission, vision, strategic, tactical and operational goals) and operations,
(b) proposing a hierarchical architecture for strategic enterprise models
that includes goals and the operations/processes through which they
are operationalized and (c) offering methodological guidelines on how to
elaborate such models.

1 Introduction

Enterprise models are useful managerial tools for decision making and control.
They can support the design of an enterprise given its strategic objectives, its
long term planning and evolution, as well as its day-to-day operations. Surpris-
ingly, although much research on the topic has been carried out since the 80s,
most approaches offer rudimentary support for the representation of goal-related
concepts. For example, ArchiMate [1] ignores the existence of operational goals,
while Business Process Management (BPM) proposals [9,10,12,14] link opera-
tional goals to processes or connect short-term goals to operations, ignoring the
existence of long-term, strategic goals.

We are interested in strategic enterprise models that capture strategic and
tactical objectives and the processes through which they are realized. Such mod-
els are grounded on ontologies of goals of various shades (missions, visions, strate-
gic, tactical, and operational), as well as ontologies of processes and operations.
These models can be used both for strategic analysis and planning, as well as
business analytics and monitoring. The research baseline for our work is the
Business Intelligence Model (a.k.a BIM) [6] and the Business Motivation Model
(BMM), an OMG standard [5]. BMM offers a rich vocabulary of concepts for
c© IFIP International Federation for Information Processing 2016
Published by Springer International Publishing Switzerland 2016. All Rights Reserved
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modeling enterprises but lacks in formal rigor. BIM offers a core ontology of
strategic enterprise concepts founded on the notions of goal and situation to
define a formal framework for strategic enterprise models.

The main objective of this paper is to improve on BIM by introducing other
strategic concepts. In particular, the contributions of this paper can be stated as
follows: we delineate the differences in semantics and usage of different shades of
goals found in BMM (distinguishing among strategic, tactical and operational
goals, mission and vision) and also offer distinctions between the concepts of
operation vs. process. Further, we propose a hierarchical architecture for strate-
gic enterprise models that includes goals and the operations/processes through
which they are operationalized and finally, we offer methodological guidelines
on how to elaborate such models and when should each be used in enterprise
modeling.

Our StrategIc ENterprise Architecture (SIENA) modeling framework con-
sists of two views, namely, a Goal and an Operation View. Within the Goal
View, our framework distinguishes among three layers of abstraction Strategic,
Tactical and Operational, whereas the Operation View depicts the set of opera-
tions and processes, i.e., the enterprise process architecture. Further, given that
strategic processes may deal with a number of aspects of strategic nature and
may vary according to the type and size of an enterprise, we provide method-
ological guidelines on how to deal with such variability in the elaboration of an
enterprise’s strategic models. By proposing a richer ontology of goals/operations,
we lay the foundations for future reasoning capabilities, but leave the specifics
to future work.

This paper is structured as follows: Sect. 2 provides the research baseline
for our work that includes conceptualization extracted from Management Sci-
ences and the BIM and BMM frameworks extracted from Conceptual Modeling.
Section 3 describes different types of goals and operations proposed by our mod-
eling framework, whereas Sect. 4 provides methodological guidelines on how to
elaborate them. Section 5 contrasts our framework with related work and Sect. 6
summarizes the discussion and outlines future work.

2 Baseline

Organizations distinguish three levels of decision-making, Strategic, Tactical and
Operational [17]. Inside each level of abstraction, managers have to specify a
number of strategic, tactical and operational goals that focus on different enter-
prise concerns and must be achieved within distinct time frames.

Mission [2,7,19]. A formal expression of an organization’s purpose, i.e., the
reason why the organization exists. An example of mission is “Manufacture both
standard and metal products” [2].

Vision [7,19]. Comprises a description of a desired future state of the company,
meant to close the gap between the current reality and a potential future. An
example of vision could be: “To be the market leader of standard and custom
metal products in the machine tool industry” [2].
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Strategic Goal [19]. Represents concrete outcomes or status to be achieved to
measure if mission are being achieved [7,17]. They are directional as they guide
the strategy towards achieving the organization’s mission [7,19]. Further, strate-
gic goals are statements about external and internal company’s conditions that
reflects company’s strategy to succeed on business [17]. Examples of strategic
goals are “Improve market share from 15 % to 20 % over the next three years”
and “Increase gross margin on current sales” [2].

Tactical Level. Involves the planning of the actual steps required to implement
such strategy [17,18].

Tactical Goals (or Objectives) [2,18]. Define the outcomes to be achieved
by major divisions and departments in the context of strategic goals. Com-
monly, Strategic goals can be either segmented into tactical goals that specify
responsibilities of functional areas (Finance, Production and Marketing) (e.g.,
“Manufacture 1200000 products at average cost of $19” from Operations [2]) or
can define tactics for its corresponding Strategic Goal. In [19], the Border Inc.’s
Tactical Goal “Open 20 new stores by the end of the planning period” specifies
a tactics for the “Borders will be the leading retail distribution outlet of books
in the US” Strategic Goal.

Operational Level. Concerns the planning and management of daily operations
responsible for delivering products and services on behalf of the company [17].
Operations implement the tactical initiatives that are elaborated for supporting
organization’s strategy. Such tactical initiatives are then scheduled and eventu-
ally emerge as the set of organization’s operation specifications [15].

Operational Goals [2,17]. Consists of quantitative and measurable results
expected from departments, work groups and individuals within the organiza-
tion. Most of approaches [2,17] mention that both tactical and operational goals
should be achieved by departments. Further analysis also reveals that both types
of goals can be scheduled (e.g. “Resolve employee grievances within 3 working
days” and “Respond to employee grievances within 24 h”). As tactical and opera-
tional goals in Management literature present similar conceptual characteristics,
it is also not clear how the achievement of operational goals entails the achieve-
ment of tactical goals. Finally, there is also a lack of clear connection of oper-
ational goals with their respective operations and the activities that compose
such operations.

2.1 Goal and Operation Modeling in Conceptual Modeling

The Business Intelligence Model (BIM) [6] enterprise modeling approach links
the business-level representation of an enterprise with the data stemmed from
databases and data warehouses. In BIM, a goal represents an objective of a
business which captures strategic enterprise’s concerns, such as “Increase sales”.
Goals may be related by either refinement of influence relationships. In a refine-
ment relation, goals are decomposed into a finer-grained structure by means of
AND/OR relationships, with an AND decomposition supporting a goal to be
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decomposed in a series of sub-goals and an OR decomposition allowing analysts
to model alternative ways of achieving a goal. Influence relationships among
goals specify how the satisfaction/denial of one goal implies the (partial) satis-
faction/denial of another goal. Influence strengths are modeled using qualitative
values: + (weak positive), ++ (strong positive), - (weak negative) and – (strong
negative).

Goal models may be enriched with domain assumptions, processes and sit-
uations. Domain assumptions indicate properties that are assumed to be true
for some goal to be achieved. For example, “High demand” must be true for
the “Increase Sales” goal to be satisfied and if such assumption is false, then
its associated goal is not satisfied. Processes can be associated with a partic-
ular goal via an “achieves” relation to denote that this process is intended to
achieve the goal. Besides domain assumptions and processes, managers are usu-
ally interested in foreseeing other aspects that influence the fulfillment strategic
goals during enterprise planning. In that respect, SWOT analysis [19] consists of
a useful tool to identify internal and external factors that may impact positively
or negatively the achievement of strategic goals. SWOT stands for Strengths
(internal and favorable factors), Weaknesses (internal and unfavorable factors),
Opportunities (external and favorable factors) and Threats (external and unfa-
vorable factors). BIM proposes to model SWOT factors in terms of the concept
of situation. A situation characterizes a state of affairs (state of the world) in
terms of the entities that exist in that state, their properties and interrelations.
Favorable situations are represented via positive influence links on goals, whereas
unfavorable situations are represented via negative influence links.

The Business Motivation Model (BMM) [5] is a specification adopted by
OMG for structuring the development, communication and management of busi-
ness plans in enterprises. Although the importance of BMM justifies its inclusion
here (Table 1), we omit a detailed description of its concepts due to space con-
straints, directing the interested reader to the specification in [5].

Table 1. Summary of concepts from literature together with concepts from our
framework

Manag. Sciences BIM BMM SIENA framework

Mission, vision - Mission, vision Mission, vision

Strategic goal Goal Goal Strategic goal

Tactical goal Objective,
strategy, tactics

Tactical goal

Operational goal - Operational goal

- Goal refinements
and influences

- Goal refinements and influences

Operation Process - Operation

- - - Business process

- Domain
assumption

- Domain assumption

- Situation Influencers Situation
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An interpretation of the semantics of definitions and examples of each con-
cept found on Management and Conceptual modeling literatures allowed us to
find overlaps and gaps in the conceptualization provided by the three aforemen-
tioned proposals of our Baseline (Sect. 2). Table 1 summarizes this discussion by
depicting the three areas and their respective correspondences among concepts.
Such overlaps and gaps have been used as input in our framework to promote a
consistent integration of all concepts in the fourth column of Table 1.

3 The Strategic Enterprise Architecture (SIENA)
Modeling Framework

3.1 Goal View

This section introduces the goal-related concepts of our framework following the
same three-layered distinction proposed by Management Sciences (i.e., Strategic,
Tactical and Operational Layers). Within our Strategic Layer, we use the con-
cepts of Mission, Vision and Strategic Goals as can be seen at Table 1. Strategic
Goals present key characteristics in Management that we consolidate as follows:

Strategic Goals. Represent goals that specify concrete outcomes that must
be achieved to measure the achievement of mission, reflecting the organization’s
strategy to achieve success in business. Strategic goals are global to the overall
organization as the entire organization is responsible for their achievement.

As Strategic Goals are global to the entire organization, they represent the
problem space of a given enterprise, defining the space of all alternatives goals
that can be implemented by enterprise. To precisely characterize such vari-
ability and unambiguously characterize Strategic Goals, our framework intro-
duces the distinguishing feature of refinement dimensions. Refinement dimen-
sions correspond to different properties along which goals can be character-
ized, for example, location, time or product types properties. To exemplify
the use of refinement dimensions, consider the “Increase sales by 2 % over
3 years” goal in Fig. 1. This parent goal defines the space of all possible locations
(countries, in this example) in which the company operates. Therefore, this par-
ent goal can be refined into the following sub-goals: “Increase sales in Italy by
2 % over 3 years”, “Increase sales in Germany by 2 % over 3 years” and “Increase
sales in NL by 2 % over 3 years”. Another refinement of the same parent goal
across time (within the year granularity) is also depicted in Fig. 1, yielding the
“Increase sales by 2 % over 1st year”, “Increase sales by 2 % over 2nd year” and
“Increase sales by 2 % over 3rd year” sub-goals.

As Strategic Goals define the space of all possible alternatives, they can be
only AND-decomposed, but not OR-decomposed. Positive and negative contri-
butions among Strategic Goals may be used to depict how they influence each
other inside the Strategic Layer.

Within the Tactical Layer, Management literature (Sect. 2) commonly speci-
fies tactical goals either as responsibilities of functional areas or tactics to achieve
strategic goals. We consolidate both views in our definition of Tactical Goals as
follows:



62 E. Cardoso et al.

Fig. 1. Strategic goal hierarchy

Tactical Goals. Represent goals that specify particular ways for fulfilling
Strategic Goals with the available resources and capabilities of the company.
Tactical Goals have no dimensions, but rather depict particular solutions (“tac-
tics”) for each point of the refinement dimension in order to fulfill a Strategic
Goal. Alternatively, they can also be interpreted as responsibilities to be achieved
by specific functional areas (marketing, operations, finance and human resources
management) to accomplish their specific part of the organization’s strategy.

In order to exemplify this discussion, we use the refinement of “Increase sales
by 2 % over 3 years” Strategic Goal across the location dimension (depicted in
Fig. 2). For one of the points of the location dimension (Italy) represented by
the Strategic sub-goals (“Increase sales in Italy by 2 % over 3 years”), there
are two alternative tactics for increasing sales, i.e., promotions (“Increase sales
in Italy by 2 % over 3 years through promotions”) or create new sales channel
(“Increase sales in Italy by 2 % over 3 years by opening new sales channels”
Tactical Goal). For other point of the location dimension (NL), training sales
people corresponds to a tactics for increasing sales (“Increase sales in NL by
2 % over 3 years by training sales staff” Tactical Goal). Concerning the relation
of Strategic and Tactical Goals, it said that Tactical goals implement Strategic
Goals. In the example, it is said that promotions (“Increase sales in Italy by 2 %
over 3 years through promotions”) is the tactics that implements the increase of
sales (“Increase sales in Italy by 2 % over 3 years”). Further, Tactical Goals may
be structurally refined into sub-goals by means of AND-relationships and several
alternative Tactical Goals may be also represented by means of OR-relationships.
Finally, they can be also related by positive and negative contributions that
depict how Tactical Goals influence each other inside the Tactical Layer.
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Fig. 2. Tactical goal hierarchy

Once the organization has established its competitive requirements to achieve
success in business (Strategic Goals) and subsequently has devised particular
ways (Tactical Goals) for implementing such requirements, it has to plan the
implementation of such goals with the available company’s capabilities by means
of the concept of operation. This discussion is reflected in Fig. 2 with the Tactical
Goals connected to operations in the Operations Layer.

Within the Operational Layer, as Management Sciences provides a simplistic
treatment for the specification of operational goals, our framework starts with
the same definition of this discipline and subsequently refines it:

Operational Goals. Operational goals correspond to the results that must be
achieved in the course of performing the organization’s operations. Our frame-
work further details their definition by arguing that they represent a description
of milestones the operation must reach in order to ensure that they are indeed
planning the execution of tactics. Operational goals can be further refined with
respect to the entities that are responsible for their achievement as follows:

(Operational) Role Goals. Correspond to goals that specify the results to
be achieved by roles and individuals in the course of the performing their daily
work. In Fig. 3(b), “Choose items for promotion” and “Choose promotions price”
consist of operational goals assigned to roles of the company.
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Fig. 3. Operational goals and business processes hierarchy

(Operational) Business Process Goals. Correspond to goals that represent
the final state to be achieved by a business process. The concept of Business
Process is explained in Sect. 3.2. In Fig. 3(b), “Advertise items in promotion”
is a business process goal as it reflects the final state to be achieved by the
“Advertise items in promotion” business process.

Operational Goals may be related by AND/OR-relationships to represent
refinements among them as well as Influence relationships (+/− contributions).

As one of the purposes of our modeling framework is to enable managers to
adequately plan enterprise’s goals and the corresponding operational elements
that satisfy them, during the enterprise planning activity is important to fore-
see the potential future scenarios that facilitate or hinder the achievement of
enterprise’s goals (i.e., SWOT factors) together with assumptions about the
environment. Therefore, our framework inheres the concepts of Situation and
Domain Assumption from BIM framework. Situations are represented by trian-
gles attached to goals by means of arrows annotated with the type of influence
of situations on goals, whereas Domain Assumptions are represented by means
of rectangles attached to goals. Figure 1 admits that a financial crisis may threat
the achievement of the “Increase sales in Italy by 2 % over 3 years” Strategic
Goal. Further, for both tactics to work for this goal (new sales channel and
promotions), analysts assume a high supply of products for Italy (Fig. 2).

3.2 Operations View

While the concept of Operation is central within the Management literature as
a process that transforms inputs into useful outputs, in our framework, we go
further by distinguishing between Operation and Business Process:
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Operation. Consists of a high-level process in charge of planning the execution
of a specific tactics. A given operation encompass both what has to be achieved
(Operational Goals) to concretize the tactics as well as how to conduct opera-
tional steps to achieve such tactics (business process). As operations plan the
implementation of a given strategy, it is said that an operation operationalize
Strategic or Tactical Goals in our framework, i.e., operations are solutions for
Strategic/Tactical goals. Notice also that while operations may run indepen-
dently, a given tactics is a plan of how to implement a particular strategy.

The concept of business process inheres the same definition of Operation from
Management Sciences as follows:

Business Process. Consists of an activity conducted with the purpose of trans-
forming a set of inputs into useful outputs (products or services) using some sort
of transformation process. Differently from Operations, business processes intend
to produce products or provide services to final customer.

To exemplify the concepts of Operation and Business Process, we use Figs. 2
and 3. In Fig. 2, one can see that the organization decided to either use pro-
motions or open new sales channel as tactics for increasing sales in Italy and
therefore, “Carry out promotions” is the Operation used to plan the execution
of the promotion tactics. In its turn, the “Carry out promotions” Operation
consists of collections of operational goals and business processes (depicted in
Fig. 3(b)). The operational goals specify certain milestones to be achieved dur-
ing the planning of promotions, such as to choose how many promotions are
required and decide what to offer in each promotion (“Choose items for promo-
tion”), choose promotions price and audience (“Choose promotions price” and
“Choose promotions audience”) and advertise items in a promotion (“Adver-
tise items in promotion’). Finally, “Run promotions campaign” and “Advertise
items in promotion” business processes are the entities that are responsible for
indeed executing the planning of the promotions and advertising the items in
promotion.

4 Methodological Guidelines for Goal-Driven Design
of Operations Architecture

This section provides methodological guidelines that prescribe how to elaborate,
refine and operationalize goals by means of operations and business processes
in our modeling framework. In order to prescribe such guidelines, as goals and
operation planning occurs at formalized, step-by-step procedures in companies,
we start by describing managers’ concerns during goal and operations plan-
ning extracted from Strategic Planning literature. Subsequently, we explain how
these concerns should be specified in our modeling framework. Although Strate-
gic Planning literature mentions the existence of both a (top-down) deliberate
and (bottom-up) emergent strategy formation process [15], we here focus on a
traditional, top-down strategic planning for goal definition and implementation,
leaving as future work the bottom-up strategy formation.
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4.1 Guideline G1: Elaborate Mission and Vision Statements

At the Strategic Level, the first managers’ step comprehends the articulation
of organization’s mission and vision as means of providing a general sense of
direction for the company.

Mission and Vision Elaboration. The guideline is to elaborate a mission
statement that reflects the value the organization intends to deliver to the
external world. For profit companies, given that organizations can be either
manufacturing or service organizations [13,18], value aggregation is performed
by enumerating the products or services the company produces. For non-profit
companies, the mission statement should capture other forms of value that pro-
vide social justification and legitimacy of the existence of the organization. For
instance, Greenpeace’s mission reflects this aggregation of value as “... Green-
peace’s goal is to ensure the ability of the earth to nurture life in all its diver-
sity...” [4]. The guideline for the elaboration of vision statements is to enumerate
the products and services which are currently not implemented by the organiza-
tion’s, but there is an intention to address them on the company’s portfolio.

4.2 Guideline G2: Elaborate Strategic Requirements

Strategic planning within the Strategic Level intends to guide the organization
to achieve a successful position in a competitive environment, while achieving
its goals [17].

Strategic Goals Elaboration. In order to compete, managers first identify
external aspects that impact the ability of the organization to surpass its com-
petitors. Following, internal aspects that enable the organization to gain com-
petitive advantage such as capabilities, resources and competences are also eval-
uated. With such aspects in hands, the organization defines how it intends to
compete and then elaborates its Strategic Goals. For instance, the Acer PC
manufacturer [2, p. 492] identified that Dell competes on the basis of low manu-
facturing costs. This could represent an external threat for Acer that may lead
Dell to become the market leader in computers. Based on internal evaluation of
its assets, Acer decided to gain competitive advantage based on management phi-
losophy of highly motivated employers. Therefore, Acer elaborated the “Increase
sales” Strategic Goal. With the elaboration of this Strategic Goal, Acer intended
to become the market leader supported by an internal capability.

Strategic Goals Refinement Rules. Strategic Goals can be AND-refined by
following structural domain rules or based on dimensional refinement. Refine-
ment based on structural domain rules is applied when there exist a mathe-
matical formula that relates domain variables and enables one to structurally
decompose a goal into sub-goals using this formula. For example, once we know
the profit stemmed from sales can be described by the formula salesProfit =
numberSoldItems * profitMarginPerItem and managers intend to increase this
profit (“Increase sales profit by 2 % over 3 years” goal), one can increase vol-
ume sales (numberSoldItems) and maintain profit margin, yielding the following
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goals: “Increase volume sales by 2 % over 3 years” and “Maintain gross margin
by 2 % over 3 years” (Fig. 1). An alternative decomposition of the same root goal
could also consider an increase in the profit margin, yielding “Maintain volume
sales by 2 % over 3 years” and “Increase gross margin by 2 % over 3 years” as
sub-goals.

Dimensional refinement allows one to AND-decompose a goal with respect
to a number of refinement dimensions introduced in Sect. 3.1. A dimension is
introduced when a Strategic Goal has different operationalizations for differ-
ent parts of the problem space. For example, there exist different solutions for
increasing sales in Italy, Germany and NL (“Increase sales by 2 % over 3 years”
goal in Fig. 1) and therefore, the location is an eligible refinement dimension.
The following rules can be applied when using dimensional refinement: (i) time
dimension: used when seasonal variations of business aspects (e.g., toys sales
increase during Christmas season) may impose different operationalizations for
the Strategic Goal; (ii) location dimension: used when the company presents a
distributed organizational structure across distinct locations (e.g., sales depart-
ments for different countries) and the way in which the company pursue the
Strategic Goal varies according to place under consideration; (iii) product, ser-
vice, customer type dimensions: products, services and customers usually
have a number of properties that characterize them (e.g., patients under 20 years
old, different metal products, etc.) and operationalizations of the Strategic Goal
varies according to the values that such properties may assume.

4.3 Guideline G3: Elaborate Tactical Requirements and Operations

Within the Tactical Level, the strategy is put into action by creating “tactics”
that are particular ways for implementing the achievement of Strategic Goals
with the deployment of organizational assets [17,20].

Tactical Goals Elaboration and Implement-Relationship. For the elabo-
ration of Tactical Goals, “tactics” (particular solutions) must be found to imple-
ment each point of the refinement dimensions introduced during the Strategic
Goals Refinement. This discussion has been exemplified in Sect. 3.1 with the
“Increase sales by 2 % over 3 years” Strategic Goal refined in terms of the loca-
tion refinement dimension and implemented by offering promotions or opening
new sales channel (in Italy) or alternatively, by training sales people in NL
(depicted in Fig. 2). Observe that Tactical Goals inhere the properties of parent
goals that have been refined through dimensional refinement, i.e., the Tactical
Goal “Increase sales in Italy by 2 % over 3 years through promotions” inheres
the same properties of the refinement across location from the “Increase sales in
Italy by 2 % over 3 years” Strategic Goal. Further, each leaf level Strategic Goal
has to be implemented by one or more Tactical Goal, otherwise strategies will be
not effective. Inversely, each Tactical Goal implements one and just one Strate-
gic Goal to avoid confusions between tactics that implement different Strategic
Goals.
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Tactical Goals Refinement Rules. AND-Refinement. After finding solu-
tions for points of refinement dimensions (tactical refinement), managers must
AND-refine such solutions across the responsibilities of each functional area of
the company. For instance, in order to increase sales in Italy, offering promotions
or opening sales channel correspond to two tactics that pertain to the responsi-
bilities of the Marketing area. In its turn, other functional areas of the company
have also responsibilities in the context of promotions. This is reflected in Fig. 2
with the “Increase sales in Italy by 2 % over 3 years through promotions” AND-
refined into four distinct goals, each of them representing the responsibility of
each functional area. Functional areas are represented in our model by attaching
squares with their first letter to goals (see Fig. 2). OR-refinement: a Tacti-
cal goal is OR-refined if there are different alternatives for achieving the same
Tactical Goal. In our example, two alternative types of sales channels can be
opened, i.e., by finding new partners to distribute the products or by finding
new customers. Therefore, the “Increase sales in Italy by 2 % over 3 years by
opening new sales channels” is OR-refined into “Establish new partnerships with
authorized dealers” or “Diversify customers” (Fig. 3(a)).

Tactical Goal Operationalization and Operations Modeling. The refine-
ment of Tactical Goals finishes when it is possible to plan and schedule the
achievement of a Tactical Goal by assigning it an operation. In this case, it is
said that an operation operationalizes a Tactical Goal which corresponds to the
final state to be achieved by its corresponding operation. Tactical operations
can be scheduled and executed with a certain frequency in order to achieve the
Tactical Goal.

4.4 Guideline G4: Elaborate Operational Requirements
and Business Processes

At the Operational Level, the execution of tactics is planned by planning the
expected results from organization’s daily operations [17]. In our framework,
expected results are delivered by means of setting the Operational Goals together
with the business processes that deliver such results.

Operational Goals Elaboration. As the Tactical Goal corresponds to the
final state to be achieved by the operation that operationalizes such Tactical
Goal, the elaboration of Operational Goals indeed starts by refining this Tactical
Goal into intermediate milestones that compose its corresponding operation.
These milestones are elaborated by specifying which results the operation must
accomplish, regardless how this is accomplished. For the company’s operations
to be valuable, milestones must be elaborated considering that they need to add
value to the final product. Therefore, these operational milestones are value-
adding responsibilities (e.g., “Choose items for promotion” like the ones provided
in Sect. 3.2).

Operational Goals Refinement Rules. AND-Refinement. An AND-
refinement is used for structurally decompose a Tactical Goal (operationalized
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by a given operation) into intermediate Operational Goals (milestones) neces-
sary for the execution of some tactics. An example of milestones refinement has
been provided in Sect. 3.2. OR-refinement. An Operational goal is OR-refined
if there are different alternatives for achieving the same Operational Goal.

Operational Goals Operationalization and Business Process Architec-
ture Modeling. As Operational Goals may be achieved by either roles or busi-
ness processes, the refinement of Operational Goals finishes when it is possible
to find a business process whose final state corresponds to the Operational Goal
under consideration. When a greater level of granularity should be considered,
the refinement may finish when it is possible to assign roles for the satisfaction
of Operational Goals (Fig. 3(b)).

Situation Modeling. As SWOT analysis intends to spot the conditions in com-
pany’s environment that affect the achievement of its goals and the nature
of this impact, analysts should spot the internal enterprise’s conditions
(strengths/weaknesses) and external (opportunities/threats) and represent them
as situations and domain assumptions attached to goals. In particular, situations
may be suitable for devising SWOT factors that affect the ability of the company
to surpass competitors in the Strategic Layer. In the Tactical Layer, situations
may be useful for reasoning about the applicability of certain tactics in certain
specific contexts. In Fig. 1, one can see the “high demand in automotive indus-
try” as an opportunity for increasing sales in Germany and the “low availability
of steel in the market” as a threat for increasing the sales in the 3rd year.

5 Related Work

Goal and operations modeling have a long trajectory in a number of areas of
computer science, such as Enterprise Modeling (EM) and Business Process Man-
agement (BPM), among others. Enterprise modeling frameworks inherited the
GORE idea that goals can be used as the driving principle for the generation of
the enterprise architectures. In this context, the ArchiMate Motivational Exten-
sion (AME) extends the core ArchiMate enterprise framework by introducing
common GORE concepts like (soft)goals, AND/OR refinements and contribu-
tion relations among goals and requirements. Goals are connected to other con-
cepts of ArchiMate by means of a realization relation with services and business
processes. In [1], similarly to our approach, authors analyze strategic planning
literature to extend AME with finer grained concepts such as mission, vision,
precedence among goals, time interval for goal achievement, responsibility and
delegation among goals. However, the extension solely focuses on strategic con-
cerns, thus not presenting a layered structure like our approach.

Similarly to our approach, other frameworks in enterprise modeling, such
as the EKD [8], ARIS [16] and i* [11,21] also consider the generation of a set
of business processes having goals as a starting point. Although the generation
of the architecture of process from goals is a similar feature to our approach,
proposals either focus on the representation of strategic or operational goals, do
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not taking an integrated approach to link the whole hierarchy of enterprise goals
to the architecture of operations.

A large body of knowledge in BPM has also explored the interconnection
between goals and operations (or business processes), by relating goals with the
internal logics of the process [9,10,12,14]. We consider our approach to advance
the representation features of this group of approaches as we distinguish among
distinct types of goals and operations, while such approaches sole focus on the
representation of our concept of operational goals.

6 Conclusions and Future Work

In this paper, we have proposed the Strategic Enterprise Process Architecture
(SEPA) modeling framework that extends BIM and BMM by including different
shades of goals and operations extracted from Management literature. In partic-
ular, we provide clear-cut definitions for goals and operations and also include
methodological guidelines on how to build enterprise process architecture mod-
els. Regarding evaluation of our modeling framework, we are currently working
on the evaluation of our proposal by means of a real-world case study in a hos-
pital setting. Further, although we are not able to depict our full hierarchy of
strategic enterprise models due to space constraints, we make it available at:
https://www.dropbox.com/s/azvehs3eabugpzc/Full.

As a future work, we envision three natural directions for refinement of our
modeling framework. The first direction concerns the representation of detailed
consumer-producer and triggering relationships among operations and business
processes. Second, a reasoning approach that generates alternative set of oper-
ations/business processes (enterprise process architecture) on the basis of the
goal hierarchy should also be considered. Finally, although the goal structure is
richly grounded on key distinctions of Management literature, we refrain from
addressing how the execution of operations and processes entails the achieve-
ment of strategic goals. This is certainly an important step to be tackled by our
methodology.
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Abstract. Information sharing is a vital element of a successful
business. However, technological, organisational and human challenges
obstruct the effective movement of data. In this paper, we analyse a
collection of case studies from healthcare describing failing information
systems developments. A set of 32 failing factors were extracted showing
that data movement, either between systems, people or organisations, is
a key indicator of IT failure. From this examination, we derived anti-
patterns for data movement in which some key differences between the
source and target location of the movement caused high costs to the
developments. Finally, we propose data journey modelling as a light-
weight technique that captures the movement of data through complex
networks of people and systems, with the aim of improve go/no-go deci-
sion making for new IT developments, based on the anti-patterns we
have identified.

Keywords: Information sharing · Data movement modelling · Data
journey · Socio-technical challenges

1 Introduction

While software has the capability to bring many benefits to organisations, it
can be a mixed blessing [5]. New software developments can be unexpectedly
costly to develop and run. It may be necessary to employ new personnel or
retrain existing staff. New ways of working may need to be devised, to fit with
the constraints of the new software and the technical infrastructure on which it
runs. One does not need to spend long looking through newspaper headlines or
the Risks List digest1 to know that new software developments can sometimes
result in costs that far outweigh the value they propose to create.

Clearly, a lightweight and reliable means is needed of helping us to make good
go/no go decisions regarding new software developments. Current approaches
to managing risk and estimating the cost of software development are princi-
pally focused on creating detailed predictions based on substantial models of

1 www.risks.org.
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the planned development [2]. They are aimed at supporting project managers
throughout the development process itself, rather than giving a low-cost indi-
cator for use in early-stage decision making. What is needed is a lightweight
approach, that can be completed in the course of a small number of days, and
that gives reliable predictions of the likely success of a planned IT development.
And since the reasons for software failure are rarely technical in nature, the
indicator must take account of social and organisational factors, as well as the
technologies to be used.

We set out to design an indicator of this kind for use in large complex organ-
isations. As a starting point, we analysed a set of 18 case studies of new software
developments in the UK’s National Health Service (NHS). The case studies were
written by NHS staff as coursework for the “Informatics for Healthcare Systems”
course unit run by the University of Manchester, in the 2013 academic session.
The study authors came from a variety of roles, and the studies describe new IT
developments from a broad range of NHS functions, including cancer care, ambu-
lance service management, in-patient management, heart failure care, diabetes
care, bed management and more.

A common feature of the cases where the new software was deemed to have
been unsuccessful was the movement of data. Whenever data was moved to new
contexts, and used for a purpose other than that for which it was originally
designed, the system owners and end-users faced a host of additional challenges, be
they organisational, technical, human, governance oriented or political in nature
[12]. These challenges lead to unforeseen costs and sometimes dramatic reductions
in the benefits expected from the new software. We therefore hypothesised that
identifying the need for movement of data in a new development could provide the
early warning signal for success or failure that we were looking for.

To test this hypothesis, we developed a way of modelling the movement
of data through and across organisations, and of identifying the kinds of data
movement that lead to high risk and cost. The technique is lightweight because
it abstracts away from the details of the business processes that use the data,
and focuses just on the bare movement of data between significant entities. This
paper describes the process we used to define it, and the basis for the model in
information we extracted from the case studies. We began by extracting from
the case studies a list of the root causes of failure (Sect. 3). We further analysed
the case studies to extract the data movement patterns involved in each case,
and combined this with the failure causes to produce a set of problematic data
movement patterns (Sect. 4). From these patterns, we extracted the minimum
information that must be captured about a new development in order to identify
the presence of the patterns (Sect. 5). We called the resulting model the “data
journey” model, since it models the paths data takes through the socio-technical
enterprise, from point of entry to point of use.
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2 Modelling Data Movement

A plethora of modelling techniques and notations have been proposed for use dur-
ing information systems design, some of which include elements of the movement
of data. In this section, we survey the principal modelling techniques, to see if
any meet our requirements and can be used as the basis for modelling data
journeys. We need a modelling technique that:

– allows us to model the movement of data within and between organisations,
– gives equal prominence to both social and technical factors affecting the move-

ment of data, and
– is sufficiently lightweight to be used as a decision-making aid in the early

stages of a development cycle.

A number of software design techniques allow modelling of data from a tech-
nical point of view. Data flow diagrams (DFDs) are the most directly relevant
of these [3]. Unfortunately, the focus in DFDs is on fine-grained flows, between
low-level processing units, making it hard to capture higher-level aspects of the
enterprise that can bring cost and risks, i.e. the social factors. Similarly, the
Unified Modelling Language (UML) contains several diagrams detailing move-
ment of data, notably sequence diagrams, collaboration diagrams and use case
diagrams [7]. Although the abstraction level at which these diagrams are used is
in the control of the modeller, to an extent, they provide no help in singling out
just those elements needed to predict costs and risks of a potential development.
Also, social factors influencing information portability and introducing cost to
the movement aren’t part of the focus of those approaches. These models are
helpful in designing the low level detailed data flows within a future develop-
ment, but can’t help us decide which flows may introduce costs and risks to the
development.

Other techniques are able to model high-level data movement between sys-
tems and organisations. Data provenance systems, for example, log the detailed
movement of individual data items through a network of systems [8]. While these
logs can be a useful input to data journey modelling, they describe only the flows
that are currently supported and that have actually taken place. They are not
suited to modelling desired flows, and do not directly help us to see what social
and organisation factors affect the flow.

Business process modelling (BPM) captures the behaviour of an organisa-
tion in terms of a set of events (something happens) and activities (work to be
done) [1]. Although BPM can implicitly model flows of data between a network
of systems, they typically contain much more detail than is needed for our pur-
poses. Data journey models aim to abstract away from the nitty-gritty of specific
business processes, to give the big picture of data movement.

Models that combine technical and social information, such as human, organ-
isational, governance and ethical factors, can be found in the literature [6,10,11].
For example, the i* modelling framework aims to embed social understanding
into system engineering models [10]. The framework models social actors (peo-
ple, systems, processes, and software) and their properties, such as autonomy
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and intentionality. Although a powerful mechanism to understand actors of an
organisation, the i* framework does not give us the information flows happening
between the systems, nor any measures to identify costs.

In summary, we found no existing model that met all our requirements. The
extant technical modelling methods give us a way to model the detail of a system
to be constructed, but provide no guidance to the modeller as to which parts of
the system should be captured for early-stage decision making and which can
be safely ignored. The socio-technical models allow us to capture some of the
elements that are important in predicting cost and risk in IT developments, but
need to be extended with elements that can capture the technical movement of
data. We therefore set out to define a new modelling approach for data journeys,
focused wholly on capturing the data movement anti-patterns we located in the
case studies. In the sections that follow, we describe and justify the model we
produced.

3 Data Movement and IT Failure

Data movement is crucial to the functioning of most large organisations. While
a data item may first be introduced into an organisation for a single purpose,
new uses for that data will typically appear over time, requiring it to be moved
between systems and actors, to fulfil these new requirements. Enterprises can
thus be viewed, at one level of abstraction, as networks of sub-systems that
either produce, consume or merely store data, with flows between these sub-
systems along which data travels.

When we plan to introduce new functionality into an enterprise, we must
make sure that the data needed to support that functionality can reach the sub-
system in which it will be consumed, so that value can be created from it. The
costs of getting the data to its place of consumption must be worth the amount
of value generated by its consumption. Moreover, new risks to the enterprise will
be introduced. The enterprise must evaluate the effects on its core functions if
the flow of data is prevented by some reason, or if the costs of getting the data
to its place of use rise beyond the value that is produced.

We wanted to understand whether this abstraction could provide a light-
weight early-warning indicator of the major costs and risks involved in intro-
ducing new functionality in an enterprise. We began by examining the collection
of case studies from the NHS, first to categorise each one as a successful or a
failing development, and second to understand the major root causes of failure
in each case. These were relatively straightforward tasks, as the authors of the
case studies were asked in each case to diagnose for themselves the causes of
failure.

Of the 18 case studies, only 3 were described by their authors as having
been successful. The remaining 15 were categorised as having failed to deliver
the expected benefits. We extracted and organised the failure factors identified
by the authors, and aggregated the results across the full set of case studies.
The results are summarised in Fig. 1, which lists the failure factors in order of
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Fig. 1. Prevalence of failure factors across the case studies.

prevalence (with those factors occurring in the most case studies appearing on
the left, and those occurring in the least, on the right). A brief explanation of
each factor is given in AppendixA.

Clearly, the technical challenges of data movement are implicated in many of
these failure factors. Costs introduced by the need to transform data from one
format to another have long been recognised, and tools to alleviate the problems
have been developed. However, from the chart, we see that the most common
causes of IT failure in our case studies are related to people and their interactions.
Of the 32 factors identified, less than a quarter are primarily technical in nature.
Can an enterprise model focused on data movement take into account these more
complex, subjective failure factors, without requiring extensive modelling?

Looking more closely, we can see that data movement is implicated in many of
the non-technical failure factors, too. Many of the factors come into play because
data is moved to allow work to be done in a different way, by different people,
with different goals, or to enable entirely new forms of work to be carried out
using existing data. Data moves not only through the technical infrastructure
of databases and networks, but also through the human infrastructure, with
its changing rules, vocabularies and assumptions. All this suggest that data
movement could be a proxy for some of the non-technical risks and cost sources
the study authors experienced, as well as the technical costs and challenges.

The question therefore arises as to whether we can use the presence of data
movement as the backbone for our prediction model of cost and risk. If we can
abstract the details of the new IT development into a sequence of new data
movements that would be required to realise it, can we quickly and cheaply
assess the safety of those new movements, combining both technical and social
features to arrive at our assessment of the risk?
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To do this, we need to understand the specific features of data movements
that can indicate the presence of costs and risks. We returned to our case studies,
to look for examples of data movement that were present when the IT develop-
ment failed, and to generalise these into a set of data movement patterns that
could become the basis for our prediction method. The results of this second
stage of the analysis are described in the following section.

4 Data Movement Patterns

Having examined the case studies, we found that data movement is a key indi-
cator of most of the IT failing factors. In this section, we propose a catalogue
of data movement anti-patterns, each describing movements of data that might
introduce some type of cost or risk to the development. We also give the con-
ditions under which a pattern causes a failure, and the type of cost or risk it
might impose on the organisation.

To develop the data movement patterns catalogue, we first went through the
case studies and extracted any data movement or information sharing example
that caused a cost or risk contributing to an IT failure. The case study authors
had not been asked to provide this information explicitly in their assignment, and
therefore we used our own judgement as to what data movement was involved.
We then transformed those examples into a set of generic anti-patterns.

All of the case studies involved some kind of data movement and it was
commonly the case that the data movement was at the heart of the part of the
development that failed. Although there were many examples of movement of
data between computer systems we found a richer variety of movement patterns
between people, from people to systems, and vise-versa. We describe below the
anti-patterns we identified from the case studies; of course, other potentially
problematic data movement patterns may exist. For each pattern we give an
identifying name, define the context in which it can happen, and provide the
conditions that should hold for the costs to apply. Any examples given are taken
directly from the case studies (but with identifying details removed).

4.1 Change of Media

Often, a change of medium is required when data is moved between a producer
and a consumer. This is straightforward in the case of electronic data, which can
be easily converted into report form, for document generation and printing. But
the situation is more complicated when data on paper must be entered into a
destination software system. Data entry is a time consuming process typically
done by clerical staff, who may not have a strong understanding of the meaning
of the data they are entering. Errors can easily be injected that may significantly
reduce the quality of the information. We illustrate this pattern in Fig. 2(a), and
we define it as:

“When data moves from a source ‘S’ to a target ‘T’ of a different media (i.e.
physical to electronic), then a transformation cost exists, either before or after
the transportation of the data, that can lead to decreased quality at the T side.”
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Fig. 2. Data movement anti-patterns retrieved from the case studies.

4.2 Context Discontinuity

Sharing data outside the immediate organisational unit can result in a number of
administrative costs, such as reaching and complying with data sharing agree-
ments, as well as complying with wider information governance requirements.
Also, a risk of staff reluctance to share ownership of data, may exist on both
sides of the movement. Additionally, if the source of data belongs to a different
context than the target, then there is the risk of clash of grammars (the meaning
of the data moved being altered by the change of context because of a cultural,
experience or other type of reason [9]), and a cost of lower data quality at the
target side. For example, data entered into a system by secretarial staff can con-
tain errors if the information requires medical knowledge/vocabulary that the
staff lack. Also, if the data to be moved are in physical form (e.g. letter, cassette,
X-ray film, blood sample etc.), then there are transportation costs. Generally, if
there is a discontinuity in the flow of data caused by a change in context, costs
will be imposed to the movement. The context discontinuity pattern is showed
in Fig. 2(b) and defined as:

“When data moves from a source ‘S’ to a target ‘T’ of a different context
(i.e. organisation, geographical area, culture, etc.) and a discontinuity exists in
the flow, then a bridging cost is imposed to either or both sides of the flow.”

4.3 Actors’ Properties

Costs can also be introduced by key heterogeneities in the properties of the
consumer and producer. Differences in system requirements, business processes,
governance, and regulations between producers and consumers of data create
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transformation costs that must be borne either at the source, or target location
(or both). Integrating data from “data island” sources (sources that haven’t pre-
viously been shared up to this point) can have high costs; such sources typically
have limited external connectivity, and are tailored for use by one type of users
bringing a risk of data quality problems at the target side.

“When data moves from a consumer ‘C’ to a producer ‘P’ (system or human),
a difference in a property of either source or target introduces a transformation
cost to the movement (Fig. 2-c)”.

4.4 Intermediary Flow

Intermediary systems or staff may be introduced with the aim of reducing some
up-front cost (such as the use of lower-paid staff to enter data on behalf of
higher-paid staff), but can actually create downstream costs in the longer term
such as those caused by lower data quality or missing data.

“When data moves from a source ‘S’ to a target ‘T’ through an intermediary
step, a cost is introduced to either flow (Fig. 2-d)”.

4.5 Other Data Movement Patterns

– Dependent target: Often, data needed in a target location (T), partly exists
in several sources. If the business processes of the T depend on the data of
the sources, then the cost of transformation is usually done on the T side.
When data moves from multiple sources ‘S1’, ‘S2’, etc. to a target ‘T’, and
the T depends on the data in S then a cost of extraction, transformation and
integration appears in each of the flows, possibly at the T side (Fig. 2-e).

– Missing flow: Often, there is a technical or governance barrier introducing a
prohibitive cost that obstructs the implementation of the flow. Data needed
by a consumer exists at a S, but are not able to reach the consumer (Fig. 2-f).

– Ephemeral flow: is a flow from S to T that exists for a short period of time
(i.e. migration purposes) and is planned to be deleted in the future. Ephemeral
flows are often created cheaply, with a short-term mindset, but then become
part of the system, leading to future costs and complexity (Fig. 2-g).

– Data movement: Whenever data moves from its source to a destination there
is the accumulative cost of extracting, transforming and loading the data from
the source to the target. The cost might include staff training and support,
and can be in either side of the flow (Fig. 2-h).

As shown in the patterns, costs and risks are likely to arise when data is
moved between two entities that differ in some key way. When data is moved
from producer (or holder) to consumer, it typically needs to be transformed from
one format to another. Data values that make sense in the producer environment
need to be converted into values that will be interpreted equivalently in the con-
sumer environment. However, this conversion process is often difficult to apply
correctly and completely, as the knowledge that is required is often stored tacitly
in the heads of the data producers and consumers, rather than being explicitly
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declared in an easily accessible form. Where data is sensitive (as health care data
often is) there are also governance issues to be considered. Data often cannot
be shared unless it has been appropriately aggregated or otherwise anonymised.
Data may need to be filtered before it is moved, or moved through a particular
set of systems, purely to be cleared for export to the real data consumer.

The outcome of our analysis of the case studies is a hypothesis regarding
the features of a proposed IT development, and the socio-technical environment
in which it is to be implemented, that act as early-stage indicators of imple-
mentation risk. We have designed a method for modelling just the parts of an
organisation’s IT infrastructure that is needed to detect these features. In the
next section, we present this model, and the method we have designed for con-
structing and using it to predict the risk of a proposed new IT development.

5 The Data Journey Model

Having characterised the kinds of data movement that can be problematic, the
next step is to create a method for identifying the presence of the movement
anti-patterns in a new development. In this section, we describe the modelling
approach we have designed, aimed at capturing only the information needed to
discover the movement patterns.

The core requirement is to identify the points in an information infrastructure
where data is moved between two organisational entities which differ in some
way significant to the interpretation of the data. These are the places where
the portability of the data is put under stress, where errors can occur when the
differences are not recognised, and where effort must be put in to resolve the
differences. The model must therefore allow us to capture:

– The movement of data across an information infrastructure, including the
entities which “hold” data within the system, and the routes by which data
moves between them; we call this the model’s landscape.

– The points at which key differences in the interpretation of data occur, both
social and technological.

5.1 The Model

We model the information infrastructure of an IT development in terms of the
existing data containers, actors and links of the data journey model landscape.
We use data containers to note the places where data rests when is not moving.
A data container can be a system’s database whenever the data are in electronic
form, or even a file cabinet, a pigeon hole, or a desk whenever the data are in
a physical form. For example, when a general practitioner (GP) requests blood
test results from the lab pathology of a hospital, data needs to travel from the
GP secretary’s desk (where the request card and the blood sample rests), to the
hospital porter’s pigeon holes, to the lab’s database (where results are input by
the lab analyst), and back to the GP’s database to discuss with the patient. We
model data containers using a rectangular box, as shown in Fig. 3.
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Fig. 3. Data journey diagram of a GP requesting blood test results from a pathology lab.

Actors are the people or systems that interact with the containers to create,
consume, or transform the data resting in them. In the example described above,
a lab analyst interacts with the lab system database to input the results of the
analysis in. He is the creator of the test results data. The GP consumes those
data by interacting with the GP system database. Actors are modelled using the
actor symbol of the UML notation, and the interaction with the containers with
a dotted arrow, as shown in Fig. 3.

While data may be stored in one container, it may be consumed at several
places in the landscape. Links are the routes that currently exist between two
containers along which data can move, and are modelled as straight lines between
two containers.

To move along a link, data must be represented in a medium of physical or
electronic form. For example, the request card resting in the secretary’s office
is moved to the pathology lab by post. The test results move from the lab’s
database to the GP’s system through an internet connection.

Containers, actors and links are parts of the landscape of the existing
infrastructure in which data moves. Often, a new movement must be imple-
mented. A journey describes the movement of data that needs to occur for a
piece of data that is needed by some consumer to move from its point of entry
into the landscape, to its point of use by the new actor. A data journey begins
from a container storing the source data, and ends at the container which the
end consumer interacts with. In Fig. 3, the initial container of the journey is the
GP desk and the final consumer is the GP.

Sometimes a direct link between the source and target container doesn’t
exist making the data to move through intermediary containers using existing
links. Those intermediate links are called legs. A data journey is made up of a
number of journey legs. Journey legs are modelled with an arrow connecting the
containers in which data are moved between. The direction of the arrow shows
the direction in which data needs to move. Journey legs can constitute existing
links or create a new link between two containers.

Figure 4 shows the meta-model for the data journey model, expressed in
UML. A data journey diagram is a set of consecutive journey legs. A journey
leg moves a piece of data from a source container to a target container through
an electronic or physical medium. An actor interacts with a container to create,
consume or transform the data stored in it.
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Fig. 4. The meta model of the data journey.

5.2 Identifying Potential Costs

Having created a data journey model, the next step is to add in the information
that can help us identify the legs where high cost or risk might be involved. We
have seen from the case study analysis that costs and risks arise when data is
moved between two entities that differ in some key way. Thus, when a human
enters data into a software system, or two humans with very different professional
backgrounds share data, or when software systems designed for different user
sets communicate with each other, there is the potential need to transform or
filter the data, to make it fit for its new context of use. However, to predict
those places where costs might appear, we need cheap to apply information,
since there is little value in predictions that cost a significant fraction of the
actual development costs to create. We therefore focus on obtaining only the
bare minimum of information needed, and ideally only on information that is
readily available or cheap to acquire.

In the case studies, we found that high cost and risk occurred when data was
shared between actors and containers with the following discrepancies:

1. Change of media: Containers using different media. For example, when a
legacy X-Ray image on film must be scanned into a PDF for online storage
and manipulation.

2. Discontinuity - external organisation: Containers belonging to different organ-
isational units. For example, cancer data captured by a F.T needed for
researching purposes by another agency.

3. Change of context, clash of grammars [9]: People speaking different vocabu-
laries. For example, when a secretary is asked to transcribe notes dictated by
a consultant.

We need low cost ways of incorporating these factors into the data journey
model. In some cases, the information is readily available. For example, it is nor-
mally well known to stakeholders when information is stored on paper, in a filing
cabinet, or in electronic form. However, other factors, like people’s vocabularies,
are less obvious. For these factors we use a proxy; some piece of information
which is cheap to apply, and approximates the same relationship between the
actors and containers as by the original factor. For example, we use salary bands
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as a proxy indicator for the presence of “clash of grammars”, on the grounds that
a large difference in salary bands between actors probably indicates a different
degree of technical expertise.

We use the following rules and proxies for indicating the presence of a bound-
ary between the source and target of a data journey leg. A boundary indicative
of high cost/risk can be predicted to be present when:

– the medium of the source container of a journey leg is different from the
medium of the target,

– the source container of a journey leg belongs to a different organisational unit
from the target container, or

– the actor creating the data at the source container has a different salary band
than the actor consuming it at the target.

To identify the places in which the above factors may impose costs, we
group together the elements of the data journey diagram with similar properties.
For example, we group together all physical containers, or electronic containers,
or clerical staff, clinical staff, elements belonging to the radiology department
of a Foundation Trust (F.T.), elements belonging to the GP, and so on. These
groupings are overlaid onto the landscape of the data journey model and form
boundaries. For example, Fig. 5 shows the containers belonging to the GP organ-
isation with blue colour and the ones belonging to the F.T. with orange colour.
The places where a journey leg crosses from one grouping into another are the
predicted location of the cost/risk introduced by the external organisational fac-
tor. In Fig. 5, the costly journey legs are noted with a red warning sign.

Other boundaries stemming from factors other than those stated above, are
also likely to exist. However, we do not include them in this analysis since the
amount of work needed to evaluate is another paper of its own. Both the bound-
aries described above and the data journey model have been evaluated in a
retrospective study of a real world case study from the NHS domain. The study
describes data moved from a GP organisation to the radiology department of a
F.T. The results of the evaluation showed that our model can identify places of
high costs and risks. A further description of the results is given in [4].

Fig. 5. Organisational boundaries and costs of the data journey diagram.
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6 Conclusions

In this paper, we have presented and motivated a new form of enterprise mod-
elling focused on data journeys, which aims to provide a lightweight and reliable
means of identifying the social and technical costs/risks of a planned IT devel-
opment. Our approach is based on lessons learnt from case studies written by
experienced NHS staff. The case studies showed how complex data movement
can be in large organisations, and the numerous barriers that exist that introduce
unexpected costs into seemingly straightforward data movement.

We have evaluated the effectiveness of the data journey approach, through a
retrospective study of data movement in a nearby hospital trust. In this study,
new software was brought in to reduce the costs of an existing data movement.
Our approach was able to predict all the changes made by the development team,
as well as proposing further improvements that the domain expert agreed looked
promising. The details of the evaluation can be found elsewhere [4].

However, further evaluation of the approach is needed to fully test the
hypothesis, and especially to test it in contexts that go beyond the healthcare
setting of the case studies from which it was developed. In addition, we wish
to explore further modes of use for the technique, since it is potentially capable
of highlighting cost saving opportunities in existing systems, and of assessing
organisational readiness to comply with new regulations (such as clinical care
pathways and guidelines).

A The Failure Factors

People-Oriented Factors
Resistance to change: new IT systems can require staff to follow new processes
and procedures, which they may resist. Staff can also fear replacement
Reluctance to engage with new technology: staff may resist a change from familiar
to unfamiliar technologies.
Varying IT literacy levels among staff: this can reduce or delay the benefits of
the new IT systems, until the necessary skills are acquired.
Clash of grammars[9]: Specialist vocabulary used by, e.g., clinicians may be
misunderstood by, e.g., secretaries, leading to delays and data quality problems.
Lack of trust: staff often don’t trust the IT implementation team and don’t
share knowledge, domain expertise and ideas with them.
Incorrectly identified stakeholders: key users might not be identified as stake-
holders and then will not be involved in decision making.
Insufficient stakeholder engagement: communication and engagement may vary
between stakeholder groups (e.g. secretaries, clinicians, GPs, developers).
Lack of a shared vision between stakeholders.
Insufficient resources for support and training: lack of training and support can
cause resistance to use the new system, thus reducing/delaying benefits.
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Data-Oriented Factors
Numerous data sharing agreements: records may be subject to many sharing
agreements, each controlling a different, narrowly defined subset of clinical data.
Conflicting formats/data structures : data needs to be transformed before it can
be used, often requiring substantial manual input.
Disconnected data silos: clinicians may trust their own legacy databases more
than shared ones, leading to duplicated, fragmented and inconsistent data.
Paper-based data: Paper-based data transfer is still widespread, and brings many
additional costs to a project.

System-Oriented Factors
System extensibility not considered during development: extending an existing
system with extra functionality can require significant reconfiguration.
Over-optimistic system reuse: when a system designed for one user group is
adopted by another, major reconfiguration/process redesign may be needed.
Inadequate system performance: system performance problems, especially over
the long term, can have a de-motivating effect on users.
User-unfriendly system design: new IT systems can be complex and inflexible.
Systems may be wholly or partially unused, or workarounds may be needed.
Costly system sustainability and maintainability: systems that cannot change
over the long term become decreasingly useful.
Top-down system design: managers may take decisions without consulting the
end-users. The needs of specific regions, departments or users may not be met.
Lack of required equipment: if insufficient or inadequate equipment is provided,
stakeholders may not receive the expected value from a new development.

Organisation-Oriented Factors
Organisation has a complex structure: large organisations are typically coalitions
of sub-groups, each with its own politics, culture, technologies and structures.
Regulations: organisational policies may conflict with the new system, and vice
versa, leading to reduced/delayed benefits and need for reconfiguration.
Organisational redesign: IT developments often demand organisational restruc-
turing, which is time consuming and often unwanted by staff.
Resistance to collaborative projects: staff may be reluctant to participate in IT
projects, fearing loss of data/process ownership, control and influence.

Governance-Oriented Factors.
Governance: organisations may resist sharing data due to concerns over infor-
mation and corporate governance, data ownership, privacy and confidentiality.
Responsibility: it may be unclear which organisational unit is responsible for
developing/procuring and maintaining new systems, and who owns the data.

Requirements-Oriented Factors.
Design-reality gap: the new system may not work as envisaged, or may contra-
dict processes and practises previously in use. Workarounds must be devised.
Engagement: if the implementation team doesn’t engage with clinicians and
other key stakeholders, the system functionality may not meet user needs.
Effect on quality of care: the need to input new data cuts in time that would
otherwise be spent focusing on the patient, and can reduce the quality of care.
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Politically-Oriented Factors.
Loss of political influence: a department may fear loss of influence and power
when a new IT system is introduced.
Financial pressures: projects are often expected to deliver with a tight bud-
get/insufficient resources, leading to expensive and risky workarounds.
Varying political power: the functionality that is built may be determined by
those with the most influence, rather than the actual end users.
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Abstract. The manual construction of business process models is a time-
consuming and error-prone task. To ease the construction of such models,
several modeling support techniques have been suggested. However, while
recommendation systems are widely used e.g. in e-commerce, such techniques
are rarely implemented in process modeling tools. The creation of such systems
is a complex task since a large number of requirements and parameters have to
be addressed. In order to improve the situation, we develop a data model that
can serve as a backbone for the development of process modeling recommender
systems (PMRS). We systematically develop the model in a stepwise approach
using established requirements and validate it against a data model that has been
reverse-engineered from a real-world system. We expect that our contribution
will provide a useful starting point for designing the data perspective of process
modeling recommendation features.

Keywords: Enterprise process modeling � Recommender systems �
Requirements � Data model

1 Motivation and Relevance

Business process modeling and reorganization are still among the top-ten of relevant
topics of today’s CIOs [1]. However, the construction of semi-formal process models is
even today, after two decades of research on business process modeling, a highly
manual task involving substantial human effort. Regarding the modeling activity, effort
is required to create models conforming to specified rules regarding the naming of
model elements and the abstraction level of model elements. Concerning the naming of
model elements, terminological problems are amongst the main problems when using
conceptual (process) models [2]. Moreover, effort and difficulty arises due to the
complexity of today’s business processes. It might not be easy to figure out where to
start modeling a process and where to stop and on which abstraction level to model
[3, 4] since guidance in modeling is largely missing in current tools. These barriers call
for process modeling support features, which assist users during process modeling and
make suggestions how to complete a currently being edited process model. Such
assistance functions are common features in programming environments (in terms of
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auto-completing e.g., Java code) or e-commerce systems (e.g., amazon.com). Although
it has been demonstrated that assistance functions are beneficial in these domains [5, 6],
assistance functions are not considered in commercial BPM tools. However, since
recommender systems “generate meaningful recommendations to a collection of users”
[7], development activities towards such systems should be given a priority in order to
offer assistance functions in process modeling tools too.

Up to now, some proposals that lead to prototypical developments have been made
in the area of recommendation-based process modeling [8] such as auto-completion
approaches [6, 9–11] or auto-suggest features [12, 13] or recommendation methods for
improving business process modeling [14]. However, these contributions rarely pro-
vide an explicit and detailed data model, so modelling the data perspective when
building such tools has to start from scratch. It is not an easy task since a large number
of requirements and parameters have to be addressed. To improve the situation and to
fill this gap, we systematically develop requirements-based data model for process
modelling recommender systems (PMRS) that can serve as a backbone for the
development of modeling recommender systems. The development is based on a
requirements catalog previously developed [15] from a literature analysis as well as
from three different empirical studies that also involve business users.

The remainder is structured as follows. At first, we describe methodological aspects
(Sect. 2). We then systematically construct the data model based on requirements
before we present the integrated model (Sect. 3). We then critically review our model
(Sect. 4) and finally end with a summary and conclusion (Sect. 5).

2 Methodological Considerations

We systematically develop the model in a stepwise approach using established
requirements. These have been elicited from literature (for short: R-Lit), a survey
among practitioners (for short: R-Prac), from a case study (for short: R-Case) and by
demonstrating a prototypical system to real users (for short: R-Prot) that used it and
commented on their experience. The detailed requirements elicitation is part of our
previous work [15]. Since scientific progress is cumulative, we need to re-introduce
these requirements throughout this paper in order to be able to construct our data
model. The construction of the data model is done in a step-wise procedure. Thereby,
requirements stemming from the before mentioned sources are used to derive partial
data models. These models are then combined to a single integrated model. After the
model has been constructed, we critically review our model by comparing it with a data
model being reverse-engineered from a real-world system. This critical review leads to
adaptations of the integrated model. Our research process is depicted in Fig. 1. Solid
arrows mean “leads to”, the dashed arrow means “go back and revise”.

3 Requirement-Based Design of the Reference Model

In this section, we systematically derive our data model based on requirements. We use
the term implementation to denote that a requirement is embodied in the data model,
meaning the data model reflects the requirement.
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3.1 Implementation of Requirements from Literature (R-Lit)

Requirements from literature have been elicited by reviewing related works found in
the databases SCIENCE DIRECT, ISI WEB OF KNOWLEDGE, SPRINGER and EBSCO that in
sum cover approx. 950.000 journals, books and conferences (see [15] for more details).
Requirements fall into three broad categories: Requirements in regard to the content
that is recommended, the recommendation capabilities and the recommendation sys-
tem. We introduce each requirement briefly and comment on how these requirements
are reflected in the data model. The data model in this section (cf. Fig. 2) and subse-
quent sections are constructed using the well-established notation of Entity Relation-
ship Diagrams that supports the specification of data structures on a conceptual level.

Content-Related Requirements
R-Lit-1. Recommendation of basic process model constructs. The system should be

able to recommend constructs such as elements, their structure and labels.
R-Lit-2. Recommendation of additional process model constructs. The system

should provide recommendations for other constructs such as resources.
R-Lit-3. Provide descriptive meta-information about the recommendations. The

system should provide relevant meta-information about the suggested
elements.

R-Lit-4. Provide provenance information about the recommendation. The system
should provide information to judge the quality of the recommendation.

We implement R-Lit-1 by introducing the entity Basic Recommendation Element,
R-Lit-2 by introducing the entity Additional Recommendation Elements (cf. Fig. 2).
We generalize both by introducing a more abstract Recommendation Element-entity. In
order to capture descriptive meta-information about elements that may also comprise

Fig. 1. Overview on research process taken
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provenance information (i.e. source of origin) as demanded by R-Lit-3 and R-Lit-4
respectively, we introduce the attribute Metadata and associate it to the entity Rec-
ommendation Element.

Capability-Related Requirements
R-Lit-5. Ensure recommendations with a high semantic quality. The system should

provide recommendations that are adequate and lead to a high semantic
model quality.

R-Lit-6. Flexible and easy application of recommendations. The system should
make it easy to work with recommendations and may guide the user in the
selection of suggestions.

R-Lit-7. Use personalization mechanisms. The system should provide personalized
recommendations tailored to the needs of the specific user in her specific
modeling situation.

R-Lit-8. Adjustable filtering options for recommendations. The user should be able
to adjust the filtering criteria for recommendations.

R-Lit-9. Adjustable amount of recommendations. The user should be able to adjust
the amount of recommendations.

R-Lit-10. Multiple recommendation strategies. Recommendations should be deter-
mined using different calculation strategies in order to fit the user
requirements.

The semantic quality of recommendations is mainly dependent on the concrete
algorithm used to calculate recommendations as well as on the concrete instance data,
so R-Lit-5 is not directly relevant for the data model. Likewise, R-Lit-6 cannot easily

Fig. 2. Literature-based partial model
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be reflected in the data model on account of its non-functional nature (e.g. due to terms
such as “flexible” and “easy”).

In contrast to that, R-Lit-7 can be embedded in the data model by introducing the
relation Selection between the entities Recommendation Element and User. In this way,
decisions to include a recommended element in the model that a user has been made are
recorded as “selections” and can be leveraged for computing future recommendations.

R-Lit-8 and R-Lit-9 are requirements that permit a user to adapt the system to his or
her individual preferences. Hence, an entity User Settings has been introduced as a
specialized form of a more general Settings-entity. Since selecting the best recom-
mendation calculation technique as required by R-Lit-10 may be a matter that requires
experience, this is probably best set by an expert user engaged in setting up the system.
So R-Lit-10 has been attributed to this more general Settings-entity.

System-Related Requirements
R-Lit-11. Support knowledge base evolution. The system should provide capabilities

such as versioning, change management, importing new content or
learning.

R-Lit-12. Compatibility to existing tools and languages. The system should work
with existing modelling languages and in conjunction with existing tools.

We reflect R-Lit-11 by introducing a separate entity Element-Set that represents an
arbitrary number of collections of elements (e.g. process activities to be suggested for
several business domains). In addition, to provide for versioning and change man-
agement capabilities, the attribute Metadata is associated to Element-Set. R-Lit-12
demanding compatibility to existing tools finally is not eligible for representation in the
data model. Figure 2 shows the derived partial model from the requirements along with
the requirements that are depicted as graphical annotations.

3.2 Implementation of Requirements from Practitioners (R-Prac)

The following requirements have been derived based on studies that involved 48
participants as described in more detail in [15].

R-Prac-1. Various sources for recommendations. The recommendation system
should be able to generate recommendations from various sources.

R-Prac-2. Provenance information. The recommendation system should provide
background information regarding the source and quality of a
recommendation.

R-Prac-3. Display of recommendations on request. Recommendations should be
provided when the user requests the system to do so.

R-Prac-4. Multiple ways of displaying recommendations. The recommendation
system should provide multiple ways of displaying the recommendations
varying in their degree of non-obtrusiveness.
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We implement R-Prac-1 and R-Prac-2 by introducing an additional attribute
Metadata and associating it with the entity Element-Set. In this way, the source and the
origin of a recommendation can be recorded and exploited by the algorithm computing
the recommendations. Adjustments to the provision of suggestions that a user or system
administrator might want to set according to R-Prac-3 and R-Prac-4 can be stored in the
User Settings and Global Settings respectively. Figure 3 shows the derived partial
model from the requirements.

3.3 Implementation of the Requirements from the Case Study (R-Case)

Requirements that have been collected involving 100 participants in a case study as
described in more detail in [15].

R-Case-1. Understandable recommendations. Since one main positive aspect of
using standardized activities has been that their interpretation is less
ambiguous, the PMRSs should use such standardized activities.

R-Case-2. Recommendation of “uncommon”, innovative contents. For example, the
system may suggest activities that are executed typically in another
industry and in that way inspire the process design.

R-Case-3. Extension capability of the pre-defined contents. To provide a remedy for
missing activities, the recommendation system should include a feature to
extend the internal knowledge base.

R-Case-4. Benchmarking feature. The system should facilitate benchmarking e.g. by
suggesting Key Performance Indicators (KPI) or by enabling a compar-
ison of KPI values.

R-Case-5. Advanced model processing features. The system should offer advanced
features for the translation of models in multiple languages (e.g. process
taxonomies such as PCF exist in different languages), to compare models
or to show which area of enterprise activities they cover based on their
semantics.

R-Case-6. On/off switch and decent presentation of recommendations. The system
should be switched off easily and the recommendations should be
presented decently.

Fig. 3. Practitioner survey-based partial model
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We reflect R-Case-1 by the attribute Metadata associated to the entity Recom-
mendation Element since additional information stored as metadata might help to
provide understandable recommendations. Their “uncommonness” or innovativeness
as requested by R-Case-2 however is an attribute of the data being stored in the
Element-Set and as such cannot be reflected in terms of structures in the data model.
Further, import features for new content as demanded from R-Case-3 as well as
advanced model processing features required by R-Case-4 have to be implemented as
part of the functionality of a PMRs and thus are not reflected in the data model. In order
to provide a benchmarking feature as implied by R-Case-4, Key Performance Indica-
tors are required since they form the basis of any comparisons. These factors can be
suggested similar to other Additional Recommendation Elements and thus are intro-
duced as a specialization of the latter. An on/off-switch required by R-Case-6 can be
realized as part of the User Settings data. Figure 4 shows the derived partial model
from the requirements.

3.4 Implementation of the Requirements from Assessing a Prototype
(R-Prot)

This section describes the implementation of the following requirements that have been
collected by assessing a prototype with 66 business users as described in more detail
in [15].

R-Norm-1. Recommendation of organizational units. The system should recommend
additional elements such as organizational units executing the activities.

R-Norm-2. Recommendation of resources. The system should recommend resources
such as documents, tools or information systems.

R-Norm-3. Customized specific taxonomies. To make sure a plethora of potential use
cases is covered, the predefined contents in the system should be
customizable.

Fig. 4. Case study-based partial model
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R-Norm-4. Mobile version of the recommender. Due to the fact that an increasing
amount of work is done on the go, a mobile version should be offered.

R-Norm-5. Interface to other systems. Data inside the PMRSs used for recommen-
dations such as taxonomies of pre-defined activities or organizational
units should be updated frequently via interfaces to systems containing
that data.

R-Norm-6. Support multiple platforms. As there are different platforms and
architectures used in companies the support of the most important of
them is needed to make sure the system gains acceptance.

R-Norm-7. “Intelligent recommendations”. This requirement is more an overall
characteristic of the whole system and demands that recommendations
should be made on the right time in the right manner with adequate
content.

R-Norm-8. Show recommendation context. The user of the system should be
informed about the semantic context of a recommendation that is offered.

The requirement of suggesting additional elements as stated in R-Prot-1 and
R-Prot-2 can be implemented by introducing the requested elements as specialized
Resource entities Documents, Tools and Information Systems. The requirement of
customizing the element collection used to calculate recommendations stated in
R-Prot-3 can be reflected by the Part-of-relation between Recommendation Elements
and Element-Set. In this way, the same recommendation elements may be part of
different element sets (e.g. an element set for each industry the recommendation tool is
used in). The usage of the PMRs in a mobile version (R-Prot-4) and its interfaces to
other systems (R-Prot-5) as well as support for multiple platforms (R-Prot-6) are
outside the scope of the data model. Also, “intelligent” recommendations (R-Prot-7) are
an obligation of the algorithm that operates on top of the data. However, showing the
recommendation context as requested by R-Prot-8 may be supported using the infor-
mation stored in the attribute Metadata associated to the Recommendation Element-
entity. Figure 5 shows the derived partial model from the requirements.

Fig. 5. Demonstration-based partial model
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3.5 Integrated Data Model

The partial models that have been developed in the previous sections are integrated into
a single model that is depicted by Fig. 6.
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4 Critical Review and Refinement of the Information Model

In this section, we first introduce a real-world implementation of a PMRS. After this,
we present the data model of the implementation in the next section.

4.1 Introduction of a Real-World PRMs Implementation

The prototype has been built with the purpose to design an artifact that is useable,
testable and evaluable. We used web technologies on the frontend in conjunction with a
server-based backend (PHP, MySQL). With this tool, a modeler is able to create simple
linear process models (cf. Fig. 7a) and use the recommending and autocomplete-feature
of the system. The auto-completion feature (cf. Fig. 7b) allows completing the labels of
model elements based on keywords typed in an input field. The recommendation part
of the system is capable of suggesting the next element (cf. Fig. 7c). The system had
been populated with process information (the labels and hierarchy of approx.
1000 enterprise functions) from the Process Classification Framework (PCF) in version
6 (see www.apqc.org), although other ontologies in semantic business process mod-
elling [16] might also provide relevant contents.

4.2 Data Model of the Implemented Tool

The tool was implemented initially to serve as a testbed and evolved over time. Hence
the data model that has been derived systematically was not present in the beginning of
the tool development. In this way, the data model of the real-world tool provides a good
opportunity to review and refine the requirements-based normative data model lever-
aging the experiences from a real-world implementation. Figure 8 shows the data
model which we reverse-engineered for the sake of our data model development.
Shaded elements indicate the recommendation-specific parts; non-shaded parts repre-
sent data needed for more general modelling functionality.

Fig. 7. User interface of the PMRs implementation
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The following description (in italics) of the data model was given by the person
who was involved in the development and was in charge of managing the data model.
References to elements of the implemented PMRS inside the description are made
using single quotation marks ‘’. We interrupt the description to comment on missing
parts in our data model and begin such comments in a new line and enumerate them.
For the sake of brevity, we do not comment on equivalences between the two models.

“The central aspect of the conceptual data model is the ‘element’ entity. It conduces as the
central aspect for saving information about potential elements that could be used in a rec-
ommender system. As the recommending is mainly based on names the attribute ‘name’ is
important. Furthermore, as in mostly all entities the use of an ID as primary key is compulsory.
As one of the requirements has been to allow any kind of hierarchies, the entity ‘hierarchytype’
became part of the conceptual data model. First the information about what kind of hierarchy
can be defined such as superior, inferior, equal, parent or child relations. In combination with
the relation ‘elementhierarchy’ which combines two entities ‘element’ and an entity ‘hierar-
chytype’ the saving of generic hierarchies becomes possible. The design with the generic entity
and the ternary relation is necessary to make sure individual terminologies as well as different
kinds of relations are possible. Potentially the generic construct could be replaced with indi-
vidual relations named after the kind of hierarchy (e.g. three relations named ‘follower’,
‘parent’ and ‘child’). However, in a conceptual data model generalization is preferred.”

(1) In our current data model, we cannot represent relations such as hierarchies or
follower-successor relations. We therefore have to extend the model with an entity
Relation Type and a ternary relation Element Relation.

“Another essential requirement of a generic conceptual data model is the need to save relevant
metadata about an element such as the industry for which the element is specific, the context in
the enterprise (e.g. production, HR), etc. To make sure that all potential values for arbitrary

Fig. 8. Data model of the real-world PMRs
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metadata are savable, this has been included in a generic way. Therefore, a new entity ‘at-
tributetype’ is introduced. This entity represents meta-information about what types of infor-
mation could be saved. Consequently, this entity will hold the name of the information (e.g.
industry, context, etc.). The information itself will reside in the attached relation between the
‘attributetype’ and the ‘element’ which is called ‘elementattribute’. It includes the value and,
untypical for a relation, an ID as primary key. This makes sure that for a defined ‘element’ and
one ‘attributetype’ more than one ‘value’ is saveable (e.g. multiple industries for an activity).”

(2) In our current data model, we cannot store metadata about Recommendation
Elements and Element-Sets in a generic way. We therefore refine our data model
and switchMetadata from an attribute to a separate entity type that is connected to
both Recommendation Elements and Element-Sets via a relation. In this way, a
generic mechanism for storing metadata is possible.

“For a modeling environment, the central entity is the model with its very own data such as
‘title’ and ID and potentially many more. It is connected through the relation ‘modellink’ to the
entity ‘modelelement’ which saves the elements within the model with their name and with an
ID. However, from the central entity ‘element’ a relation was built which bridges the recom-
mending to the modeling system. To make sure that certain ‘modelelements’ that got inserted
into a ‘model’ do not lose their link to an element proposed by the recommender this link is
saved within the relation ‘elementlink’. So, after inserting a recommended element into a model
the conceptual data model will be able to record this.”

(3) In our current data model, we cannot record the information that a user has
accepted a recommendation and inserted an element in his or her model. There-
fore, we have to extend our data model with the entities Model and Model-
Element.

“Furthermore, to provide for the possibility that not only following ‘modelelements’ are sug-
gested but also objects that are annotated to a certain ‘element’ (such as Organizational units
and Resources), the entity ‘object’ has been inserted. With its ‘objecttype’, the relation ‘type’
and the relation ‘elementobject’ it provides the basis for saving complex objects to the sug-
gestable elements. This provides the option to recommend objects.
Another part of the conceptual data model is a relation called ‘modelattribute’ between a

‘model’ and an ‘attributetype’. The potential of the relation is to save information for a whole
‘model’ of the same kind an ‘element’ can have attributes of (e.g. industry, context, etc.). This
guarantees that potential recommendation algorithms can take account of model information
and adapt their recommendations.”

(4) In our current data model, we can only specify settings with the help of the entities
User Settings or Global Settings. We however cannot specify settings related to a
model (e.g. the industry for which a model is constructed). We hence have to
extend the data model with an attribute Model Settings.

“Equally to the ‘modelattribute’ the conceptual data model was extended to the relation
‘userattribute’ which connects the user from the modeling system with the ‘attributetype’. For
the same reason of saving special informations about a model the system is enabled to save
information about the user (e.g. the user is from a special industry, context, etc.). This can also
be integrated in the recommending system to make sure the recommendations are adapted
accordingly.”
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4.3 Final Refined Data Model

In the following, we present the final refined data model (cf. Fig. 9) that implements the
changes identified above. Added/refined elements are depicted with shading and the
number of the change identified above is added. Further, simplifications regarding the
sub-types of recommendation elements (cf. Fig. 6) have been made.

5 Summary and Outlook

Although sophisticated modeling tools exist, guidance in process modelling in terms of
auto-completion and recommendation features is – apart from some few research
proposals – largely missing even in today’s tools. However, to build such tools is a
challenging task since a multitude of data and parameters have to be organized.
Unfortunately, existing research works either do not make the data structures

Fig. 9. Overview on research process taken
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underlying recommendation-based systems explicit or the data structures are not
developed in a systematic way. In this contribution, we therefore fill this gap in sys-
tematically developing a requirements-based data model. We did so using previously
elicited requirements from various sources in order to construct partial models. We then
combined these partial models into an integrated model. In a last step, we critically
reviewed our data model in the light of a data model that was obtained by analyzing a
real-world system. This analysis led to interesting insights that in turn caused exten-
sions and revisions of the initial integrated model. These insights would not have been
possible without the experiences gained in the implementation of the real-world sys-
tem. We hope that our model will ease the implementation of new PMRS or informs
further development activities around existing systems and that we can help to inspire
more research and development in the field of modeling support.

Future research opportunities exist in exploring additional real-world data models
of other types of recommendation or assistance systems in order to additionally refine
our data model. Moreover, we plan to explore and develop algorithms and parameters
working on top of the data model.
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Abstract. Coordination processes are business processes that involve
independent profit-and-loss responsible business actors who collectively
provide something of value to a customer. Coordination processes are
meant to be profitable for the business actors that execute them. How-
ever, because business actors are independent, there is also an increased
risk of fraud. To compute profitability as well as quantify the risk of
fraud, we need to attach value models to coordination process models.
In this paper, we propose guidelines for deriving a value model from any
coordination process model. Next, we show how our approach can be
used to identify possibilities of fraud offered by a coordination process,
as well as quantify the financial impact of known fraudulent processes.
Finally, we discuss additional applications, such as identifying commer-
cially superfluous tasks, or missing tasks needed to achieve a financially
sustainable process.

Keywords: Risk-aware BPM · Cost-aware BPM · Process analysis and
improvement

1 Introduction

Today, electronic commercial services, are an important source of revenue for
many businesses. For instance, consider companies such as Netflix, Spotify, or in
our case study domains, Internet service providers and telecoms. Most e-services
share two common attributes: (1) they are paid, usually by a customer and (2)
they are provided by a complex network of enterprises. As a result, these services
are open to opportunities to commit fraud. For example, a fraudulent actor may
use the telephone subscription of someone else to place expensive phone calls.
c© IFIP International Federation for Information Processing 2016
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Although fraud is often performed by misusing a business or coordination
processes, its impact is actually on the business value level. Therefore, we
need an instrument to analyze and express its financial effects for all actors
involved. In line with previous work on value-based fraud analysis [1,2], we use
an e3value model [3] for this purpose. Because a value model represents what
actors exchange with each other in terms of economically valuable objects (such
as products, services or information), it is fundamentally different from a process
model. Abstracting away from operational details, e3value models only show
what is offered, and not how.

Unfortunately, for many commercial services, information contained in a
value model only exists in the mind of stakeholders, but an explicitly stated
model is lacking. Coordination process models, however, often are available or
can be harvested from existing coordination and orchestration systems [4]. While
several approaches can be useful for designing a process model based on given
value model [5–10], to the best of the authors’ knowledge no previous work exists
looks at an inverse technique.

Our contribution is therefore a new set of guidelines by which an available
BPMN coordination process model can be used to derive a corresponding e3value
model (Sect. 3). With the resulting value model, we can use existing tools to iden-
tify and prioritize fraud and misuse scenarios (see Sect. 4.1), as well as estimate
the impact in terms of lost value, and potential gain in terms of misplaced value
for the actors involved (see Sect. 4.2). This assists the decision making process by
enabling quantification of risks, but is also useful for rationalizing coordination
models (see Sect. 5).

2 Background

2.1 Business Process Modelling

Business process models describe sequences of activities in business units or orga-
nizations. There exist a large variety of techniques to document processes, rang-
ing from flowcharts to Gantt charts and from Data Flow Diagrams to UML. For
coordination process modelling, two established notations currently stand out:
The Business Process Model and Notation (BPMN) and the Business Process
Execution language (BPEL). The BPMN notation [11], is designed to appeal
to technical users while being understandable to business users as well. BPEL
[12], on the other hand, is mainly targeted at web service developers and lacks a
standard graphical notation. Several approaches for translating between BPMN
and BPEL have been proposed [13–15], but they have mainly served to expose
fundamental differences between BPMN and BPEL [16,17].

Given the difference between BMNP and BPEL, we decide to use BPMN in
this paper because of its standardized notation and because its audience and
scope are closer to that of value models.
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2.2 Value Modelling

The purpose of value modelling is to aid in business development, namely
to explore, develop, and evaluate the value proposition of an enterprise, or
a constellation of these. There are three important approaches: (1) the Busi-
ness Model Ontology/Canvas (BMO/BMC) [18], (2) the Resource/Event/Agent
(REA) ontology [19], and (3) the e3value ontology [3].

The BMO approach takes one enterprise as point of departure, and considers
its customers, suppliers, and other surrounding actors. However, since for fraud
analysis we are mainly interested in networks of enterprises rather than just one,
the BMO/BMC is less suitable for our purposes. The REA ontology is based on
accounting theory, more specifically double entry bookkeeping. For our goal, it
adds unnecessary complexity by requiring that each business transaction has four
actions, namely increasing the amount of money and decreasing the stock at the
seller’s side, and decreasing the amount of money and increasing possession (of
the delivered good) at the customer’s side. Additionally, REA does not explicitly
support multi (>2) transfer transactions. Therefore, in this paper, we utilize the
e3value approach, which recognizes the importance of the network of actors, and
the idea of economic reciprocity in multi-transfer transactions.

In e3value, there are a number of modelling constructs available to express
a value proposition [3], which we discuss below. Figure 3b shows a very simple
e3value model. Enterprises and customers are represented as actors, and a set
of actors of the same type (e.g. customers) is represented as a market segment.
These actors are economically independent actors that intend to make a profit (in
case of companies), to play break-even (in case of non-for-profit organizations),
or to increase economic utility (in case of end users). Actors exchange objects of
value with others, by value transfers. Some value transfers belong to each other,
as they are reciprocal. For instance, a good may be transferred in return for the
transfer of money. Such transfers have a mutually opposite direction; money is
paid to the seller by the customer, and the good is transferred from the seller
to the customer. Actors have value interfaces, consisting of value ports. These
interfaces model economic reciprocity, as each interface has at least one ingoing
port (e.g. a payment), and one outgoing port (e.g. delivery of a good). Actors
may have a customer need, which results in value transfers (e.g. obtaining a
product in return for a payment). Similarly, enterprises may express relations
between value interfaces, denoting that in order to sell a product, other prod-
uct(s) must be obtained. The dependencies among transactions needed to sell a
product, are represented by a dependency path. Boundary elements express that
we do not consider additional transfers anymore, and as such represent system
boundaries.

It is important to understand that the e3value approach is different from
what is usually done in process models [20]. The most important differences are:
(1) e3value recognizes explicitly the notion of economic value, (2) e3value has a
modelling construct for the notion of economic reciprocity, and (3) e3value only
has dependency constructs and therefore can not represent time-ordering and
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control flows as used in process models. this corresponds to the goal of e3value,
which is to understand financial effects in a network of enterprises, and to do
business development.

2.3 Relating Value Models and Process Models

Value models and coordination models have different goals and thus represent
different types of information. At the same time, they are also related because
they express different aspects of the same artifact, namely a set of enterprises
and customers aiming to make a profit or to increase their economic value.

When designing a new e-business network, the designer starts with the devel-
opment of a value model, often as a result of a series of business development
workshops. The primary goal is to arrive at a shared understanding amongst the
participating enterprises about what they offer each other of economic value,
without considering how these value propositions are executed in terms of oper-
ational business processes. This allows identification of potentially profitable e-
business models from a management point of view. If a profitable e-business
network has been designed, the next step is to asses operational feasibility,
which includes assessing and mitigating risks of fraud. This requires a coor-
dination process model. Schuster et al. discuss the design of UMM models from
e3value/REA models [6,7]. The design of a process model from a value model
can be also based on a consideration of trust issues [1,8] or on the distinction
between ownership and possession of value objects [9,10].

In this paper we consider the case where businesses are already cooperating,
but they want to assess the business value of this cooperation, for example
in order to assess if the cooperation is still profitable, to assess the economic
necessity of all parts of the coordination process, or to assess the potential for
fraud, as we do in this paper. In the real world, many business processes and
coordination processes evolve without regular consideration of the underlying
value model, and it has been observed earlier that identification of the value
proposition of a business process is a key concern of practitioners [21].

In the next section we show how to derive a value model from an existing
process model, in Sect. 4 we show how to use the resulting pair of models in
fraud analysis and in Sect. 5 we discuss further applications.

3 From Coordination Process Model to Value Model

As the value model represents different information about a value web than a
coordination process model does, deriving a value model from a process model
cannot be fully automated: information needs to be added to as well as deleted
from a process model. Moreover, to add this information, value design decisions
need to be made, such as which step in a process actually adds value for which
actor, how much value is added, and which dependencies exist among economic
transactions. These informal decisions - underlined in Fig. 2 - cannot be auto-
mated, and which of these decisions need to be made differs per process model
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and depends on the intended value model. The rest of this section elaborates on
the derivation process proposed in Fig. 2 and gives guidelines for these decisions.

As a running example we take the simple process of setting up a new home
Internet connection which requires network credentials. This applies to some
telephony connections and/or ADSL connections where each user is authenti-
cated to the provider via a username and password that are not linked to the
equipment used to enable logical access to the provider’s network (e.g. modem).

Fig. 1. Ideal coordination model for setting up a new home Internet connection

The normal (i.e. ideal, from the perspective of the provider) process by which
a new subscriber requests and receives access to the network is shown in Fig. 1.
When a customer places an order for a new Internet connection, it triggers the
generation of new access credentials. While the user pays for the first month
of service, the credentials are sent to him by mail. A technician is scheduled a
week or two later to install the necessary equipment (usually a modem). Once
the equipment is installed, the credentials can be used to obtain access to the
Internet. Note that, for simplicity and didactical reasons, we assume the provider
does not wait for the payment to be received before proceeding with setting up
the connection. Since modelling physical objects (such as money) as a message
is only necessary if their arrival acts as a message event or is expected as input
for some activity [22, Sect. 5.2] we omit modelling the payment as a cross-border
message flow.

3.1 Mapping Process Elements to Value Elements

Several BPMN concepts do have corresponding concepts in e3value. Elements
such as BPMN pools, swimlanes, start points and flows share semantic simi-
larities e3value actors, sub-actors, needs and value transfers. We propose the
following mapping:

Pools to Actors: Instantiate every BPMN pool as an e3value actor and every
BPMN swimlane as a e3value sub-actor.

Running Example: BPMN Swimlanes End-user and Provider are instantiated
as e3value Actors with the same name.
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Fig. 2. Proposed derivation approach: solid boxes can be fully automated; dotted boxes
require human decisions (underlined).

Start Events to Needs: Select the BPMN Start Event(s) that correspond(s)
to consumer need(s). Instantiate as corresponding e3value need(s), located at the
same actor as the selected start event.

Running Example: BPMN Start Event Need for new Internet connection
becomes an e3value Need associated with End-user.

Activities and/or Flows to Value Transfers: Per activity and per flow, state
if they deliver value and to which actor. Then, create a corresponding transfer in
the value model.

Guideline: A BPMN activity maps to an e3value activity if and only if the
BPMN activity results in a potential profit. In many situations, this is not the
case; many BPMN activities are generating costs. Therefore, the mapping from
BPMN activities to e3value activities is non-trivial. To find such a mapping, the
modeler should ask himself: which BPMN activities and flows relate logically,
such that together, they create a profit.

Running Example

– BPMN activity Pay for order provides (monetary) value to the Provider.
Therefore, it is mapped to an e3value transfer of type MONEY which we
name Payment.
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– BPMN activities Generate credentials, Receive credentials and Install equip-
ment, as well as the flows connecting them to each other and to the other
components of the process model together provide (service) value to the End-
user, in the form of Internet access. Therefore, they are grouped into an e3value
transfer of type SERVICE which we name Internet access.

– BPMN activity Place order and the corresponding message flow only serve as
a coordination mechanism and do not provide any value to any of the actors.
Therefore, they do not have a corresponding transfer in the value model.

The value model after this first step is shown in Fig. 3a.

(a) After step 1 (b) After step 2

Fig. 3. Evolution of the derived value model for setting up a new home Internet
connection

3.2 Enriching the Value Model

Group Transfers: Per actor, reciprocal transfers which always occur together
should be grouped as part of a single e3value interface.

Guideline: For each actor, two transfers he is engaged in are reciprocal (and
therefore part of the same interface) if that actor considers that the outgoing
transfer provides adequate compensation for what he offers [23]. Note that this
does not have to be a on-to-one mapping: an interface may contain any number
of incoming and outgoing transfers. While BPMN does not contain sufficient
information to decide when two transfers are reciprocal, the execution semantics
of BPMN can help ruling out transfers which are not. Specifically, exclusive gate-
ways, event gateways and multiple start events give birth to alternative paths
[24]. Depending on the conditions of the split or which start event is triggered,
activities belonging to one of the alternative paths might not be executed. Con-
versely, a process model with a single start node and no OR or XOR splits will
always terminate, and all activities will be executed [25]. Two e3value transfers
between the same two actors, can be grouped if and only if all BPMN activities
that were mapped to these transfers in the previous step are part of the same
path. Conversely, if any two activities required for the realization of any of the
two transfers are located on alternative paths, then the two transfers should not
be part of the same interface.
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Running Example: The two transfers (Payment and Access) are reciprocal and
part of the same path and can therefore grouped.

Add Dependency Paths: Following the sequence and message flow of the orig-
inal BPMN model from the start, add corresponding dependency paths between the
elements of the value model.

Guideline: Since e3value models lack procedural information such as timing,
the goal of this step is not to accurately represent the order in which the trans-
actions take place but rather the causal dependencies between these transac-
tion. Therefore, care must be again given to alternatives paths. As a guideline,
map parallel gateways to AND nodes and exclusive gateways and event-based
gateways to OR nodes. e3value OR node are annotated with fractions. These
fractions should reflect the relative likelihood of the condition-events (in case of
event-based gateways) or of the conditions (in case of exclusive gateways).

Running Example: we just need to connect the Need to the only transaction.

Add Ends: Add e3value ends as needed to any transactions without a connection
to a dependency path.

Running Example: we are left with one transaction which has no outgoing depen-
dency paths so we add an end point and connect it to this transaction.

Add Value Estimates: Quantify the value being generated or transfered by the
activities in the process model and attach these values to the corresponding transfers.

Guideline: e3value provides two ways of attaching monetary values to transfers:
if the object being transferred has the same value for both the actors involved,
then this value is attached to the transfer itself; otherwise, each individual val-
uation is attached to the corresponding end of the transfer.

Running Example: We add the value of the payment to the “Payment
[MONEY]” transfer. We may also add the valuation by any or both of the actors
of the “Access [SERVICE]” to the model.

The final value model is shown in Fig. 3b.

4 Applications to Fraud Analysis

Once we derive a value model from an ideal coordination model, we can leverage
previous work on value models in order to run various value-based analyses
on it, such as fraud assessment using e3fraud [2]. Or, if we started out with
a coordination model which includes fraudulent activities, we can do impact
estimation using e3value [3].
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4.1 Fraud Assessment of an Ideal Coordination Process

In this section, we apply the e3fraud methodology for automated identification
and prioritization of business risks in e-service networks [2] to a derived value
model and discuss the implications of the results on the initial process model.
The associated e3fraud tool1 can generate possible fraudulent variations, in terms
of (1) transactions that might not occur as agreed, (2) transactions that were
not expected to occur and (3) collusion, where two or more actors thought to
be independent act together against the interests of the provider. It also orders
these sub-ideal scenarios based on potential gain for the fraudster, impact for
the service provider, or both.

Fig. 4. Highest ranked sub-ideal
model generated by the e3fraud
tool from the model in Fig. 3b

For instance, if we load the derived value
model of our simple running example (Fig. 3b)
into the e3fraud tool, breaking transactionality
by bypassing the only payment is – quite obvi-
ously – identified as the most damaging scenar-
ios. Figure 4 shows the corresponding e3fraud
model, as generated by the e3fraud tool. The
Payment transfer is marked as dashed to high-
light the fact that it does not occur.

Leveraging the decisions made during the
derivation process, we can now extend the
e3fraud analysis by mapping a fraudulent sce-
nario back to the original process model,
adding mitigations to this process model, and assessing the impact of those
mitigations on the profitability as well as the fraud risks of the value model.
This too is a partly automated and partly manual process, and could be a topic
for further investigation.

4.2 Impact Estimation of a Sub-ideal Coordination Process

The above approach allows us to find fraud using a process model and a cor-
responding value model of the ideal, non-fraudulent way of doing business. In
many economic sectors, there are however known process models of fraud. For
these process models, our approach can help estimating the economic impact of
the fraud by constructing the corresponding value model of the fraud.

For instance, a known vulnerability of the process of setting up a new Internet
connection – as described in Sect. 3 – involves exploiting the time delay between
receiving the credentials and the physical installation of the equipment by a
technician. A BPMN model of this fraudulent process is shown in Fig. 5.

By applying the proposed model transformation steps, we end up with a
corresponding value model of the fraud, as shown in Fig. 6. We can now eval-
uate this value model using the established e3value profitability analysis [3] to
estimate the profit made by the fraudster as well as the associated costs for

1 https://github.com/danionita/e3fraud.

https://github.com/danionita/e3fraud
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Fig. 5. Manually created sub-ideal process model of setting up a new home Internet
connection

Fig. 6. Value model derived from the model in Fig. 5

the internet provider. Furthermore, we can apply extensions of e3value aimed
at analyzing sub-ideal value models – such as e3control [26] – in order to help
implement preventive measures.

5 Case Study: The Roaming Service

In the previous sections we used a simple, didactic example to introduce our
proposed derivation approach and and demonstrate how it can be used to asses
the potential for fraud in an existing non-fraudulent process as well as to esti-
mate the financial impact of a fraudulent process. Next, we test our approach
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on a realistic business model obtained from a telecom service provider in order
to discuss alternative applications which were not visible in the first example.
Specifically, we investigate if we can leverage the process-to-value mapping cre-
ated as part of the derivation process to identify potential risks related to the
commercial feasibility of a coordination process. To this end, we obtained and
analyzed a coordination model of the process of calling from abroad, also known
as roaming. This is a telephony service which involves multiple providers (both
the home and the visited provider need to collaborate to provide the service)
and several payments (between providers and between providers and the user).

The ideal process by which roaming services are provided and charged is
shown in Fig. 7. The process is triggered when the subscriber receives or initiated
a call. Calling is a looping activity that triggers a technical sub-process (mobile
subscriber identification, network routing, and so on). When a call is ended, a
record of that call is saved. At fixed intervals, call records are billed and these bills
are sent to the respective home providers. In turn, the home provider performs
a corresponding payment and adds these costs to the subscriber’s monthly bill.

We derive a value model from the process model shown in Fig. 7 above by
applying the transformation steps described in Sect. 3. The resulting value model
is shown in Fig. 8. Note that the transfer Call has no reciprocal transfer. This
unusual result is discussed next.

Non-reciprocal Transfers: In the value model shown in Fig. 8, obtained
by applying the proposed derivation method to the process model shown in
Fig. 7, there is a transaction consisting of a single, non-reciprocal transfer: the
Call[SERVICE].

Fig. 7. Ideal process model - roaming service
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Fig. 8. Ideal value model - roaming service

A non-reciprocal transfer implies that something realizing the reciprocal
value transfer, is missing from the initial process model. Such duality problems
in value models created with our approach can have one of two causes: either
(1) there is a problem in the process or (2) there is a problem in the model of
the process. The former is indicative of a financially unfeasible process, which
means the process is either altruistic or fraudulent. The latter means that the
activities or flows realizing the reciprocal transfer are intentionally left out (i.e.
are out of scope of the model) or unintentionally omitted (as a result of improper
modelling or poor data quality). Deciding which cause applies in a certain case
is important as it might trigger a re-design of the process or an update of the
model. Checking the process model against consistency rules, such as realizabil-
ity [27], local enforceability [28] and desynchronizability [29] might help identify
which of the three situations described above we are in and why, but this is
subject of further research.

In the example of Fig. 8, the process model is incomplete: it lacks information
with regard to what is provided by the customer whenever he wishes to make a
call, namely an identifier (commonly referred to as an IMSI2 in telecom) which
acts as proof that the subscriber has the right to perform roaming calls. This
right was obtained when the SIM card was first purchased or is included in the
monthly subscription fee.

The fact that reciprocal value-producing tasks missing from the process
model will result in incomplete or incorrect value models when transformed
using our approach suggests that we can also use the approach proposed in this
paper to rationalize and validate coordination models and processes in terms of
their financial sustainability.

2 International Mobile Subscriber Identity, used to identify the user of a cellular net-
work and is a unique identification associated with all cellular networks [30].
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Superfluous Activities: Another result of the derivation of a value model from
the process model in Fig. 7, is that one of the tasks - namely, Save call records was
not identified as being part of a value transfer. Similarly, in Sect. 3.1 we did not
map the Place order activity of Fig. 1 to a value transfer. This indicates that these
tasks do not have a commercial purpose. Therefore, from a commercial point of
view, the process can be streamlined by eliminating the task. But perhaps from
another point of view, e.g. auditing, the task may still have to be included.
Whichever the case, but observations such as these could provide a starting
point for process optimization activities.

6 Conclusions and Future Work

Our derivation approach can be used to construct a value model from a multi-
actor BPMN process model, which in turn allows profitability analysis of the
original process model, the generation of fraudulent variations of the process
model, and the analysis of the financial effects of changes (fraudulent or not)
in the process model. By starting with a fraudulent instead of an ideal process
model, we can also use it to estimate to impact of fraud and of fraud-mitigating
measures.

The derivation approach proposed is feasible: it was applied by two authors
independently to two case studies and was found to produce very similar results.
Of course, further real-world validation is needed to get a better idea as to how
difficult and error-prone the derivation process is.

We envision supporting the process by means of a software tool. Such a tool
would implement the algorithmic part of Fig. 2, and guide the user through
the non-automatable decisions he/she has to make. Another related topic which
merits further investigation is whether a similar tool could use these decisions
to maintain dynamic consistency between the two models, thereby supporting a
wider range of applications, such as sensitivity analyses.

We believe that associating value models to coordination process models
empowers the organization by promoting an understanding of the value creation
activities inside the process and allowing usage of value analysis tools, such as
income/cost estimations and fraud assessment.
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Abstract. There is a pressing need in the modern business environment for
business-supporting software products to address countless consumers’ desires,
where customer orientation is a key success factor. Consumer preference is thus
an essential input for the requirements elicitation process of public-facing
enterprise systems. Previous studies in this area have proposed a process to
capture and translate consumer preferences into system-related goals using the
Consumer Preference Meta-Model (CPMM) used to integrate consumer values
from the marketing domain into objectives of information systems. However,
there exists a knowledge gap between how this process can be automated at a
large scale, when massive data sources, such as social media data, are used as
inputs for the process. To address this problem, a case in which social media
data related to four major US airlines is collected from Twitter, is analyzed by a
set of text mining techniques and hosted in a consumer preference model, and is
further translated to goal models in the ADOxx modelling platform. The anal-
ysis of experimental results revealed that the collection, recognition, model
creation, and mapping of consumer preferences can be fully or partly automated.
The result of this study is a semi-automated method for capturing and filtering
consumer preferences as goals for system development, a method which sig-
nificantly increases the efficiency of large-scale consumer data processing.

Keywords: Consumer preferences � Social media � Requirements
engineering � Term frequency analysis � Occurrence analysis � Sentiment
analysis

1 Introduction

Deep insight into various consumer preferences provides a basis for companies to
design better, customized services for different customer segments. In the current
business environment, where consumers are often bombarded with multiple alterna-
tives for the same product or service, understanding their preferences becomes a
competitive advantage for business entities [1]. Accordingly, consumer preferences
should be taken into consideration in the development process of customer-facing
enterprise systems. A challenge of consumer value-oriented requirements engineering
(RE) compared to the traditional RE process is the necessary amount of input
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information that system analysts must collect and manage: to efficiently address the
desire of countless consumers, they must take into account a wide variety of consumer
preferences, not only from existing consumers, but also from potential ones.

Conventional methods to gather consumer information such as marketing surveys
or interviews possess a critical disadvantage in the development of public systems: they
can be difficult to conduct on a large scale without expert assistance. Additionally,
interviews—perhaps the most commonly employed consumer preference discovery
method—are not economically tractable or practically feasible for more than perhaps a
few dozen customers, particularly in the area of requirements elicitation and discovery.

An alternative way for collecting preferences from the public is utilizing social
media, which has become increasingly popular within the last decade. Using social
media, companies have the ability to treat the market as a “conversation” between
businesses and their customers instead of the more traditional “one-way marketing” [2].
Social media data reflects the most updated trends and real-time opinions of the general
public, many of which may contain the preference of consumers towards public-facing
systems.

The diversity of consumer opinions derived from social media is not only an
advantage for enterprises, but also a challenge. Since information systems are generally
not able to address the desire of every consumer in the community, it is more feasible to
concentrate development efforts on functionalities that are of interest to sufficiently
large groups of users. Therefore, the process of capturing preferences from social media
needs to be guided by a methodological framework which enables consumer profiling
and priority measuring.

In their previous paper [3], the authors proposed such a method to accommodate
consumer preferences within the software development process. The main aspect of
this method is to link consumer modeling using a predefined Consumer Preference
Meta-Model (CPMM) with Goal-Oriented Requirements Engineering (GORE). CPMM
bridges consumer opinion analysis and system-related goals by categorizing recognized
preferences, as well as prioritizing them based on importance. Issues such as resource
allocation, as well as proper slotting for developing different system components, make
such categorization and prioritization vital. CPMM functions as a cleaner for massive
data, a conceptual model housing key information derived from the processed data, and
a resource capable of spawning additional elements for system development. At a
high-level, the proposed method involves three major steps: (i) collect input data from
consumers, recognize consumer preferences, and determine their importance; (ii) ini-
tialize an instance of CPMM; and (iii) derive goals for the development of supporting
systems from the consumer values captured and prioritized in the instance of CPMM.
While results of related case studies [4] proved the feasible process for capturing
consumer preferences, most of the major steps in this method were conducted
manually.

The study aims to explore possibilities for automation in the consumer preference
capture and categorization process and their mapping to goals for information systems,
to address the knowledge gap of how the method can be applied when a high-volume
data source from social media is used as input for the process.

The paper is structured as follows. Section 2 briefly describes related concepts,
background theories, and previous studies. Section 3 introduces a semi-automated
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consumer preference capture process with the assistance of context-aware text mining
techniques. Section 4 demonstrates the feasibility of the proposed method by applying
it to a case study. Section 5 presents the conclusions and future work.

2 Theoretical Foundations and Related Work

2.1 Consumer Preference as a Value

In business modelling, a transaction is an exchange of value objects between actors. In
[5], a definition of value object is given as something that carries economic value for at
least one actor. A value object can for instance be a physical product such as books, or
a service such as internet access [6].

According to [7], customer experience is also recognized as a value. Although this
type of value cannot be transferred directly from one actor to another and has no
associated ownership and legal rights, it still plays an important role in the value
exchange process between a business entity and its customer. For example, when a
client feels secure about an online payment service provided by a bank, there is a higher
chance that the client would use this service. A client feeling secure, which can be
neither valued directly nor transferred, acts as an internal driver that encourages the
client to choose that specific service.

The concept of consumer preference can be broken down into two types:
attribute-based, where the preference of one brand over another brand is determined by
attribute-to-attribute comparison, and attitude-based, involving the general attitude at
the time of preference judgment [8]. In marketing science, consumer preference is
defined as “the subjective tastes, as measured by utility, of various bundles of
goods” [9].

2.2 Holbrook’s Typology of Consumer Value

In the context of this study, consumer preferences as a value are refined in Holbrook’s
Typology [10], a well-known framework from product marketing in which three value
dimensions provide a basis to classify the motivations that cause people to consume
products and services: Extrinsic/Intrinsic, Self-oriented/Other-oriented, and
Active/Reactive. Each intersection of these three dimensions forms an archetype rep-
resenting a unique type of value in the consumption experience (Table 1):

Table 1. Holbrook’s typology of consumer values

Dimensions Extrinsic Intrinsic

Self-oriented Active Efficiency (convenience) Play (fun)
Reactive Excellence (quality) Aesthetics (beauty)

Other-oriented Active Status (success) Ethics (virtue, justice)
Reactive Esteem (reputation) Spirituality (faith, sacred)
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Extrinsic values correspond to consumption experiences determined by the func-
tionalities of a service or product which can act as a means to complete some goals or
objectives of the consumer. Intrinsic, on the other hand, is when the driver behind
consumption is the pleasure of using the product or service itself. A traveler may decide
to use a particular airline because it provides the fastest flight between two cities
(Extrinsic) or because of a desire to experience world-class service (Intrinsic). With the
Active dimension, a consumer controls their experience and enjoys the process of
consuming a product or service, and such consumption can be either physical or
mental. For example, a traveler prefers an airline service since it provides amazing
in-flight entertainment and delicious meals. On the contrary, in a Reactive value, the
experience when using the good or service controls the consumer. For instance, a
traveler can be attracted to an airline when they are impressed by an airplane
co-branded to promote a current blockbuster movie. Value is Self-oriented when a
consumer evaluates some aspects of the consumption for their own sake. For example,
an airline service brings value to a client when it enables them to conveniently travel to
a desired destination. Conversely, Other-oriented value occurs when a consumer uses a
service or product for the sake of others. “Others” in this case can be on a micro-level
such as friends, family or a macro-level like society or community. For example, a
traveler decides to purchase the service of an airline because it promises to donate five
percent of each ticket purchased to charitable causes.

2.3 The Consumer Preference Meta-Model

CPMM presented in Fig. 1 is used to house, classify, and categorize consumer pref-
erences for products or services.

Fig. 1. The consumer preference meta-model (CPMM)
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CPMM aims to elicit the preferences from different sources of data, as well as to
manage them according to different value frameworks as shown in our previous studies
[3, 4, 11].

Class Actor contains both Consumer and Provider, economically independent
entities that are the primary participants within the ValueExchange of the focus of the
Consumers’ aspirations - Products or Services.

Consumer Driver is the preference that drives a consumer’s evaluative process as
they seek fulfillment. It can be taken from different frameworks, such as Holbrook’s
Typology, and houses the top level of a taxonomy of consumer values. The second
level of the taxonomy are the terms which Holbrook designates as the synonyms to his
primary typological terms, as seen in Table 1. The final of the three levels is Vocab-
ulary, developed by using the Oxford English Dictionary (OED) to provide synonyms
for the second level. Open Class represents any other considered value framework that
is of type Consumer Driver. Examples of value frameworks analyzed in our previous
work include Schwartz’s Basic Values [12], Aaker’s Brand Personality [13], and
Maslow’s Hierarchy of Needs [14]. Holbrook was chosen for this work because of its
origins as a consumer preference-specific framework, as opposed to others from psy-
chology and advertising.

Measure is aggregated in Consumer Driver by Qualitative Measure and Quanti-
tative Measure, with the first describing an “unrefined” preference, while the latter
quantifies its importance for a Product/Service for eventual support by System Com-
ponent(s). Depending on the source of data, as well as of the domain of interest, both
Qualitative and Quantitative Measures could vary in the number of attributes for
consideration.

Context of Use and Context of Use Type indicate when the activity that is the focus
of the tweet occurs, either the intention behind that activity or at the time/place of
writing. Demographics and Demographic Type classes situate Consumer and assist in
consumer profiling - including home city, URLs within the profile, descriptive text and
keywords from the profile, as well as any geolocation data that might be present.

2.4 Natural Language Processing

Streaming data collected from Twitter is in the form of free text and contains a limitless
variety of topics. Unlike mainstream textual datasets such as newspapers, the style of
there is no restriction in terms of writing standard for social media. People thus make
use of jargon, slang, emoticons, informal abbreviations, and URLs, causing many
challenges in processing the tweets on a large scale. For this reason, multiple text
mining techniques must necessarily be applied to the collected raw textual data to assist
the tasks of preprocessing, context analysis, and recognition of significant information.

Sentiment analysis aims to determine the attitude of a speaker regarding some
topic, which is used in this study as one of the Quantitative Measures for collected
preferences. Sentiment analysis is the process of identifying the polarity of the opin-
ions, emotions, and evaluations captured in the text by classifying via the distinct labels
positive, neutral or negative [15].
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n-gram Analysis and Term Co-occurrence. To recognize popular preferences in a
group of consumers’ opinions, a natural approach is to look at words with high fre-
quency of occurrence, because such words may carry useful information about com-
mon thoughts among multiple consumers. However, a single word usually cannot
reflect the meaning of an entire sentence containing that word due to the diversity of the
spoken context. This leads to the need of a context-aware method for term frequency
analysis such as n-gram and term co-occurrence.

An n-gram is a slice of n consecutive elements of a longer string [16], in which n is
a positive integer indicating the size of word sequence. An n-gram with only one
element is usually referred to as “unigram” while larger values of n create “bigram”
(n = 2), “trigram” (n = 3), and so on. N-grams carry more context-related information
than a unigram. Term co-occurrence is similar to n-gram but is not limited to con-
secutive words. This type of analysis takes into account the co-occurrence of any
combination of words.

Python was used as the main scripting language, and the necessary text mining
techniques were provided by the Natural Language Toolkit (NLTK), a leading open
source platform supporting the analysis of human language data [17].

3 Semi-automated Process for Capturing Consumer
Preferences

In this section, we present the design of a semi-automated process to capture consumer
preferences from social media and translate them into system-related goals. The process
involves the following steps: Data collection, Data cleaning and pre-processing,
Qualitative measure recognition, Quantitative measure calculation, Constructing
CPMM instances and Mapping CPMM instances to i* goal model. An overview of the
process design is presented in Fig. 2 below.

Fig. 2. Design of the semi-automated consumer preference capturing process
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3.1 Data Collection

Utilizing the collaborative tools that are the foundation of Web 2.0, over the past
decade a wide variety of social networking sites such as Facebook, YouTube and
Flickr, have sprung up, creating a vast repository of data. Among the various websites
available, two characteristics were used to choose a source for this research: (i) contain
detailed personal information from which consumer preferences can be collected; and
(ii) the designated content can be processed via existing text mining techniques.

The micro-blogging service Twitter was chosen as the social media data source for
several reasons. First, whereas traditional blogs have no real size limit, micro-blogging
is defined as having a strict limitation on message size (a tweet can be no more than 140
characters). This restriction provides an important advantage: it forces concision and
directness in posts. A tweet is therefore often more expressive and univocal than a
normal blog [18]. This is important for the precision of opinion mining techniques such
as sentiment analysis as determining the polarity of short pieces of text tends to be more
accurate. It is in this first step of the process that tweets are collected automatically
using programming interfaces provided by Twitter [19].

3.2 Data Cleaning and Pre-processing

In this phase, data collected from the previous step is preprocessed and stored for
further analysis. Twitter uses JSON objects to transfer data between the programming
interfaces to the client’s machine but JSON objects are structured as a set of multi-level
nested dictionaries and lists which are inconvenient for instant access to any attribute
under interest. Both redundant data and the complex structure of the JSON text objects
hinder effective data queries from being executed for further analysis purposes. To
resolve these issues of the raw data source, we developed a solution to parse JSON
objects, filter out unnecessary information and store clean data in a well-organized form
by using a database which provides an efficient, non-redundant data repository with fast
query capability.

3.3 Qualitative Measure Recognition

The next step is to extract the preferences from the scrubbed dataset. Since the tweet
content is natural language and has a high level of ambiguity, fully automated
recognition of system-related ideas was not feasible in practice. We therefore used a set
of computer-aided techniques to simplify the effort of data analysts.

Here, Qualitative Measures are extracted from the collected tweets. Text mining
techniques designed for context-awareness such as n-gram analysis and term
co-occurrence are utilized to help users, such as system analysts and requirements
engineers, detect popular system-related preferences from the consumer community.
This semi-automated approach is described as a sequence of the following steps:

i. Develop a list of information system-related “seed words” that are relevant to the
functionalities of the future system using subject-matter expertise as well as
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related sources such as domain ontologies and industrial standards. These seed
words are also considered as measures: groups of related qualitative measures in
CPMM.

ii. Examine the popularity of seed words in the tweet database using term frequency
analysis.

iii. Refine term frequency results using context-aware text mining techniques (n-gram
and term co-occurrence) to discover potential qualitative measures.

iv. Analyze the set of refined tweets, record qualitative measures, and classify them to
an appropriate consumer value category.

The approach employs a keyword filtering method to scan through the dataset and
locate potential preferences. Acquiring a complete set of seed words from
domain-specific documents and industrial standards is thus a key success factor of this
phase.

3.4 Quantitative Measure Calculation

In this step, a set of scripts are developed to calculate and extract priority metrics for
features recognized from the dataset. Assuming that certain opinions wield greater
influence (for example coming from a public figure or celebrity) these would in turn
have greater impact upon the preferences of the general public and thus offer a clearer
path to uncover the common preference of a certain community. Therefore, a higher
priority should be given to the consumer preferences with:

• Higher influence (influence-based Quantitative Measures). Messages tweeted by a
high-influence individual disproportionately affect the opinion of a wider group of
social network users, and thus better represent the desire of a larger consumer
community.

• Higher number of distinct tweets sharing a preference (similarity-based Quantita-
tive Measures). If the rebooking function is mentioned in 50 tweets while the seat
changing function is mentioned in 15 tweets, rebooking should be prioritized.

• Higher rate of negative sentiment (sentiment-based Quantitative Measures). If a
function receives too much negative feedback, there should be immediate action
taken to improve that function in the future system.

This research employs and extends the social influence metrics for Twitter mes-
sages defined in [20] for Influence-based quantitative measures. While these metrics
aim to assess the influence of single tweets, this research focuses more on groups of
tweets that share similar opinions. Additionally, because analysis needs and data sets
differ widely. CPMM allows social influence metrics to be flexibly assigned.

This study makes use of the following, differing from [11] which made use of a
derived measure called “social weight”:

• Follower measure (FM): The total number of followers of users who post a group of
related tweets. The more followers a group of users has, the more influential this
group of users is.
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• Reply measure (RpM): The total number of replies to all tweets in a group. The
more replies a group of tweets receives, the more influential it is.

• Retweet measure (RtM): The total number of times all tweets in the group are
retweeted. Greater influence is indicated based on the frequency of retweets.

Regarding similarity-based and sentiment-based quantitative measures, we extend
these metrics by introducing two more measurements:

• Similarity-based quantitative measures (SiM): The number of tweets sharing the
same consumer preference. Distinct tweets mentioning a common consumer pref-
erence should receive higher priority.

• Sentiment-based quantitative measures (SeM): The dominant (> 50 %) sentiment
label among a group of related tweets. For example, an SeM of Negative would be
given to a group of 20 tweets mentioning a common preference in which 12 tweets
are labeled as Negative, 5 as Neutral, and 3 as Positive.

3.5 Building CPMM Instance

Up to this step of the process, a list of measures and Qualitative Measures with
corresponding Quantitative Measures has been defined and classified into relevant
Consumer Value categories. In other words, the data processing phase is completed and
sufficient information has been gathered to construct a consumer preference model. In
this step, an automated tool is developed to generate CPMM instances from collected,
processed data. A configuration interface is also provided for users to set model gen-
eration parameters, allowing users to control the size of generated models and to focus
on particular areas depending on their particular analysis needs.

3.6 Mapping CPMM Instances to i* Goal Model

In the final step of the process, an automated tool maps CPMM instances generated in
the previous steps to i* goal models. This is an implementation of mapping rules from
CPMM to i* defined in [3]. Some adjustments are made to these rules to cope with the
automation context. Table 2 below lists the revised mapping rules:

4 Case Study: Consumer Preferences in the Airlines Industry

The selected case study for this research is the requirement development for a customer
self-service system of four major US-based airlines: American, United, Delta, and
JetBlue. Most aspects of the airlines’ customer service have been assisted by infor-
mation systems. For this reason, when a passenger comments or provides feedback
about airline services, there is a high likelihood to relate the comment to a respective
system function. Also, the high volume of passengers using airline services results in a
large customer community. According to [21], the US airline industry transported a
total number of 769 million passengers in 2007. Given the popularity of Twitter in the
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US, tweets related to these airlines can be considered as a promising source of social
media data to capture consumer preferences for an information system.

4.1 Application of the Semi-automated Consumer Preference Process

Step 1: Data Collection. To capture only the relevant tweets, the Python script’s
listening stream is filtered with Twitter mentions corresponding to the selected airlines:
@AmericanAir, @united, @Delta and @JetBlue.

To maximize the likelihood that relevant consumer preferences can be captured, we
ran the listening script around the time of the winter storm Jonas from 21 to 25 January
2016. This was based on the assumption that an increase in storm-related flight delays
would result in more customer tweets about the airlines’ services, thus increasing the
chance for system-related consumer preferences. Approximately 212 megabytes of
plain text data were captured during this period, corresponding to 51,397 single tweets.

Step 2: Data Cleaning and Pre-processing. Textual data collected in the previous
step was converted to SQLite tables for further querying purposes. Results of this step

Table 2. Mapping rules from CPMM to i*

From To Mapping description
CPMM class i* element

Actor i* Agent Consumer and Provider specializations from
CPMM are represented as distinct agents in i*
SDM

Context of
use/Demographics

i* Agent Each consumer’s segment in CPMM is mapped to
an agent that is, by the relationship ‘‘is part of’,’
related to the agent in i* representing Consumer

Feature/
service

i* Agent
(System)

Feature/Service (future system) in CPMM is
mapped to a system-type agent in i*, between
consumer and provider agents

Value exchange i* Resource
dependency

Value Exchange of the Feature/Service in CPMM
is mapped to a resource dependency in i*,
between the Consumer and Provider
specializations

Consumer value i* Soft goal Each Consumer Value is expressed as a soft-goal
dependency from the i* agent for a consumer’s
segment to the agent representing the system

Qualitative measure i* Goal Qualitative Measures from CPMM are represented
as the intentions of each i* agent representing
Consumers with a specific Context of Use or
Demographic (pre-Traveler, Traveler, etc.)

Quantitative
measure

i* Note Quantitative Measures from CPMM are
represented as the priorities for the corresponding
soft goals representing qualitative measures
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involve SQLite tables containing 51,397 tweets posted by 29,784 distinct Twitter users.
48,733 of these tweets are in English and thus useable for further analysis.

Step 3: Qualitative Measure Recognition. Since a keyword-based filtering method is
utilized, the first task is to construct a complete and reliable list of seed words related to
information systems in the airline industry. To ensure that the seed word list was
constructed from both academic and practical perspectives, a set of academic publi-
cations [22, 23] and industry reports about IT strategies and ICT trends in the aviation
domain [24] were consulted.

Having the list of seed words constructed, the next task was to apply the four-step
process designed in Sect. 3.2 to identify useful tweets. Since the application of the
process for the entire list is highly detailed, this process is demonstrated by the fol-
lowing example. In the case where the analyst is interested in discovering consumer
preferences related to the email notification function of a future system, the corre-
sponding process is as follows:

i. Select “email” from the list of seed word list.
ii. Use term frequency analysis to assess how often consumers mention “email” in

their tweets. From the dataset the word “email” appears in 308 of 48,773 tweets,
which is sufficient for further analysis.

iii. Use bigram/trigram analysis and co-occurrence analysis techniques to analyze the
context in which the word “email” is used. In the case study, applying term
co-occurrence with the seed word “email”, it is revealed that the most common
words that co-occur with “email” are “cancelled” (or “canceled”) and “flight” (65
tweets). This leads to an initial idea that many consumers demand an email
notification function when their flights are cancelled.

iv. Finally, filter the tweets containing these three co-occurring words in the database.
Part of the result is shown in the following Fig. 3:

From four filtered tweets in this figure, two qualitative measures can be derived:

• Notification email should be sent to travelers when a flight is cancelled). This
qualitative feature—Efficiency—is indicated by the first three tweets.

• Reliable rebooking functions should be provided via email when a flight is can-
celled. This qualitative feature—Excellence—is suggested by the fourth tweet.

Fig. 3. Qualitative measure recognition from the seed word “email”
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Step 4: Quantitative Measure Calculation. In this step, Quantitative Measures are
automatically calculated for the captured Qualitative Measures as seen in Fig. 4.

The result of this step is a list of selected tweets with qualitative features captured
and classified into the relevant Holbrook archetype.

Step 5: Constructing CPMM Instances. By this step, input data for CPMM has been
completely prepared. Additionally, we developed a tool to read this input data and
generate CPMM instances, one that allowed users to configure model generation
parameters depending on their analysis demands. These parameters are defined around
core elements of CPMM, including Context of Use, Consumer Driver (archetype) and
Quantitative Measure. As seen in Fig. 5, only qualitative measures satisfying the fol-
lowing criteria are represented in CPMM instances:

• Only measures belonging to Efficiency and Ethics categories are considered.
• Only system-related preferences from Delta and JetBlue customers are selected.
• Minimum Follower Measure (FM) of 25,000, which means ideas of selected

preferences can be spread over a community of 25,000 Twitter users.

Step 6: Mapping CPMM Instances to i* Goal Model. In the final step, CPMM
instances are mapped to SDM and SRM models by an automated tool utilizing ADOxx.
Following the same example with the previous step, the SRM model is shown in Fig. 6
below.

4.2 Case Study Summary

Applying the semi-automated consumer preference capturing process to this case study,
1,374 tweets containing possible features for the future customer self-service system

Fig. 4. Illustration of quantitative measure calculation
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have been recognized from a dataset of 48,733 tweets collected in English. These
tweets were posted by a community of 1,183 distinct Twitter users. 207 qualitative
features have been derived from the selected tweets into 18 groups of features.

5 Discussion, Conclusions and Future Work

In this research, we have (i) designed a semi-automated method with the assistance of
automated techniques based on natural language processing to recognize preferences;
(ii) proposed adjustments to the mapping rules from CPMM to i* to utilize social media
data collected from Twitter; (iii) defined the revised CPMM meta-model in ADOxx;
and (iv) implemented an automated mapping from CPMM instances to i* goal models.

The extent to which the entire process can be automated can be concluded as
follows. Five of the six steps of the proposed method (Data collection, Data cleaning
and pre-processing, Quantitative measure calculation, Constructing CPMM instances

Fig. 5. A CPMM instance for the described example, utilizing Delta and JetBlue
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and Mapping CPMM instances to i* goal model) can be fully automated with the
implementation of different Python modules. The remaining step (Qualitative measure
recognition) is a combination of sub-activities, in which classification of captured
preference and feature definition are handled manually. Although preference classifi-
cation can be automated with text classification techniques, it is not the focus of this
study. Feature definition, i.e. writing the system features suggested by selected tweets
in requirement engineering terms, is a pure natural language expression task and
therefore cannot be supported by automation techniques. The other sub-activities can
be partially automated with the term frequency and occurrence analysis tools.

This research extends work presented in [3, 4, 11] as the part of an overall effort to
move consumer preferences toward greater model orientation. It considers opportuni-
ties for automation related to the development and application of the Consumer
Preference Meta-Model to support user preferences according to their value-related
content and segmentation, as well as the quantitative thresholds set by decision makers.
In the semi-automated method introduced by this research, CPMM functions as the
connecting bridge between consumer opinion analysis and system-related goal defi-
nition, in addition to facilitating the design of a method which categorizes recognized
features into different consumer segments and prioritizes those features by quantitative
measures. CPMM is thus equivalent to the role of Business Intelligence (BI) solutions,
allowing business analysts to observe enterprise data from various dimensions and,
depending on the analysis demand, present only the most significant and appropriate
information.

Additionally, this research extends the social influence metrics for Twitter mes-
sages defined by Ye [20] by introducing Similarity Measure (SiM) and Sentiment
Measure (SeM). These new influence metrics are useful for situations where opinions
are extracted from a group of tweets instead of single and isolated tweets.

Fig. 6. Generated i* SRM model
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In terms of practical contributions, this study demonstrates a set of tools imple-
mented in Python to automate different aspects and activities of the consumer prefer-
ences capture process. Additionally, CPMM was defined as a class library in ADOxx,
thus serving as a machine-processable representation of this meta-model.

For future work, classification techniques from the data mining domain such as
Naïve Bayes, Decision Tree or k-Nearest Neighbors can be employed to automate the
preference classification task in the method. Different factors affecting the sentiment
analysis of collected tweets such as sarcasm and negation should also be considered
more carefully in future research. This would ensure the significance of Sentiment
Measure when applying the proposed method for consumer preferences capturing.
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Abstract. Involving stakeholders in enterprise modeling, besides rendering
valid models, also helps stakeholders articulate and align their views on their
organization. This requires that stakeholders are able to understand and actively
perform conceptual modeling for representing their views on enterprise structure
and behavior. The specific skills required for this should not be taken for granted
and need to be developed explicitly. Scaffolding is an educational concept that
allows to embed learning support mechanisms in operative modeling processes.
The present article introduces a framework that makes it possible to view
scaffolding as an integral part of stakeholder-centric modeling activities. The
framework is validated with respect to its descriptive and discriminatory power
by an ex-post analysis of the design and application of an existing modeling
method.

Keywords: Scaffolding � Stakeholder-centric modeling � Articulation �
Alignment

1 Introduction

Enterprise modeling is a form of conceptual modeling that is concerned with repre-
senting organizational phenomena and their relationships among each other [1]. The
developed conceptual models provide the foundation for describing present or required
[2] properties of enterprises as socio-technical systems, to document their operational
and structural properties [3] and aid the communication with social and technical
stakeholders throughout the design process [4].

The topic of how to facilitate the development of skills in conceptual modeling in
organizational research has been addressed as early as in the 1960s, when Morris [5]
stated that “if one grants that modeling is and, for greatest effectiveness, probably ought
to be, an intuitive process for the experienced, then the interesting question becomes
the pedagogical problem of how to develop this intuition.” This question has also been
picked up in enterprise modeling as the discipline continued to mature [6], and has
moved away from being considered an “art” that requires “intuition” to a more sci-
entifically grounded discipline [7].
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In recent years, literature examining conceptual model processes [8, 9] recognizes a
trend towards a strong and active involvement of stakeholders, who are usually not
formally trained in modeling [10]. Models are considered to act as boundary objects
[11] that enable people to articulate and align their understanding of their work systems
[12]. Research in this domain has focused on how to facilitate modeling activities under
involvement of such “novice modelers” [8] for generating models appropriate for the
respective aims of modeling [13]. In contrast, the question of how to support the
development of skills to work with and on the basis of conceptual enterprise models for
this group of people, who usually does not have the opportunity to dedicate effort and
time to formal modeling education, has hardly been a subject of research. The potential
added value of such skills for this group, however, has been recognized repeatedly over
the last decades in terms of pursuing a deeper understanding of the domain and phe-
nomenon being subject of modeling [3, 13, 14].

The aim of the present work is to address this issue by making a step towards a
framework for embedding scaffolding (offering help and guidance for as long as
necessary; see Sect. 2.2) in stakeholder-oriented enterprise modeling to enable stake-
holders to directly contribute to modeling. Our framework aims at enabling
theory-informed method design. We thus methodologically follow Walls et al. [15],
and identify meta-design requirements based on our kernel theories, derive a
meta-design based on these requirements and give a first validation of our framework
by ex-post analysis of a workshop design for stakeholder-oriented enterprise modeling.
The contribution of the present work is that it augments current practices for enterprise
model elicitation with an explicit skill development perspective that aims at enabling
stakeholders to actively participate in modeling.

This paper is structured as follows: In the next section, we elaborate on background
and related work to establish the foundation for our framework. The meta-requirements
in terms of embedding scaffolding in modeling workshop designs are established in
Sect. 3 and are encoded in a framework that serves as the meta-design. Section 4
validates this framework on two levels: we first use it to conduct an ex-post analysis of
an existing modeling method and second deploy it as a lens for analyzing concrete
workshops from a learning support perspective. We close with a discussion of our
findings and derive directions of future research.

2 Background and Related Work

In this section we introduce the background theories and related work our research is
based on. This establishes the research framework of the present work and allows to
derive design guidelines for scaffolds in the following section.

2.1 Enterprise Modeling as a Form of Stakeholder Articulation

The creation of enterprise models under the involvement of stakeholders not only is a
form of model elicitation [6], but – if performed collaboratively in a group of stake-
holders – can be considered a form of Articulation Work [16]. Articulation Work refers
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to all activities concerned with setting up and maintaining cooperative work in orga-
nizations (ibid.). Articulation work in most cases happens implicitly and is triggered
during the ongoing productive work activities whenever contingencies arise. When
aligning views on organizational work with those of others and aligning them to form a
coherent, normative model of enterprise structure and behavior [17], articulation work
takes a more explicit form that allows to establish work practices or structures beyond
the immediate context of the group of involved people [18]. Enterprise modeling as a
form of creating external artifacts to represent organizational phenomena in conceptual
models is a means to support such activities [19]. The potential added value of
enterprise modeling activities in that respect, however, can only be realized if the
stakeholders are able to understand and use the respective means of representation [20].
The availability of the necessary skills must not be taken for granted [21] and must be
developed explicitly [22]. Based on existing empirical evidence [23], we hypothesize
that support for the development of these skills can be embedded in the modeling
process by means of scaffolding.

2.2 Scaffolding

Scaffolding is a concept introduced in the field of educational tutoring by Wood et al.
[24]. It originally refers to having an experienced person help an unexperienced learner
to acquire knowledge about a particular topic. Scaffolding is a metaphor adopted from
construction industry and refers to a temporary means of support that is present until
the entity supported by scaffolds (here: a subject participating in conceptual modeling)
can accomplish a given task herself [25]. It is usually motivated by the aim of keeping
subjects in their “zone of proximal development” (ZPD) during a learning process [26],
i.e., putting them in a situation, which is challenging, yet attainable to them. In order
for scaffolds to be acceptable for subjects and provide added value to them, they need
to be appropriated to their current skill level [27].

Scaffolding can take different forms. Based on a meta-study of scaffolding research,
Jumaat and Tasir [28] distinguish conceptual scaffolds, procedural scaffolds,
metacognitive scaffolds and strategic scaffolds. Conceptual scaffolds help learning to
decide what to consider to be worth learning. In particular, they can help to prioritize
fundamental concepts. Procedural scaffolds assist students in using available tools and
methods and point them at potentially useful resources. Strategic scaffolds suggest
alternative ways to tackle problems in learning. Finally, metacognitive scaffolds guide
students in how to approach a learning problem and what to think about when elab-
orating on a problem. Orthogonally to these categories, Bulu and Pedersen [29] identify
differences in the sources of scaffolding. Scaffolds provided by teachers are considered
the original form of scaffolding. Scaffolds provided in interactions among learning
peers refer to the phenomenon that scaffolding can arise from the collective knowledge
of a learning group. Scaffolds can also be provided as textual or graphical represen-
tations, similar to a manual. Technology-driven scaffolding uses (information) tech-
nology to provide scaffolds. This includes interactive systems that try to intervene
appropriately in the learning process based on observing learners’ behaviors or static
intervention rules.
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Independently of which form of scaffolding is pursued, it is always characterized
via the presence of three principles that have been identified by van de Pol et al. [25]:
The first common principle is contingency, which is often referred to as responsiveness
or calibrated support. Scaffolds need to be adapted dynamically to the learners’ current
level of performance. The second principle is fading, which refers to the gradual
withdrawal of the scaffolding. As learners develop their skills, support becomes less
necessary and is decreased over time. This is closely connected to the third principle
transfer of responsibility. Via fading, responsibility for the performance of a task is
gradually transferred to the learner. The responsibility for learning is transferred when a
student takes increasing control about the learning process. The implementation of
these principles is based on diagnosis of a learners’ need for support, which is usually
done by a teacher [23], but also can be implemented in interactive systems [30].

On an operative level, scaffolding is implemented via different means. Van de Pol
et al. [25] list a (non-exhaustive) set of measures such as giving feedback, providing
hints, instructing, explaining, modeling (i.e. demonstrating the skill to be acquired) and
questioning. They differ in their depth of intervention and the reduction of freedom in
students’ learning processes. How to appropriately select and implement scaffolding as
interventions in the learning process is disputed (ibid.). The described categories and
means thus should be considered a framework for observing and designing learning
settings, rather than attribute them any normative value.

2.3 Related Work

In the context of conceptual modeling, several authors have examined how scaffolds
can be used to facilitate the modeling process.

Fretz et al. [31] propose a software tool that provides conceptual and procedural
scaffolds to subjects confronted with a conceptual modeling tasks in the context of
science learning. In addition, they examine additional strategic and procedural scaffolds
provided by teachers or peers. They use prompting to trigger reflection of modeled
structures and allow to validate the model by interactive simulations. As such, the tool
uses scaffolds to implement a setting that facilitates argumentative discourse via pro-
cedural guidance. The authors do not refer to principles like fading or transfer of
responsibilities, but rather focus on examining the effect of the different types of
scaffolds in the argumentative design. They found that—although the designed scaf-
folds achieved their intended effects—the role of teachers and peers in association with
designed scaffolds appears to be vital for successful deployment.

Sandkuhl et al. [32] and Carstensen et al. [33] use the term scaffolding in the
context of enterprise modeling, but refer to it in an architectural sense. They aim at
creating “shared knowledge and understanding” among subjects in a collaborative
modeling session before the actual problem-solving process starts. While this is fun-
damentally different from the understanding of scaffolding put forward above, the
means they propose still can inform scaffold design for conceptual modeling. In par-
ticular, they use metacognitive scaffolds encoded in graphical modeling templates that
indicate which perspectives should be considered relevant for a particular enterprise
modeling problem.
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Oppl [34] has reviewed the state of the art of conceptual modeling workshop
facilitation techniques with a focus on how scaffolding concepts are used to support
modeling processes. The results indicate that in particular metacognitive and proce-
dural scaffolds are regularly used for facilitation, usually in an implicit way, without
referring to scaffolding as such. They also show that hardly any existing approaches
give an explicit account on the fundamental scaffolding principles: contingency, fading,
and transfer of responsibility. Related work thus currently does not enable to sys-
tematically embed scaffolding measures in modeling workshop design. We thus derive
a framework to address this issue from research performed on scaffolding for sup-
porting collaborative articulation in general in the next section.

3 Scaffolds for Stakeholder-Centric Enterprise Modeling

Our review of related work has shown that, while scaffolding has already implicitly
and, to some extent, explicitly been deployed in the field of conceptual modeling, a
structured approach to describe and design scaffolding in modeling activities is not
available. As argued for in the introduction, augmenting the design of stakeholder-
centric modeling activities with a scaffolding perspective could help improve the
understanding and creation of enterprise models in the target group. In the following,
we therefore review scaffolding approaches proposed in other disciplines, which
require similar skills as stakeholder-centric conceptual modeling, in particular with
respect to articulation of abstract concepts describing real-world phenomena [21] and
the support of developing a common understanding about these phenomena [35].
Based on these approaches, we develop a framework for scaffolding in enterprise
modeling.

3.1 Scaffolding the Articulation of Models

The process of articulating abstract concepts, being a main activity in conceptual
modeling, has been widely examined regarding potential scaffolding support in the
field of mathematical and science education.

Ozmantar and Roper [36] consider teacher interventions as the major means of
scaffolding (in the context of mathematical abstraction problems). Their study focusses
on examining the activities of the person providing scaffolds. They identify three major
facets that they could observe. First, they observed that scaffolding strategies were
chosen in an ad-hoc manner based on continuous monitoring and analyzing the sub-
jects’ performance. Which scaffold is appropriate in which situation needs (and—they
pose—cannot) be determined ex-ante. However, continuous monitoring allows to
analyze, whether a provided scaffold achieves the intended effect and eventually
adapting ones scaffolding strategy. Second, they identify a major means of scaffolding
to provide meta-cognitive scaffolds by organizing the main goal of the learning activity
into hierarchical sub-goals. Third, they could observe fading and transfer of respon-
sibility to take place when models went beyond their initial construction and had begun
to stabilize via consolidation activities.
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Land and Zembal-Saul [37] examine how reflection and articulation processes on
scientific explanations can be scaffolded. This focus is conceptually close to what other
authors refer to as conceptual modeling. They examine means that to scaffold reflection
and articulation on a longer-term time scale and focus on means of scaffolding via
peers. Their scaffolds are deployed via a software platform, and are mainly
meta-cognitive, based on task-specific prompting. They could show that their design
was useful to learners and led to sophisticated explanations, indicating the construction
of elaborate abstractions. They, however, found that the utility of “static” scaffolds as
provided by their platform was dependent on the background knowledge of the
learners. They thus suggest to combine their approach with human instruction that
provides more explicit scaffolding especially for novices.

Stender and Kaiser [23] discuss the value of scaffolding the process of developing
mathematical models of real-world-problems and validate their appropriateness for
problem-solving. Rather than describing concrete scaffolds, they focus on diagnosis of
student needs and fading support measures to facilitate independent problem-solving
by students. Based on existing research on adaptive teacher interventions, they identify
the invasiveness of different types of scaffolding in terms of restricting student’s
freedom of choice on action. Based on their empirical results, they suggest scaffolding
interventions in the model articulation process to facilitate problem solving. Their
results indicate, among others, the usefulness of decomposition of the modeling task,
availability of model simulation tools and referring to existing knowledge via
metacognitive scaffolds.

3.2 Scaffolding Argumentative Collaboration

Several authors have also examined how to scaffold collaborative articulation, in
particular with focus on peer-facilitation of argumentative processes.

Abdu et al. [38] examine how the process of peer-facilitation can be scaffolded with
whole-group interventions in classroom settings. Their focus consequently is on
argumentative design that should prevent unguided model creation. They propose to
provide strategical scaffolds by means demonstrating solution paths upfront, before
peer interaction starts. Furthermore, they establish explicit prompting practices for peer
collaboration to establish collective responsibility for the learning process.

Chin and Osborne [39] show how discursive interaction (i.e. argumentation) can be
scaffolded in science education. They propose to provide question prompts for enabling
peers to ask questions that allow to explore a problem or proposed solution more in
depth [40]. They propose to provide conceptual scaffolds in the form of additional
resources on the topic of interaction and procedural scaffolds in the form of guiding
structures (such as writing stems or diagram templates). They furthermore propose to
work with heterogeneous groups, where participants have different views, to facilitate
confrontative argumentation [35].

Xun and Land [41] focus on the development of domain-specific question prompts
to scaffold problem-solving in peer interaction settings. They establish guidelines for
designing such scaffolds that are based on a combination of generic discursive
prompting [40] and domain-specific prompts that they claim should be developed in
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cooperation with domain experts. They also suggest to structure discourse via explicit
assignment of roles to learners they should take in their interaction.

Vogel et al. [42] present a meta-study on how collaboration scripts can be used for
scaffolding in IT-supported learning environments. Collaborations scripts [43] are
strategic scaffolds that specify a sequence of learning activities to be completed to
achieve the aim of a particular task. They found that collaboration scripts have positive
effects on the acquisition of domain-specific knowledge in relation to the task and
collaboration skills in general. They claim that repeated participation and practice in
activities scaffolded by collaboration scripts leads to an internalization of the required
performative knowledge and gradually allows to withdraw the script guidance while
still maintaining the developed problem-solving strategies not only in terms of col-
laboration, but also regarding domain-specific skills.

3.3 A Framework for Scaffolding Model Articulation

Based on the empirical results presented in [23, 37, 42] and informed by the
methodological considerations outlined in [36, 38, 39, 41], we hypothesize that scaf-
folds can be developed for the purpose of skill development in stakeholder-centric
modeling settings. The modeling process in this context is considered a process of
articulation. It is indivisibly embedded in its social context that requires to view
conceptual modeling as a process of co-construction ultimately leading to a shared
understanding about the topic of modeling among the participating subjects. Conse-
quently, a conceptual model always only can represent the agreed upon abstractions of
the perceived real world phenomena considered relevant by the participants. Its value is
further determined by the chosen representational system, that needs to be selected
based on the intended purpose, i.e. goal of modeling.

Informed by the prior research discussed above, modeling approaches from a
scaffolding perspective need to address the following meta-requirements [15]: (A1)
provide scaffolds for the level of model representation (i.e. encoding abstractions in an
external representation) [23, 37], (A2) provide scaffolds for the level of model artic-
ulation (i.e. developing an understanding about the real world phenomenon that is the
topic of modeling) [23, 41], and (A3) provide scaffolds for the level of collaborative
model alignment (i.e. the process of mutually supporting the development of a shared
understanding about the topic of modeling and the modeling process itself) [38, 39,
42]. The identified meta-requirements A1-A3 link issues discussed in the field of
stakeholder-centric model articulation [18–20] with potential support measures pro-
vided by scaffolding practices.

Furthermore, in order to account for the aim of supporting modeling skill devel-
opment [21, 22] and allow for contingency, fading and transfer of responsibility, (A4)
scaffolds need to be provided with different degrees of invasiveness to allow to adapt
modeling support to the current needs of the modelers [36, 42].

Based on these requirements, we draw from the results of our literature review in
the following and propose a meta-design [15] in the form of a scaffolding framework
which should support the process of enterprise modeling on all three levels identified
above. The framework is visualized in Fig. 1.
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The fundamental constituents of the framework are visualized on the top, bottom
and left margin of Fig. 1. Its starting point can be found on the left, where our con-
ceptualization of enterprise modeling being activities of a group of individuals
(stakeholders) to create a common conceptual model is shown. As identified above, this
requires to perform model representation, model articulation and model alignment
activities, and is usually supported by a facilitator.

The top margin of Fig. 1 structures different types of scaffolds [25] according to
their invasiveness of intervention [23] (cf. A4). Depending on the diagnosis of current
needs of the group of stakeholders engaged in modeling, the facilitator is deploying
different types of scaffolds following the principles of scaffolding visualized at the
bottom margin of Fig. 1. The more responsibility is transferred to the modelers, the
more support measures are faded out, and scaffolds are deployed (if any) that are less
invasive. In case of contingency, the facilitator is free to temporarily fade in stronger
support to keep the modelers oriented towards the aim of modeling.

The center area of Fig. 1 shows the aspects of modeling that should be addressed
by different types of scaffolds for model representation (cf. A1), articulation (cf. A2)
and alignment (cf. A3). In general, conceptual scaffolds independently of the addressed
level motivate the topic of modeling, show its relevance and allow to validate the
model with respect to their appropriateness in real-world use. Metacognitive scaffolds
support to understand the structure of the modeling task and indicate how conceptu-
alize the real-world phenomenon. On the level of model alignment, metacognitive
scaffolds indicate which aspects of a model are subject to alignment (i.e. interfaces
between model parts, in contrast to those aspects that remain in the responsibility of
individual modelers). Strategic and procedural scaffolds aim at supporting the modeling
process itself, either by showing potential behavioral strategies in the first case or
providing stricter guidance in the second case. On the level of model representation,
such scaffolds focus on syntactic aspects of modeling, whereas articulation and
alignment focus on semantic aspects.

Scaffolds of either form and on either level can be delivered via different channels.
They can be provided by procedural guidance or by artifacts (static or interactive
media) designed to mediate the modeling process. Procedural guidance can be provided
by a human facilitator or an IT-based system, if the latter is capable of monitoring the

Fig. 1. Dimensions of scaffolding during enterprise modeling
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modeling progress and analyze the challenges participants currently face on their
individual skill level. Procedural guidance by humans can be provided by expert
facilitators or peers, if the latter are provided with further scaffolds, that guide the
facilitation process itself. Designed artifacts can be provided for domain-specific
support and for collaboration support, whereas in both cases their value is determined
by an anticipated fit between the skill level of the addressed subjects and the support
provided by the artifact. As this fit usually cannot be taken for granted, pre-designed
scaffolds are usually combined with a form of procedural guidance.

Figure 2 gives examples for these different types of scaffolds, distinguishing
between different sources of scaffolding as described in Sect. 2.2. The examples are
taken from related work (references provided for each example in the figure).

The examples should be considered a non-tentative overview about how the dif-
ferent forms of scaffolding can be provided via different delivery channels. They are
deliberately not assigned to the different levels of support indicated in Fig. 1 (model
representation, model articulation, model alignment), as existing literature does not
distinguish between these levels. For validation, we combine the delivery channels with
the forms of scaffolding and levels of support for an actual method (cf. Fig. 3).

Fig. 2. Examples of different forms of scaffolds for enterprise modeling as described in related
work.

Fig. 3. Scaffolds deployed in CoMPArE/WP (references indicate the foundation for design)
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4 Validation

We validate the framework developed above by using it for analysis of modeling
method designs. This analysis examines the framework’s descriptive and discrimina-
tory value and its usefulness for assessing observed modeling processes with a scaf-
folding lens. We hypothesize that the framework enables a structured review of support
measures embedded in modeling method designs and provides an analytical lens for
observed modeling processes that allows to analyze potential reasons for the success
(or lack thereof) of stakeholder-centric modeling workshops.

Based on the meta-requirements A1–A4 formulated in Sect. 3.3, we formulate
testable hypotheses (designated with Hx.y in the following) for assessing the appro-
priateness of the proposed framework [15]. In ex-post analysis of modeling method
designs, we hypothesize that (H1.1) the support measures embedded in the method are
classifiable with respect to whether they target model alignment, model articulation, or
model representation. Furthermore, (H1.2) the support measures are classifiable with
respect to the form of scaffolding and the proposed delivery channel (facilitator, peer,
static media, interactive media). In analysis of observed modeling processes, we
hypothesize that (H2.1) the observed support measures are classifiable with respect to
whether they target model alignment, model articulation, or model representation.
Furthermore, (H2.2) they are classifiable with respect to form and delivery channel of
scaffolding. Finally, (H2.3) the observed behavior of the facilitator is classifiable with
respect to properties of scaffolding implemented during modeling (contingency, fading,
transfer of responsibility).

If any of the hypotheses could not be validated in the study, i.e., any method design
property (for H1.x) or observed behavior (for H2.x) cannot be classified in the
framework, this would indicate a conceptual deficiency in the framework that would
need to be addressed in future refinements of the framework. If the hypotheses could be
confirmed, this would indicate appropriate discriminatory power of the framework. If
the results of workshop analysis (H2.x) furthermore allowed the linking to the deployed
scaffolding measures of outcomes of the model representation, articulation and align-
ment (according to the respective aims of modeling), this would indicate appropriate
descriptive power of the framework.

4.1 Sample Instantiation in CoMPArE/WP

H1.1 and H1.2 have been validated by ex-post analysis of the CoMPArE/WP method
[44], which explicitly aims at supporting articulation and alignment of stakeholders’
views on their contributions to enterprise processes and the collaboration necessary to
implement them. The method follows a multi-step modeling approach, in which par-
ticipants first collaboratively create a concept map to agree on the notions used to refer
to the relevant aspects of their work, then individually model their views on their own
contributions and interfaces with others, and finally consolidate these models in a
discursive way to create an agreed-upon representation of the overall work process. If
modeling rules are adhered to, the resulting models are technically interpretable by a
workflow engine and in this way can be validated through simulated execution [44].
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Although not designed with a scaffolding background, CoMPArE/WP offers sup-
port measures to enable modeling by stakeholders, who do not have any prior
knowledge in conceptual modeling. These support measures are briefly described in the
following and then classified using the proposed framework (cf. Fig. 3). The global
multi-step modeling procedure is introduced by a facilitator, who is expected to be
trained in the implementation of the method. The participants are also provided with a
one-page written/graphical summary of the global procedure. The used modeling
notations are pre-specified and are provided via cardboard model elements that follow
a coloring scheme encoding the semantics the used modeling language. The same
coloring scheme is used in poster-sized printed templates that indicate the expected
model layout that needs to be adhered to in order for the results to be unambiguously
interpretable via technical means. Printed model examples are provided for reference in
case of uncertainty on how to use the model elements or their semantics. The partic-
ipants have access to written descriptions of the modeling rules for each step. During
workshop implementation, the facilitator provides role-specific prompts to aid model
development. If necessary, the facilitator demonstrates model development using an
example. During consolidation, the participants are expected to contribute their indi-
vidual models and support the identification of model parts that indicate divergent
views on how to collaborate. The identification process is supported via the contributed
models of all participants that should contain semantically identical model elements in
case of agreement on how to collaborate. The resulting model is interactively validated
via simulated enactment, during which participants can identify inadequacies of the
developed model.

Figure 3 shows a classification of the available support measures using the pro-
posed scaffolding framework. With respect to the hypotheses formulated above, H1.1
can be confirmed with two exceptions: validation via simulated enactment cannot be
classified to any particular level of support, as it potentially contributes to all three
levels (showing the relevance of syntactic model correctness for representation, the
impact of individual contributions to the model on articulation level, and the need for a
commonly agreed model on alignment level). As this particular measure acts as a
conceptual scaffold in the present method, classification in one specific level, however,
is not mandatory in the framework. The global multi-step modeling procedure cannot
be classified in the framework due to its more generic, level-independent scope. This
indicates a shortcoming of the current framework.

H1.2 is not violated for the methodology, as each support measure could be
classified with respect to its form of scaffolding and delivery channel. The global multi-
step modeling procedure is not contained in Fig. 3 due to the problems described for
H1.1, but would pose a procedural scaffold delivered by the facilitator.

Using the framework to analyze CoMPArE/WP allows to identify the following
potential shortcomings of the method: (1) the scaffolds for model alignment are largely
based on peer delivery. However, no meta-scaffolds on how to provide scaffolds to
peers are available and thus rely on prior existing knowledge on modeling, and (2) a
conceptual scaffold is only available after initial modeling activities, as virtual enact-
ment requires an initial model version.
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4.2 Sample Workshops

H2.1, H2.2, and H2.3 have been validated by ex-post analysis of three workshops that
were implemented following the CoMPArE/WP method. The workshops were selected
to differ in the amount of scaffolds deployed and the behavior of the facilitator to
comprehensively assess the framework’s elements. Any scaffold that had been
deployed was implemented in the way envisaged by the method. Consequently, as the
method has already satisfied H1.1 and H1.2, the observable scaffolds in the method’s
implementation also satisfy H2.1 and H2.2. Differences here could only be anticipated,
if the workshop implementation deviated from its design.

H2.3 is discussed in the following by example of the observable effects caused by
how the facilitators guided model representation and alignment. Figure 4 shows a
model layout template which is used as a strategic scaffold for model representation
during consolidation. The three photos in Fig. 4 illustrate the different results of
consolidation. On representation level, the aim is to resemble the layout indicated in the
template (blue elements on top, red elements aligned below in lanes, yellow elements
placed between lanes). On alignment level, participants themselves should discover
problems in the depicted process (e.g., non-matching communication expectations) and
resolve them.

The facilitator in workshop 1 deployed model representation scaffolds on a strategic
and procedural level. Scaffolds for model articulation and alignment were not used.
Fading, transfer of responsibility or contingency could not be observed. This resulted
in a syntactically correct model, but led to little involvement of the stakeholders in
modeling and articulation and no observable alignment activities. The facilitator in
workshop 2 introduced the global multi-step modeling procedure as a high-level

Fig. 4. Top left: model layout template, top right & bottom: modeling results of workshops
(Color figure online)
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procedural scaffold and provided the participants with meta-cognitive scaffolds on
representation, articulation and alignment. Contingency could not be observed,
although participants showed signs of being overwhelmed with the task. He rather
shifted full responsibility to them after an initial deployment of the metacognitive
scaffolds. While high involvement of all participants in articulation could be observed,
participation was declining during alignment, and led to a syntactically incorrect
modeling result with semantic deviations from the proposed modeling language. The
facilitator in workshop 3 actively implemented contingency and fading. She started
with strategic scaffolds for model representation and articulation, briefly provided
procedural scaffolds at the start of the consolidation step and provided metacognitive
scaffolds in case of contingency. The observed modeling process continuously showed
high involvement in articulation and alignment, with deviations from the proposed
modeling notation in the final modeling result.

H2.3 is backed by these results, as classification of the observed behavior of the
facilitators was possible with respect to properties of scaffolding implemented during
modeling (contingency, fading, transfer of responsibility). Furthermore, their behavior
could be described using the addressed levels of support, forms of scaffolding and their
delivery channels. This indicates adequacy of the hypotheses H2.1 and H2.2.

5 Discussion and Conclusion

The results of evaluation in Sect. 4 show that the hypotheses formulated based on the
identified meta-requirements could be confirmed. Shortcomings in the current version
of the framework could be identified with respect to scaffolds that span different levels
of support or support the modeling process on a generic level. The findings with respect
to the hypotheses H1.x provide evidence that the framework could potentially guide
modeling method design from a scaffolding perspective. The findings on hypotheses
H2.x indicate that further examination of the framework’s potential for training facil-
itators to provide situation-specific support to stakeholders [13] appears to be worth-
while. The present article has thus introduced a framework on anchoring scaffolding in
stakeholder-centric enterprise modeling. It indicates relevant dimensions of design
when augmenting modeling activities with scaffolding.

The current state of development of the framework suffers from several limitations
that need to be addressed in future research. First, the framework currently lacks
instantiation guidelines [15] to apply it in modeling method design. This will be
addressed in the next revision of the framework. Second, the validation study currently
provides only limited internal validity, as only one method has been examined in this
article. Our current research, however, indicates that the framework can be also applied
to other methods and exhibits similar shortcomings there.

These limitations will be addressed in our future research by establishing a more
comprehensive empirical basis for the next iteration of our framework. Our next steps
will go beyond analytical deployment of the framework and will examine whether it
can be used to guide method design in practice.
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Abstract. Enterprise architecture-based approaches give an in-depth analytic
potential for alignment and misalignment assessment. The ability to incorporate
these analytic potentials is an ongoing concern in the state-of-the-art strategic
alignment literature. This paper proposes a framework for EA artifact-based
misalignment symptom detection. The framework aims to perform a systematic,
EA-based analysis of mismatches between the business and IT dimensions of
the traditional Strategic Alignment Model (SAM). By operating the framework,
containing EA-artifacts and suitable EA analysis types are connected to typical
misalignment symptoms along the traditional alignment perspectives. The
operation of the framework is illustrated with a case study about a fleet man-
agement project at a road management authority.

Keywords: Strategic alignment perspectives � Misalignment symptoms � EA
artifacts � Enterprise architecture analysis

1 Introduction

Business-IT alignment is regarded as one of the most important issues on information
systems (IS) research, since information systems foster the successful execution of
business strategies. While organizations are continually trying to achieve or sustain
alignment, they are suffering from difficulties which encumber the achievement of
alignment. These difficulties, inabilities and unpleasant circumstances lead us to the
phenomenon of misalignment, which is referred to as the inverse state of strategic
alignment. In this undesired state organizations fail to achieve or sustain alignment, i.e.
information systems and information technology (IT) are not used consistently with the
business strategy. In addition, strategies, structures, processes and technology con-
siderations are not perfectly harmonized between business and IT domains in an
organization. There are several traditional alignment studies on evaluating alignment
performance. On the contrary, misalignment issues are insufficiently emphasized in the
alignment literature. Since organizations operate in the state of misalignment most of
the times, considerable attention should be paid to the concept of misalignment.
Misalignment assessment techniques help to understand the nature and the constraints
of alignment. Furthermore, after assessing the state of misalignment, more precise
re-alignment initiatives can be recommended. Beside the low attention on misalign-
ment issues, (mis)alignment literature suffers from another severe shortage. Existing
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misalignment assessment frameworks incorporate different concepts from related
research areas (such as [6, 20]). However, the innate ability of the enterprise archi-
tecture (EA) concept to support (mis)alignment analysis is also insufficiently addressed
in the literature (for exceptions see e.g. [7, 16, 19]).

The aim of the paper is to contribute to the above mentioned concerns by intro-
ducing a framework that addresses these issues. The proposed framework performs
misalignment analysis by taking a symptom-based approach. It uses an EA-based
technique to detect the typical symptoms of misalignment in an organization. The
framework builds on the traditional SAM model, in particular on the concept of
alignment perspectives [12]. Misalignment symptoms are connected to the four tradi-
tional alignment perspectives (Strategy Execution, Technology Transformation,
Competitive Potential and Service Level). The framework identifies typical misalign-
ment symptoms within the traditional alignment perspectives. Relevant EA artifacts
and EA analysis types are recommended to every detected symptom along the per-
spectives. The justification of recommended artifacts and EA analysis types lies in the
following: EA artifacts may contain the misalignment symptom in question, while EA
analysis types are – by functionality – able to detect the symptom in the artifacts. The
contribution of the paper is that it connects typical misalignment symptoms with rel-
evant EA artifacts and suitable EA analysis types along the traditional alignment
perspectives.

The rest of the paper is organized as follows: Sect. 2 summarizes the theoretical
context. Section 3 presents the proposed framework by introducing its construction and
its constituent parts. Section 4 shows the operation of the framework. Section 5 dis-
cusses a case study including EA model structure and some symptom detection results.
Section 6 introduces related work regarding EA-based (mis)alignment assessment. At
the end of the paper conclusions are drawn and future research directions are
determined.

2 Theoretical Foundation

The theoretical foundation of the paper is based on three parts. The first subsection
deals with the concept of strategic alignment, especially the role of alignment per-
spectives. It is followed by a succinct introduction on misalignment assessment.
Subsequently, the concept of enterprise architecture artifacts is deduced from EA
basics.

Strategic Alignment Perspectives. Strategic alignment is an ideal organizational
state/position in which IT is used consistently with the business strategy. Alignment
models or approaches prescriptively define the method of achieving and sustaining
alignment. There are several influential and well-recognized alignment models, such as
the MIT model [18], the Baets model [2] or Henderson and Venkatraman’s Strategic
Alignment Model (SAM) [12]. The SAM model has four key domains of strategic
choice (a.k.a. alignment domains): (1) Business Strategy, (2) Business Structure, (3) IT
Strategy and (4) IT Structure [12]. There are four dominant alignment perspectives in
the SAM: (1) Strategy Execution perspective highlights the supporting role of IT in
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business strategy-based business structure. (2) Technology Transformation perspective
deals with the business value of IT. (3) Competitive Potential perspective emphasizes
emerging information technologies which are able to provide competitive potential to
the business. (4) Service Level perspective indicates different ways to IT-based busi-
ness service improvement. Alignment perspectives cover 3 alignment domains in order
to define directions for alignment domain analysis. Every alignment perspective con-
sists of 2 alignment domain matches, a.k.a. perspective components. The SAM model
detailed only four perspectives out of the 8 possible alignment perspectives. Additional
perspectives are analysed by [10].

Misalignment Assessment. The common way of evaluating the state of business-IT
alignment is alignment evaluation, which analyses the presence of this phenomenon. In
case of analysing its absence or deficiencies, misalignment assessment is conducted.
The need for misalignment assessment has already been mentioned in the high-profile
literature review on business-IT alignment, presented by [8]. Misalignment is an
undesired state in which organizations fail to achieve or sustain alignment. The set of
detection, correction and prevention is the general process of handling misalignment
[6]. There are different ways of categorizing misalignment assessment methods [6], e.g.
the sign-based, the syndrome-based or the symptom-based approach. Misalignment
symptoms are regarded as inefficiencies, difficulties or inabilities which encumber
alignment achievement. The identification (detection) of these symptoms indicates the
state of misalignment in an organization. [6, 16, 19] introduce misalignment symptom
collections, showing typical mismatches in the operation of an organization.
Misalignment symptoms can be classified via misfit categorizations. The categorization
of Strong and Volkoff [20] builds on the misfit types of (1) Functionality, (2) Data,
(3) Usability, (4) Role, (5) Control and (6) Organizational Culture.

Enterprise Architecture Artifacts. An architecture defines the fundamental structure
of a system, including its components and their relationships [21]. Enterprise archi-
tecture is the fundamental setup of an enterprise, described by its components and their
relationships [21]. An EA framework is a collection of descriptions and methods to
create and manage EA. There are several influential EA frameworks, such as the
Zachman Framework [25], the TOGAF framework [21] or the DODAF framework
[11]. TOGAF (The Open Group Architecture Framework) is a holistic EA framework.
It describes a metamodel for EA and proposes methods for building and maintaining
enterprise architectures. Architecture domains are considered as different conceptual-
izations of an enterprise. TOGAF provides 4 architecture domains: (1) Business
Architecture, (2) Data Architecture, (3) Application Architecture and (4) Technology
Architecture. The core of the TOGAF approach is the Architecture Development
Method (ADM), which proposes an iterative method for developing and managing
enterprise architecture. It consists of 10 phases. Phase B-D cover the four architecture
domains. TOGAF provides a minimum set of necessary EA models, called artifacts.
These artifacts are attached to certain ADM phases. Enterprise architecture analysis
types are methods that are capable of assessing EA models, e.g. evaluating depen-
dencies, isolated objects, complexity, or heterogeneity.
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3 Towards an Artifact-Based Misalignment Detection
Framework

This section provides an overview on the components and the construction of the
proposed framework. The framework described in the subsequent parts of this section
is a well-structured, easy-to-use tool to support misalignment symptom detection. The
structure of the framework is based on 5 parts:

(1) To provide a systematic way of constructing the framework, an adaptation of
Noran’s Meta-methodology [15] was used.

(2) Alignment perspectives are used to structure the approach of misalignment
symptom detection. Alignment perspectives are decomposed into the con-
stituent SAM domain matches.

(3–5) Misalignment symptom catalogue, artifact catalogue and EA analysis catalogue
describe the potential elements of the misalignment detection framework.

The proposed framework uses an alignment perspective-driven approach. In the
first step traditional alignment perspectives are provided with typical misalignment
symptoms. In the second step relevant artifacts are connected to the misalignment
symptoms, which may contain the symptom in question. In the third step suitable EA
analysis types are recommended to the misalignment symptoms. These EA analysis
types are able to detect the symptoms in the recommended containing artifacts.
Figure 1 introduces the constituent parts and the structure of the proposed framework.
In the next subsections the construction of the framework will be described. The
operation of the framework will be introduced in Sect. 4.

To support the construction as well as the coherence of the proposed framework,
Meta-methodology concept [15], an EA-based supportive method was used.

Fig. 1. The construction of artifact-based misalignment detection framework
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Meta-methodology provides a systematic method to set up research frameworks. The
concept builds on transformation logic, i.e. to produce new knowledge from input
knowledge by means of operating the constructed research framework. The method-
ology was used to connect research concepts, related models and empirical data col-
lections (misalignment symptom catalogues, artifact catalogues, EA analysis
catalogues) in the proposed framework.

Traditional alignment perspectives were used to structure the approach of
misalignment symptom detection. In the first step alignment perspectives were
decomposed into the corresponding SAM domain matches. Table 1 introduces the
constituent parts (the necessary SAM domain matches) of each traditional alignment
perspective. To ease further reference, alignment perspectives and perspective com-
ponents are coded.

Alignment domain matches may contain the signs of misalignment. In this
approach the state of misalignment were identified by its symptoms. This framework
uses specific symptoms to be detected along the alignment perspectives. The
misalignment symptom catalogue (Table 2) is a collection of smaller symptom lists
found in previous literature on misalignment [6, 16, 19]. The table shows misalignment
symptoms that will be used in the proposed framework. To ease further reference,
misalignment symptoms are coded.

The next component of the proposed framework is the collection of possible EA
artifacts. TOGAF-based artifacts are able to contain certain misalignment symptoms. In
Table 3 possible artifacts are introduced. These artifacts were used in the proposed
framework. The content of the artifact catalogue derives from the TOGAF standard
[21]. It is an excerpt from the whole TOGAF artifact list. To ease further reference,
artifacts are coded.

The final component of the proposed framework is the catalogue of suitable EA
analysis types. EA analysis types are capable of revealing misalignment symptoms in
the artifacts. In this framework 8 possible EA analysis types were used as recom-
mended EA analysis types (Table 4). The content of the catalogue was collected from
related literature on EA analysis [3, 14, 23]. To ease further reference, EA analysis
types are coded.

Table 1. Decomposition of alignment perspectives (based on [12])

ALIGNMENT PERSPECTIVE P.01
strategy
execution

P.02
technology
transformation

P.03
competitive
potential

P.04
service
level

PERSPECTIVE COMPONENT

C.01 matching of business strategy and
business structure domains

● ●

C.02 matching of business structure and IT
structure domains

● ●

C.03 matching of business strategy and IT
strategy domains

● ●

C.04 matching of IT strategy and IT structure
domains

● ●
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Table 2. Misalignment symptom catalogue (based on [6], [16] and [19])

CODE MISALIGNMENT SYMPTOM

S.01 Undefined organizational mission, strategy and goals
S.02 Undefined business process goals, business process owners

S.03 Lack of relation between process goals and organizational goals
S.04 Undefined business roles or responsibilities
S.05 Undefined or multiple hierarchy or lines of reporting

S.06 Application functionality does not support at least one business process task
S.07 Business process task supported by more than one application

S.08 Critical business process does not depend on scalable and available applications
S.09 Inappropriate application functionality
S.10 Insufficient IT resources

S.11 Lack of IT skills and competencies
S.12 Lack of skills to develop or innovate certain types of products

S.13 Poor IT planning and portfolio management
S.14 Under capacity infrastructure
S.15 Lack or poor systems performance monitoring

S.16 Out of date technological infrastructure
S.17 Technological heterogeneity

S.18 Incompatible platforms or technologies
S.19 Frequent periods while applications are unavailable
S.20 Information consistency or integrity problems

S.21 Undefined business service levels

Table 3. Artifact catalogue (based on [21])

CODE ARTIFACT BRIEF CONTENT TOGAF
ADM
PHASE

AF.01 Driver/goal/objective
catalogue

A breakdown of drivers, goals, and objectives to
provide a cross-organizational reference of
driver fulfilment

Phase B

AF.02 Role catalogue A list of all authorization levels of an
organization

Phase B

AF.03 Business
service/function
catalogue

A functional decomposition to identify
capabilities of an organization

Phase B

AF.04 Contract/measure
catalogue

The master list of all agreed service contracts
(and contract measures) within an
organization

Phase B

AF.05 Actor/role matrix A matrix to show which actors perform which
roles

Phase B

AF.06 Business footprint
diagram

A mapping of business goals, organizational
units, business functions, business services,
and delivering technical components

Phase B

(Continued)
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Table 3. (Continued)

CODE ARTIFACT BRIEF CONTENT TOGAF
ADM
PHASE

AF.07 Functional
decomposition
diagram

A list of relevant capabilities within an
organization

Phase B

AF.08 Goal/objective/service
diagram

A mapping to show how a service contributes to
the achievement of a business strategy

Phase B

AF.09 Business use-case
diagram

A diagram to show the relationships between
consumers and providers of business services

Phase B

AF.10 Organizational
decomposition
diagram

A list of links between actors, roles, and
locations within an organization tree

Phase B

AF.11 Process flow diagram A model to show sequential flow of tasks within
a business process

Phase B

AF.12 Data entity/data
component catalogue

A list of all the data used across the enterprise,
incl. data entities & components

Phase C

AF.13 Data entity/business
function matrix

A list that links data entities and business
functions within an organization

Phase C

AF.14 Data migration diagram A diagram that displays the flow of data from
the source to the target applications

Phase C

AF.15 Application portfolio
catalogue

A catalogue to identify and maintain all the
applications in the organization

Phase C

AF.16 Application/function
matrix

It links applications and business functions
within an organization

Phase C

AF.17 Application interaction
matrix

A mapping that describes communications
relationships between applications

Phase C

AF.18 Application and user
location diagram

A diagram to show the geographical distribution
of applications

Phase C

AF.19 Application use-case
diagram

A diagram to link consumers and providers of
application services

Phase C

AF.20 Process/application
realization diagram

A diagram to depict the sequence of events
when multiple applications are involved in
executing a business process

Phase C

AF.21 Software distribution
diagram

A diagram to show how physical applications
are distributed across physical technology and
the location of that technology

Phase C

AF.22 Technology portfolio
catalogue

A catalogue to identify and maintain all the
technology across the organization

Phase D

AF.23 Application/technology
matrix

A mapping of applications to technology
platform

Phase D

AF.24 Platform decomposition
diagram

A diagram to cover all aspects of the
infrastructure and technology platform

Phase D

AF.25 Processing diagram A diagram to show deployable units of
code/configuration and how these are
deployed onto the technology platform

Phase D
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4 Operation of the Framework

Section 4 introduces the operation of the proposed framework. It is built on the above
introduced framework components. Four traditional alignment perspectives (P.01
Strategy Execution, P.02 Technology Transformation, P.03 Competitive Potential and
P.04 Service Level) are analysed according to the approach of the framework. The
main steps are presented in Fig. 2.

Traditional alignment perspectives are analysed according to the following steps:
Firstly, alignment perspectives are decomposed into corresponding perspective com-
ponents, a.k.a. alignment matches (C.§§). Secondly, the most typical misalignment
symptoms are connected to the perspective components – using the misalignment
symptom catalogue (S.§§) as reference. Thirdly, relevant containing artifacts are
attached to the misalignment symptoms in question. The artifact catalogue (AF.§§) is

Table 4. EA analysis catalogue (based on [3, 14, 23])

CODE EA ANALYSIS TYPE BRIEF CONTENT

A.01 Dependency analysis Analysis of directly or indirectly linked EA entities,
relationship analysis and impact analysis

A.02 Network analysis Analysis of EA domain network and elements
A.03 Coverage analysis Analysis of business structure coverage (by supportive

application systems)
A.04 Interface analysis Analysis of interfaces between application systems
A.05 Complexity analysis Analysis of architecture complexity by architecture

components and relationships
A.06 Enterprise

interoperability
assessment

Analysis of interoperability between architecture entities
and architecture domains

A.07 Enterprise coherence
assessment

Analysis of coherence between architecture entities

A.08 Heterogeneity analysis Analysis of IT assets heterogeneity

Fig. 2. The operation of artifact-based misalignment detection framework
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used as reference. Finally, suitable EA analysis types are collected to the containing
artifacts, using the EA analysis catalogue (A.§§) as reference. Results of this matching
are presented in the following structure:

• Results of Strategy Execution perspective are shown in Table 5. Investigated per-
spective components include: C.01 and C.02.

• Results of Technology Transformation perspective are introduced in Table 6. C.03
and C.04 perspective components were analysed in this part.

• Results of Competitive Potential perspective are displayed in Table 7. Inspected
perspective components include: C.01 and C.03.

• Results of Service Level perspective are collected in Table 8. This perspective was
analysed by C.02 and C.04 perspective components.

The results of this matching are presented in the following parts of the section. This
contribution is part of an ongoing research. In this paper an excerpt is given from these
matching results. In this digest the most typical misalignment symptoms are identified
and analysed along the four traditional alignment perspectives.

Table 5. Results of strategy execution perspective (P.01)

PERSPECTIVE
COMPONENT

MISALIGNMENT SYMPTOM ARTIFACT EA ANALYSIS

C.01 matching of
business strategy
and business
structure
domains

S.01 undefined
organizational
mission, strategy and
goals

AF.01
driver/goal/objective
catalogue

AF.06 business
footprint diagram

A.03 coverage
analysis

S.03 lack of relation
between process
goals and
organizational goals

AF.06 business
footprint diagram

AF.08
goal/objective/service
diagram

A.01
dependency
analysis

C.02 matching of
business
structure and IT
structure
domains

S.06 application
functionality does not
support at least one
business process task

AF.15 application
portfolio catalogue

AF.16
application/function
matrix

A.01
dependency
analysis

S.07 business process
task supported by
more than one
application

AF.15 application
portfolio catalogue

AF.16
application/function
matrix

A.01
dependency
analysis

S.09 inappropriate
application
functionality

AF.19 application
use-case diagram

AF.20
process/application
realization diagram

A.03 coverage
analysis
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Table 6. Results of Technology transformation perspective (P.02)

PERSPECTIVE COMPONENT MISALIGNMENT SYMPTOM ARTIFACT EA ANALYSIS

C.03 matching of business
strategy and IT strategy
domains

S.11 lack of IT skills and
competencies

AF.02 role catalogue
AF.10 organizational
decomposition
diagram

A.03 coverage
analysis

S.13 poor IT planning
and portfolio
management

AF.07 functional
decomposition
diagram

AF.15 application
portfolio catalogue

A.03 coverage
analysis

C.04 matching of IT strategy
and IT structure domains

S.10 insufficient IT
resources

AF.21 software
distribution
diagram

AF.24 platform
decomposition
diagram

A.05 complexity
analysis

S.15 lack or poor
systems performance
monitoring

AF.25 processing
diagram

A.07 enterprise
coherence
assessment

Table 7. Results of competitive potential perspective (P.03)

PERSPECTIVE COMPONENT MISALIGNMENT

SYMPTOM

ARTIFACT EA ANALYSIS

C.03 matching of business
strategy and IT strategy
domains

S.11 lack of IT skills
and competencies

AF.02 role catalogue A.03 coverage
analysis

S.12 lack of skills to
develop or innovate
certain types of
products

AF.03 business
service/function
catalogue

AF.07 functional
decomposition
diagram

A.03 coverage
analysis

S.13 poor IT planning
and portfolio
management

AF.07 functional
decomposition
diagram

AF.15 application
portfolio catalogue

A.03 coverage
analysis

C.01 matching of business
strategy and business
structure domains

S.03 lack of relation
between process
goals and
organizational
goals

AF.06 business
footprint diagram

AF.08 goal/
objective/service
diagram

A.01 dependency
analysis

S.05 undefined or
multiple hierarchy
or lines of reporting

AF.02 role catalogue
AF.09 business
use-case diagram
AF.10 organisational
decomposition
diagram

A.06 enterprise
interoperability
assessment
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5 Case Study

To demonstrate the applicability of the proposed framework, as well as to better
understand how the proposed framework works in practice, a case study has been
conducted. The case study clarifies the operation of the framework by applying it in the
context of a real EA model structure. The empirical investigation focuses on a road
management authority. The study was carried out in fragment of the road management
authority’s EA model structure. It describes a fleet management initiative, showing the
relevant EA models and artifacts to be modified during the progression of the project.
Figure 3 shows EA model contents investigated in this project. The model structure
consists of 4 EA domains: Business Architecture, Data Architecture, Application
Architecture and Technology Architecture. These domains are connected to the cor-
responding TOGAF ADM phases [21]. EA domains contain several artifacts, indicated
as rectangles in the figure. Artifacts are connected with each other according to the
possible relationships in content between EA models/artifacts.

To highlight the feasibility of the proposed framework, Table 9 shows an excerpt
from the results of dependency analysis between business process tasks and applica-
tions. In this illustrative example the business processes of Road Control and Dis-
patcher Service are matched with application components that play essential role in
business process realization. The result of the dependency analysis appears in a matrix
form. Rows represent business process tasks, while applications are illustrated in
columns. Dependency relations are displayed in cells: business process task depends on
an application during the sequence flow of the business process.

Table 8. Results of service level perspective (P.04)

PERSPECTIVE
COMPONENT

MISALIGNMENT

SYMPTOM

ARTIFACT EA ANALYSIS

C.04 matching of IT
strategy and IT
structure domains

S.17 technological
heterogeneity

AF.22 technology portfolio
catalogue

AF.23 application/
technology matrix

AF.24 platform
decomposition diagram

A.08 heterogeneity
analysis

S.14 under capacity
infrastructure

AF.24 platform
decomposition diagram

A.02 network analysis

C.02 matching of
business structure
and IT structure
domains

S.19 frequent periods
while applications
are unavailable

AF.18 application and user
location diagram

AF.25 processing diagram

A.07 enterprise
coherence
assessment

S.20 Information
consistency or
integrity problems

AF.12 Data Entity/Data
Component Catalogue

AF.13 Data Entity/Business
Function Matrix

A.07 Enterprise
coherence
assessment

S.21 Undefined
business service
levels

AF.04 Contract/Measure
Catalogue

A.03 Coverage
analysis
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The example illustrates misalignment symptom S.07 Business process task sup-
ported by more than one application, which is a typical symptom of P.01 Strategy
Execution perspective, C.02 Matching of Business Structure and IT Structure domains
perspective component. The artifact that may contain this symptom is AF.16
Application/Function Matrix. Suitable analysis that is able to detect the symptom in the
artifact is A.01 Dependency analysis. As we can see from the figure, three business
process tasks fulfil the requirements of this misalignment symptom: Administrating
road control tasks, Forwarding information and Road control plan preparation.

Another symptom that can be verified by matching business process tasks and
applications is S.06 Application functionality does not support at least one business
process task. It is also a typical symptom of P.01 Strategy Execution perspective, C.02
Matching of Business Structure and IT Structure domains perspective component. The
artifact that may contain this symptom is also AF.16 Application/Function Matrix.
Finally, suitable analysis that is able to detect the symptom in the artifact is also A.01
Dependency analysis. Contrary to the similarities in misalignment symptom set up, the
above introduced excerpt does not show the realization of this symptom. As we can see
from this fragment of dependency analysis, each application plays role in the real-
ization of the illustrated business process tasks.

6 Related Work

There have been many attempts to investigate reciprocal contributions between
strategic (mis)alignment assessment and EA analysis. Recently, there has been an
increased interest in EA-based alignment assessment, especially in matching EA
domains to evaluate the state of alignment in an organization. The following section

Fig. 3. EA model structure at the road management authority
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provides an insight into the components of this concept: (1) EA analysis
(2) misalignment assessment and (3) enterprise architecture alignment.

A number of research efforts have focused on proposing models for EA analysis –
EA-based analysis types that are capable of assessing EA models. [5, 22] introduce
general process models for EA analysis. [5, 13, 14] propose potential EA analysis
categorizations according to e.g. (1) quantitative/qualitative, or (2) static/dynamic
groupings. [3, 14, 23] propose EA analysis collections. Tools for supporting the pro-
cess of EA analysis are expounded by [4, 5]. Several works have addressed the problem
of EA analysis. All these works explore the applicability of EA analysis for EA
evaluation, however, they do not specialize EA analysis for (mis)alignment assessment.

In the literature, different misalignment assessment techniques have been put for-
ward to succeed in dealing with alignment evaluation from misalignment perspective.
Most of them are symptom-based [6, 19], while other works such as [16] focused on
proposing a process for misalignment assessment. Several approaches have been
developed, but they do not provide any support for EA-based implementation.

The problem of enterprise architecture alignment has been extensively studied in
the literature. [1] focuses on the integration of business and IT architecture domains. It
collects requirements for architecture alignment and propose artifacts for alignment
architecture. [7] deals with semi-automatic business process and data architecture
alignment. It detects alignment patterns in the EA domains. [9] proposes an approach
which supports architecture alignment. [17] introduces an EA metamodel for different
business-IT alignment situations. [24] provides a description about an ideal alignment
situation. EA alignment methods try to integrate alignment evaluation frameworks,
misalignment assessment frameworks and EA analysis techniques to propose EA-based
tools for (mis)alignment assessment. However, for the most part, existing approaches
have no explicit potential for misalignment symptom detection. None of the proposed
techniques can be directly applied to this problem.

Table 9. Excerpt from a dependency analysis between business process tasks and applications
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The contribution of this study extends results on approaching EA-based
misalignment symptom detection. The framework proposed in this paper can be con-
sidered as a precursory step for integrating the concepts and potentials of EA analysis,
(mis)alignment assessment and EA alignment. In this framework typical misalignment
symptoms are connected with relevant EA artifacts and suitable EA analysis types
along the traditional alignment perspectives.

7 Conclusion and Future Work

In this paper a new way of misalignment symptom detection have been presented,
which is able to reveal typical symptoms along the four traditional alignment per-
spectives by assessing the underlying EA models. The proposed artifact-based
misalignment detection framework is built on matching the symptoms of misalignment
with possible containing artifacts and suitable EA analysis types along alignment
perspectives. The proposed framework has the potential to extend our understanding on
assessing the state of misalignment in a complex EA model structure. The framework
allowed us to identify and detect malfunctioning procedures along the alignment
perspectives. It highlighted the importance of and a need for both an artifact-based and
an EA analysis-based approach. The main contribution of the paper was that it con-
nected typical misalignment symptoms to relevant containing artifacts and suitable EA
analysis types along the perspectives of the SAM model.

The construction and operation of the framework have been discussed and
explained in detail in the previous sections. To illustrate the feasibility of the proposed
framework in practice as well as to provide guidance on applicability, a case study was
performed. Examples of mismatches have been provided in the investigated EA models
by using the proposed artifact-based and EA analysis-based approach. With this case
study considerable progress has been made with regard to the practical application of
the proposed framework. However, this study also encounters some challenges and
questions in need of further investigations. Topics reserved for further examinations
include (1) the automatization of EA analysis types and (2) decoupling the framework
from built-in EA tool features. The next research step will be to focus on a
tool-independent, automated implementation of the artifact-based misalignment
symptom detection framework. In the meantime, a general assessment framework will
be developed on alignment performance to be able to give feedback after detecting
misalignment symptoms in the investigated companies. Feedback will include both
alignment performance evaluation and possible misalignment correction and
re-alignment activities. Apart from automating the framework, there are also some less
radical development initiatives. As part of future work, the approach will be evaluated
against some set of testable criteria. Future work will also concentrate on further
refinements on the proposed framework: to enhance the accuracy and quality of
misalignment symptom detection. Additionally, even more discussion is planned to
provide on its practical applicability. Finally, since results are promising, the frame-
work should be validated on some more complex EA model environments within other
organizations.
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Abstract. Enterprise modeling frameworks are concerned with the represen-
tation of social phenomena and researchers have proposed a number of notations
and techniques for depicting social behaviors. However, coopetition, which is a
specific type of social interaction, has not been explored in the enterprise
modeling literature. Coopetition, which refers to simultaneous cooperation and
competition, has been studied extensively in the social sciences where con-
ceptual theorizing and empirical fieldwork have established it as a prominent
field of research. It is regularly observed in dealings between many kinds of
enterprises, such as businesses and governments, where it has been analyzed at
both inter- as well as intra-organizational levels. Coopetition is especially rel-
evant for enterprise modeling because goal alignment/convergence can yield
cooperation among actors while goal conflict/divergence can lead to competition
among actors. In this paper we (a) present an overview of academic research into
coopetition, (b) discuss the requirements for representing coopetition, and
(c) propose future work that will be relevant for the modeling and analysis of
cooperation, competition, and coopetition between enterprises.

Keywords: Enterprise modeling � Coopetition � Strategy � Design � Review

1 Introduction

A number of researchers have proposed modeling notations and techniques for
expressing and evaluating organizational strategy [1, 2] and a variety of modeling
approaches have been developed to describe different aspects of enterprises (e.g., goal,
actor, value, process, etc.) [3]. Additionally, requirements engineering (RE) researchers
have applied many goal- and actor-oriented approaches to model and analyze business
strategy [4, 5]. However, none of these approaches have focused directly on this
phenomenon of simultaneous cooperation and competition. This is a gap in the RE
literature because strategic coopetition impacts many entities (such as actors, goals,
tasks, resources, boundaries, value, etc.) that are relevant for these approaches.

Coopetition, which refers to simultaneous cooperation and competition, has
become “increasingly popular in recent years” [6] and is “an integral part of many
companies’ daily agenda” [7]. While some research papers in the RE literature have
discussed competition and cooperation between enterprises [8, 9]—there are many
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characteristics of these strategic behaviors that are unexplored in the Enterprise
Modeling (EM) literature. It can be argued that these gaps “make it difficult for
requirements engineers to validate low-level requirements against the more abstract
high-level requirements representing the business strategy” [10]. Therefore, the ability
to articulate cooperation, competition, and coopetition represents advancement in the
state-of-the-art in EM.

In the introductory section of this paper, we discussed the relevance of coopetition
for EM. In the next section, we describe the development of coopetition research within
the field of Strategic Management. In the third section, we discuss key characteristics of
coopetition that are relevant for EM. In the final section, we summarize our current
research into coopetition modeling and propose next steps for future research.

2 Enterprise Cooperation, Competition, and Coopetition

Strategic Management (SM), which is a branch of Organizational Theory (OT), is an
academic discipline that is concerned with the structure, behavior, and performance of
organizations [11]. It emerged in the 1950s as an explanation of the strategic dynamics
between firms in competitive industries [12]. It was closely related to Bain’s SCP
(structure, conduct, performance) paradigm according to which the performance of a
firm was determined by its conduct, which, in turn, was impacted by various industry
factors [13]. Starting in the late 1970s, Porter popularized this view through his
advancement of economic theories of “competitive advantage” [14, 15]. A number of
economists, including Porter, helped to establish this competitive view of strategy as
the dominant paradigm during the first three decades of SM research.

This “militaristic” view in SM was challenged throughout the 1980s and 1990s by
researchers who argued in favor of “cooperative advantage” and “collaborative advan-
tage” [16, 17]. This stream of research posited that firms could improve their perfor-
mance and increase their profits by partnering with other firms. Dyer and Singh promoted
the notion of “relational rents” as profits that were generated through relationship-
specific idiosyncratic assets and resources [18]. Many rationales and justifications were
offered for inter-firm relationships such as strategic alliances. These included the ability
for partner firms to acquire knowledge [19], share risks [20], access markets [21], spread
costs [22], pool resources [23], and achieve strategic objectives [24].

By the mid-1990s, the field of SM was divided into two camps that offered
incompatible and divergent explanations of inter-firm behaviors. The competitive camp
argued that cooperation among rivals led to collusion/cartelization while the
cooperative/collaborative camp asserted that competition between allies led to mutually
destructive outcomes. An esemplastic theory was needed to resolve this creative tension.

Coopetition theory was proposed as a syncretistic means for reconciling the
competitive and cooperative perspectives [25]. It was introduced in 1995 by two
economists who adopted a game-theoretic lens for interpreting inter-firm behaviors
[26]. In the two decades since its introduction, coopetition theory has become a
prominent field of scholarly inquiry. A number of literature reviews have noted the
increase in research interest in this field [27–29] and eminent scholarly publications
have devoted special issues to this topic [30, 31]. Empirical fieldwork has also been
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used to explore “coopetition along the antecedents-process-outcomes trail” [17, 28].
Additionally, coopetition research has progressed beyond SM into other disciplines
including political science [32], diplomacy [33], and civics [34].

3 Emerging Requirements for Modeling Enterprise
Coopetition

OT researchers have identified various characteristics that define coopetitive relation-
ships [6, 35]. These include, but are not limited to, complementarity [36], interde-
pendence [37], trustworthiness [38], and reciprocity [39]. It should be noted that
cooperation and competition are germane to coopetition because coopetition represents
the coaction of these phenomena. Therefore, a RE framework for coopetition ought to
support the depiction of cooperation and competition separately as well as simulta-
neously (i.e., coopetition). This section discusses the key characteristics of coopetition
between enterprises that are essential for modeling it.

3.1 Key Features of Coopetitive Relationships

Table 1 presents a partial list of requirements that are relevant for modeling coopetition
phenomenon. Table 2 presents a preliminary assessment of various techniques in terms
of requirements for representing coopetition. We acknowledge that each of these
entries merit debate and critique and are offering them to stimulate discussion and more
in-depth analysis. Please note that this assessment does not consider the syntax and
semantics of extensions, derivatives, or combinations of the reviewed techniques. The
column titled ‘Key’ from Table 1 should be used to interpret the coded column
headings in Table 2.

Table. 1. Partial list of requirements for modeling enterprise coopetition.

Characteristics Features Key Description for modeling support

Actor 2 Actors or Dyad A1 Two actors with links between them
>2 Actors or network A2 More than two actors with links between them

Actor intention A3 Internal intentional structure of actor(s)
Complementarity Resource/asset/object C1 Entity associated with some value, benefit, or utility

Value added C2 Incremental addition of some value, benefit, or utility

Added value C3 Worth of an actor in terms of value, benefit, or utility
Interdependence Positive dependency I1 Existence of dependency(ies) between actors.

Negative dependency I2 Non-existence of any dependency between actors
Strength of dependency I3 Magnitude of dependency (however measured)

Trustworthiness Goal convergence T1 Agreements between goals within and across actors

Goal divergence T2 Conflict between goals within and across actors
Compliance T3 Evaluation of abidance with terms and conditions

Reciprocity Activity or task R1 Individual (step) or collection (process) of actions
Sequence R2 Transition from predecessor to successor action
Condition R3 Constraints or restrictions on actions
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Prominent goal- and/or actor-modeling approaches such as NFR framework,
KAOS, and i* are able to support the representation of some, but not all, of these
requirements. Similarly, practitioner tools such as Business Model Canvas and Value
Network Analysis are also deficient with respect to some of these requirements.
Nonetheless, these approaches can be extended and combined in creative ways to
overcome their respective limitations for modeling coopetition. This is appropriate
because according to [40], “depending on the needs, several languages can also be used
together in a complementary way”.

3.2 Strategic Competition Between Enterprises

A number of theories have been proposed to explain the nature and characteristics of
strategic competition between enterprises. These include Industrial Organization,
Chamberlinian, and Schumpeterian explanations that refer to different core concepts
and units of analysis [41]. For example, [42] claims that “there is no reason to think of
business competitive systems as different in any fundamental way from other biological
competition”. This view posits that much like biological competition (between
organisms) economic competition (between enterprises) occurs due to resource con-
flicts [43]. Indeed, this view is in line with a functional definition of economics as the
“study of the allocation of ‘scarce’ resources among competing ends” [44]. This means
that actors (enterprises), goals (ends), and resources (means) are pertinent for the
modeling of strategic competition between enterprises.

Figure 1 presents an i* SR (Strategic Rationale) diagram of competition between
enterprises caused by typical resource conflicts. Two firms, A and B, are in the same
industry such that their products/services are substitutes which serve similar customer
needs. These firms require similar resources (capital and employees) and consume
similar raw materials (ingredients and supplies). They interact in two arenas which are
factor and output markets wherein a factor market is comprised of investors, suppliers,
and job agencies while an output market is comprised of customers, and an intellectual
property office (i.e., patent issuer). We have chosen i* SR modeling because it supports
the depiction of resource dependencies across actors as well as means-ends decom-
position and softgoal contributions within actors.

Table. 2. Preliminary assessment of modeling support for requirements from Table 1.

Technique A1 A2 A3 C1 C2 C3 I1 I2 I3 T1 T2 T3 R1 R2 R3

NFR Framework ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✓ ✓ ✗ ✓ ✗ ✗

i* Strategic Rationale ✓ ✓ ✓ ✓ ✗ ✗ ✓ ✗ ✗ ✓ ✓ ✗ ✓ ✗ ✗

KAOS ✓ ✓ ✗ ✓ ✗ ✗ ✗ ✗ ✗ ✗ ✓ ✗ ✓ ✓ ✓

e3Value ✓ ✓ ✗ ✓ ✓ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✓ ✓ ✗

Business Model Canvas ✗ ✗ ✗ ✓ ✓ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✓ ✗ ✗

Value Network Analysis ✓ ✓ ✗ ✓ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗

Game Tree ✓ ✗ ✗ ✗ ✓ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✓ ✓ ✗

Payoff Table ✓ ✗ ✗ ✗ ✓ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✓ ✗ ✗

Change Matrix ✓ ✗ ✗ ✗ ✓ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✓ ✗ ✗
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Each firm depends on these stakeholders for different reasons. An investor offers
funds to firms (shown) in return for principal + interest and/or profits (not shown).
A supplier sells raw materials to firms (shown) in return for principal + interest and/or
profits (not shown). A job agency helps a firm to recruit employees (shown) in return
for a charge (not shown). The Intellectual Property Office issues patents (not shown)
after a firm attempt to register its design (shown). A customer offers its business to
firms via orders (shown) and in return pays the firm for its products (not shown). We
have excluded certain details from the Fig. 1 in order to simplify the diagram.

There are two main types of interactions that can take place between two enterprises
such as firms A and B. These are depicted in Fig. 2 which is an i* SR diagram of abstract
resource conflicts between enterprises (i.e., it represents a strategic pattern). In the first
type of interaction, an enterprise (e.g., Firm A) depends on a resource (i.e., Resource X)

Fig. 1. i* SR diagram of competition from typical resource conflicts among enterprises.
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while another enterprise (e.g., Firm B) depends on a different resource (i.e., Resource Z).
In this case, there is no conflict between these enterprises as they depend on, and are
interested in, different resources. In the second type of interaction, two enterprises (e.g.,
Firm A and Firm B) depend on the same resource (i.e., Resource Y). In this case, there is
a conflict between these enterprises as they depend on, and are interested in, the same
resource. This scenario is likely to lead to strategic competition if only one of these firms
is able to satisfy its resource dependency (means) that is necessary for achieving its goal
(ends).

The ability to represent the heterogeneous facets of resources are also relevant for
the modeling of strategic competition between enterprises. This is because [45] argues
that a resource that is valuable, rare, inimitable, and non-substitutable serves as a source
of competitive advantage for its owner/controller. A resource is considered to be
valuable if rivals cannot: obtain/access it, mimic/copy it, or generate comparable value
from alternative/replacement resources [46].

3.3 Tensions in Paradoxical Relationships

Competition and cooperation are diametric social behaviors that are undergirded by
opposite logics and assumptions [47]. Their co-occurrence in any relationship repre-
sents a paradox that creates tensions between the coopeting actors [48]. Different
degrees of cooperation and competition can co-exist [47] within vertical (i.e.,
buyer-supplier) as well as horizontal (i.e., firm-to-firm) relationships [49]. Moreover,
coopetition can occur within a dyad (i.e., between two actors) or in a network. Dyadic
coopetition necessitates direct coopetition between two actors but network coopetition
enables direct as well as indirect coopetition (i.e., via an intermediary). Dyadic
coopetition can be regarded as procedural coopetition [50] where activity is an
appropriate unit of analysis while network coopetition can be regarded as contextual
coopetition [51] where actor is a suitable unit of analysis. Coopetition is also a mul-
tilevel phenomenon wherein an actor may exhibit different behaviors at different levels
(i.e., within a dyad or network) [52].

Fig. 2. i* SR diagram of competition depicting abstract resource conflict among enterprises.
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3.4 Complementarity, Interdependence, Trustworthiness,
and Reciprocity

Complementarity. According to [53],“complementarity refers to the combined
returns from the combination of two or more assets, with some combinations resulting
in higher value creation than other combinations.” It is informally referred to as syn-
ergy wherein: ‘the whole is greater than the sum of its parts’. Complementarity
motivates cooperation within competitive relationships and competition within coop-
erative relationships. Researchers have identified various ways through which firms can
develop complementarities with their partners. These include overlap avoidance,
knowledge protection, and development of common objectives. [54] note that multi-
faceted dealings between Sony and Samsung illustrate a coopetitive relationship that is
based on complementary R&D and manufacturing skills.

Interdependence. According to [55], “strategic interdependence is concerned with the
extent to which work processes that have strategic implications are interrelated.” Firms
are typically incentivized to become mutually reliant when they have “partially con-
gruent interest structures” [56]. Interdependence fosters coopetition because it ensures
that “each competitor will have a specific individual interest in carrying out an
agreement” [57]. Researchers have identified various ways through which firms can
become more interdependent with each other. These include investing in
relationship-specific assets, interconnecting resources, and knowledge sharing. [47]
observed such coopetitive interactions between a number of European firms in the rack
and pinion as well as lining industries.

Trustworthiness. According to [58], “trust refers to the expectation that another
business can be relied on to fulfill its obligations.” It “is expected to reduce the level of
potential and actual opportunism” [59] through “(a) impartiality in negotiations,
(b) trustworthiness, and (c) keeping of promises” [38]. Moreover, “while trust is an
attribute of a relationship between exchange partners, trustworthiness is an attribute of
individual exchange partners” [60]. Trustworthiness is an important consideration in
coopetition because trust and contracts serve as governance mechanisms in cooperative
relationships. Researchers have identified various techniques through which firms can
grow their trustworthiness. These include increasing communication, avoiding coer-
cion, and increasing linkages. [61] identified trust as a “key factor for success of
co-opetitive strategies” through an empirical study of the telecommunications satellite
industry in Europe.

Reciprocity. According to [62], “reciprocity is defined as rewarding kindness with
kindness and punishing unkindness with unkindness.” [63] note that a social actor
should “expect this behavior from others” because “reciprocity is a rather stable
behavioral response by a nonnegligible fraction of the people” [64]. [65] point out
“reciprocity has been studied in depth in economics and game theory as a means to
enforce cooperative behavior”. This is why it is commonly used in game theory to
explain social behavior in sequential move games such as ultimatum game and
gift-exchange game [66]. In fact, such behavior is not limited to games and has been
observed in the industry by [67].
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3.5 Example: Inter-partner Learning and Knowledge-Sharing Among
Enterprises

An important justification for strategic alliances is the transfer and exchange of orga-
nizational knowledge between partners [19, 22]. However, knowledge sharing can also
expose partners to risks and vulnerabilities. This is because partners can engage in
‘learning races’ [68, 69] where each firm tries to ‘learn faster’ than its partners [70, 71].
This might be motivated by opportunism such as a firm’s desire for ‘knowledge
expropriation’ [72–74]. Such strategic interactions between enterprises can be descri-
bed using models that depict factors such as complementarity, interdependence,
trustworthiness, and reciprocity.

Figure 3 shows the strategic dynamics between two enterprises (i.e., Firm A and
Firm B) that possess complementary knowledge. This means that each possesses a
stock of information that is of use to the other and hence these firms are interdependent
on each other. Information stock is a resource that allows each firm to make decisions
regarding a number of business activities. These decisions include, but are not limited
to, those about entering new markets, designing new products, developing new busi-
ness processes, building new organizational structures, and creating new business
relationships.

In such inter-partner learning arrangements, each firm must disclose its information
stock to its partner in order to access the information stock of its partner in return. Each
firm identifies learning opportunities from its partner by evaluating the usefulness of
the information stock of its partner for its own business requirements. After identifying
learning opportunities, a firm tries to access information from the information stock of
its partner so as to add it to its own information stock. However, in order to access
information from its partner a firm also has to disclose information from its own
information stock. This is necessary because for information exchange to be mutually
beneficial both firms must act on reciprocal learning opportunities.

A firm can exchange information with its partner through two main methods which
are accessing and disclosing information. Accessing and disclosing information are two
components of the same process because accessing information depends on the ability
of a firm to get information from a dependee (i.e., someone that is depended upon) as
well as the ability of the dependee to give information to the depender (i.e., someone
that depends). Likewise, disclosing information depends on the ability of a firm to give
information to a depender as well as the ability of the depender to get information from
the dependee.

Learning ability is a socio-technical resource that enables activities related to the
acquisition, assimilation, absorption, and application of organizational knowledge. This
resource allows a firm to learn from its partners and also makes it possible for a firm to
learn faster than its partner (i.e., allows it to get more information than it gives). The
ability to learn faster than a partner is advantageous for a firm because it allows that
firm to achieve a higher return from the sharing of its knowledge. Indeed, [75] argues
that superior organizational learning leads to improved organizational performance and
that “the only source of sustainable competitive advantage for a company may lie in its
ability to learn faster than its competitors” [76].
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Fig. 3. i* Strategic Rationale diagrams of inter-partner learning and knowledge sharing between
enterprises.
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A superior learning ability also functions as de facto insurance policy because it
precludes a firm from being shut out from the information stock of its partner before it
has had a chance to access all the information that it is seeking from that partner.
Conversely, a firm that can learn faster than its partner can access all of the relevant
information from the information stock of its partner first and then terminate the
knowledge sharing arrangement before that partner has had an opportunity to learn all
of the relevant information from its information stock. This is why firms evaluate the
trustworthiness of partners in order to minimize the risk of exploitation through
opportunism (e.g., knowledge expropriation) in knowledge-sharing scenarios.

There are three main types of interactions that can take place between two enter-
prises (such as firms A and B) in inter-partner learning arrangements. The top diagram
in Fig. 3 depicts a situation in which both firms perceive the knowledge exchange to be
equitable as well as fair and therefore they will continue to cooperate by sharing
knowledge. This might happen if both partners have foregone opportunism in their
dealings and have built up a reservoir of goodwill and understanding. In contrast, the
bottom diagram in Fig. 3 depicts a situation in which any/all firm(s) perceive the
knowledge exchange to be harmful as well as malicious and therefore they will conflict
and compete with each other. For example, this might happen if any firm detects its
partner(s) of engaging in opportunistic behavior because such behavior will create
distrust/mistrust in the partnership.

The middle diagram in Fig. 3 depicts a situation in which one firm is cooperating
fully (i.e., Firm B) while the other firm (i.e., Firm A) is cooperating partially. This is
because while Firm A is sharing its information with Firm B it is also attempting to
learn faster than Firm B (i.e., it is competing). In such a situation the stability of the
partnership depends on whether or not Firm B detects the opportunistic behavior of
Firm A. If Firm B does not detect the opportunistic behavior of Firm A then Firm B
will continue to grant unrestricted access to its information stock to Firm A while
Firm A will only grant partial access to its information stock to Firm B. However, if
Firm B detects the opportunistic behaviour of Firm A, as shown in the bottom diagram
in Fig. 3, then the knowledge sharing will break down on account of Firm B feeling
exploited by Firm A. This example shows simultaneous competition and cooperation
between the actors because competitive behaviour is present within a cooperative
relationship.

4 Conclusions and Future Work

This paper provided an overview of the phenomenon of coopetition as well as some of
its key facets and characteristics that are relevant for EM. In addition to being an
eminent research area, coopetition is also widely observed in practice. [77] claim that
“coopetition is common in several industries” and [78] note that roughly 50 % of
strategic alliances are between competitors. Nonetheless, in spite of its prominence,
coopetition has not been explored in the EM literature. We intend to address this
shortcoming by developing a modeling framework that is suitable for representing
cooperation, competition, and coopetition.

Coopetition with Frenemies: Towards Modeling of Simultaneous Cooperation 173



The next logical step in our research is to identify and catalog the requirements for
modeling these phenomena. Table 1 presents a partial list of these requirements
however it needs further elaboration and refinement. After identifying the requirements
for modeling coopetition, our next step will be to assess the adequacy of extant
modeling languages for satisfying those requirements. Table 2 presents preliminary
findings however they merit improvement through more rigorous and detailed assay.
Moreover, any revisions to Table 1 will necessarily require Tables 2 to be revised as
well. We are also interested in exploring alternate approaches for representing the
information that is depicted in Fig. 3.

After evaluating individual modeling languages for satisfying the requirements
from our catalog, our next step will be to address their shortcomings. We will do this by
developing a conceptual modeling framework that extends and combines extant
notations and techniques. To verify this framework, our goal will be to share it with
management practitioners and industry specialists. Additionally, our intention is to
validate this framework in the field by collaborating with industry partners. This
framework will allow the modeling of opportunities and alternatives for strategic
coopetition in a structured and systematic manner. As a result, it is our expectation that,
this framework will advance the state-of-the-art for the practice of EM.
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Abstract. Information System (IS) evolution is today a continuous preoccu-
pation of every modern organization that aims to have a perfect support for its
constantly changing business ecosystem. However, the task of IS evolution is
not anodyne, it presents several risks towards IS sustainability as well as towards
enterprise activity. Taking a decision related to any IS change can be a trou-
blesome responsibility because of the amount of information that has to be
processed and the uncertainty of the impact of the change on the enterprise and
its IS. To reduce this uncertainty, we have developed a conceptual framework
for IS evolution steering. This framework allows to capture the information on
how enterprise IS supports its activities and regulations, and then to extract the
information relevant for realizing IS evolution activities, simulating their impact,
and taking appropriate decisions. This second part of the framework is called the
responsibility space of IS evolution steering and is the main subject of this
paper.

Keywords: Information system evolution � IS evolution steering � IS steering
model � Responsibility space of IS evolution steering

1 Introduction

The constantly changing business and technology environment of modern organiza-
tions implies the necessity for continuous evolution of their Information Systems
(IS) that are expected to fit it perfectly. However, the task of IS evolution is not
anodyne, it presents several risks towards IS sustainability as well as towards enterprise
structure and activity [1]. Taking a decision related to any IS change can be a trou-
blesome responsibility. First, because of the amount of information that has to be
processed while this information is not always available or easy to find, which creates
the feeling of uncertainty. Second, because of the uncertainty of the impact of the
change on the enterprise and its IS. Some of the problems that could appear are: the
undetected inconsistency between the organization’s activity and the IS functionality,
the loss of regulatory compliance, conflicting IS evolutions, the impossibility to undo
IS/Organizational changes, the loss of information, and the need to change the whole
system when only part of it is impacted. Therefore, a tool supporting IS evolution
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steering is indispensable to guide and to reassure the officers responsible for this task.
In our previous work [2] we have introduced a conceptual framework for IS evolution
steering. This framework includes several conceptual models each of them taking into
account a particular perspective of IS evolution steering:

• the information on how enterprise IS supports its activities and regulations is
captured in the IS Steering Model (IS-SM);

• the notion of IS evolution including its structure, lifecycle and impact assessment is
represented in the corresponding Evolution Models;

• the responsibility of IS evolution steering actors on (1) the consistency of enterprise
information (data) and on (2) the enterprise compliance with regulations governing
its activities is formalized in Ispace and Rspace models respectively; and

• the guidance to use the aforementioned models, and so to help the actors in charge
of IS evolution steering, is formalized in the Evolution Steering Method.

The framework constitutes the foundation for developing an Informational Steering
Information System (ISIS). Up to now we only presented the general overview of the
framework and its IS-SM model [2], and partially discussed the IS evolution models
[3]. In this paper we focus our attention on the third part of our framework that deals
with the notion of responsibility in IS evolution steering. In particular, we explain how
to extract the information that is necessary to understand the scope of a particular IS
evolution, to asses its impact, and finally to take appropriate decisions. We call this
type of information the Responsibility space. As mentioned above, we distinguish two
types of responsibility: the one over the enterprise information space that we call
Ispace, and the other over the regulation space that we call Rspace.

The rest of this paper is organized as follows: in Sect. 2 we discuss the responsi-
bility issues in the domain of IS evolution. Section 3 provides an overview of the
fundamental model of our framework – the IS-SM. Section 4 presents the main con-
tribution of this paper – the models for defining the responsibility space of IS actors. In
Sect. 5 we briefly discuss the related works and we conclude in Sect. 6.

2 Responsibility Issues in IS Evolution Steering

Information systems evolution is closely related to the changes undertaken in the
organization itself and in its environment. A decision to move the organization from a
current situation (ASIS-Org) to a new one (TOBE-Org) generally implies a more or less
important change in its information system – the move from a current IS (ASIS-IS) to
the new one (TOBE-IS). At each increment of ASIS-IS evolution towards TOBE-IS,
the IS evolution steering officers have to take important decisions that could have more
or less important impact on the TOBE-IS and therefore on the TOBE-Org. Indeed, they
are directly responsible for the quality and sustainability of the TOBE-IS as well as its
fitness to the TOBE-Org business. Besides, they are indirectly responsible for the future
sustainability of the organization and its business, which depend on the result of the IS
change. Therefore, the task of IS evolution steering is not so simple and is characterized
by a high level of uncertainty, and the main reasons of that are as follows:
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• Besides its operational importance, an information system has also a strategic
significance for the organization. Indeed, it holds key information for the organi-
zation, and represents a strategic resource which underpins its key functions and
decision-making processes.

• IS evolution may be triggered by business needs, legislation and/or strategic
technological decisions. An organization, its business activities and its information
systems are interwoven, so changes to one of them are likely to affect the others [4].

• The decisions on how to change the organization and how to change its IS are not
taken at the same level and not by the same people.

• The decisions at organization’s strategic level are generally made in situations
distinguished by their uniqueness and uncertainty (e.g. business innovation). That
makes the decisions at IS level even more risky. These decisions may have serious
consequences and could jeopardize the sustainability of the organization [5].

• IS evolution requires knowledge [4] about IS structure, about dependencies between
IS components and applications and how they support business activities, about
how people work with the IS, and what are their rights and responsibilities. Having
this knowledge is of prime importance in the IS evolution steering as it provides the
basis for the action [6]. Knowledge deficiency, in the contrary, creates the situation
of uncertainty.

• The complexity of IS evolution is due to the fact that several IS dimensions have to
be taken into consideration [7, 8]: the information dimension responsible for the
availability and integrity of data, the regulatory dimension ensuring IS compliance
with the enterprise regulatory framework (standards, laws, regulation policies), the
activity dimension supporting enterprise business activities, and the technology
dimension dealing with the implementation and integration solutions.

• Finally, there are many different ways to realize an IS evolution, each of them
having a different impact on the current and future condition of the organization’s
IS, and therefore, of the organization itself.

To reduce the uncertainty level that IS evolution steering actors have to face we
need to guarantee that they possess all the required knowledge allowing to observe IS
changes, to understand their impact, and to identify potential risks on the TOBE-IS and
TOBE-Org. We agree with [4] that models are means to record this knowledge and
make it accessible. Hence, to capture this knowledge, we have developed an Infor-
mation System Steering Model (IS-SM) that allows to define how exactly enterprise
activities and regulations are implemented in its information system. Actually, IS-SM is
the underpinning model for the development of a meta-IS (IS upon IS in [9]) that we
call ISIS – Informational Steering Information System. Enterprise IS and ISIS are not at
the same level. IS is at the operational level, where actors (IS users) can
query/create/delete/modify objects of IS classes, and trigger/control/stop operations on
these objects according to their access rights. ISIS is at the IS steering level, where
actors (IS steering officers) can query/create/delete/modify the design of classes,
operations on these classes, integrity rules, processes, and access rights of the IS.

When a particular IS evolution is at stake, only a part of the information available in
ISIS is needed – the ISIS entities that are directly or indirectly concerned by the
evolution. They represent the responsibility space of this IS evolution steering.
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Identifying this space contributes to reduce the risk of information overload [10], which
could lead the IS steering actors to confusing estimations and inappropriate decisions.
The main role of the responsibility space is to assist the evolution impact analysis.

Inspired by [11, 12], we define the responsibility space as a set of ISIS instances
that represent accountabilities and capabilities of an actor to perform a task. We dis-
tinguish two perspectives of responsibility:

1. Ispace representing the responsibility over information elements (i.e. objects,
operations, and integrity rules implemented in the enterprise IS), and

2. Rspace representing the responsibility over regulatory elements (i.e. laws and
regulation policies governing enterprise activities supported by its IS).

Formally, the Ispace/Rspace model is defined as a part of IS-SM. With
Ispace/Rspace, we create sub-sets of information, extracted from ISIS, that inform the
IS steering actors about the changes caused by an evolution affecting the responsibility
of IS users. They allow to simulate IS evolutions and to identify potential risks. In the
next section we overview IS-SM, and then in Sect. 4 we define mechanisms to extract
the Ispace and Rspace from IS-SM.

3 Overview of the Information System Steering Model

The role of the Information System Steering Model (IS-SM) consists in defining the
information that can be obtained from the enterprise IS in a generic way. In particular,
it allows representing the information related to the enterprise structure (organizational
units and their composition), positions in an organizational unit, persons’ assignments
to one or several positions, their responsibility over different information elements, etc.
Figure 1 depicts a simplified version of IS-SM. More details about IS-SM can be found
in [1], and its complete version is available online [13]. IS-SM contains three main

Fig. 1. Simplified version of IS-SM, see [13] for details
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parts: activity, information, and regulatory. In this section we provide a short summary
of each of them.

The activity part of IS-SM (the left side in Fig. 1) describes the organization of the
enterprise activity. In particular, it allows to capture the information on how different
persons are related to the organizational units trough positions they hold, which ac-
tivities they can perform in these positions, how activities are combined in larger
business processes and what are the business rules that control the execution of
activities and business processes.

The information part of IS-SM (the right side in Fig. 1) reflects the usual definition
of IS concepts such as class, operation, integrity rule, and their interrelations. In
addition, this part takes into account the fact that usually an enterprise has several more
or less interdependent information systems and many services can be built upon an IS.
Therefore, IS-SM also includes the concept of IS and the concept of service, and relates
all the elements of its information part with the IS and services where they are present.
For readability purposes, these two concepts are not shown in Fig. 1; the complete
model can be found in [13].

The main interrelations between the activity and information parts are established
trough the concept of role, which is a pivotal concept of IS-SM. It allows to connect
activities and, consequently, persons who may perform these activities, to the IS classes
and operations by defining the appropriate access rights. Other interrelations concern
business rules from the activity part and integrity rules from the information one.
A business rule is related to an integrity rule if the later was created from the former.

The regulatory part of IS-SM (the top part in Fig. 1) expresses knowledge about
science, techniques, standards, skills, laws, policies and regulations that are indepen-
dent of the enterprise but govern enterprise activities. As a consequence, enterprise IS,
supporting these activities, has to comply with them. This knowledge is formalized in
terms of regulatory elements that can be concept, regulatory role and regulatory rule.

The interrelations between the activity and information part elements on one hand
and the regulatory part elements on the other hand are established if the former are
founded on the later. Indeed, laws or other regulatory instruments can impose the
creation of particular classes, operations, business rules, or positions. Generally, this
information is not made explicit in the traditional IS. However, it is very important for
the IS evolution steering to trace regulatory elements inside the IS [8]. In case they
change (e.g. a change of a law), a conforming IS evolution must be triggered.

To conclude, we claim that an ISIS based on the IS-SM allows to capture all the
information necessary to deal with IS evolution steering. However, this information is
still too large when considering a particular ASIS-IS transformation into TOBE-IS. In
the following sections we define mechanisms to extract the information that is really at
stake for a particular IS change – the responsibility space of the change.

4 Defining the Responsibility Space from IS-SM

We study the notion of responsibility from the enterprise activity point of view, i.e.
how any change in the organization (e.g. a hospital) affects the responsibility of a
particular role in this organization (e.g. prescribing drugs to patients), an activity where
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this role has to be played (e.g. visit patients), a position to which this activity is
allocated (e.g. doctor) and finally a person that is allocated to this position (e.g. Dr
Laennec). In the following sub-sections we formally define how the Ispace/Rspace can
be calculated for different IS-SM activity part elements. We illustrate these definitions
with a simple example from the hospital domain.

4.1 Responsibility on the Information Space

The information space of a particular IS-SM activity part element x (i.e. role, person,
position, or activity), retrieved from IS-SM and denoted Ispace(x), represents the space
of information accountability and capability of x. For example, if the Ispace of a person
p, Ispace (p), includes a class cl, then p has accountability over the objects of cl, and
p is expected to have capabilities thereof (e.g. create, update, delete the objects of cl).

The formalization of Ispace(x) and Rspace(x) is inspired by the relational algebra in
the following way:

Ispace/Rspace (x) = (ClA * ClB * ClC)[ClA = x][ClB]

where * expresses the join between IS-SM classes, [ClA = x] represents the selection of
the object x from the class ClA, and [ClB] expresses the projection on the class ClB.

Formally, Ispace of an element x is defined as a powerset Ispace(x) = <Cl(x),
Op(x), IR(x)> that includes a set of classes Cl(x), a set of operations Op(x) and a set of
integrity rules IR(x) accessible from x and defined in IS-SM.

For example, the Ispace of a role r is defined as Ispace(r) = <Cl(r), Op(r), IR(r)>.
The part of IS-SM allowing to retrieve Ispace(r) is shown in Fig. 2. Here, Cl(r)
represents the set of classes that r can access, and, therefore, for which r carries
accountability (probably shared with other roles) and holds capability to execute
methods on these classes. This set of classes can be accessed through the operation:

Cl(r) = (Role * Class_Role * Class) [Role = r][Class]

Fig. 2. The part of IS-SM allowing to retrieve the Ispace of a role.
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Op(r) represents the set of operations that can be executed by the role r, and for
which r carries accountability and holds the necessary capability. This set of operations
can be accessed through the operation:

Op(r) = (Role * Role_Operation * Operation) [Role = r] [Operation]

Finally, IR(r) includes the set of integrity rules that can be accessed by the role r via
the methods and operation of the classes that are in Cl(r) of its Ispace. Therefore,
r carries accountability to validate these rules when this validation is not completely
automatized and holds capability for that. The set of integrity rules of a role can be
accessed through the operation:

IR(r) = (Role * Class_Role * Class_Role_Method * Method * Risk * Context * Integ-
rity_Rule) [Role = r] [Integrity_Rule] [ (Role * Role_Operation * Operation *
Class_Operation * Method_Operation_Class * Method * Risk * Context * Integri-
ty_Rule) [Role = r] [Integrity_Rule].

The Ispace of a person p, Ispace(p), represents the information elements (classes,
operations and integrity rules defined in the organization’s IS) that p needs to access in
order to perform the activities related to her position(s) in the organization. Figure 3
shows the part of IS-SM allowing to retrieve the Ispace(p). In the course of evolution, if
a person leaves the organization, her information space should be identified and
transferred to another person to ensure the continuity of the business activities. On the
opposite, if a new person enters the organization, she should be trained to use her
information space. Because a person may have several roles, each of them related to the
activities for which she has the duty in her position(s), Ispace(p) is defined by the union
of the Ispace(r) of each of its roles:

Ispace(p) = [ r 2 Role(p) Ispace(r), where
Role(p) = (Person * Person_Position * Activity_Person_Position * Activity_Position *
Activity * Activity_Role * Role) [Person = p] [Role]

In a similar way, Ispace is defined for positions and activities.

Fig. 3. The part of IS-SM allowing to retrieve the Ispace of a person.
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4.2 Responsibility on the Regulatory Space

The regulatory space of a particular IS-SM activity part element x (i.e. role, person,
position, and activity), denoted Rspace(x), is also retrieved from IS-SM. It represents a
space of regulatory accountability and capability of x, i.e. how x is related to the
regulatory elements (i.e. concepts, regulatory rules and regulatory roles) of the regu-
latory part of IS-SM. For example, if the Rspace of a person p, Rspace(p), includes a
concept c, then p has compliance responsibility over the objects of c, and possesses the
capability thereof, i.e. the required knowledge.

Rspace of an element x is defined as a powerset Rspace(x) = <Co(x), RRole(x),
RRule(x)> including a set of concepts Co(x), set of regulatory roles RRole(x), and a set
of regulatory rules RRule(x) accessible from x and defined in IS-SM. An IS-SM activity
part element x may access a regulatory element in three different ways (see Fig. 1):

• Via a direct relation, e.g. Activity has a direct link to Concept via Activity_Concept.
• Indirectly via intermediate activity part elements, e.g. Activity can be related to

Regulatory_Role through Position and Position_Reg_Role, or it can be related to
Concept via Event and Event_Concept.

• Indirectly via intermediate information part elements, e.g. Role can be related to
Concept via Class, and to Regulatory_Rule via Class and Integrity-Rule, where
Class and Regulatory_Rule are elements of the information part of IS-SM.

The total Rspace of x will take into consideration all possible ways x can access the
regulatory elements.

Figure 4 shows the Rspace model for a role. The Rspace of a role r is defined as:

Rspace(r) = <Co(r), RRole(r), RRule(r)>.

Co(r) includes a set of concepts (instances of the class Concept) that represent the
regulatory foundation of the role r. These concepts can be implemented in the enter-
prise IS as classes or operations to which the role has access. To calculate Co(r) we use
the following operation:

Co(r) = (Role * Class_Role * Class * Class_Concept * Concept) [Role=r][Concept])
[ (Role * Role_Operation * Operation * Concept_Operation * Concept) [Role=r]
[Concept]

Fig. 4. The part of IS-SM that allows to retrieve the Rspace of a role.
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RRole(r) represents the set of regulatory roles that are the “raison d’être” of a
role r. In the course of IS evolution, if it happens that a regulatory role has no more
corresponding role, we can deduce that either the IS is not compliant with the regu-
latory framework of the organization, or this regulatory role is now out of the IS scope.
The set of regulatory roles of a role r can be accessed through the operation:

RRole(r) = (Role * Reg_Role_Role * Regulatory_Role) [Role = r][Regulatory_Role]

Finally, RRule(r) represents a set of regulatory rules that the role r has to be
compliant with. This compliance is implemented through the integrity rules over the
classes to which this role has access. The operation to calculate RRule(r) is:

RRule(r) = (Role * Class_Role * Class * Context * Integrity_Rule * IR_Reg_Rule *
Regulatory_Rule) [Role = r][Regulatory_Rule]

In a similar way we define the Rspace for activities, positions and persons.

4.3 Illustrating Example

To illustrate the Ispace and Rspace definitions proposed above we use an example of
the hospital ROL. Figure 5 depicts a small part of the kernel of its information system
schema.

In this example we will consider:

• one organizational unit: the general medicine department,
• two positions: the doctor and the nurse,
• two activities of a doctor: a1 concerning the care of patients (visit, diagnostic,

prescription) and a2 concerning the management of the nurses working in her team.

The activity a1 is associated with two roles: r11 for the visit of patients, and r12 for
the prescription of drugs to patients. To calculate the Ispace of the role r11 we apply the
formulas provided above.

Fig. 5. A small part of the IS schema of the hospital ROL.
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Ispace(r11) = <Cl(r11), Op(r11), IR(r11)>:
Cl(r11) = {Doctor, Patient_Doctor, Patient, Visit, Prescription, Drug_Delivery, Nur-
se_Patient} is the list of classes that the role r11 should access;
Op(r11) = {(8cl 2 Cl(r11), read(cl)), create(visit)}: r11 can read the objects of any class
of Cl(r11) and can create an object of the class Visit;
IR(r11) is empty.

Therefore, the ISpace of the doctor Laennec related to the role r11 is:

Ispace (Laennec / r11) = (Cl(r11), Op(r11), ø) [Doctor = ‘Laennec’].

This selection, as in the relational model, means that any object accessible by
Laennec must be reachable by join operation with the object of the class Doctor
identified by Laennec. So, for instance, Laennec can create an object of Visit only for
his patients and can access to the objects of Patient only for his patients.

Similarly, we calculate the Ispace of the role rl2:

Ispace (r12) = <Cl(r12), Op(r12), IR(r12) >:
Cl(r12) = Cl(r11);
Op(r12) = {(8cl 2 Cl(r12), read(cl)), create(prescription)}; IR(r12) = ø.

The activity a2 is associated with two roles: r21 and r22 – the arrival and the
departure of a nurse in/from the team of a doctor. Indeed, in the ROL hospital, a doctor
has the responsibility to accept/refuse/fire a nurse in her team. The Ispace of the roles
r21/r22 is as follows:

Ispace (r21) = <Cl(r21), Op(r21), IR(r21)>:
Cl(r21) = {Doctor, Docor_Nurse, Nurse);
Op(r21) = {(8cl 2 Cl(r21), read(cl)), create(doctor_nurse)}; IR(r21) = ø.

Ispace (r22) = <Cl(r22), Op(r22), IR(r22)>.
Cl(r22) = {Doctor, Docor_Nurse, Nurse);
Op(r22) = {(8cl 2 Cl(r22), read(cl)), delete(doctor_nurse)}; IR(r22) = ø.

To illustrate an evolution case, let’s suppose that now the ROL hospital wants to
get into improving patients safety. To this end, it proposes to introduce the concept of
skill. Following international standards, some particular skills will be required for the
delivery of drugs to patients. The doctor will be in charge to guarantee that nurses of
her team have sufficient competences for administrating all the drugs she can prescribe.
So, the IS of ROL must evolve, especially by introducing new classes such as Skill,
Nurse-Skill associating a nurse to her skills, Required-Skill associating a drug to the
skills required to administrate it, and the class Doctor_Drug associating a doctor to any
drug she can prescribe. The new IS schema is shown in Fig. 6.

After this evolution, the position “doctor” has still the same activities a1 and a2, and
the activity a1 has the same roles r11 and r12. But, for the activity a2, the roles r21 and
r22, must be extended into r211 and r221. Furthermore, this activity has additional roles
r23 and r24 related to the skills and the drugs. Here are the definitions of the Ispace of
r211, r221, r23 and r24:
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Fig. 6. The IS schema of the hospital ROL after the evolution.

r211: when dealing with the arrival of a new nurse, the doctor can check if the nurse
has sufficient skills given the skills of the other team nurses.

Ispace (r211) = <Cl(r211), Op(r211), IR(r211)>:
Cl(r211) = {Doctor, Doctor_Nurse, Nurse, Nurse_Skill, Skill, Doctor_Drug, Drug,
Required_Skill);
Op(r211) = {(8cl 2 Cl(r211), read(cl)), create(doctor_nurse)};
IR(r211) = ø.

r221: the doctor can check if the departure of the nurse has serious consequences
given the skills of the other team nurses.

Ispace (r221) = <Cl(r221), Op(r221), IR(r221)>:
Cl(r221) = {Doctor, Doctor_Nurse, Nurse, Nurse_Skill, Skill, Doctor_Drug, Drug,
Required_Skill);
Op(r221) = {(8cl 2 Cl(r221), read(cl)), delete(doctor_nurse)}; IR(r221) = ø.

r23: the doctor can add or remove skills to a nurse.

Ispace (r23) = <Cl(r23), Op(r23), IR(r23)>:
Cl(r23) = {Doctor, Doctor_Nurse, Nurse, Nurse_Skill, Skill, Doctor_Drug Drug,
Required_Skill);
Op(r23) = {(8cl 2 Cl(r23), read(cl)), delete(nurse_skill), create(nurse-skill)};
IR(r23) = ø.

r24: the doctor can add/remove a drug to/from her list of drugs.

Ispace (r24) = <Cl(r24), Op(r24), IR(r24)>:
Cl(r24) = {Doctor, Doctor_Drug, Drug);
Op(r24) = {(8cl 2 Cl(r24), read(cl)), create(doctor_drug), delete(doctor_drug)};
IR(r24) = ø.

With this example we can also briefly show the relevance of the Rspace. The class
Skill can be considered as a concept of the regulatory space because its origin can come
from an international standard, which is independent of the hospital. Thanks to this
concept, a nurse can position herself in her work domain. For example, if she wishes to
move to another team, she should compare her present skills with the required skills of
this team. To make the transfer possible, she needs to know the list of the skills
required by this team. Consequently, she must be allowed not only to access all the
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skills of her team (through the required skills of the drugs of her doctor) but also all the
skills of the other teams. This situation emerges only because of the regulatory space,
not at all because of the operational activities of the hospital. Hence, this situation
shows how the knowledge of the enterprise IS and its different dimensions can be
useful not only for operational purposes but also to support IS evolution.

5 Related Works

The subject of IS evolution was largely discussed in the literature taking into account
various perspectives and positions. Most of the works consider a particular aspect of
evolution (e.g. changes in data schema, requirements, technology, and architecture,
business reengineering and enterprise reorganization) without trying to provide a
holistic approach and tool support for its steering. Though, IS evolution steering is at
the crossroads of several research areas such as: evolution models, Business/IT
alignment, Enterprise Architecture (EA) and Enterprise Modelling (EM), IS gover-
nance and risk management. Here, because of the space limit, we will mention only a
few works, mainly with the aim to demonstrate the position of our contribution.

Comyn-Wattiau et al. [14] emphasize that IS evolution and the mechanisms for
supporting it highly depend on its different facets or dimensions, like the nature of
change, the time frame and the importance. Similarly, various IS change dimensions
and taxonomies are proposed in the domains of data management [15] and business
process management [16] taking into consideration various aspects of change like its
subject, cause, type, extent, effect, swiftness, temporal and spatial issues. We agree
with the idea that IS evolution is multifaceted. Our framework for IS evolution steering
includes three interrelated dimensions (i.e. activity, information and regulation) each of
them being a potential trigger and a subject of the change. Besides, we cope with
different IS evolution perspectives: its structure, lifecycle, impact and responsibility.

Let’s look now how our framework could be situated with regards to the EA/EM
contributions. Based on the literature review, Niemi and Pekkola [17] define EA as ‘an
approach to managing the complexity of an organization’s structures, information
technology (IT) and business environment, and facilitating the integration of strategy,
personnel, business and IT towards a common goal through the production and use of
structural models providing a holistic view of the organization’. They also claim that
‘because of this scope, EA can be approached from a number of viewpoints’. Indeed,
most of the EA frameworks (e.g. Zachman Framework [18], TOGAF [19], CIMOSA
[20]) and EM languages (e.g. EKD-CMM [21], DEMO [22], ArchiMate [23])
acknowledge the need for multiple views and abstraction levels. They are necessary to
cope with IS/enterprise architecture complexity and separation of concerns, and to
address the different life spans of the architecture elements [24, 25]. These approaches
expose best practices and generic principles that support the creation of ‘blueprints for
shared vision’ [24] of the current (ASIS-Org and ASIS-IS) and desired (TOBE-Org and
TOBE-IS) situations. However, they fail to offer a formal evolution steering method
and tool supporting continuous IS changes. We acknowledge that they provide a
detailed EA picture and propose approaches for EA evolution [26]. Though, they do
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not offer means to measure the impact of the changes on the IS instances and on the
organisation activities, and the regulation dimension is clearly missing.

Another perspective we would like to address is the notion of risk related to the IS
evolution. IS evolution is the entanglement of organizational, information, regulatory
and technology issues and hence, the nature of IS evolution risk is as complex as the
setting they stem from. In their study of IS risks Alter and Sherer [10, 27] review a
large amount of dedicated literature from which they identify risk components (e.g.
financial, functionality, organisational, technology, security, people, information,
political, etc.), organize risk factors and propose a general and adaptable model of IS
risk. From this and other related studies [28, 29] we retain that risk is related to
uncertainty. We argue that a way to cope with uncertainty in IS evolution steering is by
providing the precise information about the IS elements that are at stake. This is the
main role of our framework.

To conclude, we propose to discuss the notion of responsibility, which is, to our
best knowledge, the less considered topic in the domain of IS evolution. In [11, 12]
Feltus et al. propose a metamodel formalizing the notion of responsibility of IS actors.
In this model the responsibility of an actor is related to a business role she plays in the
organization, and represents her accountabilities on a business task and the required
capabilities and rights to perform those accountabilities. Our framework for IS evo-
lution steering is compliant with this responsibility definition. Furthermore, with the
Ispace and Rspace definition mechanisms, we provide a powerful tool for assessing and
managing the responsibility of IS actors, and hence, the responsibility of IS evolution
steering officers.

6 Conclusion

Every modern organization understands that its prosperity largely depends on the
quality and fitness of its information systems. Because of the constant changes in the
organization and its environment, IS evolution is permanently at stake. Actors,
responsible for IS evolution steering, are challenged to take decisions having impact on
the enterprise business. To be able to take these decisions, they must have a thorough
knowledge of the situation allowing to assess the impact of changes. The aim of our
work is to support IS evolution steering with conceptual tools allowing to reduce the
uncertainty inherent to IS evolution and the complexity pertaining to the multiple IS
dimensions. The main model of our conceptual framework, named IS-SM, represents a
foundation for developing an information system for IS evolution steering, that we call
ISIS. After a brief review of IS-SM, we present the main contribution of this paper,
which deals with identifying the responsibility space of IS actors. This responsibility is
considered from two complementary points of view: information (Ispace) and regu-
lation (Rspace). The Ispace and Rspace defined systematically on the current IS
(ASIS-IS) and future IS (TOBE-IS) allow to measure the delta of the IS evolution from
information and regulatory points of view respectively. They offer a view on how the
responsibility space will change for each actor of the organization. A person can be
granted with new responsibilities (e.g. creating, deleting, modifying objects) over an
existing or newly created information space. Is she ready to assume them? Does she
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have capabilities? Such changes at IS level require decisions at organization’s steering
level, while the information necessary to support the decision taking can be obtained at
the IS level. We are convinced that the implementation of ISIS would be helpful not
only for IS evolution steering abut also when dealing with enterprise reorganization.
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Abstract. The increasing number of process models in an organization has led
to the development of process model repositories, which allow to efficiently and
effectively manage these large number of models. Searching process models is
an inherent feature of such process repositories. However, the effectiveness of
searching depends upon the accuracy of the underlying matching technique that
is used to compute the degree of similarity between query-source process model
pairs. Most of the existing matching techniques rely on the use of labels,
structure or execution behavior of process models. The effectiveness of these
techniques is, however, quiet low and far from being usable in practice. In this
paper, we address this problem and propose the use of a combination of textual
descriptions of process models and text matching techniques for process
matching. The proposed approach is evaluated using the established metrics,
precision, recall and F1 score. The results show that the use of textual
descriptions is slightly more effective than activity labels.

1 Introduction

Business process models (hereafter process models) are widely used to formally doc-
ument the business operations of an enterprise. That is because process models are
proven to be an effective means for visualizing and improving their complex operations
[1]. Due to the increasing number of models, enterprises have to maintain process
model repositories which may contain up to hundreds or thousands of process models
[2, 3]. The effective use of these collections requires searching relevant source process
models against a given query process model [4]. This makes searching an integral
feature of process model repositories [5–7]. The effectiveness of searching depends
upon the efficiency of the underlying matching techniques that determines the degree of
similarity between a pair of process models [8]. Existing matching techniques [9–13]
take into account the three established feature classes of process models: label features,
structural features, and behavioral features. However, the effectiveness of these tech-
niques, is not sufficient [9] and far from being usable in practice [13]. Therefore,
several efforts are being made to develop new techniques or to combine existing
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techniques for process matching. Another limitation is that most of the techniques
require a process model as input, which limits the number of users who can search
process models.

As a contribution towards addressing these problems, in this paper, we propose to
exploit the presence of textual descriptions of process models in a process repository
and the availability of established text matching techniques for process matching.
Specifically, we investigate, whether the use of textual descriptions performs better
than using label features of process models. The reason for the choice of label features
over structural and behavioral features is rooted in the fact that label features serve as a
primary source for generating textual descriptions, whereas the other two features
mainly contribute to the flow of the text. We contend, once the superiority of the use of
textual descriptions over label features is established, it can be used in combination
with structural and behavioral features for process matching.

In this paper, we first generate textual descriptions of 669 process models using a
well-established textual description generation technique [18]. Second, we parse the
same set of models to extract their activity labels. Subsequently, we apply four
established text matching techniques, n-gram overlap [14], edit distance similarity [15],
Longest Common Subsequence (LCS) [16], and Vector Space Model (VSM) [17] to
evaluate the effectiveness of textual descriptions over activity labels.

The rest of the paper is organized as follows: Sect. 2 provides the background on
process models and related work. Section 3 provides an overview of the proposed
approach for process matching. Section 4 describes the corpus used for our experi-
ments. Section 5 describes the experimental setup (similarity estimation models), and
the analysis of the results. Finally, Sect. 6 concludes the paper.

2 Background

This section introduces the background to this work by first providing an example
process model and its equivalent textual description. Then, we reflect on the related
work with the help of the example process model.

2.1 Motivating Example

In order to illustrate the correspondences between a process model and its textual
description, consider the example of a university’s admission process shown in Fig. 1.
The example process model is depicted using the Business Process Modeling and
Notation (BPMN) – the de facto standard process modeling language. The model
contains one start event, seven activities, two XOR gateways, and one end event. The
start event is represented by circle, activities are represented by rectangles with round
edges, XOR gateways are represented by a diamond shape containing a cross, and the
end event is represented by a solid circle.

The corresponding textual description of the example process model generated by
using the Natural Language Generated System (NLGS) from [18] is shown in Fig. 2.
A careful look at the two specifications reveals the correspondences between the nodes
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(events, activities, and gateways) of the process model and the sentences of the textual
description. For instance, both the model and the textual description specify that the
process starts when a candidate submits an admission application. Also, it is clear from
both specifications that after submitting the application, the eligibility of the candidate is
checked.

2.2 Related Work

In line with the three feature classes (label, structural, and behavioral) of process
models, the related work to this research is classified into three main categories: label
based approaches, structure based approaches, and behavior based approaches.

Label based approaches extract the activity labels of process models and apply
matching approaches to evaluate the similarity between query-source process model
pairs. The underlying techniques include the edit distance [15], the bag of words model
[10] or contextual similarity [9]. Given two labels, approaches based on the edit dis-
tance compute the minimum number of atomic string operations (insertion, deletion,
substitution of words) required to transform the sequence of query labels into the
sequence of source labels and divides it by the maximum length of the two labels.
Approaches based on the bag of words model divide labels into individual words and
compute the ratio of the number of common words by the number of words in one or

Fig. 1. University admission process model

Fig. 2. Textual description of the example process model
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both labels [10]. In contrast to latter two techniques, context similarity takes into
account the preceding and succeeding label of activities to detect the equivalence of
activities [9]. However, a key limitation is that these approaches consider two process
models as similar by comparing the labels only. Thus, differences in the structure are
not taken into account. For the process model from Fig. 1 this means that any model
with identical activity labels is considered as similar, even if the gateways, actors, or
the control flow between the activities are entirely different.

Structure based approaches generally disregard the labels of process models and
rely on the topology of models to evaluate the similarity between query-source process
model pairs. Among others, such approaches [9, 19] rely on the use of the graph-edit
distance to compute similarity between models. Given two models, these approaches
compute the number of graph edit operations (insertion, deletion or substitution of
process elements) required to transform one model into another one. A typical limi-
tation of these approaches is that they assume that semantically identical activities have
identical or similar labels. [20] combines label matching and graph edit distance based
approaches to compare the models. For the example model given in Fig. 1, these
approaches would focus structural aspects such as the decision after the second activity
and disregard the specific meaning of the activities.

Behavior based approaches rely on the use of dependency graphs or causal foot-
prints to evaluate the similarly between query-source process model pairs. However,
these approaches, such as [12], typically do not distinguish between certain connector
types. For the example model from in Fig. 1, such approaches may determine a
query-source process model pair as equivalent even if contains OR gateways instead of
XOR gateways.

The most relevant work to this paper is a recent contribution from [29], which
promotes the use of textual descriptions on top of the process model. Matching the
example model from Fig. 1 with a query model requires the consideration of a doc-
ument for checking the eligibility of student (as additional textual description for the
activity check eligibility) and the document that explains the process of computing the
merit score or the merit position (as additional textual descriptions for the activities
compute merit score and compute merit position). In contrast to that approach, the
approach we propose in this paper relies on the use of textual descriptions as an
alternative to combining process models with additional textual descriptions of its
activities.

3 The Proposed Approach

A brief overview of our proposed approach to process matching is presented in Fig. 3.
From the figure it can be seen that our process matching approach consists of a
collection of source process models and their corresponding textual descriptions. While
keeping textual descriptions alongside process models increases the comprehension of
business processes among users, we propose to use the textual description for process
matching.

Our approach relies on the use of an automatic approach to generate textual
descriptions of a process model if needed. As far as we are aware, the Natural
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Language Generation System1 (NLGS) is the only available tool that can automatically
generate textual descriptions of a process model. It uses a well-established technique2

that takes a process model in the JSON format as input and generates its textual
description. For that reason, this system is used in our approach to automatically
generate textual descriptions of all process models in the repository.

The input to our proposed approach is a query process model or its textual
description. The task is thus to identify all the process models in the repository which
are similar/relevant to the query in two/three major steps: (i) generate textual
description, (ii) find similar process descriptions, and (iii) identify the corresponding
process models.

In the first step, if the input is a query process model, a textual description of the
query process model is generated using the NLGS. Then, the (generated) textual
description of the query process is compared to the textual descriptions of all the source
process models in the repository. A ranked list of source process models is subse-
quently generated based on their similarity scores. In the third step, the top K source
process models in the ranked list are marked as potential relevant process models
against the query and returned to the user.

Fig. 3. Overview of the Proposed Approach

1 Available for download at http://www.henrikleopold.com/downloads/.
2 Runner-up McKinsey BT Award 2013, and winner TARGION Award 2014.
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3.1 The Baseline Approach

As a baseline for comparison, we use the label-based N-gram overlap approach. That is
because, among the three features classes (label, structural, and behavioral), label fea-
tures serves as a primary source for generating textual descriptions, whereas, the other
two features mainly guide the structure and the flow of the textual description. Another
reason is that the label contain all the important keywords of the process model, which
makes a label based approach a logical baseline. Using this approach, the degree of
similarity between the query-source process model pair is computed by counting the
number of common words (extracted from the activity labels of the process models)
between the query-source process models pair. Subsequently, it is divided by the length
of one or both textual descriptions to get a normalized score between 0 and 1. The
similarity score of 0 indicates that the query and source process models are entirely
different and the similarity score of 1 indicates that they are exactly the same.

3.2 The Similarity Estimation Models

The following paragraphs give a brief overview of the estimation models used in this
paper.

3.2.1 N-gram Overlap
The similarity between a query-source textual description pair is computed using a
simple and well-known similarity estimation model, the n-gram overlap [14]. Note that
we propose to use textual descriptions of process models instead of collections of labels
that are used in the baseline approach. Using the similarity estimation model, both the
query and the source textual descriptions are divided into chunks of length n (or sets of
n-grams with length n). The degree of similarity between the query-source textual
description pair is calculated by taking the intersection of the sets of n-grams of the
query and the source textual descriptions and dividing it by the length of one or both
textual descriptions to get a normalized score between 0 and 1. This similarity esti-
mation model has been used in plagiarism detection [21], duplicate/near-duplicate
document detection [22], and measuring text reuse in journalism [23]. For this paper,
the similarity between the query-source textual description pair is computed using the
overlap similarity coefficient. If S(Q, n) and S(S, n) represent the sets of unique
n-grams of length n in a query textual description Q and a source textual description S
respectively, then the similarity between them using the overlap similarity co-efficient
is calculated using the following equation.

SoverlapðQ; SÞ ¼ SðQ; nÞ \ SðS; nÞj j
minð SðQ; nÞj j; SðS; nÞj jÞ

The range of the similarity score is between 0 to 1, where 1 means the two textual
descriptions are exactly same and 0 means they don’t have any common n-gram. In this
paper, we have computed the similarity between the query-source textual description
pairs for n = 1, i.e. unigrams. Before computing the similarity, all punctuation marks
and stop words were removed and remaining words were stemmed using Porter’s
Stemmer.
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3.2.2 Edit Distance Similarity
Edit distance is a distance-based model [15]. Using this model, the query-source textual
description pair is first represented as a sequence of words or characters. Then, the
number of atomic string edit operations (insert, delete, and substitute) required to
transform the query textual description into the source textual description are counted.
Subsequently, the edit distance is the minimum number of operations needed to
transform the query textual description into the source textual description. For instance,
if A = “abcd” and B = “abcdef”, then the number of operations required to convert A
to B is 2 (i.e. 2 insertions + 0 deletions + 0 substitutions). Similarly, the number of
operations required to convert B to A is also 2 (i.e. 0 insertions + 2 deletions + 0
substitutions). The minimum number of operations is also 2. Thereafter, the similarity
score between the query textual description (Q) and the source textual description (S) is
computed using the following equation.

EsðQ; SÞ ¼ 1� edðQ; SÞ
maxð Qj j; Sj jÞ

� �

where ed(Q, S) is the edit distance between query-source textual description pair.

3.2.3 Longest Common Subsequence Approach
The Longest Common Subsequence (LCS) [16] is another similarity estimation model
used to compute the similarity between query-source textual description pairs. Using
this similarity estimation model, the query-source textual description pair to be com-
pared is represented as a sequence of characters or words. The number of edit oper-
ations (deletions and insertions) used to transform the query textual description into the
source textual description are thereafter counted to compute the similarity between the
textual descriptions. For instance, if A = “abcdef” and B = “abgdef”, then abdef is the
LCS between A and B.

In this paper, we used LCS to compute a normalized similarity score (called
LCSnorm) between the query-source textual descriptions by dividing the length of LCS
by the length of the shorter textual description. Since the LCS similarity estimation
model is order-preserving, the alterations in the text caused by different edit operations
(word substitutions, word re-ordering etc.) are reflected by the length of LCSnorm.

LCSnorm ¼ LCSj j
minð Qj j; Sj jÞ

where |Q| and |S| are the lengths of the query and the source textual description
respectively.

3.2.4 Vector Space Model
The VSM [17] is another similarity estimation model used to compute similarity
between query-source textual description pairs. It computes the degree of similarity
between manual-automatic description pairs by first representing the texts in a high
dimensional vector space. The number of dimensions in the vector space is equal to the
number of unique words (or vocabulary) in the document collection. Then, the degree
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of similarity between a manual textual description (q) and a system textual description
(d) is computed using the cosine similarity measure (see the equation below).

simðq; dÞ ¼ q̂; d̂

ðjq̂j; jd̂jÞ
simðq; dÞ ¼

Pn
i¼1 qi � diffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn

i¼1 ðqiÞ2 �
Pn

i¼1 ðdiÞ2
q

4 The Corpus

This section provides details about the process model collection, query models, and the
human annotations used in the experiment.

4.1 Source Process Models

We generated a collection of 669 BPMN process models and compared it to the widely
used SAP Reference Model consisting of 604 process models. The goal was to illus-
trate the superiority of our developed collection with respect to the diversity in label
and structure-related features [27]. For generating the collection, we employed a sys-
tematic protocol in order to handcraft the necessary diversity that we deem necessary
for a benchmark collection. According to the protocol, at first 150 process models of
different sizes, diameters, densities, network connectivity, sequentiality, separability
and token split etc., were collected. For the interested reader we kindly refer to [24] for
more details about the metrics. To generate diverse label and structural features we
reproduced three other variants of these 150 process models, formally called, Near
Copy (NC), Light Revision (LR), and Heavy Revision (HR). The NC variant is gen-
erated by ‘slightly’ changing the formulation of each label of a model in such a way
that the semantic meanings of the labels are not changed. For instance, a possible NC of
the label ‘customer inquiry processing’ could be ‘client inquiry processing’. The LR
variant is generated by ‘substantially’ changing the formulation of each label in such a
way that the meanings of the labels are not changed. A possible LR of ‘prepare
replacement order’ could be ‘fulfill alteration request’. The HR variant is generated by
making two types of changes to process models: (a) changing the formulation of each
label without changing the semantic meaning of the labels, and (b) changing the
structure (control flow) between activities of a process model in such a way that the
semantics of the control flow remains intact.

In order to reduce the human bias, a team of three researchers was formed. To
develop a common understanding of the variants, five example process models and their
three variants were given to the researchers along with ample time to comprehend these
models. This was followed by a discussion and an informal question answering session.
The session was led by a three member advisory board with expertise in business
process modeling, natural language processing, and corpus generation. Subsequently,
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the 150 process models were divided into two subsets, 1–75 and 76–150, and each
participant was asked to perform two revisions on a subset i.e. one researcher was asked
to generate the NC and the HR variant on the first and the second subset respectively.
The second participant was asked to generate the LR and the HR variant on the first and
the second subset respectively. Similarly, the third participant was asked to generate the
NC and the LR on the first and the second subset, respectively.

The smallest model in the collection contains 11 activities and largest model
contains 54 activities. In terms of structural features, the average size of our collection
of 669 process models is 20.75 with a standard deviation of 7.09, a diameter of 16.78
with a standard deviation of 5.46, a sequentiality ratio of 0.41 with standard a deviation
of 0.17, and an average degree of connectors of 2.94 with a standard deviation of 0.52.
Another key feature is that the process models in our collection are free of structural
errors. For instance, the connector mismatch in our collection is 0. This indicates that
there are no process models in our collection with a split connector (AND/OR/XOR)
without a corresponding join connector (as requested by prominent process modeling
guidelines [24, 25]). It is to be noted that the generation of process models with diverse
label features required the participants to perform 24,092 operations (insertion, deletion
synonyms replacement, and reordering or words). Similarly, to generate diversity with
respect to structural features, 1,764 operations (adding/removing activities,
adding/removing/changing gateways, adding/removing/renaming lanes etc.) were
performed by the participants.

Mendling et al. [26] highlighted that model understanding strongly depends upon
accurate interpretation of the labels. Their study presented four semantic challenges
about labels, including, the use of ambiguous grammar, label terms, compound words,
and vocabulary with possibly different semantics. We generated another 69 process
models for our collection by explicitly inducing semantic challenges to labels. Note
that at least 17 models were added for each of the four semantic challenges. Accord-
ingly, the generated collection has 669 process models. In addition to the 669 models,
we generated textual description for each process model. The size of the descriptions
ranges from 48 words to 394 words with an average of 13.7 words per label.

4.2 Query Process Models

From the collection of 669 models we selected 56 process models as query models.
These numbers should be seen in the context of existing studies, such as [9], which
randomly selected 10 query models and 100 source models to evaluate the effective-
ness of their proposed approaches. In contrast to that, the choice of 56 query models in
our case is not arbitrary. We rather employed a systematic procedure to choose the
necessary and sufficient set of query models. The necessary and sufficient set is
required because the chosen set of queries will afterwards be used to manually
determine the relevance of the query process model against the set of 669 source
process models. In case, the query models include models that are irrelevant, it will
unnecessarily increase the human effort for manually determining the relevance
between models. Similarly, if relevant models are not included, the approach is not
sufficiently useful.
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Our set of 56 querymodels includes models with diverse structural and label features.
For choosing the necessary and sufficient set of query models with respect to the
structural features, we first computed the values of 15 widely used structural metrics
(M) of 150 original process models. The structural metrics include size, diameter, den-
sity, coefficient of connectivity, average degree of connectors, maximum degree of
connectors, separability ratio, sequentiality ratio, and token split. Subsequently,
the correlation was calculated between all possible combinations of these metrics, i.e.
|mi|

2 | 8 mi 2 M. The pair of structural features (m1−m2) with a correlation value of 0.95
indicates that if we choose a process model with a higher score of the structural feature
m1, it is likely that the process model with a higher value m2 is also chosen and vice versa.
This part of the procedure ensures the choice of a sufficient set of query models. For the
necessary set of structural features we chose query models with minimum and maximum
value of each structural metric {mi | 8 corr(mi, mj) <= 0.95 & mi, mj 2 M}. Accord-
ingly, 14 query models were chosen from the collection of 150 original models (recall
Sect. 4.1 the collection of 669 models contains 150 original models).

For choosing the necessary and sufficient set of query models with respect to the
label features, 14 query models from each process model variant (NC and LR) were
chosen by using the procedure described in the preceding paragraph. Note that the
diversity in the label features comes from the fact that the near copy variant was
generated by ‘slightly’ changing the formulation of each label of the model and the
light revision variant was generated by ‘substantially’ changing the formulation of each
label of the model. Thus, the choice of queries from each variant ensures sufficient
diversity in query models with respect to the label features.

The chosen set of 42 query models (14 query models from each, original, NC and
LR) were analyzed once again to identify the necessary set of query models. The analysis
revealed that the identified set of query models includes variants of the same query
model, i.e. if P1 query model is included for the reason that it has the maximum value of
the structural metric m1, P1NC (its near copy variant) was also included. This is
unnecessary because the query model P1 will be matched with all source models,
including P1NC, to challenge the ability of the text matching technique to detect the label
variant of P1. Nonetheless, the inclusion of P1NC also does not have a different value of
the structural metric m1, i.e. the inclusion of P1NC as query model simply add another
model with exactly the same structural feature. To ensure a sufficient set of query models,
the duplicate models (P1NC in the example case) were replaced by another near copy
variant process model with the next maximum value of m1. This ensures that another near
copy variant of process model with next maximum value of metric m1 is also included.
The process was repeated until a unique set of query models were identified.

These 42 query models do include the structural and label variants. However, they
do not include the process models where labels as well as the structure was changed.
To overcome this limitation, 14 query models from the heavy revision process models
are also chosen by using the same procedure described earlier. Heavy revision variants
are generated by making two types of changes to the process models: re-writing labels
and changing the structure (control flow) between activities. Thus, the inclusion of
heavy revision variants will challenge the ability of the text matching techniques to
detect the process models where label and structure was changed as well. Accordingly,
56 queries models were generated for the experiment.
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4.3 Human Annotations

To evaluate the retrieval performance of our proposed automatic methods (see Sect. 3),
we need manual annotations of relevant source process model(s) against each query
process model. This would require a comparison of 37,464 query-source model pairs.
Given that, declaring the two process models to be equivalent requires comparing all
activities, the amount of human effort is even more substantial. This is also the reason
why existing studies, such as [9], used a small sample of 10 query models and 100
source models. In contrast to that approach, we created a sharply defined relevance
screening criteria. Subsequently, two researchers were asked to independently compare
56 query models with 150 original models only to significantly reduce the human
effort. At first glance, one may question the manual benchmark because not all pairs
were compared. However, this is far from being true, since the remaining 519 models
in the collection are handcrafted variants of these models with the same meaning.
Hence, such a comparison is not necessary. We subsequently calculated the inter-rater
agreement using Kappa statistics [28], which was 0.906. The inter-rater agreement
score is very good which demonstrates that the human judgement was consistent across
the researchers, and that the relevance screening criteria was sharp enough to be used in
practice.

5 Experimental Setup

The proposed approach presented in Sect. 3 is implemented as a Java Prototype. For
the experiments the complete collection of 669 process models and the 56 query
models serve as input to the prototype. For each query the prototype returned a text file
which contains the names of the source models and their similarity score with the query
model, i.e. each file contains 669 source models and their similarity scores in
descending order. The top K process models were subsequently separated. Afterwards,
we used the manual annotations for computing average precision, recall, and F measure
across different values of K.

Note that the experiments were repeated by using the collection of labels of all
elements of the process models and by applying the four similarity estimation models
explained in Sect. 3.2. We call it label-based approach. Similarly, the experiments were
repeated after preprocessing, i.e. before applying the similarity estimation models for
computing similarity between the query-source pairs. Each textual description/labels
was pre-processed by removing stop words and remaining words were stemmed using
the Snowball stemmer.

5.1 Evaluation Measures

The main goal of this experiment is to measure the effectiveness of the proposed
approaches in retrieving relevant source process models (from the repository) against a
given query process model. To evaluate the retrieval performance of our proposed
approaches we have used the metrics precision, recall, and F1. The reason for selecting
these measures is that they are standard evaluation measures for evaluating the
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performance of information retrieval approaches. In this context, precision represents
the percentage of source process models that are retrieved and are relevant. Its value
varies from 0 to 1, where 0 means that all the process models retrieved by the matching
technique are irrelevant and 1 means that all the process model(s) retrieved by the
matching technique are relevant, i.e. no irrelevant process model is retrieved. The
precision score is computed by using the following equation.

Precision ¼ retrieved \ relevantj j
retrievedj j

Recall represents the percentage of source process models that are relevant and
retrieved. The value of recall also varies from 0 to 1, where 0 means that none of the
source process models that are relevant to the query model are retrieved by the process
matching technique and 1 means all the source process models that are relevant to the
query model are retrieved by the process matching technique, i.e. no relevant process
model is missed by the matching technique. The recall score is computed by using the
following equation.

Recall ¼ retrieved \ relevantj j
relevantj j

There is a trade-off between precision and recall. To give equal weight to both, F1
measure is used, which is the harmonic mean of precision and recall. Formally, the F1
score is computed by using the following equation.

F1 ¼ 2 � Precision � Recall
PrecisionþRecall

6 Results and Analysis

Table 1 shows macro-averaged precision, recall and F1 scores for 56 queries for the
four similarity estimation approaches n-gram overlap, edit distance, Longest Common
Subsequence (LCS), and Vector Space Model (VSM). In the table, the results are
reported for the top 3, 6, 9, 12, 15 source process models returned by a process
matching technique against a query process model. The reason for keeping the gap to
three is to evaluate whether the three variants (NC, LR, HR) of the process models are
matched or not. Note that we also evaluated the effect of stop word removal and
stemming on our proposed process matching techniques. The best results were obtained
by using stop word removal.

Overall it can be noted that our proposed textual description based approach out-
performs the label based approach in all cases and for all values of top K process
models. This gives a clear indication that, compared to the label based approach, the
process models returned by the textual description based approach is more effective for
process retrieval. This is likely to happen because textual descriptions contain
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additional information about the process models in comparison to the labels of activ-
ities and events. It, for instance, includes, the actors associated with each activity as
well as the flow between activities.

As expected, the precision score decreases as the value of K increases. These
decreasing values indicate that the more models we consider, the more irrelevant models
are returned by all techniques. On the other hand, as expected, the recall score increases
as the value of K increases. These increasing trends indicate the strength of the proposed
method in detecting relevant process models. However, overall the F1 score decreases as
the value of K increases. This indicates that as we increase the value of K, the decrease in
precision drops more sharply than the increase in recall, i.e. the proportion of irrelevant
models returned are more than the numbers of relevant models returned.

Overall, the highest precision (P = 0.73 for top 3 process models) recall (R = 0.73
for top 15 process models) and F1 (F1 = 0.54 for top 6 process models) are obtained
using the VSM approach. These scores are significantly higher than the baseline
approach (P = 0.21, R = 0.49 and F1 = 0.30). This also reflects that among all the
proposed approaches, VSM is the most effective in retrieving relevant process models
from the corpus used in this study.

Table 1. Results using baseline and proposed approaches

Top K process models
3 6 9 12 15

Unigram Label based (baseline) P 0.51 0.38 0.29 0.25 0.21
R 0.27 0.37 0.42 0.47 0.49
F1 0.35 0.37 0.34 0.33 0.30

Text based P 0.66 0.48 0.36 0.30 0.26
R 0.37 0.50 0.54 0.58 0.61
F1 0.47 0.49 0.43 0.39 0.36

Edit distance Label based P 0.57 0.40 0.30 0.24 0.21
R 0.30 0.39 0.42 0.47 0.50
F1 0.39 0.40 0.35 0.32 0.29

Text based P 0.71 0.46 0.35 0.28 0.24
R 0.42 0.52 0.57 0.59 0.63
F1 0.53 0.49 0.43 0.38 0.35

LCS Label based P 0.52 0.38 0.31 0.26 0.23
R 0.28 0.37 0.44 0.49 0.52
F1 0.37 0.38 0.36 0.34 0.32

Text based P 0.66 0.47 0.37 0.30 0.26
R 0.38 0.49 0.55 0.60 0.63
F1 0.48 0.48 0.44 0.40 0.36

VSM Label based P 0.61 0.46 0.39 0.32 0.27
R 0.33 0.46 0.57 0.61 0.64
F1 0.43 0.46 0.46 0.42 0.38

Text based P 0.73 0.53 0.42 0.35 0.30
R 0.42 0.56 0.63 0.69 0.73
F1 0.53 0.54 0.50 0.46 0.42
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7 Discussion and Conclusions

In this paper, we presented a novel process model matching approach that relies on the
use of textual descriptions of processes. The approach exploits the fact that process
model repositories often include textual descriptions of processes. For the evaluation
we implemented the proposed approach in Java and used it for a set of experiments.
The prototype takes textual description or a process model as input and generates its
textual description using a NLGS. Subsequently, various similarity estimation models
used in text matching are applied to compute the similarity between the query-source
process descriptions. We evaluated the proposed approach in terms of precision, recall,
and F1 metrics. The results show that the use of textual descriptions for process
matching is slightly more effective for retrieval than the collection of labels.

Note that we are aware that the textual descriptions generated by the NLGS may not
perfectly match the textual descriptions produced by a human. However, we content that
it represents a separate research problem to investigate the similarity and differences
between human and system generated textual descriptions and their use. For instance,
what would be the impact of using a text crafted by human for process matching? How to
correct the auto-generated textual description? Is the auto-generated and human gen-
erated textual description equally useful for process comprehension? All these questions
represent promising directions for future work. Also, the comparison of textual
descriptions using structure and behavior based approaches needs to be investigated.
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Abstract. Security risk management is an important part of system
development. Given that a majority of modern organisations rely heav-
ily on information systems, security plays a big part in ensuring smooth
operations of business processes. For example, many people rely on e-
services offered by banks and medical establishments. Inadequate secu-
rity measures in information systems have unwanted effects on an organ-
isation’s reputation and on people’s lives. In this case study research
paper, we target the secure system development problem by suggesting
the application of security risk oriented patterns. These patterns help
find security risk occurrences in business processes and present mitiga-
tions for these risks. They provide business analysts with means to elicit
and introduce security requirements to business processes. At the same
time, they reduce the efforts needed for risk analysis. These security risk
oriented patterns are applied on business processes from an aviation-
turnaround system. In this paper, we report our experience to derive
security requirements to mitigate security risks in distributed systems.

1 Introduction

Security is a very important software quality for the ability to protect infor-
mation and information systems from unauthorized access, use, disclosure, dis-
ruption, modification, or destruction [3]. Modern organisations rely heavily on
information systems and security is essential for ensuring smooth operations of
business processes. For example, the socio-technically rich case of airline indus-
try experiences a quick and holistic penetration with information technology
[5]. A socio-technical system is a complex organizational work design in which
people solve problems at their workplaces with the means of rather sophisti-
cated technology. This trend leads to many new risks and security issues that
are associated with civil aviation resulting in worst cases of catastrophic air-
line crashes. Communication is another critical security issue, e.g., a deliberate
c© IFIP International Federation for Information Processing 2016
Published by Springer International Publishing Switzerland 2016. All Rights Reserved
J. Horkoff et al. (Eds.): PoEM 2016, LNBIP 267, pp. 209–224, 2016.
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jamming of automatic dependent surveillance-broadcast (ADS-B) systems [9],
a surveillance technology to determine an aircraft position. Furthermore, the
recognition arises that the aviation industry turns rapidly into a cyber-physical
system (CPS) [18] that poses additional novel risks and security issues. Briefly, a
CPS [4] is a system composed of physical entities that are controlled or monitored
by computer-based algorithms. The initial approach to studying airport-related
security is rather technical while recent work recognises this is a socio-technical
system [10].

In [11], the authors recognize the socio-technical nature of airports by employ-
ing use cases and storyboards to discover stakeholder requirements such as secu-
rity for the development of an airport operating system. Furthermore, in [12] the
authors investigate requirements evolution in the context of the SecureChange1

EU-project with an industry case from the Air Traffic Management (ATM)
domain. Safety- and security experts are part of the focus groups while the case
study results do not explicitly address security specifics. Parameter measura-
bility and social aspects of security policies in [20], investigate the costs versus
benefit trade-offs in alternative airport security policy constellations pertaining
to, e.g., passengers, items such as baggage, and so on.

Literature shows security-focused research for airline management is a topi-
cal area of interest. But the topics under investigation are very specific and do
not acknowledge modern technology enables ad-hoc and process-aware collab-
orations [8,15,16] that benefit significantly the reduction of time and costs of
airline management while yielding simultaneously improvements in service qual-
ity. Such novel ways of airline management systems also lead to unusual security
risk issues for which the mitigation strategies are unclear.

In this case study research paper we target the secure system development
problem by suggesting an application of security risk oriented patterns [1,2].
These patterns help find security risk occurrences in business processes and
present mitigations for these security risks. They provide business analysts with
means to elicit and introduce security requirements to business processes. More
specifically, we consider how security risk oriented patterns could be used in dis-
tributed systems, such as an aviation-turnaround system [14]. Consequently, we
pursue the research objective to understand the applicability of specific security
risk oriented patterns (SRPs) that have the purpose of securing business processes
in distributed systems. More explicitly, in this paper we report our experience
in applying the security risk oriented patterns in aviation-turnaround business
processes.

The rest of the paper is structured as follows. Section 3 comprises related
work for this paper and Sect. 4 presents the case under investigation about a
cross-organisational airline turnaround process. Section 5 gives the results of the
investigation that is followed by a discussion in Sect. 6. Finally, Sect. 7 concludes
the paper and provides directions for future work.

1 http://www.securechange.eu/.

http://www.securechange.eu/
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2 Related Work

“A security pattern describes a particular recurring security problem that arises
in a specific security context and presents a well-proven generic scheme for a secu-
rity solution” [19]. Software projects tend to run into similar problems. Often
these problems do not require new tailor-made solutions, but can be solved with
solutions that have already been successfully applied in previous situations. This
is where patterns come in handy. Instead of spending time and resources on work-
ing out new solutions, software developers can opt to implement already proven
solutions by applying the appropriate patterns. Patterns are not independent
islands. They are part of a hierarchy where larger patterns contain smaller pat-
terns that solve sub-problems of the main problem. Patterns can be combined
together with other patterns and form a larger design. Because of this combin-
ability, patterns can effectively be applied in complex and large scale distributed
systems.

There exist numerous classification systems for categorising security patterns.
For instance, in [19] Schumacher et al. presents a taxonomy comprising enterprise
security and risk management, identification and authentication, access control,
accounting, firewall, crypto-key management and other security pattern classes.
We are also aware of numerous resources available for threat patterns (e.g.,
CAPEC2, STRIDE [21], and a security threat taxonomy for distributed systems
[22]. In this paper, we focus on the SRPs [1,2] that help determining security
requirements from the business processes.

3 Security Risk-Oriented Patterns

A set of security risk oriented patterns (SRPs) is suggested in [1,2]. They are
developed using a domain model [6,13] for information system security risk man-
agement (ISSRM). This domain model differentiates between three major con-
cept groups – asset-related concepts, risk-related concepts and risk treatment-
related concepts. Thus, based on this structure, each SRP comprises a specific
security context expressed with asset-related concepts, recurring security prob-
lem (analysed in terms of security risk related concepts) and suggests security
countermeasures that are presented with security risk treatment concepts.

3.1 Patterns Used in This Study

Below, we shortly characterise each SPR used in this study:

– SRP1: secures data from unauthorised access. The security criteria is confi-
dentiality of the data used in a business server. A user might request sensitive
data from the server with the intention of misusing it. To reduce the risk, the
pattern proposes checking access rights. Sensitivity levels must be assigned
to data- and trust levels – to people or devices accessing these data.

2 https://capec.mitre.org.

https://capec.mitre.org
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– SRP2: ensures secure data transmission between business entities. Data con-
fidentiality and integrity are two important security criteria. However, data
transmitted through a transmission medium could be intercepted by an
attacker. Thus, the data could be stolen, read, changed, and transmitted
to the party. In order to reduce these risks, the pattern recommends to make
data unreadable and to verify data once they are received at the party.

– SRP3: ensures secure business activity after data submission. The security
criteria for this pattern are availability and integrity of the business activ-
ity. Malicious scripts (e.g. SQL or xPath injections) submitted through an
input interface could lead to a disruption of the business activity, making the
business activity unavailable and lose its integrity. Furthermore, the pattern
proposes a filtering of incoming data, e.g., in the form of input validation,
sanitation, filtration and/or canonicalisation.

– SRP4: secures business services against distributed denial of service (DDoS)
attacks. The security criterion is the availability of a business service. The
risk is that there exists a threat agent who creates bots of computers and
runs simultaneous requests (e.g., DNS flooding, HTTP spidering, etc.) at the
target server. To reduce the risk, the pattern proposes a security requirement
checking (i.e., filtering, classifying and detecting) for abnormal requests.

– SRP5: secures storage of data and data retrieval from storage. The security
criterion for this pattern is confidentiality of data at the storage. The data
might leak horizontally across the organisation’s departments. A threat agent
is a malicious insider with access to data in a storage. Risk could be reduced
by making data invisible or using storage monitoring and controlling.

In Sect. 3.2 we discuss the SRP2 pattern, since it is used to illustrate the
analysis of the airline-turnaround processes.

3.2 SRP2: Ensuring Data Transmission Between Business Entities

This pattern addresses the electronic transmission of data between two entities,
as illustrated in Fig. 1. The scenario indicates how the client fills in a form and
submits data through the Input interface to the Server for data employment. Here,
the confidentiality and integrity of data are two important security criteria.

Fig. 1. SRP2: asset modeling.
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Fig. 2. SRP2: risk modeling.

The assumption is made that the data are transmitted using Transmission
medium (see Fig. 2). However, this situation faces (at least) two vulnerabilities.
Firstly, such a transmission medium could be intercepted by an Attacker who
acts as a proxy. Secondly, since data are not encrypted, they could be misused,
e.g., modified and passed to the Server. This event harms the data, leads to the
loss of transmission medium reliability, and negates data integrity (if data are
transmitted to the server) and confidentiality (if they are kept by the attacker).

Potential risk treatment includes risk reduction by making data unreadable
and verifying the received data (see, Fig. 3). The implementation includes the
introduction and application of a crypto- and a checksum algorithms.

Fig. 3. SRP2: risk treatment modeling.

4 Study Design

As discussed in [7], while developing secure systems, the security engineering
focus is placed on system implementation and maintenance. However, since
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security risk mitigation yields changes to a specification, security analysis is
important at an early phase (i.e., business process and requirement analysis).
The benefit is the prevention of expensive design changes later in the develop-
ment. In this paper, we shift the focus to the early stage of security analysis
where first the business processes are captured in a conceptual and technology
independent way. Consequently, we pose the main research question of how to
apply SRPs for early stage security analysis in the airline turnaround domain.
To establish a separation of concerns and manageable complexity, we deduce
the sub-questions. What is the appropriate case study design for exploring the
suitability of the security risk oriented patterns? What analysis approach finds
risks in the airline-turnaround case? What validity does the case study analysis
have?

We apply the five SRPs to the airline turnaround processes, reported in [14].
The analysis scope includes five processes: (i) passenger check-in, (ii) baggage
check-in, (iii) fuel service form issuing, (iv) fuel service form requesting, and (v)
loading instruction form requesting. The investigation comprises four steps:

1. Introducing system support: The original turnaround processes, described by
Nõukas in [14], include rather limited details on how the processes themselves
are carried out and how they are supported by information technology sys-
tems. The first step is to introduce and model system support by illustrating
the major data exchange and usage. The result of this step is a set of models
pertaining to the turnaround processes supported by the system.

2. Validating models with the system expert: We have invited an expert who
is knowledgeable in airline-turnaround processes to validate the developed
system support process models. The outcome of this step is expert-validated
models of the turnaround processes with corresponding system support.

3. Deriving security requirements using patterns: In this step we apply the SRPs
to understand the security risks, to derive requirements and to introduce these
security requirements to the analyzed processes. The outcome of this step is
the turnaround-process models enhanced with security requirements.

4. Validating the turnaround models enhanced with security requirements: The
received process models are validated by the expert knowledgeable both in
the turnaround processes and in security. The outcome of this step is the
validated turnaround-process models enhanced with security requirements.

For an extensive report about the above steps, we refer the reader to [17]. In
next section, we report on the results of the above steps.

5 Analyzing Airline-Turnaround Processes

First, we present the passenger check-in process, followed by an illustration
of how the SPR2 pattern is applied. Next, we summarise the derived security
requirements. Finally, we discuss output of other pattern applications.
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Fig. 4. Passenger check-in process.

5.1 Passenger Check-in Process

Figure 4 represents process for passenger check-in3. Once the Passenger initialises
the process, he enters the booking number and fills in the required information
(see Fill in required information), e.g., preferred seat, meal options, etc. Then the
Passenger info is sent to the Check-in Server. At the Check-in Server the booking
number is checked (see Check booking number). If it is not correct, the Passenger
is requested to correct the check-in details (see Request correct booking number).
Otherwise, the Passenger info is stored in the Data store. Next, the Boarding
pass is issued (see Issue boarding pass) and sent (see Send boarding pass) to the
Passenger. Once the Passenger receives the Boarding pass, the check-in process is
completed.

5.2 Application of the SRP2 Pattern

We illustrate how SRP2 is applied to derive security requirements from the check-
in process and we also introduce measures for securing the process. In the given
case, we identify three pattern occurrences: (i) when Passenger info is sent from
Passenger to Check-in Server; (ii) when Check-in Server requests Passenger for
the correct booking number; and (iii) when Boarding pass is sent from Check-in
Server to Passenger. In the given example, we specifically will focus on the first
and third occurrences.

In Fig. 5 we consider integrity of the Passenger info assuming that the Pas-
senger info is sent using a Transmission channel. However, there exists an Attacker
who is able to intercept this Transmission channel (see, vulnerability [V] – Trans-
mission can be intercepted), thus resulting in the man in the middle attack. The
3 Captured using check-in process description, such as: https://www.airbaltic.com/

en/online check in conditions.

https://www.airbaltic.com/en/online
https://www.airbaltic.com/en/online
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Fig. 5. Capturing potential security risks to the Passenger info asset.

Attacker is able to modify passenger information and pass to Check-in Server.
This attack results in a negation of integrity of the Passenger info (see the open
lock). At the Check-in Server, the integrity of the receive passenger info is not
checked, which results in storing the changed Passenger info to the Data store.

In Fig. 6, SRP2 is applied regarding the Boarding pass confidentiality. Again,
the Transmission channel can be intercepted due to the same vulnerability. But
this time, the Attacker reads and keeps the boarding pass (see, Read and keep

Fig. 6. Capturing potential security risk to the Boarding pass asset.
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boarding pass). This results in the negation of the boarding pass integrity. By
acting as the man in the middle, the Attacker is able to change the Passenger
info, e.g., by inserting his own name, and steal the Boarding pass in order to
access the plane.

5.3 Risk Treatment

To mitigate the first risk, Fig. 7 shows the following security requirements are
derived using the SRP2 pattern:

– M1.SRP2a.1: A Passenger should make passenger info unreadable to the
attacker before sending it to the Communication channel.

– M1.SRP2a.2: The Check-in Server must make passenger info readable once it
is received from the Communication channel.

– M1.SRP2b.1: A Passenger should calculate a checksum of the passenger info.
– M1.SRP2b.2: The Check-in Server must verify the integrity of the passenger

info once received from the Communication channel.

Similar security requirements must be derived regarding the Boarding pass,
as Fig. 8 shows in detail:

– M1.SRP2a.3: The Check-in Server should make the boarding pass unreadable
to an attacker before sending it to the Communication channel.

– M1.SRP2a.4: The Passenger must make the boarding pass readable once
received from the Communication channel.

– M1.SRP2b.3: A Check-in Server should calculate a checksum of the boarding
pass.

– M1.SRP2b.4: The Passenger must verify the integrity of the boarding pass
once received from the Communication channel.

Fig. 7. Derivation of security requirements using SPR2.
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Security requirements M1.SRP2a.1-4 are implemented using the cryptogra-
phy algorithms; for example, see cryptographic key management pattern in [19].
Requirements M1.SRP2b.1 and M1.SRP2b.2 are implemented using the check-
sum algorithms.

5.4 Other Patterns

Application of patterns SRP3, SRP4, and SRP5 to the Passenger Check-in
Process results in at least the following security risks:

– An Attacker capable of writing malicious scripts (e.g., SQL injection, xPath
injection, etc.) submits malicious scripts due to the lack of the input filtering
at the Check-in Server, thus resulting in the loss of the integrity of the Pas-
senger info and potentially integrity of the Issue board pass service. The risk
results from applying SRP3.

– An Attacker performs many simultaneous requests to the Check-in Server mak-
ing it not available to the Passenger, thus resulting in a loss of availability of
the Issue board pass service. The risk results from applying SRP4.

– A (malicious) insider modifies Passenger info by using the access control rights
due to the poor data integrity checks, thus leading to the loss of Passenger
info integrity and possibly loss of integrity and/or availability of the Issue
board pass. The risk results from applying SRP5.

To mitigate these risks security requirements are introduced in Fig. 8. These
security requirements are derived using security-risk-oriented patterns. Their
potential implementations, i.e., security controls, are listed in Table 1.

5.5 Application of SRPs to Other Turnaround Processes

The security risk oriented patterns we apply to derive security requirements
from other turnaround processed – baggage check-in (secured assets - Baggage
info and Bag tags), fuel service form issuing (secured assets – Fuel quantity info
and Fuel service form), Fuel service form requesting (secured assets – Fuel service
form request and Fuel service form), and loading instruction form requesting.

Table 2 (secured assets – Loading instruction form request and Loading instruc-
tion form) summarises the number of requirements elicited using the SRPs. The
largest number of requirements we derive from the Fuel service form requesting
process. Other analysis of the processes results in the same number of require-
ments. We elicit 34 security requirements using the SRP2 pattern and only 2
requirements we derive using the SRP1 pattern.

5.6 Study Limitation

Our analysis comprises a certain degree of subjectivity. Throughout the val-
idation process, we only consult one expert. Although we trust the feedback
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Table 1. Security requirements and controls for the Passenger check-in process.

Req.ID Security requirements Controls

M1.SRP2a.1 Passsenger must make passenger
info unreadable to attacker before
sending it to the Communication
channel

Encryption algorithm

M1.SRP2a.2 Check-in Server must make
passenger info readable once
received from the Communication
channel

Encryption algorithm

M1.SRP2a.3 Check-in Server must make
boarding pass unreadable to
attacker before sending it to the
Communication channel

Encryption algorithm

M1.SRP2a.4 Passenger must make boarding pass
readable once received from the
Communication channel

Encryption algorithm

M1.SRP2b.1 Passenger must calculate checksum
of passenger info

Checksum algorithm

M1.SRP2b.2 Check-in Server must verify
integrity of passenger info once
received from the Communication
channel

Checksum algorithm

M1.SRP2b.3 Check-in Server must calculate
checksum of boarding pass

Checksum algorithm

M1.SRP2b.4 Passenger must verify integrity of
boarding pass once received from
the Communication channel

Checksum algorithm

M1.Req3a.1 Check-in Server must filter
passenger input once received from
the Communication channel

Filter input for special characters
and keywords, use whitelist of
acceptable inputs

M1.Req3b.1 Check-in Server must filter
confidential information from error
messages and standard responses

Disable debug messages, use
default error messages or error
pages

M1.Req4a.1 Check-in Server must filter for
abnormal requests

Firewall, DoS Defence System

M1.Req5a.1 Monitor the Data store at Check-in
Server for malicious changes

Control database signature
changes

M1.Req5c.1 Check-in Server should make
passenger info invisible before
storing in the Data store

Encryption algorithm, monitor
data access
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Table 2. Number of security requirements elicited from the turnaround processes using
SRPs.

Processes SRP1 SRP2 SRP3 SRP4 SRP5 Total

Passenger check-in process – 6 2 1 2 11

Baggage check-in process – 6 2 1 2 11

Fuel service form issuing – 10 1 1 3 15

Fuel service form requesting 1 6 1 1 2 11

Loading instruction form requesting 1 6 1 1 2 11

Total 2 34 7 5 11 59

we received, opinions by nature are subjective and preferable is a collection of
opinions from other experts too.

Another limitation is that we apply the security patterns only to five business
processes. Although the processes are based on real life scenarios, we require a
larger number of process models. An interesting direction of research is to apply
the security patterns to business processes from other industries besides aviation
to investigate how well they conform in a different domains.

What should also be considered is that the security patterns are applied to
the example business processes by the author of the patterns. Other researchers
may have different observations of the security patterns’ applicability. We request
feedback from practitioners and laymen who are unfamiliar with the SRPs and
apply them to business processes.

6 Discusssion

In this paper, we employ a case study to understand security issues resulting
from the collaboration between airlines and service providers. We identify rele-
vant assets by modelling the business processes of an airline-turnaround process.
We find these assets in the passenger management process and ground opera-
tions. The research result is a security requirement and control framework. The
risk analysis is supported theoretical methods from the domain of security risk
management.

The following observations result from the application of security risk ori-
ented patterns:

– The expert’s feedback to the secured business processes is approving. Revised
airline turnaround models (see step 2 in Sect. 4) and security requirements
(see step 4 ) are approved as relevant and important by the expert. This also
indicates that the applied SRPs are a foundation for the future development
of a security catalog pertaining to distributed systems.

– The SRP application extent is different for various patterns. This observation
results from the number of derived requirements. As discussed in Sect. 5, only
two security requirements are derived using SRP1, i.e., access to data within
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the system. Additionally, 34 requirements out of 59 result in total from using
SRP2, i.e., data transmission. This we explain with the nature of the domain,
i.e., a distributed system where communication plays an important role.

– Not every SRP is applicable for the distributed systems. For instance, in [17],
few other SRPs are suggested. For example, the SRP for protecting against
deadlock attacks, the SRP for securing against brute force attacks, the SRP
for securing against account lockout attacks, and few other. Although these
SRPs are relevant in the business process models where these security risks
are possible to capture, this is not the case in the airline-turnaround processes.
This again indicates that SRP application very much depends on the modeling
domain and the level of model granularity.

– The sequence of security requirements in a business process does not limit
the choice between security controls. The sequence of security requirements
may vary in real-life business process models. When arranging the sequence
of the security requirements in the business process models, we rely on a
logical viewpoint. For example, in the fuel service form issuing process, we
introduce that the server verifies the integrity of fuel quantity information
before readability access. In reality, the implementation chosen to satisfy these
requirements performs message encryption and an authentication in a reverse
order. Thus, it is necessary to assure that implementers depict these business
process, security requirements, and their sequence in the business process not
necessarily as the end result.

7 Conclusions and Future Work

We examine the applicability of the security-risk oriented patterns in five
business-process models originating from airline-turnaround processes. The busi-
ness processes we enhance with security requirements derived from the security
patterns using the security risk aware BPMN modelling language. We submit
the secured business processes for review to an expert who has experience with
business processes used in the airline industry.

As relations to existing evidence, the case study confirms the application
feasibility of the chosen patterns. The study shows that there are many security
issues that exist in the airline industry. Specifically problematic is that this indus-
try segment is affected by ICT innovation at a speed where decision makers do
not understand the evolving virtual enterprises that match their processes cross-
organizationally are suddenly confronted with potentially catastrophic socio-
technical security issues.

The implication of our results is that companies that operate in the airline
industry must rapidly develop business process awareness as a prerequisite for
automation. The subsequent challenge for achieving progress in terms of oper-
ational effectiveness and efficiency is to cross-organizationally match in-house
processes. While the dominant explored perspective in this case is control flow,
security issues also arise from the perspectives of data flow, resource manage-
ment, exception and compensation management, and so on.
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The limitation of this paper is that we only can report on a very limited
pattern application for one case due to page limitation. Consequently, in future
work we aim to expand on the study by exploring the applicability of other
patterns. More specifically, we aim to study patterns that did not apply in this
airline-turnaround case study.

References
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2. Ahmed, N., Matulevičius, R.: Presentation and validation of method for secu-
rity requirements elicitation from business processes. In: Nurcan, S., Pimenidis, E.
(eds.) CAiSE Forum 2014. LNBIP, vol. 204, pp. 20–35. Springer, Heidelberg (2015)

3. Anderson, R.: Security Engineering: A Guide to Building Dependable Distributed
Systems, 2nd edn. Wiley, Hoboken (2008)

4. Bartelt, C., Rausch, A., Rehfeldt, K.: Quo vadis cyber-physical systems: research
areas of cyber-physical ecosystems: a position paper. In: Proceedings of 1st Inter-
national Workshop on Control Theory for Software Engineering, CTSE 2015,
pp. 22–25. ACM, New York (2015)

5. Belobaba, P., Odoni, A., Barnhart, C.: The Global Airline Industry. Wiley,
Hoboken (2015)

6. Dubois, E., Heymans, P., Mayer, N., Matulevičius, R.: A systematic approach to
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14. Nõukas, R.: Service brokering environment for an airline. Master’s thesis, Tallinn
University of Technology (2015)

15. Norta, A., Grefen, P., Narendra, N.: A reference architecture for managing dynamic
inter-organizational business processes. Data Knowl. Eng. 91, 52–89 (2014)

16. Norta, A., Ma, L., Duan, Y., Rull, A., Kõlvart, M., Taveter, K.: eContractual
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1 Introduction

Enterprise modelling as a discipline in academic research and as a practice in organi-
zations has been around for several decades. The body of knowledge represented by
academic publications is huge and includes modelling methods, meta-models, notations,
experiences, practice recommendations, organization aspects, value considerations and
much more (cf. Sect. 4). The benefits of modelling and its contribution to organizational
tasks, like business model development, visualization of the current situation, strategy
development or business and IT alignment, and enterprise architecture management are
largely undisputed in IT-related research. New challenges for the discipline are
addressed by ongoing research work [1] and will eventually be taken up by industrial
practice. This inside-out view of enterprise modelling as an established and quite mature
discipline might be somewhat idealistic, but is shared by many people in the discipline
[2]. However, for initiating serious innovations this view is not very helpful because it
fails to address some very serious hindrances to actual, large-scale adoption of mod-
elling in practice, e.g., people refuse to spend time creating and maintaining enterprise
models, find modelling and modelling methods complex and cumbersome, or do not
immediately see its use for their particular perspective or set of concerns.

The authors of this position paper prefer an outside-in perspective on enterprise
modelling and argue that EM is far away from reaching its maximum potential, has yet
to prove its benefits for the majority of business stakeholders and is not mission-critical
for an enterprise (cf. Sect. 2). Enterprise modelling is typically done by only a few
people in the organization who are inclined to methods and modelling/cf. Sect. 4.1).
What is captured in models by this small group and made available for organizational
purposes is only a fragment of what ought to be captured, discussed and communicated.
Many people actually develop some kind of model without thinking upon it as modeling
[3, 4]. Examples are spreadsheets1 used to capture essential features of products and
their dependencies, presentation slides with architecture sketches and process descrip-
tions, mindmaps or sketches in drawing tools defining the information flow in a business
service. The content of such documents often is highly valuable to the stakeholders in
the enterprise but difficult or even impossible to retrieve [5]. It is content which often
meets all characteristics of a model (e.g., abstraction, reduction for a purpose at hand,
pragmatic use for a defined stakeholder) but the model content is buried in a document
format, or is even totally unstructured. The content is created by a domain expert who is
doing her/his job and who is probably not explicitly interested in enterprise modelling in
the traditional sense. Exploiting the potential of this “grass roots modelling” instead of
expert modelling and usage of the unexplored content in existing, non-modelling
documents and conversations could lead to groundbreaking innovations in EM as a
discipline and a severe upgrade in EM’s importance for practice. The aim is to inves-
tigate integration of the established, often systematic and formalized practices of
modelling in enterprises with local practices of creating, using and communicating
model-like artifacts or objects of relevance for at least parts of the overall organization.

1 Much data relevant for engineers and other business professionals is developed and resides in office
automation tools like Excel [5].
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This position paper elaborates on the vision of “modelling for the masses” by
discussing the problem (Sect. 2), defining the vision (Sect. 3), describing the state of
practice in enterprise modelling and beyond (Sect. 4), identifying the dimensions of the
challenge and proposing topics for future work (Sect. 5). The main contribution of the
paper is an analysis of the situation of EM use in organizations and potential ways of
increasing its potential by “grass roots modelling”. Both contributions need discussion
in the enterprise modelling community. To kick off this discussion is the primary
objective of the position paper.

2 The Problem

Starting from the hypothesis that there is a lot of unexploited potential of EM which
would require a wider integration of local practices, this section explores causes for the
current “problem” in EM from the perspectives of driving stakeholder concerns and
sustained model utilization. Stakeholder groups that have a holistic, long-term per-
spective (like, e.g., IT or corporate management stakeholders), believe or at least
should believe that architecture is no emergent feature of a complex system, but needs
to be explicitly planned, implemented, controlled and adjusted [6]. Their concerns
require models to cover multiple aspects, to cover a large number of artifacts, to ideally
cover complete artifact life cycles, and to be coherent - the traditional motivation for
EM and its use in enterprise architecture management. The EM discipline matured over
the last decades by [7]:

1. diversifying its modelling object from IT infrastructure and software over IT
applications, business processes and organizational structures to strategic
positioning,

2. widening its modelling scope from single solutions over functional/business areas
to enterprise-wide or even cross-enterprise models,

3. extending its scope from single object layer (IT artifacts or business artifacts) to the
entire business-to-IT stack (Enterprise Architecture), and

4. representing not only as-is or to-be systems states, but also roadmaps or scenarios in
order to cover the entire life cycle [8].

In contrast to the above mentioned ‘enterprise-wide’ concerns of certain stake-
holder groups, most other stakeholder groups in organizations have interests that are
more focused or short-term. They mostly prefer an opportunistic systems development
process with architecture being an ‘emergent’ feature. Their concerns require models
that cover selected aspects, comprise only artifacts that are ‘locally’ relevant, focus on
their current design problem, and do not necessarily have to be fully coherent with
other focus models. As a consequence, a plethora of ‘local’ models [9] can be found in
organizations that are used by only one stakeholder group for ‘local’ analysis and
design, or that serve as boundary objects [10] between two stakeholder groups. The
co-existence of different concerns in organizations leads to a co-existence of enterprise
and local models at various levels of scope, rigor, and (potential) impact that are not
necessarily coherent.
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As the benefits of EM were increasingly appreciated by large, complex organiza-
tions, the EM discipline matured, and various ‘architect’ role models were established
in such organizations. Although many architects aimed at positioning themselves
‘between’ corporate management, business/project owners and IT, their backgrounds
and competency profiles often kept them close to the corporate IT function [11].
Recently, an MIT CISR study revealed that “more mature architectures do not nec-
essarily lead to business value” [12, p. 1]. In contrast to the historical value perception
and impact increase of EM, a turning point might have been reached where additional
EM effort is not justified by appropriate impact gains any more [7].

The MIT researchers believe that the capped impact results from the fact that EM is
driven primarily by architects and is valued primarily by IT people, so that its effects in
an organization are often limited to these stakeholder groups. EM can be thus con-
sidered an elitist discipline. It may be possible to reach other stakeholder groups with
EM, e.g., by implementing tight governance mechanisms that enforce local model
coherence and certain completeness requirements for local models, but such measures
would not only require too much governance effort, they would also not gain accep-
tance with the “90 % of an organization” [13] that have primarily local, focused
concerns.

One important aspect of the “problem” in EM is therefore to conceptualize light-
weight EM approaches that do not necessarily focus on traditional EM qualities like
completeness and coherence, but instead on usefulness and impact not only for
architects and corporate IT, but also for the majority of organizational stakeholders that
might benefit from more professional modelling to support their decentral, focused
analysis and design problems. Another aspect of the “problem” in EM results from the
fact that models are used for many different purposes. In [14], the following usage areas
are included: model mapping, human [15], communication between different stake-
holders, model analysis, quality assurance, model deployment and activation, systems
development, model implementation and standardization. Many traditional applications
of modelling are limited to one usage area, and thus provide limited value. On the other
hand, the fuller long-term effects of modelling in and across organizations can be
observed when one uses models over a longer time but also across areas of use [16].
For this to work, though, one has to have the long-term use in mind from the start and
prepare for this, and have ways to mature models when beneficial to spread knowledge
across the organization [17]. When trying to build upon models meant originally for
sense-making in a limited group and turning them into organizational memory, one will
often experience limitations in the original modelling approaches and modelling tools
used [18]. Few people retain ownership over these models over a long time span so that
models gradually decay, unless appropriate mechanisms are put into place to keep them
alive and up-to-date as organizational practice.

Both aspects of the “problem” in EM point into a similar direction: The traditional
understanding of enterprise models as an instrument of architects and certain roles in
project teams to ensure qualities like coherence or alignment, have to be extended to
better include many stakeholder groups with their decentral concerns and to cover a
longer sustained life span (and thus enhanced value) of enterprise models.
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3 The Vision

It can be argued that the main reason that humans have excelled, is their ability to
represent and transfer knowledge across time and space, developing new knowledge on
the way. Whereas in most areas of human conduct, one-dimensional (textual) lan-
guages, either informal (natural language) or formal (as in mathematics) have tradi-
tionally been used for this purpose, we see that the use of two and multi-dimensional
representational forms is on the rise. Enterprise modelling is one such technique. For
modelling to have a larger effect, we propose a move of technologies and approaches to
also enable ‘normal’ knowledge workers to be active modelers, both by adapting the
applications they are using to support their daily work tasks and by providing support
for specific non-routine situations.

Our vision for the future of EM in an organizational co

Ten years from now, the majority of organizational stakeholders uses enterprise modelling
(often without noticing it) to capture, store, distribute, integrate and retrieve essential
knowledge of their local practices in a way that supports long-term, cross-concern organiza-
tional objectives.

This vision includes many aspects that need further elaboration and refinement,
some of which are the following:

• Modelling is embedded in everyday work, not only a distinctive practice:
Non-experts in modelling do modelling, sometimes even without knowing it;

• Different kinds of model content, formats and purposes can be extracted (or mined),
combined, integrated and federated on demand, either through primarily human
intervention or driven by a symbiosis of humans and intelligent agents;

• Local practices in capturing knowledge can be specific yet integrative with other
local practices;

• Modelling by non-experts (a.k.a. grass-root modelling) and professional modelling
co-exist in synergetic use;

• Models are not primarily developed for one specific purpose, but can be more
flexibly used for several purposes, e.g. by using viewing mechanisms to tailor the
model for different usages;

• Completeness, coherence and rigor requirements to models and modelling lan-
guages in some contexts are softened towards possibilities for incomplete, partly
formalized and contradictory model parts, and issue and approach being discussed
in work of interactive models [19];

• Modelling is not an end, i.e. a purpose on its own, but a means to an end, e.g., for
business model development, visualization of the current situation, strategy
development, business and IT alignment, model mapping, human sense-making,
communication, model analysis, quality assurance, model deployment and activa-
tion, model implementation and standardization.
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4 State of Practice in Enterprise Modelling and Beyond

For attaining the vision outlined in the previous section, approaches, methods and
technologies from various areas in computer science, business information systems and
social sciences will have to be involved, some of them already existing but many others
to be adapted or even newly developed. This section identifies and briefly summarizes
potentially relevant areas and sources of inspiration from enterprise modelling,
knowledge management, model-based collaboration environments, gamification,
semantic web, legal visualization, practice theory, CSCW and architectural thinking.
This list of areas probably is not exhaustive. For each area, the relevance for the vision
is briefly outlined. We structured the above areas into methodical and formal
approaches (Sect. 4.1), practice oriented approaches (Sect. 4.2) and approaches rele-
vant to tools support (Sect. 4.3) to improve readability of the section.

4.1 Methodical and Formal Approaches

Enterprise Modelling. In general terms, EM addresses the systematic analysis and
modelling of processes, organization structures, products structures, IT-systems or any
other perspective relevant for the modelling purpose [20]. A detailed account of EM
approaches is provided in [21]. Participative modelling and involving different stake-
holder groups in EM has a long tradition (see, e.g., [22]). Domain-specific modelling
languages (DSML) [23] are supposed to support these various stakeholders in model
creation and use. The scientific literature on EM offers several aspects as its con-
stituents (see, e.g., [21, 24, 25]), like the modelling procedure or modelling method, the
result of modelling (i.e. the model), the tool support, and the organizational structures
establishing modelling within an organization. However, not all scholars in the field
agree on all of the above EM constituents. Some researchers consider constructional
and functional structures as part of modelling methods and argue that this cannot be
separated [26]. Others emphasize the importance of meta-models and modelling lan-
guages for capturing different perspectives [27]. Tool support is often seen as insep-
arable manifestation of modelling approaches and notations [28], but in other research
work as aid to support modelling [21]. Organizational structures and role descriptions
are often neglected in EM approaches.

Due to this plethora of topics and concepts, a recent study among EM experts
suggests that one of the most important topics of future research is EM simplification:
“To a great extent, this can be explained in that the variety of different components […]
exhibit a high degree of complexity of the subject area, which needs to be reduced in
future research efforts” [29].

Knowledge Management. Knowledge engineering [30] and enterprise knowledge
modelling [31] contribute to systematic development and reuse of knowledge by
offering methods, tools and approaches for capturing knowledge in defined represen-
tations in order to support the entire lifecycle of organizational knowledge management
[32]. Inspiration for implementing the vision of “modelling for the masses” comes from
(organizational and technical) knowledge management. Knowledge management from
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an organizational perspective addresses how to establish systematic knowledge man-
agement in an organization in terms of activities and organizational structures required.
Well-known approaches in this area are the “building block” model [33] and the SECI
model [34]. IT-based knowledge management systems are support for organizational
knowledge management. In this area, Maier et al.’s architecture proposal [35] for such
systems and the differentiation between various knowledge services as components of
this architecture are often applied. Knowledge reuse in general addresses techniques
and approaches for preparing knowledge for reuse in different contexts. Existing work
is categorized and structured in [36]. Organizational situations for knowledge reuse
were identified by Markus [37]. Knowledge about these situations supports the design
of tools and organizational practices.

Semantic Web. The concept of a “semantic web”, which originated from the vision that
machines are enabled to conduct automated reasoning and can thus infer information
from resources on the world-wide-web [38], led to a number of research efforts in
regard to EM. In contrast to semi-formal approaches in the area of conceptual modeling
that primarily build on a formal syntax with semantic expressed in natural language
[39], approaches based on semantic web technologies typically strive for logic-based
models that enable automated processing [40]. The spectrum of using semantic web
technologies in EM thereby stretches from the use of distinct ontology languages for
describing enterprise models, e.g., [41], to the transformation of enterprise models to
formal ontologies, e.g., [42], up to the lightweight approaches of using semantic
annotations for processing enterprise model content, e.g., [43]. New standards and
vocabularies for open data exchange mean that open semantic data may in the future
increasingly overlap with EM. They offer new uses of enterprise models for new types
of users. For example, open semantic data sets can be used both for enriching and
mining enterprise models, and enterprise models can be used to help users by making
sense of, providing context for and offering access to semantically annotated infor-
mation relevant to an enterprise. The research challenge is to connect the implicit, but
often tacit, semantic assumptions made in enterprise models and EM languages to link
them to the bottom-up web of semantically annotated data where anyone can contribute
anything about any topic using their preferred vocabulary [44]. Research on these
aspects has to combine approaches from traditional conceptual enterprise modeling
with techniques primarily found in areas such as artificial intelligence, semantic web,
and linked data.

Legal Visualization. From the field of legal visualization and legal modelling, insights
can be gained on the representation of legal information in the form of models and how
this can serve for enhancing the expert-lay communication [45]. Examples include the
model-based representation of legal options in hereditary law [46] or the use of UML
for depicting legal language relationships [47]. From these examples it can be inferred
also for other areas of EM how non-experts may be addressed, thus opening the
potential user base of such models.
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4.2 Practice Oriented Approaches

Practice Theory and Computer Supported Cooperative Work. Organizational research
[48, 49] and workplace studies [50] have taken a “practice turn” in recent years. While
there is no coherent “practice theory”, researchers can learn from philosophers (Hei-
degger, Marx, Wittgenstein) and sociologists (Bourdieu, Giddens) that human actual
practices are fundamental to a human identity and cognition and are an essential
building block in understanding higher level concepts like organizations, power and
knowledge [51]. Studying practices leads to an understanding what human actors really
do, how they make sense of what they do and how they communicate this knowledge
to others. This perspective has appealed to researchers of Computer Supported
Cooperative Work who wanted to understand frequent failures and unexpected
obstacles in adopting collaborative technologies in the field (see e.g., [52, 53]). Typ-
ically, those workplace studies have a focus on how artefacts (traditional or digital) are
embedded in human activities, e.g., as a tool, as material, as knowledge repository or as
symbol. We see a great potential in applying the tool set of practice theory to enterprise
modelling. The study of Enterprise Modelling Practices enhances our understanding
what both modelling laymen and expert really do, when they model, what the role of
modelling artifacts really is, how several actors collaborate in modelling or using
models, how Enterprise Modelling Practices blend into their other work practices, and
how structures like power and information flows are shaped by EM Practices. For
example, this approach can help to understand why PowerPoint has been so widely
adopted for modelling purposes [54].

Architectural Thinking. As an alternative approach to top-down, governance-based
EM, the concept of architectural thinking (AT) has been proposed [3, 6]. AT is
understood as the way of thinking and acting throughout an organization, i.e. not
restricted to architects and system developers, that considers holistic, long-term system
aspects as well as fundamental system design and evolution principles in day-to-day
decision making (e.g., change requests). A traditional approach to implement AT is to
‘bring architecture to the business’, i.e. to build up modeling and model-based analysis
competences and responsibilities in business lines (and not in a central architecture unit
or in the IT unit), thereby enabling many additional people in the organization to
‘architecturally think and act’. As many organizations however failed to motivate
business lines to ‘architecturally think and act’, research has been addressing the
creation of enabling conditions for AT. Weiss et al. [55] adopted institutional theory as
a lens to analyze the obvious reluctance of many organizational actors to comply with
enterprise-wide norms and guidelines. They show that social legitimacy, efficiency,
organizational grounding and trust have significant influence on the actor’s response
towards “restriction of design freedom” [56] and propose that, as a consequence,
supportive conditions need to be created in the form that

• actors gain social fitness inside the organization when complying with architectural
guidelines (social legitimacy),

• actors become more efficient when following guidelines (efficiency),
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• architecture management is anchored within the organization’s values in terms of
strategy definition, top management support or the position in the organizational
hierarchy (organizational grounding), and

• actors are confident that the architecture does the right things right (trust).

While governance-based architecture management cannot directly ‘create’ AT, it
can create conditions under which AT is more likely to develop and sustain.

4.3 Approaches with Relevance to Tool Support

Gamification. One direction of modelling research has been concerned with the pro-
cess of modelling: understanding it, but most of all making models and modelling
easier, more accessible for stakeholders more ‘usable’ [57], even more engaging.
Inquiries into the process or act of modelling indicate that workflow-based approaches
cannot adequately and usefully capture or guide the iterative and unpredictable process
of modelling in its operational detail. Alternatively, modelling processes can be framed
as games [58–60]. Essential ‘modelling game elements’ and ‘game mechanics’ con-
stitute dialogue games. The core of such games (typically collaborative in nature) are
conversational moves in which modelers propose, discuss, accept or reject model
elements, while rapidly switching the specific focus of the dialogue in a goal-driven
fashion [4, 60].

Visual Languages. The research area of visual languages is closely related to the field
of EM. The focus here is the interaction of humans and machines through visual
representations on computer screens [61]. Although the technical realization of visual
languages in the context of EM is today often accomplished using meta modelling
platforms such as Eclipse-EMF, MetaEdit, or ADOxx, the theories and innovative
approaches developed in visual language research can be very valuable. Examples
include the technique of visual semantic zooming recently proposed by Yoon and
Myers for better understanding and interacting with changes in program code [62] or
approaches for recording, processing, and visualizing changes in diagrams [63].

Collaborative Working Environments. From enterprise architecture management
(EAM), experiences and practices of model-based collaboration environments sup-
porting collaborative bottom-up modelling can contribute to the vision presented in
Sect. 3. EAM addresses the immanent need for mutual alignment of business and IT in
enterprises to react upon frequently changing market conditions [64]. It seeks to capture
and manage a holistic view of the enterprise to strategically plan enterprise transfor-
mations with respect to both, business and IT concerns [56]. [65] describes the
underlying approach of the model-based working environment how it empowers
information carriers and enterprise architects to collaboratively and incrementally
develop and manage a model in a bottom-up fashion by using wiki pages enriched with
types and attributes. In practicing EAM, multiple stakeholders have to collaborate to
achieve different predefined enterprise-related goals [64]. Additionally, they struggle
with inflexible models not meeting the information demand of stakeholders or with
heavy-weight tools to manage architectural information [66, 67]. In order to tackle the
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aforementioned challenges, the lightweight approach Hybrid Wikis was developed.
This approach enables the emergent enrichment of unstructured content (e.g., free text
or documents) with structure (types, attributes, and relationships) achieving a collab-
orative model-based collaboration environment that supports the evolution of both the
user-model and its data [68, 69]. The Hybrid Wiki approach combines both modelling
approaches, namely top-down modelling (model-first) and bottom-up modelling
(data-first). Its goal is to empower non-expert users to collaboratively gather and
consolidate information in a flexible meta-model-based information system
(SocioCortex), which acts as a model-based collaboration environment for members of
the organization [69].

5 A Perspective on Challenges for Research and Practice

In order to analyze the challenges in the context of our vision, several dimensions
should be considered which also are expected to help structuring future work. Along
these dimensions, a roadmap for future research in the field can be developed:

• Stakeholder dimension: Who is creating and using models? At least four stake-
holder categories have to be distinguished: Grass-root (i.e. everybody in an enter-
prise without any particular modelling competence create/use models on their own
or in collaboration with peers), participative (participation of domain experts in
modelling process led by modelling experts), expert (modelling experts create/use
models), and computer (machine-generated or interpreted models, e.g., from
enterprise information sources or by integration of existing models). A better
understanding is required about how models or model-like content is created and
used by non-traditional enterprise model users, e.g., the grass root modelers, and in
local practices. This better understanding has to be used for improving model
content integration into conventional modelling tools and methods. Additionally,
stakeholder perceptions of ‘restriction of design freedom’ [70] need to be better
understood in order to systematically create conditions that are favorable for
decentralized EM approaches like “Architectural Thinking” [7, 12].

• Concern dimension: What role do models have for which stakeholder concerns? In
order to exploit the full application potential of models, it needs to be better
understood which types of concerns of which stakeholder groups can typically be
supported by which types of models and which type of content. While certain
classifications like strategic, tactical and operational concerns or short-term or
long-term concerns were investigated, they need to be linked to stakeholder groups,
use situations, and model type/content.

• Model understandability dimension: How easy to understand is the model for dif-
ferent stakeholders and how much is the model formalized? There are representa-
tions comparably easy to understand for certain stakeholders (e.g., visual models or
tailored model views for experts) or difficult to understand (e.g., formal ontology
representations for grass-root), and many levels in between these extremes. What is
the meaning of the modelling constructs, the model elements and their relations?
The formality of the representation is often linked to the understandability.
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• Model scope dimension: In what scope is the model relevant? Categories could be
that a model is relevant for individuals only, for an organization unit, a group of
people with the enterprise, the enterprise as a whole, or an ecosystem of
organizations.

• Model processing dimension: What tasks have to be supported across different
model representations, scopes, purposes and local practices? Examples for such
tasks are alignment, visualization, ambiguity detection, approximation (find similar
models), annotating or linking. How can different models be semantically integrated
and processed? To what extent do semantics need to be integrated or, otherwise
posted, what extent of ambiguity can be accepted by an organization? How can the
semantics of models be gradually evolved?

• Value and quality dimension: Which factors affect quality, success, failure, utility of
modelling? How is it related to semantic vocabularies and other semantic standards?
How are other information sources linked to models?

• Model lifecycle dimension: What phases of model lifecycles have to be distin-
guished? Are these lifecycle phases different for different model kinds and do they
show different paces? What formal constraints are there on the information?

We propose to use the above dimensions for structuring the challenges to be
addressed for achieving the vision. In Table 1, the dimensions are put in relation to the
vision’s aspects identified in Sect. 3. This allows for systematic identification of topics
for future research. As an initial step, the areas discussed in Sect. 4 were analyzed for
relevant topics. The identified topics were positioned in Table 1 according to the aspect
of the vision and the dimension they address.

6 Summary and Future Work

Starting from a brief analysis of problems in EM this paper proposed a vision for the
future of the field which can be summarized as “modelling for and by the masses” and
aims at better exploiting the potential of EM from an enterprise perspective. Further-
more, we identified research topics to be investigated on mid-term and long-term which
form the basis for a research roadmap. Future work will have to focus on elaborating a
research roadmap and on initiating research work required for attaining the vision. An
important precondition is discussion of the vision and its consequences in the enterprise
modeling community.

Many of the raised issues and open concerns are related to better understanding
how people use models, what concerns they have, with whom they need to commu-
nicate, etc. Better understanding is often not sufficiently achievable only by eliciting
(model engineering) requirements, but needs to connect to behavioral research that
provides insights on motivations, perceptions, concerns, and emergence. This calls not
necessarily for a methodological evolution of the EM discipline, but for a better
integration with other (IS) research communities that could provide such insights. With
such foundations, new innovative approaches to modeling, human-model interaction
and the processing of information contained in models can be ultimately developed and
shared across communities.
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Abstract. Staff motivation leads to more efficiency, quality and enjoy-
ment while performing tasks and fulfilling business requirements.
Software-based motivation is the use of technology, such as gamifica-
tion, persuasive technology and entertainment computing to facilitate
and boost such behaviour and attitude. Despite its importance and
unique peculiarities, motivation is not yet seen as a first class concept in
enterprise modelling and requirements engineering literature. An ad-hoc
design and deployment of software-based motivation might be detrimen-
tal and menace significantly other functional and non-functional require-
ments of the business, e.g., giving certain requirements more priority,
increasing pressure to complete tasks, increasing competition to win the
reward, etc. In this research, we follow a mixed method approach to con-
ceptualise software-based motivation within enterprises taking the per-
spective of managers and employees and, also, experts from a wide range
of domains including psychology, HCI, human factors in computing and
software engineering. Our findings suggest the need for a personalised and
human-centred engineering method of software-based motivation within
enterprises which treats their profiles and preferences as equally impor-
tant to their business roles. A blueprint of such method is introduced.

Keywords: Requirements engineering · Human centred design · Human
factors in computing · Conceptual modelling · Gamificaiton

1 Introduction

Motivation as a research topic has been in the interest of various disciplines,
e.g., psychology [1], business management [2], education [3], and healthcare [4].
Several definitions of motivation are available in the literature [5]. However, a
widely accepted definition is the “psychological processes that cause the arousal,
direction, and persistence of behaviour” [6]. It aims to encourage and increase
people’s act in a certain manner. The substance that enables motivation to
achieve this goal is known as “motive” [7].
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With the popularity of new advances in computing, motivation has become
subject to automation and software support. Examples include gamification and
persuasive technology. These techniques, also known as software-based motiva-
tion (SbM) [8,9], aim to change users’ behaviour towards a desired one through
persuasion, social influence, and rewarding, but not coercion [10].

Enterprises endeavour to help employees achieve their goals and facilitate
tasks. Motivation aims to encourage social actors such as employees to do their
tasks and interact efficiently to achieve business goals and quality requirements of
the enterprise such as productivity. It is also meant to achieve social requirements
such as sense of membership, loyalty and mental well-being within workplace
[11]. Hence, motivation is not a standalone requirement but a supplementary
one which is meant to improve the fulfilment of other requirements.

Although there are several instances of successful implementations of SbMs
available in the literature [12], we argue that ad-hoc introduction of such tech-
nique to an enterprise may be detrimental and lead to adverse and undesirable
impacts [11,13]. There are various situations where the use of SbM may leave
negative effect on the enterprise, e.g., if SbM is not designed carefully, it may put
employees in situations that can persuade them to sabotage the performance of
others where possible, in order to gain more points for their faction. This can
happen especially when two or more groups are competing on gaining points,
and one member of a group is delegated a task which ultimately is in benefit of
a group, other than the group of the person the task is delegated to.

Therefore, we advocate the need for a systematic introduction of SbM to an
enterprise. This requires consideration of various characteristics of the motives
and their compatibility with goals and tasks they are meant to support. Fur-
thermore, there is a need for considering the social actors who are subject to
the desired behaviour change and their roles and inter-relations. Considering
the preferences of all enterprise staff on SbM is challenging and to some extent
impossible if the staff are high in number. As a solution to tackle this problem,
the use of personas is proposed in [9] which advocates the clustering and group-
ing of employees with similar preferences and requirements with regards to SbM
and furthermore, provides the constituents necessary to create personas with
references to SbM. Clustering employees into a set of personas helps designers
to focus on a limited number of preferences and requirements about SbM. In case
the personas are created carefully and a representative sample of employees were
involved in the requirements elicitation phase, every employee in the enterprise
should be able to feel related to at least on of the personas in the set.

In this paper, we build on top of our initial statement in [8,9] and conduct
a three-phase empirical study to explore the facets that need to be catered for
when introducing SbM to an enterprise. We provide a thematic mapping to
support a systematic integration of the concept within its organisational ecosys-
tem at the early stages of software engineering, i.e., requirements engineering.
Our results are meant to aid software engineers in the analysis and design of
SbM that is effective, sustainable and compatible with the rest of the enterprise.
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We also propose a requirements-driven conceptual architecture for an integrated
and holistic engineering framework.

2 Background and Research Motivation

In this section, we discuss persuasive technology as a representative technique for
SbM. We will also highlight various concerns and design issues to be addressed
when introducing the concept to an enterprise and, hence, motivate this research.

According to [10,14], persuasive technology is mostly referred to as a tech-
nology which aims at changing human behaviour through persuasion and social
influence, not through force and threat. Fogg introduced a model for persuasive
design, the Fogg Behaviour Model (FBM) [10]. This model considers three main
drivers necessary for human persuasion: motivation, ability, and triggers. FBM
sets the target behaviour and suggests that the three mentioned drivers define
how the behaviour can change towards achieving a desired target.

Both ability and motivation have direct impacts on the likeliness of achieving
target behaviours, for instance, if the ability to perform a task is high, but the
motivation is low, e.g., visiting a website regularly, then it is unlikely for the
person to perform the desired behaviour. Moreover, if the motivation is high,
but the ability is low, e.g., buying an expensive phone, it is still unlikely for the
person to perform the desired behaviour. However, when both the ability and
the motivation are high, e.g., a reasonable offer on the phone, the likelihood of
achieving the desired behaviour increases accordingly. The third factor in the
model is trigger and timing. In addition to motivation and ability, the presence
of a trigger at the right time is essential for the desired behaviour to occur.

It is assumed that within an enterprise, employees are already assessed to
have the ability to perform the tasks assigned to them. This means that ability,
as a driver for persuasion, already exists in employees. Besides, employees are
always informed of the tasks they need to perform and the time-line needed for
the task to be accomplished. Therefore, trigger and timing is also already present
for employees in the enterprise. However, according to Fogg’s model, the lack
of motivation as the third driver in employees can be the main cause that they
are not persuaded to perform a desired behaviour. Therefore, there is a need for
thoroughly investigating methods that can increase motivation in employees, its
potential complications, and possible solutions to these complications.

According to [10], persuasive technology tools aim at easing behavioural
change by means of interactive products. FBM consists of seven types of
persuasive tools: tunnelling, tailoring, reduction, suggestion, surveillance, self-
monitoring, and conditioning.

Tunnelling refers to leading the users through pre-defined structures of events
that has to be performed step-by-step. Tailoring tries to provide users with
personally relevant information regarding their work performance. It tries to
attract employees attention by customising information related to themselves, as
it is believed that people pay more attention to the information if they believe it
is customised for them [15]. Reduction aims at changing the behaviour of its users
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by simplifying a complex task to smaller task. This can be achieved by removing
some of the steps necessary to perform the task, usually via technology, e.g.,
automating repetitive tasks. Suggestion tries to persuade users to perform certain
behaviours by providing reminders on certain times. In case the suggestion seems
rational to the user and is on the right time, it can motivate users to perform
desired behaviours, e.g., a break reminder after a certain amount of continuous
use of the computer. Self-monitoring tries to persuade users by creating the
possibility of monitoring self-progress for self-motivated users. Surveillance aims
at using social and peer pressure by capturing performance information from
users and making decisions based on the collected information.

Surveillance in enterprise seems to be more acceptable when employees
involved in it have work-related interactions with each other [16,17]. However,
their usage within enterprise is argued to cause conflict amongst peers [18], or
reduce quality of work despite increasing productivity [19]. It can also create
ethical issues related to privacy of the users [10,11], or put pressure on employ-
ees and menacing their social and mental well-being within the workplace [11].
Finally, conditioning uses the information collected via surveillance to provide
tangible or intangible rewards for users. However, in addition to a positive rein-
forcement, such as rewarding, a negative reinforcement could be introduced,
conveying there could be a punishment for not achieving certain behaviours.

There is a trend in enterprises towards using SbM to increase motivation in
employees. Authors in [20] developed an SbM to help novice users learn AutoCad
through motives, such as gaining rewards, time pressure, and levelling up. This
was perceived positively by users and increased their engagement, enjoyment,
and performance. Despite several successful examples of SbM in the literature
[12,21], there is still lack of systematic approaches for designing and imple-
menting SbM in enterprises. The literature also has scarcely addressed potential
adverse side effects of ad-hoc implementation of SbM in an enterprise [11,13].

3 Methodology

This research has followed a mixed method approach in order to explore and
understand SbM in depth. A three-stage empirical study was conducted: firstly, a
qualitative interview with six experts in the field of SbM as the exploration stage,
secondly, a quantitative questionnaire with comment boxes to allow for further
explanations with 40 expert participating as the confirmation and enhancement,
and lastly for confirmation purposes, a qualitative interview with 22 participants
from users’ and managers’ point of view.

3.1 Exploration

This research used interviews to elaborate on initial observations about the diver-
sity of views on SbM, its design principles, its advantages and disadvantages, eth-
ical concerns, evaluation metrics, and also to obtain insights and clarifications
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from experts in this field. The results of this stage were used to design the ques-
tionnaire for the next stage. The interviews followed a semi-structured approach
in order to communicate thoughts with experts and allow them to add addi-
tional insights that were not thought of prior to the interview. The interviews
were recorded and further questions were asked when elaboration was needed.

Six experts participated in the interview. Four of the interviewees were aca-
demics, and two came from industry. Three of them were involved in developing
theoretical frameworks and three others have developed and applied SbM in
practice. All the interviews were recorded and transcribed. The text was then
content-analysed to extract important issues related to SbM. These issues were
then grouped together to form a number of themes. Two researchers worked on
the analysis, and in case of a disagreement, a third researcher was consulted to
make a final decision. The questionnaire items, discussed in the next section,
were formed based on the agreed themes.

3.2 Confirmation and Enhancement

In this stage, an expert survey with open ended questions was performed to
confirm and enhance the views, perspectives, and opinions obtained via the lit-
erature review and interviews with experts in the first qualitative stage. The
survey comprised a total of 13 sections. Five questions were about the expert
profile and general choices, e.g. whether they wish to be sent the results. The
other eight questions focused on diverse aspects of SbM in general and Gamifi-
cation in particular. A total of 71 sub-questions were embedded in these eight
questions. These questions were designed as multiple choice questions, provided
with an open text box at the end of each general question for participants to put
any additional comments. The questionnaire was pilot tested on two participants
and refined to ensure ambiguity is removed. No data were collected from these
tests. The qualitative responds were statistically analysed and expert comments
at the end of questions were content analysed by two researchers and a third
researcher was involved when a disagreement occurred.

To ensure that all participants had solid expertise in the field, the survey
was completed by invitation only. Authors of peer-reviewed and published papers
were invited via email to take part in the survey. Our selection criteria of experts
in this stage were similar to those that were followed in the qualitative stage.
Experts from different affiliations, e.g., industry and academia, and various back-
grounds, e.g., psychology, game design and social sciences, were invited to ensure
a diversity of opinions.

3.3 Clarification

The clarification stage was designed to clarify the findings of the first two phases
from the perspective of users. Diversity in users’ roles in the enterprise was the
focus and 22 people were interviewed. The selected participants were familiar
with SbM and used computers as a main medium for their jobs. Diversity in age,
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gender and work domain was also ensured, including 16 males and six females,
and their age ranged from 25 to 58 years old.

4 Results

In this section, we report and reflect on the results of our literature review and
empirical studies. We provide the constituents that shape SbM and its users’
requirements and preferences.

4.1 Software-Based Motivation: Elements and Properties

Various elements, properties, and aspects of enterprises can influence the devel-
opment of SbM to increase productivity and keep the social and mental well-
being of the actors at a desired level. A thematic analysis of our findings following
the six stages as recommended in [22], helps us to form three thematic areas that
could help identify constituents that influence the perception of SbM amongst
its actors. There are three aspects in enterprises with SbM implemented in them
that can influence the perception of employees about SbM. Identifying attributes
related to these aspects can help achieving a more preferred design of SbM by
employees. These attributes relate to the tasks that SbM is being applied to,
the rewards that are being introduced, and the information it is capturing. An
initial thematic analysis of these findings is depicted in Table 1.

Table 1. Initial thematic map for conceptualising software-based motivation

Motivation Reward Policy

Nature

Strategy

Tasks Uniformity

Measurability

Subjectivity

Standard

Nature

Values

Captured information Visibility Everyone

Relevant colleagues

Managers

Self-only

What is stored Personal information

Work related Detailed information

information General information

Element Competition

Collaboration
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This study enhances the thematic mapping illustrated in Table 1, forming two
distinct thematic areas that can have influence on the preferences and perception
of SbM amongst employees in an enterprise. The two main themes derived from
the findings are the environment and motives.

Environment: This refers to the intended enterprise in which SbM is intro-
duced. This theme area consists of five sub-themes that can affect the success of
SbM. These sub-themes are roles, values personas, tasks, and relations. The full
thematic map related to the environment is provided in Table 2.

Roles: One of the very important aspects of any enterprise that can influence the
success of a design for any SbM is the roles that are available in that environment.
It is important know what roles exist in the environment, and who are the
employees responsible for these roles. Roles and employees responsible for them
carry information that can lead to detection of potential design problems in
SbM. These information will be discussed further in this sub-section.

Table 2. Thematic mapping for conceptualising the environment

Environment Roles

Values

Tasks Uniformity

Measurability

Quality-oriented

Relations Role role task

Task task

Task role

Role role

Persona Incentives Quality based

Availability

Value

Chance of winning

Performance and feedback Frequency

Generation type

Privacy Self-only

Acquiaintance

Managers

Everyone

Goal setting Control over setting

Opt-out possibility

Collaboration nature Collaborative

Competitive
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Value: This is a very important aspect of the enterprise that should be known to
the designers of an SbM at early stages of the design. This defines the values of
an enterprise that SbM should comply with. The values should be clearly defined
before starting the design of any SbM as failure in eliciting correct values of the
enterprise may hinder the ultimate goal of introducing SbM.

Tasks: Each task has three attributes that define which motives are suitable to
be assigned to them through SbM. Uniformity, measurability and subjectivity are
these attributes. Uniformity seeks to identify whether all employees go through
a similar process for performing the task, or intellectual effort and creativity of
employees are required. This concerned many employees as they were worried
about the SbM being able to identify their additional intellectual effort and
creativity. Next attribute is the possibility of measuring the outcome of the
tasks. A number of employees stated not only their tasks are not uniform, but
the outcome of their job is not measurable and trying to measure their efforts
through numbers is either not possible or will diminish their actual effort. The
last attribute for the tasks is whether the task is quality oriented or quantity
oriented. Many employees stated that if they are performing quality-oriented
tasks, they will not like being compared with other employees that perform
quantity-oriented tasks, as “it is much easier to gain points if quantity is needed.”

Relations: Relations defines possible interactions of elements in the enter-
prise that can influence the outcome of SbM when introduced to an enterprise.
Relations could be between Roles, between tasks, between roles and tasks, and
between various roles and tasks. In the following we describe these relations.

Our analysis showed two relations between roles could exist. One is a super-
vision relation. This relation gives privilege to the supervisor to monitor the
performance and work-flow of the supervisee. Identifying this relation can aid
the design of SbM to decide who should be given access to whose work informa-
tion. In case a visibility to work information of a role is given to another when
there is a lack of supervision relation between these two roles, some participants
stated that this may lead to such stress that not only will this affect their pro-
ductivity, but also they may decide to stop working within that enterprise under.
The other relation between two roles could be a promotion relation. This means
one role has the potential of being promoted to some other roles in the enter-
prise. This relation makes it possible to identify a possible conflict of interest
in the enterprise and propose an SbM design that prevents it. To delve more
into this, a situation can be assumed where a role is responsible for training new
recruits that are supposed to join the same team that this trainer is a member
of. Promoting competition in this particular team may persuade the trainer to
put less required effort in training new recruits to avoid emergence of potential
competitors in the team.

Moreover, our analysis suggests there exists one relation between two or more
tasks that may influence the design of SbM and that relation is a dependency
relation. This relation means the commencement of a task may rely on the
outcome of another. This relation becomes important in various situations, e.g.,
it can create stress and tension if an employee in the enterprise is not able to
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start the task and gain the designated points merely as a result of relying on
another task which has not been delivered on-time.

Beside the clear relation of performing a task between a task and a role, it
is important to know if there is a genuine interest in performing the tasks by
responsible roles. There are ways of detecting if roles are interested in perform-
ing tasks, e.g., the use of group dynamics, which are out of the scope of this
investigation. However, having the information regarding the interest of the role
towards specific tasks can help designers to introduce motives that can make
tasks more interesting to perform through a rewarding mechanism, or avoid a
rewarding mechanism when there is already a genuine interest towards the task
available, in order to prevent interference with the present intrinsic motivation.

Personas: Eliciting the preferences, needs, and requirements of SbM users is
a necessity. By virtue of various circumstances, it may not be always feasible
to elicit all users’ requirements, or have a coherent collective decision available
due to the diversity of opinions. Therefore, personas can be used in order to
create clusters of users with similar SbM preferences [9]. This can help software
designers to focus on the requirements, needs, and preferences of a set of per-
sonas. Although this solution may not lead to an SbM that satisfies all needs
and preferences of all individuals, however, it will enable software designers to
develop an SbM which can satisfy a considerable portion of requirements and
preferences of a substantial number of users. For the sake of evolution, individ-
uals may provide feedback to enhance or customise personas to become more
representative of the actual employees.

Motives. Another new main theme is the motives introduced to the workplace.
Various aspects of motives should be known in the development of SbM, also
available in Table 3.

Reward: This is one of the main drivers that increases motivation in employees.
If the reward is appealing for the employees, they may be persuaded to perform
as desired. However, it is necessary for an SbM design to align the rewards with
the environment it is being introduced to. Our results show that the policy
of rewarding has three attributes, competition, collaboration, and performance.
A reward can try to increase employees’ motivation through competition and/or
collaboration, based on their performance. However, there is a set of combi-
nations of these policies that can influence how employees may react to the
rewarding policy. As an instance, when the reward is promoting group competi-
tion based on the performance of each group, it may persuade some employees
to rely on others and not perform at their best, whereas adding an individual
performance monitoring could possibly prevent this problem.

The element of persuasion that a rewarding mechanism adopts is another
important aspect. There are several scenarios that this could impact the success
of SbMs, e.g., using social recognition may seem an effective element to increase
motivation in employees. However, some employees stated they do not like the
idea of being socially recognised as the best employees and if they are working in
such environment, they will keep their performance at a lower level that they do
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Table 3. Thematic mapping for conceptualising the motives

Motive Reward Policy Competition Individual

Group

None

Collaboration Individual

Group

None

Performance Individual

Group

None

Element Collaboration

Social recognition

Communication

Accomplishment

Nature Intangible

Tangible

Combined

Strategy Transparency True

False

Value High

Low

Balanced

Chance of winning High

Low

Points Pre-defined

Calculated

Reinforcement Positive

Negative

Combined

Captured information Visibility Everyone

Acquaintance

Managers

Self-only

What is stored Personal information

Work information Detailed

General

Frequency Low

Medium

High

Real-time

Techniques Conditioning

Self-monitoring

Surveillance

Tunnelling

Reduction

Tailoring

Suggestion
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not gain this provided social recognition through SbM. In addition, the nature
of the reward is crucial as some of the employees not only did not find intangible
rewards persuasive, but also very useless and a waste of resources.

In addition to all mentioned rewarding aspects, there is the rewarding strat-
egy that the motive is employing. There are several attributes that employees
may find appealing or demotivating, depending on each individual. One attribute
is the transparency of rewarding, as many employees stated, it is necessary to
be informed about the exact processes of receiving the rewards to avoid bias.
Value and the chance of winning the reward seem to be effective attributes, some
employees eager to have high value rewards even if it means lower chance of win-
ning, and on the contrast, some others preferred lower value prizes with a higher
chance of winning. Another important attribute is the way points are given.
A proportion of the employees believed that a pre-defined set of points will
remove bias, on the contrary, some believed that a “human touch” in the calcu-
lation of points can understand their work better and provide them with fairer
points and detect if they did “exceptionally good”. Finally, it is important to
know if the enterprise wants to use positive reinforcement, negative reinforce-
ment, or a combination of both. This is a very important attribute as the presence
of a negative reinforcement may persuade employees to behave in a manner that
they would not do otherwise, e.g., cheating in order to gain more points.

Captured Information: In addition to rewarding, it is important to decide
what attributes the captured information by means of SbM will have. Employees
may care about the captured information by means of SbM from two perspec-
tive. Visibility of the captured information to others in the enterprise, and what
is stored as the information. Depending on the preferences of employees, they
may agree for everyone in the environment to have access to their information,
especially if they are seeking social recognition. However, this is not true for all
employees, as some may even totally disagree with their managers having access
to their information for personal reasons, despite their tremendous positive per-
formance. It is also important for employees to know what is stored about them
by means of SbM. Employees were concerned about the ability of SbM in collect-
ing personal information about them, e.g., detecting their mood throughout the
working hours by the use of cameras and face detection technologies. However,
mainly they found it acceptable for their general working information to be col-
lected, yet a detailed collection of information was not deemed acceptable. The
main concern was about managers being able to detect employees work patterns
by looking at the collected information.

Another attribute of the captured information is the frequency of collecting
the information. Employees showed various preferences, from lower frequencies
as they wanted to “enjoy the feeling of accomplishment” without knowing how
well they did the task in numbers and have an element of “surprise at the end of
the week”, to real-time collection of the information to know exactly how they
are performing and decide to put more efforts where necessary.

Techniques: Motives can employ conditioning, self-monitoring, surveillance,
tunnelling, reduction, tailoring and suggestion, described in Sect. 2, as tools to
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increase motivation via SbM. It is important to know how motives use these
techniques as these persuasive techniques rely heavily on the perception and
preferences of its users, which may be in some cases conflicting.

Conditioning: This technique may be well perceived by some users and increase
their motivation, and in some others, it may create problems. As an example,
when the introduced motive is using the conditioning tool, some actors may find
virtual badges motivating, some others may find it useless or even stressing when
it is difficult to achieve.

Self-monitoring and Surveillance: These two persuasive techniques can be per-
ceived differently by individuals. For example, some participants stated that they
really like to have their information available to their managers. They argued
that this will enable them to enhance their image in their managers’ mind as
hard-working employees. However, other participants raised the issue that SbM
can capture and store information that is not possible to capture otherwise, e.g.,
the exact time an employee was either working or idle. This was the concern of
some employees, mentioning this would create a very high level of pressure on
them as they would think the “big brother is watching them”.

Tunnelling: Tunnelling can also be perceived differently. A number of partic-
ipants mentioned that they would really appreciate having their tasks broken
down to smaller chunks and finding it helpful in increasing their productivity.
Some others stated that this will limit them and take away their freedom on how
to perform their job. Hence, they found it not motivating.

Tailoring: As mentioned in Sect. 2, tailoring tries to provide employees with
customised information, such as periodic feedback. Employees may find it very
helpful in order to track their performance and identify areas that need more
focus to be enhanced. However, the way the feedback is generated and the fre-
quency of updating it is where employees may differ in their preferences. Failure
in aligning this with the employees preferences may lead to an increase in their
level of stress and mental pressure in the enterprise.

Reduction: This technique tries to make complex tasks simpler, such as automat-
ing several tasks by just one click. However, some users may argue that the use
of reduction minimises the control over how they can perform the tasks, stating
this will make them to “work like a robot”.

Suggestion: This tries to alert the employees about performing certain behaviours
on specific times. The challenge here is to detect the current activity of employees
and react accordingly, as some of the tasks that employees are performing may
not be measurable or even detectable by the use of software.

5 Requirements-Driven Architecture for Motivation

Motivation is highly reliant on personal preferences of the staff it is being applied
to. Therefore, it is beneficial to employ a user-centred design process for SbM
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Fig. 1. Conceptual architecture for developing Software-based Motivation

in order to elicit users’ requirements and preferences on SbM to ensure a more
acceptable design from the perspective of users. Various aspects, e.g., contextual
changes or a motive becoming boring over the course of time, may lead to a
change in what employees find motivating. The dynamic nature of motivation
demands an evolvable approach in order to empower detecting the need for
evolution and alter the system according to the new needs and preferences. In
the light of our findings, we sketch a blueprint for a conceptual architecture that
facilitates a systematic evolvable user-centred design of SbM, depicted in Fig. 1.

Initially, we advocate the creation of personas, based on necessary per-
sona constituents [9]. The identified personas can inform the design with
the requirements and preferences of each persona. The provided require-
ments need to be further analysed by requirements engineers during the
motivation requirements analysis. The thematic mapping provided in Tables 2,
and 3 can be utilised to identify the motivational requirements’ meta-data related
to the environment, and the motives. Furthermore, the knowledge-base may be
updated at this stage.

Knowledge-base stores information related to personas’ preferences and
requirements, motivational properties, and possible outcomes of their combina-
tions. Its content originates from new requirements and preferences, plus feed-
back elicited from actors or employees during later stages of software evolution.

The meta-data, in conjunction with the knowledge taken from the knowledge-
base, will be used to find solutions for achieving motivational goals of the enter-
prise. A recommender system can be utilised at this stage to assess the given
meta-data and the content of the knowledge-base to find possible solutions.



254 A. Shahri et al.

Possible solutions, each with their possible effects on the productivity of employ-
ees and also their social and mental well-being within the workplace, will be used
in the decision making process of the enterprise. Decision makers can choose a
final decision based on their policies, business goals, and values.

In the implementation phase, the final decision is used to deploy the SbM in
the enterprise. Besides, in order to sustain motivation and ensure the compati-
bility of the personas with the actual users and also to detect any changes over
time, feedback elicitation will be initiated. Feedback elicitation phase tries to
elicit any changes that can have an impact on the effectiveness of the design of
SbM. The feedback stems from technological advances and changes in employees’
preferences or the emergence of new employees in the enterprise, which yields
the need for software evolution.

Software engineering can use control theory [23] to evolve and adapt the
software system with the required changes through feedback loops. It sets a goal,
monitors the output via sensors and measures the output with the reference point
value. If the delta results in a need for a change in the software, the controller will
introduce relevant changes to achieve desired outputs. However, SbM is highly
reliant on users’ perception. It is not a viable decision to rely on technological
sensors to capture users’ feelings and perceptions. The concept of social sensing
[24] harnesses the cognitive power of users as monitors. This includes the value
of the relevant contextual attributes and quality attributes which have not been
thought of by requirements engineers or simply have emerged over time.

We advocate the use of control theory and social sensing, in developing SbM.
This will enable a socially adaptive SbM solution. The concept of social adapta-
tion [25], in the context of this study, could be seen as the ability of the system to
gather people’s perception on the quality of motives and their related concerns,
and form a collective judgement and then decide and enact, or recommend, the
best alternative to reach a motivational requirement or the best way to reach a
business requirement with higher possibility of an increase in motivation.

6 Conclusion

In this paper, we argued the need for a systematic development of SbM in an
enterprise. The lack of rigorous engineering principles for the development of
SbM may inflict harm on the enterprise, such as creating tension and menacing
social and mental well-being of employees within the workplace. Adding SbM
introduces new concerns to the enterprise which need to be analysed. Various
concerns are to be considered, which current methods and models do not take
into account as a first-class problem. We provided a thematic mapping which
paves the way for the modelling of SbM in enterprises and proposed a conceptual
architecture that can utilise the thematic map for developing SbM. A further
investigation is needed to study the use of this conceptual architecture in other
enterprise modelling languages, e.g., goal models or process models, or the need
for a new domain specific modelling language that can facilitate this conceptual
architecture and comply the design of the SbM with the enterprise.
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Abstract. The notion of capability has emerged in Information System engi-
neering as the means to support development of context dependent organiza-
tional solutions and supporting IT applications. To this end the Capability
Driven Development (CDD) approach has been proposed. CDD currently
focuses on designing and running applications that need to be adjusted
according to changes in context, which can be seen as capability support on an
operational level. This paper proposes a method component of CDD for
strategic capability modeling in order to support business planning. The pro-
posed component is to be used to analyze the organization’s capabilities on a
strategic level, including aspects of collaboration with other enterprises. Its
application in four companies is outlined and one application of capability
design for the industrial symbiosis platform presented in detail.

Keywords: Enterprise modeling � Capability modeling � Strategic planning

1 Introduction

Strategic planning is the process of defining/formulating such a general plan for an
organization encapsulating its intentions and actions, encompassing a certain period of
time, to achieve its vision. Traditionally, the planning process assumes that the business
environment in which the organization will execute the strategic plan will remain
reasonably stable for the duration of the foreseen time period. In modern world this
however becomes less of a norm because new and unexpected business opportunities
and threats arise, demands change, as well as environmental and security risks increase.

To respond to the need of continuous adaptation an EU-FP7 project “Capability as
a Service in digital enterprises” (CaaS) has been initiated [1]. Its aim is to develop a
support for the capture and analysis of changing business context in the design of
information systems (IS) using the capability notion. Capability is seen as a funda-
mental abstraction to describe what a core business does [2]. Capability is defined “as
an ability and capacity for an enterprise to deliver value, either to customers or
shareholders, right beneath the business strategy” [3], or “the ability of one or more
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resources to deliver a specified type of effect or a specified course of action” [4]. The
CaaS project strives towards developing an integrated methodology for context-aware
business and IT solutions, under the name Capability Driven Development (CDD).

The CDD methodology is based on Enterprise Modeling (EM), context modeling,
variability modeling, adjustment algorithms, and patterns for capturing best practices.
The current thrust of the capability driven approach to IS development is to make IS
designs more accessible to business stakeholders by enabling them to use the capability
notion to explicate their business needs especially concerning context dependent
variability. This can be seen as capability support on an operational level. It is however
insufficient for business planners because they need to assess the organization’s
capabilities on a strategic level. To this end the objective of this paper is to extend the
CDD approach with a strategic planning phase.

In essence CDD follows the principles of the Model Driven Development
(MDD) paradigm, which implies a built-in drawback because it mostly relies on
models defined on a relatively low abstraction level. In contrast, EM captures orga-
nizational knowledge and provides the necessary motivation and input for designing IS.
Hence there is a need to connect the development of CDD with more strategic way of
working. We envision that EM has a potentially important role to play in this process
because it has been used for strategy development and in particular in the context of IS
development [5, 6].

The rest of the paper is organized as follows. Section 2 outlines the research
approach. Section 3 summarizes the current use of the capability concept and the CDD
methodology. Section 4 presents the method component for Strategic Capability
Modeling. Section 5 presents one of the application cases and briefly summarizes the
current experiences of capability modeling relevant to the proposed method compo-
nent. Section 6 provides concluding remarks and issues of future work.

2 Research Approach

The work in this paper is motivated by the industrial use cases that are a part of the
CaaS following the principles of Design Science Research (DSR) [7].

By adopting DSR as a paradigm, IS engineering aims to resolve problems by
creating innovative scientific artifacts through development- and evaluation cycles
within a real life context. The creation of artifacts is iterative and incremental leading to
a practical solution. The essential activities of DSR concern the explication of the
problem, an outline of the artifact with the related requirements, an artifact’s design and
development, as well as its application, evaluation, and communication.

The CDD methodology is the main design artifact of the CaaS project. Its purpose
is enabling development of IS able to adhere to changes in business context through
variability at run-time. CDD methodology as design artifact should be seen as a
composite. Its parts, such as the meta-model and the various method components (e.g.
capability design and context modeling) are also design artifacts in their own right.
This paper presents one such CDD method component, one that addresses strategic
capability modeling.
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During the DSR process, knowledge was attained through iterative and incremental
cycles of constructing the design artifact according to the needs of multiple stake-
holders including researchers, technology developers, and practitioners using capability
designs for their business purposes. More specifically, participatory modeling work-
shops, focus-group sessions, interviews with experienced practitioners, and on-line
questionnaires were the main techniques used for problem explication and require-
ments elicitation. The results of this work are reported in [8]. The artifact presented in
this paper was developed and validated during a number of design cycles, based on the
use cases at SIV (Germany) and CLMS (UK).

3 Background to Capability Driven Development

3.1 Capability as a Concept

The notion of capability has a growing presence in the current business and IT
alignment and IS development frameworks starting from more business-oriented such
as Business Architecture and Business Modeling, towards the alignment-oriented
represented by Enterprise Architecture (EA), and EM. In brief, the emergence of the
use of the capability notion seems to have three key motivations: (a) in the context of
business planning, it is becoming recognized as a fundamental component to describe
what a core business does and, in particular, its ability of delivering value that is
relevant to the business strategy; (b) in IS development, it makes IS designs more
accessible to business stakeholders by enabling them to use the capability notion to
describe their requirements; and (c) it supports the configurability of operations on a
higher level than services, business process, resources, and technology solutions.

Capability is used in a wide variety of approaches and frameworks and while there
are clearly identifiable similarities, there are also substantial differences in its use. For
example, OMG’s proposal for Business Architecture (BA) [9] uses business capability
for describing what a business does - specifically, it is an ability or capacity that the
business may possess or exchange to achieve certain outcome. The resulting capability
map encompasses the whole view of what a business does. The Value Delivery
Modeling Language (VDML) [10] defines a modeling language for analysis and design
of the operations of an enterprise with a focus on the creation and exchange of value. Its
aim is to provide an abstraction of the operations appropriate for business planners.
VDML links strategy and business models to the activities, roles, and capabilities that
run the enterprise. VDML defines capability as the ability of an organization to perform
a particular type of work and may involve people with particular skills and knowledge,
intellectual property, defined practices, operating facilities, tools and equipment.

Capability is also a key concept of EA frameworks. E.g., Department of Defense
Architecture Framework (DOFAF) [11] defines capability as “the ability to achieve a
desired effect under specified (performance) standards and conditions through combi-
nations of ways and means (activities and resources) to perform a set of activities”.
Condition means the state of an environment or situation in which a performer per-
forms; desired effect means desired state of a resource; resource means data, infor-
mation, performers, materiel, or personnel types that are produced or consumed.
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The NATO Architecture Framework (NAF) [4] defines capability as “the ability of
one or more resources to deliver a specified type of effect or a specified course of
action”. The NAF meta-model defines the following key relationships of capability:

– Capabilities may be specialized into more specific capabilities, composed of several
capabilities, as well as dependent on other capabilities.

– Capability when applied is associated with measurable categories.
– Capability elaborated into Capability configuration package, which is used to

configure resources for capability implementation.
– Enterprise phase exhibits a capability. The connection between capabilities and

goals is realized through enduring phase of the enterprise.
– Capability support an enduring task by defining capability for task.

In summary, the current use of capability is concerned with organization’s ability
for delivering a business function. The “integrational” nature of capability is used to
bind the strategic/intentional part of the organizational design with the operational or
technical parts. Hence, capability should be seen as a key concept relevant to both
strategic planners as well as operational planners. In some of the approaches capability
has its own view, for instance, the EA frameworks used in military (e.g. DODAF,
NAF), including several sub-views. The capability-centric views are then linked to
other views - for services, processes, infrastructure, etc. The majority of the frame-
works is so far not providing a methodological guidance for capability elicitation and
development.

3.2 Overview of the CDD Methodology

The CDD methodology consists of method components [12]. To structure the
methodology, the components have been divided into upper-level method components
and method extensions. Each upper-level component describes a certain application
area and may also contain sub-components. The upper-level method components are
currently the following:

– Capability Design Process guiding how to design, evaluate and develop capabilities
by using process models, goal models and other types of models.

– Enterprise Modeling guiding the creation of enterprise models that are used as input
for capability design.

– Context Modeling analyzing the capability context, and the variations needed to
deal with variations.

– Reuse of capability design guiding the elicitation and documentation of patterns for
capability design.

– Run-time Delivery Adjustment adjusting capability at runtime.

The overall CDD process includes three cycles (1) capability design; (2) capability
delivery; and (3) capability refinement/updating. The capability design cycle often
starts with Enterprise Modeling, i.e. by a business request for a new capability - the
request might be initiated by strategic business planning, changes in context, or dis-
covery of new business opportunities requiring reconfiguration of existing or the
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creation of new goals, business processes or services, and other EM elements. This is
followed with a formalized definition of requested capabilities and definition of the
relevant contexts according, linking with relevant capability delivery patterns as well as
supporting IT applications (design).

In addition, several method extensions addressing specific business challenges to
which the CDD methodology have been developed by the CaaS consortium:

– The Capability Ready Business Services method extension covers the transition step
from textual instructions and activity descriptions to business process models ready
capability modeling. With this extension many business services in Business Pro-
cess Outsourcing can be subject to capability based redesign.

– The Prepare Local and Global Optimization method extension for the optimization
of service delivery and balancing local optimization of services provided to a client
and global optimization from a service provider perspective.

– The Evolutionary Development of Business Information Exchange Capability
method extension for developing capabilities in the case when pre-existing capa-
bility delivery solution must be tailored to the needs of a new client.

– The Integration of CDD and MDD method extension is analyzing the potential of
integrating MDD and CDD concepts in situations when a new capability delivery
application needs to be developed, which can be done by an MDD tool.

– The Analysis of Capability Relationships method extension is proposing an analysis
of capability relationships and mapping of capabilities to delivered services.
Through the business case analysis of the CaaS project, it was noticed that during
the process of identifying business capabilities it was useful to describe them in
relation to other capabilities.

– The Predictive analysis method component describes capability delivery adjustment
using predicted context values to attain proactive behavior.

– The Capacity evaluation method component evaluates capability delivery capacity
requirements to determine capability’s suitability to context ranges.

3.3 Capability Meta-Model

The theoretical and methodological foundation for pattern use in capability-oriented
software applications is provided by the core capability meta-model (CMM) in Fig. 1,
and in details presented in [13]. CMM is developed on the basis of requirements from
the industrial project partners, and related research on capabilities. Within CDD, pat-
terns are envisioned as reusable solutions for reaching business goals under specific
situational context. Individually, they are intended to describe best practices for busi-
nesses, and in a collection to form a repository of capability delivery patterns.

In brief, the meta-model has three main sections:

(a) Enterprise model, representing organizational designs with Goals, KPIs, Pro-
cesses (with concretizations as Process Variants), and Resources;

(b) Context, represented with Context Set for which a Capability is designed and
Context Situation at runtime that is monitored and according to which the
deployed solutions should be adjusted. Context Indicators are used for measuring
the context properties (Measuring Property); and
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(c) Patterns, for delivering Capability by reusable solutions for reaching Goals under
different Context Situations. Each pattern describes how a certain Capability is to
be delivered within a certain Context Situation and what Processes Variants and
Resources are needed to support a Context Set.

Figure 1 is a simplified version of CMM showing only the key components of CDD
and omitting, for instance, constructs for representation of goal decomposition rela-
tionships and process variants. Complete version including definitions of components
is available in [1, 12].

3.4 The Process of Capability Design

The process of capability design considers existing Enterprise Models and other
organizational design as well as patterns in order to elaborate a capability design. The
process is essentially comprised of three phases as shown in Fig. 2.

Step 1: Capability Design. There are three alternative pathways of proceeding with
capability design, shown in Fig. 3.
Step 2: Capability Evaluation. This step checks capability development feasibility
from the business and technical perspective before committing to capability
implementation.
Step 3: Development of Capability Delivery Application. The design specifications
serve as a basis for modifying/implementing capability delivery applications, which
are created using methods and technology of preference by the capability stake-
holders. The indicators for monitoring and the adjustment algorithms are packaged
and passed over to a Capability Navigation Application (CNA) for monitoring
capability delivery.
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Fig. 1. A core meta-model for supporting Capability Driven Development.
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4 Strategic Capability Modeling

A business capability is related to the business goals and the context within which it
exists. A business analyst, especially in the situations where one organization collab-
orates with others to deliver value, i.e. an analyst working with partners, needs to have
a conceptually clear view of what might constitute a capability so that a revealing
dialogue with partners may take place in order to ensure that the capabilities are
identified, information about them is recorded, and finally an initial model is built and
validated by the partners. This motivates the need for a capability collaboration concept
in order to be able to express the possible relations among the different business
capabilities within a company. In the context of collaboration there is a need to dis-
tinguish between internal capabilities and external capabilities. The details of external
capabilities owned by some other enterprise may not be important to know, or indeed
as will probably be the most common case - may never be known, since such capa-
bilities are considered as competitive advantage to the owner’s enterprise. What matters

Fig. 2. Capability flow.

Fig. 3. Alternative approaches for capability design.
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however, is that such an external capability is required in order to deliver an internal
capability, i.e. capability of the organization for which the capability design is created.
Hence, the ownership of a capability should be shown.

Organizations need to be supported in their efforts of analyzing their capability
portfolio in terms of what capabilities it currently possesses, i.e. is able to deliver, what
capabilities it wants to deliver in the future, and it is able to achieve that. Hence a
concept of capability status needs to be considered. To this end a method component
for strategic capability analysis is proposed. In the reminder of this section we will
describe it according to the method-component format used in [12] – purpose and
preconditions, cooperation principles, important concepts, and procedure.

4.1 Purpose and Preconditions

According to [12] a capability is the ability and capacity that enable an enterprise to
achieve a business goal in a certain context. Thus, a capability is always defined by
some business goal and an application context, as well as it is delivered by some
business process. In a situation of strategic planning we need to focus on strategic goals
and analyze how they can be achieved on a fairly high level. At this level the details of
exactly which patterns and business process variations will be involved may be
unknown as well as they may be unimportant. What should be analyzed is organiza-
tion’s ability and capacity to reach its vision in general.

Preconditions: the overall vision of the organization is reasonably clear; a goal
model describing organization’s vision is created. In cases of modeling collaborations
with external partners their goal and/or capability structure should also be available.

Purpose: to create and document business goal alignment with capabilities on a
strategic level and to map capabilities among each other.

4.2 Cooperation Principles

The roles and stakeholders identified in the CDD methodology [12] also apply for this
method component. The following stakeholders are to be involved:

– Business service manager: Responsible for management strategies for changes in
business and to identify opportunities for capitalizing on these changes.

– Business analyst: a person who analyses the business models and proposes and
guides changes in the business models.

– Capability analyst: Analyses information about capabilities and operating context,
to predict evolution of the context and to take advantage of these predictions by
providing new services or improving existing services.

– Capability provider: responsible of providing capabilities to the customer.
– Customer (client): The end user who benefits from the capabilities.

The way of working should be based on participatory stakeholder involvement with
the main focus on capturing the knowledge, i.e. creating the model. Hence, simple tools
for documenting might be useful and the team does not necessarily need to use the
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Capability Design Tool. It is also possible that while using this method component the
developers may also switch to method component Capability Design in order to focus
on detailed design of a selected capability.

4.3 Important Concepts

The following concepts are used in this method component:

– Capability. Capability is the ability and capacity that enable an enterprise to achieve
a business goal in a certain context. Capabilities may be considered as internal
capabilities and external capabilities. The details of external capabilities owned by
some other enterprises. They have relationships with business goals of external
partners.

– Goal. Goal is a desired state of affairs that needs to be attained. Goals can be refined
into sub-goals and should typically be expressed in measurable terms such as KPIs.
Other modeling components such as problems, opportunities, and causes may also
be included in goal modeling. In case of modeling collaboration with external
partners it is recommended that the goal hierarchies of the capability delivery
organization and partners be clearly identified.

– Process. Process is series of actions that are performed in order to achieve particular
result. A Process supports Goals and has input and produces output in terms of
information and/or material.

– Context Set. Context Set describes the set of Context Elements including their
permitted ranges that are relevant for design and delivery of a specific Capability.
While using this method component the links to Context Elements may be omitted,
because they might be unknown at the time of strategic capability modeling.

4.4 Procedure

The procedure considers organization’s vision and its business partner goals as input.
In case this information is unavailable, outdated, or likely conflicts are identified,
method component Enterprise Modeling should be used for modeling of the strategy or
the organization.

Step1: Identify goals in the goal hierarchy that would be appropriate for motivating
capabilities. Goal hierarchy typically has strategic goals on the top and operational
goals on the bottom. Many of the top goals are visionary statements and are refined
into sub-goals. Those sub-goals that are formulated reasonably concretely and have
specified KPIs should be considered for motivating capabilities.
Step 2: Analyze goal sub-hierarchies. Typically goals and sub-goals are further
refined into more sub-goals in such a way that the overall goal hierarchy consists of
sub-hierarchies each of them dealing with a particular aspect of the organization.
Many sub-goals in principle are similar to the goals immediately above them in the
goal hierarchy, i.e. they are expressed reasonably precisely, have sub-goals on their
own, and are linked to KPIs. These kinds of goals should be considered for
motivating capabilities.
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Step 3: Define capabilities for the selected sub-goals. There can be several capa-
bilities for reaching one goal. Hence, naming of capabilities should reflect the
difference, e.g. for what context it is suitable.
Step 4: Define context sets for each capability. At this stage the context sets can be
expressed without explicit definition of ranges of context elements. This is per-
mitted because identifying context elements can be done later by using Capability
Design method component that requires analyzing what measurable properties are
available and can be monitored at run-time.
Step 5: Identify external capabilities by analyzing collaborations with external
partners. Consider partner goal hierarchies and analyze how their goals relate to
capability delivery organization’s goals. For the related goals repeat steps 1 to 4 to
identify capabilities involved in business collaborations. If partner goal models are
unavailable, analyze the overall business model and the collaboration mode.
Step 6: Develop capability relationships. This can be done by following the method
component Analysis of Capability Relationships described in [14]. At this stage
both internal and external capabilities are analyzed. Relationships among capabil-
ities are specified in terms of: capability ownership if capabilities are delivered by
external partners; capability collaboration if several capabilities are used to achieve
a goal; and capability composition if a capability consists of smaller capabilities.

5 Experiences of Capability Modeling

The CDD methodology components have been developed in the CaaS project and
applied in the four industrial use cases, namely at

1. SIV AG (Germany) for standard business processes outsourcing and execution
capability,

2. Fresh T Limited (UK) for maritime compliance capability,
3. CLMS Ltd (UK) for collaborative software development using the MDD technol-

ogy and industrial symbiosis application in particular, and
4. Everis (Spain) for service promotion capability, marriage registration capability,

SOA platform capability.

For the purpose of illustrating the proposed method component we have chosen to
present the use case of CLMS. Its core business is model driven software development
with the zAppDev tool1. This use case is based on development and running a website
for industrial symbiosis (i-symbiosis) to facilitate the exchange of waste materials
among organizations; more in depth presentation of the case and the corresponding
capability designs is available in [14]. Considering the core business of CLMS, the
following capabilities have been identified: Domain analysis, Architecture design,
Business intelligence, Cloud migration, IT change management, Application devel-
opment, Continuous engineering, Integration APIs connectivity infrastructure, and
Software development as a service. They all contribute to the overall core capability of

1 http://www.zappdev.com.
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CLMS, namely, Adaptive and extensible software development. In principle they
reflect what a software development company of this kind normally does to reach its
business goals. For the case of i-symbiosis, some of these capabilities of CLMS need to
be combined with external partner capabilities to deliver capability “Enabler of web
industrial symbiosis”. This capability encompasses the CLMS capabilities and two
supporting capacities of an external partner, namely, Semantic repository capability and
Resource classification capability. The map of capabilities relevant to development and
running the i-Symbiosis is shown in Fig. 4. This is however not sufficient, because
there are specific cases of context changes that require sub-capabilities of capability 1,
shown in Fig. 5. Due to space limitations this model omits the process variants needed
for delivery of sub-capabilities.

Based on the three contextual factors that can affect the industrial symbiosis (lo-
cation, resources, legislation), three sub-capabilities where designed for situations
when the monitoring and adjustment of the existing capabilities was deemed necessary.
In each situation three different levels of adjustments are possible: automated adjust-
ments, semi-automated adjustments, and manual adjustments.

The ‘Determine Relevance Rating’ sub-capability (Capability 1.1 in Fig. 5) makes
it possible to calculate a relevance rating based on the type of resources and organi-
zations offering these resources. Matches with high relevance rating are used for
proposing synergies. The i-Symbiosis platform shows the possible matches for syn-
ergies after calculating a rate of relevance of the two organizations. If this rate is lower
than 60 % then the platform rejects the remaining weak matches.

The ‘Resource Description and Classification’ sub-capability (Capability 1.2)
enables the detailed description of resources in order to enable a better match between
organizations. The Capability Navigation Application monitoring the performance of
i-Symbiosis is checking the compatibility of resources during the match making pro-
cedure. The successful resource compatibility is essential for every possible synergy
between two organizations. The descriptions of resources to exchange can impact the
number of possible synergies (matches). If their quality is low, there will be difficulty to
perform matching and hence create synergies. Hence, monitoring this sub-capability
would be the early detection of loss in matching power.

Fig. 4. Capability map of CLMS, adapted from [14].
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The ‘Compliant with Regulations’ capability (Capability 1.3) ensures that the
proposed synergies are correct according to the legislative context because it affects the
way goods and materials can be handled. E.g. what is being considered as hazardous
can differ between countries and change over time. The current capability is designed
for a certain legislative context, in this case Greece. If the context changes, the capa-
bility may vanish or become useless, hence changes in the legislation need to be
monitored and if they are detected their impact should be assessed with respect to
possible capability redesign. This should normally be done manually.

Considering other use cases of the project, the method component presented in this
paper has not been applied in its entirety at this point. Its parts (the different steps and
modeling components) however have been applied and hence we can argue for a partial
validation of this method component. In this regard, Table 1 summarizes the steps of
the procedure and how they have been carried out in the use cases.

6 Concluding Remarks

The CDD methodology currently focuses on IS development and supports designing
and running business applications that need to be adjusted according to changes in the
application context, which can be seen as capability support on an operational level.
This paper proposes a CDD methodology component for strategic capability modeling
in order to support business planners. The proposed component is to be used for
analyzing the organization’s capabilities on a strategic level. In essence, it aims to
bridge the gap between the outcomes that the contemporary approaches for strategic

Table 1. Overview of strategic capability modeling in CaaS use cases.

Step SIV FreshTL CLMS Everis

Step1: Identify
goals in the goal
hierarchy

Yes
Goal hierarchies for
SIV and for its
customers created

Yes
Elaborated goal
model created for
FreshTL’s customer

Yes
Elaborated goal
model created for
CLMS

Yes
Elaborated goal
hierarchy for
Everis

Step 2: Analyze
goal
sub-hierarchies

Yes
Goal hierarchy
analyzed

Yes
Several goal
sub-hierarchies

Yes
Several goal
sub-hierarchies

Yes
Several goal
sub-hierarchies

Step 3: Define
capabilities

Yes
Linked to sub-goals

Yes
Linked to sub-goals

Yes
Linked to
sub-goals

Yes
Linked to
sub-goals

Step 4: Define
context sets

Yes, together with
context ranges
and elements

Partially, defined
only for key
capabilities

Yes, together with
context ranges
and elements

Yes, together with
context ranges
and elements

Step 5: Identify
external
capabilities

No Yes, based on the
overall business
model

Yes based on
external partner
offers

No

Step 6: Develop
capability
relationships.

No Yes
Ownership,
collaboration,
composition

Yes
Ownership,
collaboration,
composition.

No
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planning produce with the kinds of inputs that are typically needed for application
design and adjustment according to situational contingencies. CDD encompasses
application design and monitoring in an integral way. The possibility of designing
organization’s own capabilities together with capabilities offered by external partners
help solving the difficulties of assessing what parts of the capability are delivered by
outside companies including raising awareness about what aspects of the capability
delivery cannot be immediately influenced once changes are needed. Once the capa-
bility is running, the proposed method component allows organizations to monitor
capability delivery from a more strategic perspective e.g. by providing an overview of
performance vs targets. The use of models for capability designs reduces some of the
complexity of this task, which would essentially contribute to capability driven man-
agement of organizations.

Concerning issues for future work, the key area of work is adoption of the CDD
methodology in practice. According to the investigation of what aspects of EM
approaches stimulate their productization and hence their adoption [15] the following
factors should be considered: (1) EM maturity gap particularly focusing on industrial
relevance of the method, (2) method and tool development process, (3) application
context, (4) marketing and sales aspects, as well as (5) product aspects. The process of
CDD methodology development has been primarily focused on the first three factors
targeting inbound productization [16] by ensuring industrial relevance by user driven
and systematic methodology development resulting in a methodology that is easily
extendable according to situational needs. The later two factors directly targeting
outbound productization [16] can be seen as issues for future work even if marketing
aspects are well addressed by having a methodology that address real business prob-
lems and provides value to its users. Development of the product aspects such as
alignment with standards, packaging the methodology and tool as well as focusing on
the needs of a specific market are being elaborated currently and are also issues for
future work.
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Abstract. Enterprise modelling promises many potential returns to companies
but also entails some challenges for those institutions who engage in
enterprise-wide modelling activities. To improve understanding in this area, an
explorative survey has been devised with a number of companies from diverse
industries. The focus is on business process modelling but also IT models are
addressed. Most companies align their enterprise process modelling to one
leading goal. While the extent of the model portfolios is very impressive,
modelling often still does not cover all of the company. Further in many
instances reported issues were the motivation of experts to cooperate with
modelers, the integration of organizational and IT-models, and modelling tool
related topics.

Keywords: Modelling goals � Modelling practice � Enterprise modelling �
Business process modelling � Experiences

1 Introduction

Enterprise modelling comprises many facets, notably strategy, organization, and
resources, particularly IT-systems. In practice and research diverse modelling methods
have been devised (e.g., MEMO [1], ArchiMate [2], BEN [3], or ARIS [4]). In this but
also other respects, research in enterprise modelling is predominantly constructive or
technically oriented. Only a smaller part of research is concerned with the creation and
usage of models in an extensive organizational context.

To provide some more insights in this field, the research documented in this
paper is set up to gather (a) experiences on major issues in enterprise modelling and
(b) evidence on the extent and the complexity of practical modelling in companies.

Communication with practitioners in enterprise modelling often indicates that
enterprise-wide modelling is not executed as intended by management and specialists
in charge of modelling methodologies. Therefore, also unresolved questions, depen-
dencies between different areas and frictions in organizational practice are searched for,
as they are important for management of enterprise-wide modelling and can well direct
new research.
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1.1 Explorative Research in Enterprise Modelling Practice

Enterprise modelling is in many ways crucial to company interests. Information pre-
sented in the models is oriented towards future plans of the company, or it can uncover
problems which would otherwise remain unnoticed. For these reasons, it is rather subtle
to gather and compile findings on practical usage of enterprise modelling in companies.
In Sects. 1.3 and 2 the related problems will be discussed in more detail.

This paper is a first step in research to collect practical experiences in enterprises on
the usage of modelling, its extent and main issues to manage enterprise-wide modelling
activities. It is connected to endeavours to better understand the underlying mecha-
nisms and dependencies in large concerted modelling activities to support its man-
agement and sustainability [5, 6].

It complements other research like (a) related research in theoretical areas with
validation by company examples, e.g.: [7, 8], (b) reports from industrial practice cases,
e.g.: [9, 10] or (c) surveys on influential factors for success of enterprise modelling in
industry [11, 12].

1.2 Issues in Enterprise-Wide Modelling

Enterprise modelling comprises a plethora of aspects which influence the results an
organization can reap from its modelling effort [13]. Therefore, in an exploratory study
to get more insight into influential factors for management, only a few prominent
aspects can be investigated. Hence, the survey centres on: (a) the organizations and
their goals which direct the modelling, (b) basic methodological aspects, like, the
modelling language, the organization of model development and integration between
different kinds of models, (c) crucial elements are captured in two categories, (c1) the
modelling tool and (c2) further emphasized experiences. (d) Finally some results from
enterprise-wide modelling are reported, the extent of modelling, success stories and
economic issues. Figure 1 depicts an overview on the topics.

1.3 Consideration of Potential Research Methods on Enterprise
Modelling Practice

Research in enterprise-wide modelling practice is challenging in various respects. The
company models often contain vital information of and for an organization. Therefore,
also their creation and other aspects are handled confidential. Another aspect is com-
parability and precision of data. In many contexts of business research one is accus-
tomed to a high degree of precision, especially, if information can be gathered by
measurements. But the field of modelling is quite diverse and highly specialized. Also
measurements are rarely used. Hence, a study in the practice of enterprise modelling
usually relies on information provided by experts. This and the differentiation of
organizations advise to consider the effect of varying perspectives and potentially
resulting differences in interpretations.

Before considering the demands of adequate interpretation of collected data, the
method to gather information must be determined. Generally, there are a number of
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different methods available to collect evidence from a number of organizations. Most
prominent are questionnaires and interviews [14].

A questionnaire can be well adapted to standardized or properly understood objects
of investigation. As the practice of enterprise modelling as a wider organizational effort
has seldom been described in a homogenous frame, an investigation with a question-
naire is not advisable. Also the response rate, in this kind of surveys, is quite low and
would probably distort the results [15].

For these reasons and because of the exploratory character, it was decided to base the
survey on semi-structured interviews with practitioners. The discussions were directly
documented in notes and compiled afterwards. Unclear information was validated after
the interviews in a number of cases. Criteria for the selection of partners were: (a) the
organization practiced a concerted modelling covering most or crucial parts of its
business; (b) it employed a central repository for integrating different results; and (c) the
organizations should vary in respect of size or industry or another major characteristic to
provide for a more realistic account of enterprise modelling in practice.

In the beginning, it was intended to investigate different perspectives in enterprise
models, like business process models, IT models, and strategic models. However in the
early stages, most contacts were established with practitioners in the field of business
process modelling. This provided a common basis and had positive effects for the
documentation of the findings. While not looking at enterprise architecture models
directly, nevertheless, the IT perspective was very prominent as for numerous com-
panies the processes are fundamental for IT-system development. Another topic, which
was regularly addressed, was supplementing the business processes with relevant
information on supporting IT resources.

Fig. 1. Issues for research in practice of enterprise-wide modelling activities.
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There are some limits inherent in this kind of approach and research. They are
rooted in the subjective judgements and interpretations of the participants, and further
connected with the impossibility to reach statistically satisfying samples. Nevertheless,
the research is based on input from very experienced practitioners with in depth
knowledge on the topic. Also often different hierarchical levels of the organization
were involved like senior manager and modelling specialist. So information from
different perspectives had been collected. Sometimes a person was only able to provide
information from one perspective or specific information was not available. This is a
limitation in this survey. It is due to the sophisticated topic and the exploratory char-
acter of the talks. Anyway, very illuminative, although not all desirable, information
could be obtained. To account for this, the specific number of entries has been doc-
umented in most findings of this survey. For the reasons stated, it is in a number of
cases lower than the total of the surveyed organizations.

The general method used was the interview. But as the interview part was com-
plemented with information provided by the researcher, the term talk is used frequently
in this paper. The organizations represented in the survey stem from diverse industries
and also have different sizes. However, there are some industries represented with a
higher proportion as in industry in general.

Another challenge was to interpret the individual elements of information in an
appropriate way. In this respect the interpreter had to work carefully, as the statements
from the practitioners in many cases were bound in their experiences and background
[16]. It was an advantage that the researcher had worked in this field for many years. So
it was usually possible to specify the specific terms used and information given by
inquiring their context and meaning.

2 Results of the Survey on Selected Organizations

The talks with the organizations presented in this study started in the middle of 2015
and the last was in spring 2016. When this research was initiated, it was intended to
focus on qualitative issues but also collect some quantitative data. This quantitative
data was meant to complement the qualitative information. When the interviews were
analysed and prepared for communication, another challenge emerged. As the infor-
mation originated from confidential contexts, it could not be straightforwardly pre-
sented. This potentially would have revealed specific organizations described. When
considering this, the author remembered research findings of a survey on numerous
modelling methods in morphological boxes. This kind of box can represent the dis-
tribution of characteristics giving an overview on the findings.1 This quality makes it
particularly suitable for communicating a rich, but nevertheless realistic picture of the
current state of enterprise-wide modelling with focus on business processes.

The organizations examined represent a wide variety of typical users of business
process modelling as shown in Table 1. The financial industry seems to be over

1 The research on modelling methods using the morphological box was [17]. In general, the
morphological box has been mainly utilised to foster creativity but it is also employed in business
analysis [18].
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weighted. This may be due to the available contacts but it also reflects the more
widespread use of process modelling in this sector because of legal requirements. The
size of the organizations varies widely between medium sized organizations with 400
employees (minimum of stated values) and large organization with 130,000 employees
(maximum of stated values). The average number of employees was 31,000. The
distribution of sizes of the organisations is mixed in relation to industry, so there are
smaller and bigger organizations in most of the industries. Six of the organizations are
international. Most of them use an integrated approach with common process patterns
shared in all countries and only adapted for specific regional requirements.

2.1 Goals of Enterprise-Wide Business Process Modelling

The goals of a modelling activity are pivotal for many aspects, how modelling is set up
and performed in an organization [19]. As modelling can support multiple goals of an
organization, this aspect is separately presented in (a) the main goal of business process
modelling (Table 2), and (b) further goals the organizations are striving to reach with
its modelling activities (Table 3).

The fulfillment of legal obligations is the main goal to model business processes for
most companies. Organizations have to comply with standards from regulatory agen-
cies, e.g., in the finance sector or in health care, but also with other governance
standards like Sarbanes-Oxley Act or COBIT. Fewer organizations, but still one third,
stated that their main focus was on IT and other development projects. One interna-
tional organization used its models to standardize procedures in different locations, and
to swiftly establish new sites.

Table 1. Overview on the organizations presented in the study.

Organizations Overall: 11 - (Major interviews: 10; partial interviews: 1)
Industry Financial: 6 Production: 3 Logistics: 1 Public: 2
Employees Max. 120,000 Aver. 31,000 Min. 400 Entries 7
International
organization

Encompassing
approach 5

Separate
modelling 1

Local
organization 5

Entries 11

Table 2. Main goals of organizations questioned.

Main goal Number of
organizations

Remarks

Fulfillment of legal
obligations for
documentation

6 Increased focus on international governance
standards like COBIT or Sarbanes-Oxley
Act

Specifying IT-systems 4 Main focus development projects and
integration

Standardization of
procedures

1 One focus is to easily establish new sites
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Most, but not all, organizations mentioned further goals, they pursued with business
process modelling. Some mentioned more than one additional goal. Perhaps not sur-
prisingly, most organizations (6) regard their models as source to find options for
improving their business. Four organizations use their business process models in
projects and as knowledge base. Two organizations employ their process models for
process controlling. Also mentioned was the provisioning of information for data
protection laws and an additional use in risk management. Anyway, the emphasis in the
reported experiences was always placed on the main goals.

2.2 Methods and Structures Used for Enterprise Business Process
Modelling

The organizations represented in the survey are using different modelling languages
and furthermore their methodological rules for model structure vary. In Table 4 the
characteristics of the distribution of values are described.

Table 3. Further goals for business process modelling of organizations questioned.

Additional goal Number of
organizations

Remarks

Business reorganization and
improvement

6

IT-Projects and business changes 4
Knowledge management 4
Process controlling 2
Provision of documentation for
data privacy protection

1

Risk management 1 Often contained in main goal of
obligatory documentation

Table 4. Methodological characteristics in process modelling of organizations in the study.

Process modelling
methods

EPC: 9
(decreasing)

BPMN: 2
(rising)

ISO Flowchart oriented
languages: 4a

Entries:
11b

Levels of modelling Max. 6 Aver. 5 Min. 4 Entries 4
Types of base
processes

Max. 26 24c Min. 7 Entries 3

aTwo of the methods used standard symbols from the business modelling tool employed and two other orga-
nizations had custom designed symbols and elements. However, they were semantically close to the ISO Sta-
ndard for Flowcharts which has been noted in the Table.
bThe overall number of modelling languages used is bigger than the entries (organizations represented in this
aspect of the study). The reason for this is that two organizations are temporarily using two languages in
parallel.
cAs for this aspect only three values were available, the value 24 was the middle value stated. It was anno-
tated by the responsible for modelling that the top management had mentioned the extreme values of their
competitors having 10 or 32 types of processes which were both reckoned as inacceptable. The result with 24
types was well situated in the middle.
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Most organizations used EPC (Event driven Process Chains) as their modelling
language. Some tendency was noted to switch to BPMN (Business Process Modelling
Notation). Sometimes BPMN was used in parallel with other languages. But in other
cases, depending on the overall integration of processes and the repository, a more
sophisticated transition was deemed indispensable. Anyway, also disadvantages were
noted in respect of BPMN and the compactness of its representation of roles in separate
lanes. Besides EPC and BPMN also Process modelling based on ISO (International
Standards Organization) Flowchart notation was employed by 4 companies. They
noted a good acceptance by readers of the models of business departments.

Concerning the levels of modelling (from process overviews to detailed steps of
work), the organizations had similar structures with the number of levels ranging from
4 up to 6 and an average of 5 levels. The number of types of base process areas in the
company process map varies to a greater extent, in this study between 7 and 26. As
Footnote 4 indicates, this number is depending on diverse organizational conditions
and may be dominated by the domain or political valuations of its management.

2.3 Organization of Modelling

The organization of modelling reflects the distribution of work between the central
modelling department and the specialists in the field who know how actual work is
done and by that the fundamentals of the business processes.

For reasons of the different required know-how2 and the motivation to share it in
models, some advocate a central modelling approach and others a decentralized
approach. This was reflected in the approaches chosen by the examined organizations.
Five of them followed the strategy of central modelling and the same number used
decentralized modellers. All persons responsible for modelling were aware of the
limitations of both approaches. One organization reported to use a combined or mixed
strategy depending on the know-how of the department. Others mentioned internal
discussions to switch from one mode to the other (Table 5).

Table 5. Characteristics of division of labor in modelling activities in organizations of the
study.

Kind of division of
work

Central
modelling: 5

Decentralized
modelling: 5

Mixture of
both: 1

Entries
11

Central modellers Max. 10 Aver. 7 Min. 5 Entries
4

Decentralized
modellers

Max. 500 Aver. 130 Min. 30 Entries
6

2 This refers, on one hand, to the knowledge of the domain and, on the other hand, to the knowledge of
process modelling and the integration of processes into comprehensive repositories. If modelling is
performed only by modelling specialists, the motivation for the domain specialists is lower to support
the creation of models than if they are self-constructed. But high demand on quality and integrity
seldom can be realized by decentral modellers [13].
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A main influential factor in both scenarios is the number of active modellers. The
number of central modellers ranged between 5 and 10, and the minimum number of
decentralized modellers was 30 and its maximum 500. While the number of central
modellers is more likely to be criticised for the associated cost, the higher numbers of
decentralized modellers require more support and effort to create high quality models.

2.4 Integration of IT-Modelling and Business Process Modelling

Enterprise modelling is based on an integration of different perspectives. In practice of
business process modelling which became the focus of this survey, this is reflected by
the high importance of the integration of IT-systems in process models. All partners of
the dialogues were aware of the relevance. One organization is using a single repository
for IT-system and process models. Two large organizations are replicating their
IT-Systems from the EA models or CMDB to the process model repository and three
organizations plan to implement a replication. Only two organizations stated that they
will not combine the information of the IT and the process sphere. Although there are
convincing arguments for full integration (compare [1, 4]), the vast majority of orga-
nizations decide for a separated approach. This may originate in its correspondence
with the internal department structures (Table 6).

2.5 Some Important Aspects of Enterprise Modelling Tool in Practice

The modelling tool is an indispensable prerequisite for effective modelling in a
long-term and wider organizational context [1]. In many organizations the tool is
synonymous for modelling activities. This may entail issues, if a tool gets a bad
reputation. In these cases the organizations introduced new labels for the access of the
process models. For several organizations a major update of the modelling tool version
was mentioned as an important challenge and change. Some organizations reported that
they had completed a corresponding update or were considering it. This was inde-
pendent of the type of tool employed. Some had completed this update, including e.g.,
new symbols in their models. They reported a considerable effort with 5 or more people
working 2 to 4 months to transfer and adapt the models to the new version. This may be
a reason, why the other 4 organizations stated, they did not want do this kind of change
in the near future, although it would be possible (Table 7).

Table 6. Integration between process models and information on IT-Systems used.

Integration of IT-
system- and
Process models

Single
repository: 1

Replication of
IT-Systems: 2

Replication of
IT-Systems
planned: 3

None 2

Table 7. Effect of major version changes of the modelling tool.

Big tool version change with
change of modelling
elements

Change
accomplished: 3

Change
planned: 1

Keeping version
as long as
possible: 4

No version change
required until
now: 2
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Some other aspects concerning the modelling tool were indicated more briefly by a
number of the organizations. Two organizations referred to a change of their modelling
tool. All others were steady and consistent concerning the tool. Anyhow, some par-
ticipants mentioned internal discussions about other options to the current modelling
tool. More than half of the questioned organizations reported that besides the standard
modelling tool, also other tools were used by some departments or for different
objectives.

Four organizations used dedicated views for different stakeholders. Additionally,
some important supplementary functions were mentioned by the practitioners. These
were (a) the provision of workflows for the quality assurance and (b) a publishing
portal for an easy access to the models for all employees (Table 8).

2.6 Further Important Experiences

A few more crucial factors for successful enterprise wide modelling were addressed by
the practitioners. Three organizations emphasized the relevance of having a sponsor
with a high senior management position in the organization. Similarly important to that,
others deemed the existence and practical realization of having (a) common reference
or contact points for process interfaces and (b) role models employed in a consistent
way. For one organization, this was a clear success factor while another organization
reported problems due to low realized standards in this respect. Further, two organi-
zations stressed the significance of the training of users and modellers for creating good
models and achieving the desired results with them (Table 9).

2.7 Extent of Enterprise-Wide Business Process Modelling

One motive for this survey was to investigate the actual realization of extensive inte-
grated models in practice. So it also inquired on this aspect. The answers were split in
two categories. Many, but not all, practitioners declared to have models that were
integrated for major parts of the organization. But they also reported of other reposi-
tories (or parts of it) that were only fragmentarily integrated.

Table 8. Further aspects of modelling tools.

Aspect Number of
organizations

Remarks

Change of process modelling
tool

2 One after 20 years of usage, the other
due to problems in the beginning
stages of its utilization

Different tools in the
organization besides the
central tool explicitly noted

7

Dedicated views for special
stakeholder groups required

4
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The maximum number of process models in a systematic framework was 4000. The
average was 1850 models and the minimum value stated was 400 process models.
These numbers may be criticised because they have not been standardized by weight
factors, to account for the fact that the models vary usually in size. Anyway, they
convey a notion on the substantial effort the organizations accomplished. The size of an
integrated model also accounts for a main influence on the complexity of the models.
The overall coverage of the processes of the organization by the available models was
asserted only in a few cases. The respective statements supported the impression that
the coverage varied by a considerable degree. While some claimed to have an almost
full coverage others had just increased the coverage to 50 %.

The number of the systematic models is complemented with the number of models
in all repositories of some of the organizations. It is much higher. This was mostly
attributed to the fact that these models also contain older versions. Additionally, they
also comprise more detailed or specialized models not included in the central core.
Overall, the sample represents very experienced organizations and practice. A number
of the participants reported systematic process modelling for 20 years and the average
was 12 years. Only very few organizations only had a short experience (min 2 years) in
enterprise-wide process modelling (Table 10).

Table 9. Emphasized experiences of crucial factors for their enterprise-wide process modelling.

Emphasized experiences by the
practitioners

Number of
organizations

Remarks

Support or direct linkage of
process responsibilities to
top management

3 E.g., having a CPO in top management or
executive manager fostering process
governance

Process interfaces and common
role models

3 One participant reported good
experiences with well-defined
interfaces, while another referred to
interface problems due to cultural
differences

Training of users and modelers 2 A start with E-learning was not sufficient,
only when classroom courses started
modelling activities were taken up by
departments

Table 10. Number of process models in organizations presented in the study.

Systematic (parts of) overall
model

Max. 4.000 Aver. 1.850 Min. 400 Entries 8

Number of actual models in
the repository

Max. 55.000a Aver. 22.600 Min. 3000 Entries 4

Active number of years in
process modelling

Max. 20 Aver. 12 Min. 2 Entries 10

aOne administrator of a very large organization indicated to have 900.000 models in about 200
repositories of the company’s divisions. They practiced process modelling for more than 20
years. Anyway, this value was not included in the main study, as only few other character-
istics of the organization were available.
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2.8 Success Stories of Enterprise Business Process Modelling

An important boost for an extensive modelling endeavour may be provided by a very
successful application of the process models in an organization which is communicated
widely. In this respect, four success stories were reported explicitly. They were based
on vital projects of the organizations and ranged from extensive reorganizations for
new business requirements over the accomplishment of regulations to providing plans
and analytical information for improvement of organizational designs and IT systems
(Table 11).

2.9 Economic Issues for Enterprise Modelling Organizations

A complete and monetary economic evaluation of enterprise modelling activities would
be desirable but, from a practical point of view, it would be extremely challenging. In
the first place, this is due to inherent problems in the valuation of the benefits [20]. The
benefits of models are often connected with a long-term usage and most of the benefits
have quite subtle effects on other activities, so a valuation would have to rely on many
assumptions. In the second place, in practice, the cost for modelling is not attributed to
dedicated cost centres [13].

In the survey, this was reflected by answers of all participants that no direct cap-
italization of modelling costs is practiced.3 Hence from a financial perspective, they are
not regarded as assets. Anyway, if one considers the typical effort for average models,
the number of models and then calculates the value, this easily results in values of
several million Euros for the large organizations.4

Six organizations explicitly mentioned their current concern to minimize cost for
modelling. This is quite reasonable for organizations which are forced by legislation to
conform to standards but do not directly reap other substantial benefits from the models
(Table 12).

Table 11. Success stories reported.

Reported success story of the presented organizations

1 Reorganization of one division including a subsequent quality certification
2 Fast accomplishment of regulatory requirements

The solution was taken up as blueprint by the modelling tool provider
3 Reorganization of the SEPA-Payments of a company,

with continual improvement activities based on the processes
4 Design of a new logistics center based on optimized processes

3 The number of organizations is lower than the complete survey as public organizations in Germany
do not use typical commercial accounting schemes with the activation of costs for long-term assets.

4 Although this practice may be justified by the relatively low amounts for these companies in relation
to other assets, nevertheless, they represent a distortion of information with relevant motivational
effects that impede modelling in many cases. (For the effects of distorted cost information, compare
[21]).
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In respect of the typical effort to create a process model, two organizations stated
similar experiences for the average effort to model a process. It was 2 days for the
modeller and this effort had to be multiplied by 2 up to 4 for the work of other
participants in the modelling process. At first glance, this factor may seem somehow
too high, but it becomes more reasonable, if one considers the diverse additional effort
connected with more people getting informed a few times and involved in quality
assurance. This increases the effort for a design activity in enterprise modelling by
much more than is obvious and straightforwardly noticed.

3 Critical Remarks, Conclusion and Further Research

The information gathered in this survey represents genuine findings from modelling
practice of a considerable number of organizations. But the study has drawbacks in
some aspects. They are rooted in (a) the not overall representative sample and (b) a
necessity to interpret the statements of the participants. These pitfalls have been
addressed in the methodological section.5 Both have impacted the findings. Never-
theless, the interpretation has been carried out cautiously. This has been documented in
the paper by numerous additional notes. The concentration of the survey on enterprise-
wide process modelling helped to reach more consistency than if process and IT
modelling would have been covered simultaneously.

The findings illustrate a multifaceted picture of process modelling practice. While it
is normally emphasized that models easily support a number of goals, most organi-
zations clearly focus on one main goal. This may indicate further potential for higher

Table 12. Economic issues in enterprise-wide business process modelling

Important economic issues of
enterprise modelling

Number of
organizations

Remarks

No capitalization of modelling
costs

8 Modelling costs are sometimes
capitalized as costs in larger IT- or
change projects

Low cost of modelling 6 One organization is considering to switch
from central to decentralized modelling
to minimize visible costs

Modelling effort for average
business process model = 2
working days

2 To include also the cost for domain
specialists, this value has to be
multiplied by a factor between 2 and 4

5 One further condition, which was not explicitly addressed, is that the study has been performed in
one country, in Germany. Nevertheless, it comprises directly a small number of companies from
other countries. Furthermore, the author attended several international conferences of business
process modelling practitioners. In these conferences much evidence has also been given on the
respective topics of this survey. This evidence corresponds in its general tendency quite well to the
findings in the survey. For some respects e.g., the modelling language used other distributions may
be found, as EPC have roots in Germany. Nevertheless, EPCs are also in widespread use by many
non-German international organizations.
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gains from models. On the other hand, organizations do not systematically care for the
economics of their modelling activities. Partly they are concerned with the cost aspects,
but from a management accountant perspective, it is performed merely superficially.
A complete long-term evaluation of benefits and costs is not established in any of the
surveyed organizations. It will not be easy to improve on this, while there is only a
limited awareness of the economic potential of enterprise models in organizations. This
may be connected with the relatively small number of success stories reported in the
study.

In respect of IT modelling, there has been high evidence on the demands for a high
level of integration in its models. Nevertheless, this is not achieved easily. The chal-
lenges only partially appear to originate from the technical domain. However, they are
predominantly rooted in the social interaction between the different participants of
modelling. The impressive number of process models in the repositories of large
organizations demonstrates the relevance of practical modelling in organizations.
Combined with the identified challenges, this also indicates some potential for
improvements which hopefully may be facilitated by further research.

Generally the findings of this survey advocate research with focus on issues of
long-term commitment in enterprise modelling associated with specifically adapted
approaches to observe and steer effort and benefits of modelling, in other words, the
performance of the crucial interdependent factors involved in the modelling activities.

Further research directly connected to this survey may take a number of directions.
This includes the following alternatives: (a) to directly build on this survey and enlarge
the sample, (b) to change the perspective and investigate the practice of enterprise
architecture modelling (concentrating on IT artefacts), (c) to explore the reasons why
most organizations are not able to employ the models for more than one purpose or
(d) to investigate the practical obstacles to integration of models. The last questions
(c) and (d) seem to be most interesting because they are crucial to improve the options
for organizations to obtain substantially higher benefits.
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Abstract. This paper reviews the state-of-the-art enterprise modelling
(EM) techniques with an objective to support decision-making. It
describes a Systematic Mapping Study based on 173 publications chosen
from 7622 EM related publications collated using five digital libraries:
Scopus, ACM Digital Library, IEEE Xplore, ScienceDirect and Web of
Science. The study identifies 29 EM techniques and critically analyses
them for suitability as an effective aid to complex dynamic decision-
making vis-a-vis a set of characteristics. The paper also reports EM pub-
lications trends and the challenges aimed at providing effective aids to
complex dynamic decision making.

Keywords: Enterprise modelling · Decision making · Systematic
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1 Introduction

One of the key challenges modern organisations face is how to make effective
decisions within a dynamic environment [1]. Precise understanding of various
aspects of the organisation such as goals, organisation structure, operational
processes, historic data and the stakeholders of the organisation is necessary
to arrive at effective decisions [2]. Current industry practice of decision making
relies heavily on human experts using tools such as spreadsheets, word proces-
sors, and diagram editors. Though providing computational and visualization
support, these tools are rather primitive as regards analysis capabilities. This
leads to excessive cognitive burden on human experts thus adversely affecting
the quality and precision of decision making [3].

In recent years, the use of enterprise modelling (EM) is widely discussed in
the context of complex enterprise wide missions [4] such as Business-IT align-
ment, enterprise transformation, etc. A wide range of sophisticated support for
c© IFIP International Federation for Information Processing 2016
Published by Springer International Publishing Switzerland 2016. All Rights Reserved
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comprehending various aspects of enterprises make the EM techniques credible
choice for such adoptions. For example, the Zachman framework [5] is capable of
representing enterprises in a structured form by visualising them along six inter-
rogative aspects namely what, where, when, why, who and how ; the ArchiMate
[6] and tool Archi1 enable comprehensive specification and visualisation support
along structural, behavioural and information aspects of the organisation. As
regards the analysis capabilities, the specification such as BPMN [7], i* [8] and
stock-n-flow (SnF) [9] are amenable to sophisticated analysis. For example, the
process aspect can be analysed and simulated using BPMN, the high level goals
and objectives can be evaluated using i*, and high level system dynamics can
be simulated using Stock-and-Flow (SnF) tools such as iThink2. These specifica-
tion and analyses abilities of EM techniques motivated us to explore suitability
of EM techniques for complex dynamic decision making (CDDM).

In this paper, we present a critical evaluation of enterprise modelling tech-
niques as an aid for CDDM. We discuss the rigorous analysis carried out using
Systematic Mapping Study methodology. In particular, we evaluated 173 pub-
lications that are rigorously selected from 7622 EM related publications col-
lated from 5 popular digital libraries namely Scopus, ACM Digital Library, IEEE
Xplore, ScienceDirect and Web of Science. The systematic study identified 29
enterprise modelling techniques which were then evaluated for suitability to
CDDM. The key contributions of this paper are: (i) A detailed investigation
of modelling and analysis needs for addressing CDDM problem leading to enu-
meration of a set of requirements, (ii) A report on systematic mapping study
evaluating EM techniques as aid to CDDM in the context these requirements,
and (iii) A report describing the suitability of EM state-of-the-art and industry
expectations vis-a-vis CDDM in enterprises.

2 Complex Dynamic Decision Making

The efficacy of decision making primarily depends on two key factors: (i) the
ability to capture relevant information, and (ii) the ability to perform what-if
and if-what analyses on available information.

We argue that an enterprise can be understood well by analyzing what an
enterprise is, how it operates, why it is so and who are the stakeholders [10]. Com-
plex dynamic decision making (CDDM) deals with organisations that typically
consist of many autonomous units, organized into dynamically changing hierar-
chical structures, and managing goals that affect their behaviour over time. They
also deal with non-linear causality, several interdependent and localized feedback
loops, and indefinite time-delay between action and responses [11]. Essentially,
these socio-technical characteristics [2,11] of complex dynamic organisation puts
some special demands [12] on specification in terms of desirable characteristics.
Table 1 enumerates specification and analysis requirements for CDDM. We con-
ducted a comprehensive systematic mapping study to evaluate the specification
1 www.archimatetool.com/.
2 www.iseesystems.com/store/products/ithink.aspx.

www.archimatetool.com/
www.iseesystems.com/store/products/ithink.aspx
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Table 1. Specification and analysis requirements for CDDM

Requirements Description

Aspects Why Intentional specification

What Structural specification

How Behavioural specification

Who Specification on stakeholders and responsible
human actors

Socio-technical
characteristics

Modularity Unit must encapsulate internal goal, structure and
behaviour

Composability Unit can be an assembly of multiple units

Reactive Unit must respond appropriately to its environment

Autonomous A unit is responsible for its own behavior and it
can produce output without an external stimulus

Intentional Unit must have intent and it behaves accordingly
to achieve its intent

Adaptable Unit can adapt itself based on context and situation

Uncertain Knowing the unknown - it is not necessary that a
unit knows its intention and behaviour a-priori

Temporal Indefinite time-delay between an action and its
response

Analysis Visualisation Support for visualization

Machine
Interpretable

Models that are interpretable by machine (i.e.,
support for simulation/execution)

Quantitative Simulation based quantitative analysis

Qualitative Simulation based qualitative analysis

and analysis characteristics of EM techniques described in Table 1. The next
section describes the detailed report of the conducted study.

3 Systematic Mapping Study

We adopted systematic mapping study (SMS) methodology proposed by
Petersen et al. [13] to conduct this review. Primarily the review process steps
conform to three standard phases of SMS methodology namely planning, execu-
tion and reporting. The planning phase defines the review protocol that includes
research questions, search criteria (i.e., inclusion criteria, exclusion criteria and
quality criteria), selection of digital libraries, and the study template for con-
ducting review. The execution phase executes the plan through two logical steps
namely exploration of digital libraries and conduct studies. The exploration of
digital libraries logical step iteratively explores identified digital libraries using
the search criteria described in the planning phase and identifies the relevant
publications. The conduct studies logical step studies all identified publications
and documents the study outcome as prescribed by the study template of review
protocol. Finally, the report review phase summarizes all studies and their out-
comes in a precise form. We now describe the activities and outcomes of all the
three phases of EM literature review.
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3.1 Planning Phase

The planning phase formalize the protocol for conducting review as described in
Table 2. The protocol defines two research questions RQ1 and RQ2. The research
question RQ1- What are the papers on Enterprise Modelling (EM) and Enter-
prise Architecture (EA) that focus on enterprise modelling? identifies EM related
publications. The sub-question RQ1.1 is designed to consolidate cited EM tech-
niques. Research question RQ2 also ascertains suitability and gap of EM tech-
niques to support CDDM.

The inclusion criterion of this review is very broad as it is designed to find
all Enterprise Modeling (EM) and Enterprise Architecture (EA) related litera-
ture. The exclusion criterion is designed to eliminate EM publications that are
irrelevant for this study. We consider publications that solely focus on workflow,
process mining, security, and infrastructure related topics as not much relevant
to CDDM. Two constraints are defined as part of quality criteria, they are: (i)
paper should be aligned with the problem statement and (ii) paper should be

Table 2. Review Protocol for conducting review on EM publications

Artefact
name

Artefact description

Research
Question

RQ1: What are the papers on Enterprise Modeling (EM) and
Enterprise Architecture (EA) that focus on organisation modelling?

RQ1.1: What are the EM techniques cited by identified papers?

RQ2: What are the modelling and analysis characteristics reported in
EM? How these characteristics match with the characteristics
described in Table 1?

Inclusion
criteria

Keywords: “Enterprise Architecture” OR “Enterprise Model” OR
“Enterprise Modelling” OR “Enterprise Modeling”

Subject Area: Computer Science

Document Type: Conference and Journal Paper

Language: English

Exclusion
criteria

“workflow” OR “BPR” OR “governance” OR “government” OR
security OR “mining” OR “re-engineering” OR “Six Sigma” OR
“SOA” OR “mashups” OR “Web Service” OR “Cloud” OR “data
warehouse” OR “ERP” OR “SAP” OR “Digital Media” OR “MIS”
OR OR “RFID” OR “sensor network” OR “network management” OR
“LAN” OR “database” OR “network infrastructure” OR “NAS”

Quality
Criteria

(a) Paper is aligned with research problem, and (b) Paper is cited by
at least 1 paper if publication date is prior to 2014

Digital
libraries

Scopus, ACM Digital Library, IEEE Xplore, ScienceDirect and Web of
Science

Study
Template

Template to capture Title, Authors information, Citation Count, EM
techniques referred, and Key Findings
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cited by at least one refereed paper (excluding self-citation) if it is published
before 2014. The former quality criterion checks the relevance and the latter
validates minimum acknowledgment from research community.

The review protocol of this study chooses five digital libraries namely Sco-
pus, ACM Digital Library, IEEE Xplore, ScienceDirect and Web of Science for
identifying EM related publications. This step also specifies all digital library spe-
cific search strings for both inclusion criteria and exclusion criteria. The search
strings of other digital libraries are available in appendices section3. The study
template described in Table 2 is an extension of the standard attributes defined
by EBSE Research Group in [14]. Additional attribute EM technique referred
(see Study Template row of Table 2) captures the list of cited EM techniques, and
the attribute Key Findings captures the high-level description of the publication
using free text form.

3.2 Execution Phase

Fig. 1. Overview of execution phase

The exploration of digital libraries
logical step of execution phase
explores the five digital libraries
using the search criteria described
in Table 2 to find relevant publica-
tions. The count of identified publica-
tions for each process step is depicted
in Fig. 1. The inclusion criterion of
review protocol collectively selected
7622 publications (with multiple
duplicate entries); total 1855 publi-
cations were short-listed by exclusion
criteria; and finally 173 publications were selected after evaluating quality crite-
ria. The second logical step conduct study is performed on 173 publications.

3.3 Synthesis Phase

Fig. 2. Publication trends of EM literature

The synthesis phase analyzes all
studies captured using the study tem-
plate and reports the answers of two
research questions formulated in the
study protocol. The final outcome of
the review synthesis answering two
research questions is described below:

3 https://www.researchgate.net/publication/305481180 Appendices of Paper Enterp
rise Modeling as an Aid to Complex Dynamic Decision Making A Systematic Map
ping Study.

https://www.researchgate.net/publication/305481180_Appendices_of_Paper_discretionary {-}{}{}_Enterprise_Modeling_as_an_Aid_to_Complex_Dynamic_Decision_Making_A_Systematic_Mapping_Study
https://www.researchgate.net/publication/305481180_Appendices_of_Paper_discretionary {-}{}{}_Enterprise_Modeling_as_an_Aid_to_Complex_Dynamic_Decision_Making_A_Systematic_Mapping_Study
https://www.researchgate.net/publication/305481180_Appendices_of_Paper_discretionary {-}{}{}_Enterprise_Modeling_as_an_Aid_to_Complex_Dynamic_Decision_Making_A_Systematic_Mapping_Study
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Answers to RQ 1 - What are the papers on Enterprise Modeling (EM) and
Enterprise Architecture (EA) that focus on organisation modelling?

As shown in Fig. 1, 7622 publications on a range of EM and EA related top-
ics were initially identified. The trend of publications since 1990 with 5 year
time-span as a time unit is depicted in Fig. 2. It indicates an increasing trend of
EM publications with a significant increase in the last 5-year slot. This trend is
consistent over all 5 digital libraries. We also conducted trend analysis on final
selection of 173 publications. These publications are contributed from 35 coun-
tries involving 161 institutions/organisations in time span of 1987 to 2016. The
complete list of publications is presented in appendices section. The consolidation
of EM techniques referred attribute of 173 publication studies collectively report
29 EM techniques as an answer to sub-question - What are the EM techniques
cited by those publications? Table 3 describes identified EM techniques. The use-
ful references associated with identified EM techniques are listed in appendices
section.

Table 3. Identified EM techniques

Zachman Framework, ArchiMate, Department of Defense Architecture Framework
(DoDAF), The British Ministry of Defence Architecture Framework (MoDAF),
The Open Group Architecture Framework (TOGAF), ARIS, Extended Enterprise
Modeling Language (EEML), Enterprise Knowledge Development (EKD), MoKI,
Knowledge Acquisition in automated specification (KAOS), i*, Business Motiva-
tion Model (BMM), Business Process Model and Notation (BPMN), Integrated
enterprise modeling (IEM), Unified Modeling Language (UML), Perdue Enter-
prise Reference Framework (PERA), GRAI Integrated Methodology (GIM), Com-
puter Integrated Manufacturing Open Systems Architecture Framework (CIMOSA),
Generalized Enterprise Reference Architecture and Methodology (GERAM), Design
and Engineering Methodology for Organizations (DEMO), Multi-Perspective Enter-
prise Modelling (MEMO), Integration DEFinition (IDEF), European Interoperabil-
ity Framework (EIF), Semantics of Business Vocabulary and Rules (SBVR), Sys-
tem Dynamics, Unifed Enterprise Modeling Language (UEML), Systemic Enterprise
Architecture Methodology (SEAM), Event-driven process chain (EPC), and Refer-
ence Model of Open Distributed Processing (RM-ODP)

Answers to RQ 2: What are the modelling and analysis characteristics
reported in EM? We conducted a series of detailed studies to understand the
EM techniques identified by RQ 1.1. Table 4 summarizes the studies wherein
each row is a representation of the suitability and gap analysis of a specific EM
technique. We omitted TOGAF, EIF, SEAM and MoKI in the below list as
TOGAF and SEAM primarily focus only on the method aspects whereas EIF
is a set of guidance to European public administrations about the design of
European public services and MoKI is an wiki site for enterprise modelling.

The synthesis of Table 4 asserts some characteristics of identified EM tech-
niques. The appearance count of EM techniques in large collections selected
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Table 4. Consolidated study report
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SHow 28 2

MEMO IS S I S S S S S I S N N N S SHow SHow
SHow 61 10

IDEF D I S S I S I N N I N N N S N N N 51 6
SBVR IS N I S I I I N N N N N N I Swhat I I 17 2

SD IS N S I I I N S S N N N N S SWhat
N SWhat

11 3

UEML IS S S S S I I N N S N N N S N N N 43 6

EPC IS N I S N SHow SHow
S N N N N N S SHow SHow

SHow 18 2

RM-ODP IS S S S N I N N N S N N N N N N N 49 2

S = Suitable, Sx = Suitable for Aspect X, I = Inadequate, N = Not Suitable
Domains : IS = Information System, M = Manufacturing, D= Defence

uning inclusion criteria in Table 4 depicts the popularity of EM techniques. The
Zachman Framework, Archimate, ARIS, UML are referred very frequently in EM
literature whereas EEML, IEM, KAOS are not referred extensively. The column
describing the appearance counts within selected in final consolidation ensure
the coverage of this study. We further analyse the capabilities of EM techniques
along three dimensions namely specification, visualization and analysis.
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Specification: Table 4 shows a consensus among EM techniques that an enter-
prise should be specified using multiple views or aspects. It is visible throughout
the table as all EM techniques support more than one aspect. However, we
found only 6 EM techniques (i.e., Zachman Framework, ArchiMate, DoDAF,
MoDAF, GERAM and UEML) out of 25 to be capable of specifying all the four
aspects. We also see a major inadequacy in supporting specification of adapt-
ability, uncertainty and temporal characteristics. No EM technique is capable of
specifying adaptation and uncertainty whereas only the system dynamic model
is capable of specifying the temporal property. This leads us to infer that the
state-of-the-art of enterprise modeling and specification are purposive and they
cover limited aspects.

Visualization: We find adequate visualization aids for most of the EM techniques.
18 EM techniques are supported by advanced visualization aids and 5 other EM
techniques also supported with primitive visualization aids.

Analysis: We find considerable lacunae in machine interpretable specification,
qualitative analysis and quantitative analysis. In particular, 8 EM techniques
partly support machine interpretable specification, 8 EM techniques support
partial quantitative analysis and 7 of the 25 identified EM techniques support
partial qualitative analysis.

The above analysis shows that the state-of-the-art EM techniques fare bet-
ter on documentation and visualization than quantitative and qualitative analy-
sis. Also, there is inadequate support for socio-technical characteristics such as
adaptability, uncertainty, and temporal properties.

3.4 Threats to Validity

Four kinds of validity threats namely construct validity, conclusion validity, inter-
nal validity and external validity are considered while conducting this study.
The construct validity is ensured through appropriate measures. Firstly, the
search-string for inclusion criteria is formulated using three sufficiently stable
terminologies of EM literature namely Enterprise Model, Enterprise Modelling
and Enterprise Architecture. Secondly, the search string for exclusion criteria is
constructed using an iterative method considering one phrase at a time. The con-
struct validity related to coverage assurance is addressed by considering five dig-
ital libraries namely Scopus, ScienceDirect, ACM Digital Library, IEEE Xplore
and Web of Science. Finally, the construct validity is ensured through rigorous
review process. In particular, three researchers from review team (i.e., authors
of this paper) independently validated the review protocol specified by other
researcher. The conclusion validity or reliability focuses on whether the data are
collected and the analysis is conducted in a repeatable form. We defined search
terms based on stable phrases, used a well-defined procedure and emphasized on
standard digital libraries to make the study repeatable. The automated search
capabilities of proposed digital libraries are used to a large extent for improving
the repeatability. All these measures contributed to address conclusion validity.



Enterprise Modeling as a Decision Making Aid 297

Internal validity is concerned with the analysis of the data. The analysis pri-
marily based on the descriptive statistics, thus the threats are minimal. Finally,
external validity is about generalization from this study. Since we do not draw
any conclusion outside of our primary focus on evaluating EM techniques for
CDDM, the external validity threats are not applicable.

4 Conclusion

We presented the necessary characteristics of enterprise specification to effec-
tively support CDDM. A systematic mapping study was carried out to evaluate
existing EM techniques for supporting CDDM in enterprises. The study con-
cluded with key observations: (i) the majority of the existing EM techniques
meet the most basic requirement of specifying relavant aspects of organisation
for CDDM, (ii) existing EM techniques display a range of automated analysis
also, (iii) however, none of the existing EM techniques is capable of meeting
all necessary requirements of enterprise specification for CDDM, and (iv) the
key concern is to specify and analyse socio-technical characteristics of complex
dynamic organisation. A cursory study of Actor Model of Computation [15]
reveals that it can be a good candidate for specifying socio-technical character-
istics of enterprises. As a next step, we intent to conduct similar study to explore
suitability of Actor languages and frameworks for CDDM in enterprises.
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Abstract. Enterprise modeling is an important and widespread activity in
managing enterprises. A well-founded conceptualization of its value is however
missing so far which can be traced back to different understandings of con-
stituents of enterprise modelling. Addressing these different understandings, we
propose to take a service-centric perspective to determine the value of enterprise
modelling. We describe the benefits of this perspective and justify our posi-
tioning regarding a service-centric perspective.

Keywords: Value of enterprise modeling � Economic analysis � S-D logic �
Service-centric perspective

1 Introduction

In computer science and information systems development, modelling is an important
activity which is used for different purposes, like capturing requirements, visualizing
established work processes, specifying system design, expressing information struc-
tures, defining variables and their dynamics for simulation purposes, specifying
interaction sequences, and many more. In general, the need for modelling is
acknowledged and models as a result of the modelling process are established artefacts
in systems engineering and development of organizational improvements. In this
context, enterprise modelling is used to understand the current situation of an orga-
nization, prepare organizational improvements and information systems development
or to plan for strategic decision making, to name just a few examples. In general, an
enterprise model consists of different perspectives required for the modelling purpose at
hand, each focusing on a particular aspect of the enterprise, e.g. processes, business
rules, concepts/information, vision/goals, and actors.

Despite this large spectrum of modelling purposes and use cases, the value of
enterprise modelling in particular has not yet been subject of extensive research (see
Sect. 2). In this position paper we argue that a new perspective on the value of
enterprise modelling is required. Enterprise modelling shows characteristics of the
service-dominant (S-D) interpretation of services. An example is that S-D logic
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proposes value creation together with the customer which is the case in enterprise
modelling as creation of a model in many cases happens in cooperation between
modeller and the enterprise under consideration (cf. Sect. 3).

The main contributions are (a) a summary of existing research work on the value of
enterprise modelling and why this motivates additional work, (b) an outline of a
service-oriented perspective and of work required to address this perspective. The
remainder of the paper is structured as follows: Sect. 2 motivates the need for a value
discussion in enterprise modelling, which includes a brief summary of existing work in
the field. Section 3 presents initial thought on a service-centric perspective on the value
of enterprise modelling. Section 4 gives an outlook on future work.

2 The Need for a Value Discussion

2.1 The Deficit of Works on “Value” and the Lacking Consensus
on the Constituents of Enterprise Modeling

The value of modelling in general and of enterprise modelling in particular has not yet
been subject of extensive research. A few research activities lead to work on the
perceived value of modelling [6], the return on modelling [7], organizational change
aspects on modelling [8] and specific economic aspects of modelling (e.g. [5, 23]). The
potential benefits of enterprise modelling in various situations in enterprises are a topic
in decision sciences, information systems and accounting information systems research
(see, e.g., the recent review of [9]). The idea is that the provision of an external model
facilitates the evolvement of mental models among decision makers that are necessary
to understand the broader picture of decisions and thus make better decisions [10].
However, a comprehensive and generally accepted framework for defining and
determining the value of modelling so far has not been proposed.

Among the reasons for this deficit are the different perspectives on “value” and the
different perspectives of what is considered as part of “modelling”. The scientific
literature on enterprise modelling offers several aspects as constituents of enterprise
modelling (see, e.g., [2–4]), like

• the modelling procedure, sometimes referred to as the modelling method, concerns
the way to perform the modelling and the creation of models,

• the result of modelling, i.e. the model, and the value of the model for the organi-
zation and the individual,

• the tool support and infrastructure for supporting the use of modelling method or
the use of models, and

• the organizational structures and processes establishing modelling within an
organization as an organizational task.

However, not all scholars in the field agree on all of the above constituents of
enterprise modelling. Some researchers consider constructional and functional struc-
tures as part of modelling methods and argue that this cannot be separated [11]. Other
scholars emphasize the importance of meta-models and modelling languages for cap-
turing different perspectives [12]. Tool support is often seen as inseparable
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manifestation of modelling approaches and notations [13], but in other research work
as aid to support modelling [2]. Organisational structures and role descriptions often are
neglected in enterprise modelling approaches.

Due to this plethora of topics and concepts, a recent study among enterprise
modelling experts suggests that one of the most important topics of future research has
to be research on components of enterprise modelling. “To a great extent, this can be
explained in that the variety of different components […] exhibit a high degree of
complexity of the subject area, which needs to be reduced in future research efforts”
[14, p. 49]. Therefore, research should focus on the different types of models, modelling
methods and modelling tools.

2.2 The Need for a New Perspective in the Enterprise Modelling
Value Discussion

The research challenge gets even more complex when taking the definition and mea-
surement of “value” into account. “Value” is considered as “one of the most overused
and misused concepts […] in management literature” [24] that is still subject of sci-
entific debate (e.g., at the VMBO workshop series [25]). Business administration
research uses various meanings of the term “value”. For instance, accountancy calcu-
lates the value of a good based on the costs that incur by its production [15, 16], or at
times the value of the good is put on the same level with the market price [17, 18]. Cost
theory identifies the value of a good by analysing opportunity costs [19]. In contrast,
business studies that are more oriented towards behavioural sciences regard the value as
the value of benefit from the customer point of view. This in turn is differentiated in
value in transaction, value in use and value in context [20]. The value in transaction is –
from a simplified perspective – identical to the market price. Though, this perspective
disregards that customers’ willingness to pay is not always identical with the actual
price paid. By now, value in transaction is therefore rather defined by the willingness to
pay. The value of a good ultimately equals the benefit that arises in the utilization phase
of the good, whereas the willingness to pay corresponds to the expectation of benefit
that customers assume in the utilization phase. Hence, the willingness to pay does not
equal the value in use which cannot be identified until the use of the good has pro-
gressed. Further it has to be noted that when identifying the value of the good, the value
in use is highly dependent on the context. An enterprise model will likely generate a
different value in use for a major corporation than for a small enterprise.

These considerations illustrate that different perspectives are needed for the iden-
tification of the value of enterprise models and likewise diverse methods of measure-
ment need to be implemented. While costs and accountancy-driven measurements can
easily be done on the basis of cost or market price analyses [16, 17], measurements of
the value in transaction, the value in use and the value in context may require
social-psychological methods (surveys, interviews, experiments) [21, 22]. Since such
methods measure the value that an individual ascribes to modelling (models, methods
or tools), attention needs to be paid to transform such individual valuations to a
person-independent organizational or even social level.
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The above situation in research on value of enterprise modelling calls for a change
in perspective and a different way of thinking in order to achieve substantial progress in
the field. We propose to take a service-centric perspective originating from Service
Science, which can be considered as a promising source of inspiration due to its
interdisciplinary nature [26].

3 Conceptualizing the Value of Enterprise Modelling from a
Service-centric and Stakeholder-Based Perspective

3.1 Enterprise Modelling Value from a Service-centric Perspective

Considering enterprise modelling and its value from a service-centric perspective has
substantial innovation potential since it inherently introduces a multi-disciplinary
approach due to the multidisciplinary nature of Service Science [26]. This novel
thinking disrupts the current situation of disparate, conceptually not aligned and largely
incompatible research activities and has the potential to lead to a breakthrough that
would not be possible from a mono-disciplinary viewpoint.

The analysis of existing research work showed that so far a service-centric per-
spective has not been taken when considering the value of enterprise modelling. Vargo
and Lusch [1] define services as the application of specialized competences (knowledge
and skills) through deeds, processes, and performances for the benefit of another entity
or the entity itself. Value considerations in the context of Service Science and the
Service Dominant Logic (S-D logic) usually include the potential, process and result
perspective on value.

Enterprise modelling shows significant characteristics of the S-D-interpretation of
services. S-D logic proposes value creation together with the customer which is the
case as the purpose of the enterprise model is to be used by someone and creation of a
model in many cases happens in cooperation between modeller and client, e.g. rep-
resentatives from the enterprise under consideration. From an economics perspective,
modelling is information processing as information is gathered, created, transformed
and combined. The value and benefits of modelling can be considered from potential
(existence of the model, method or tool), process (usage of the model, method, or tool)
and result (outcome of the use of a model, method or tool) perspective.

3.2 Enterprise Modelling Value from a Stakeholder-Based Perspective

The service-centric perspective as introduced in the previous section alone will prob-
ably not be sufficient for a holistic view on the value of enterprise modelling since the
mutual dependencies and effects of potential, execution and results as well as the
organizational management and individual stakeholder perspectives are not sufficiently
covered. We have to take into account that different stakeholders value not only the
finished enterprise model but also the process of enterprise modelling. The reason is
that often are members of the modelling team and therefore get insights into the
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modelling process. We suppose that these insights are also valuable for the enterprise.
Thus, the value of enterprise models arises from the model itself but also from the
modelling process.

3.3 Integration of the Two Perspectives

Combining the propositions of the two sections before, we create an integrated view on
enterprise modelling value depicted by Fig. 1. It illustrates our proposition to differ-
entiate between various service-centric and stakeholder-based perspectives on enter-
prise modelling value.

The service-centric perspectives are implemented in the horizontal dimension of
Fig. 1. Columns have been structured in two dichotomous areas of model development
and continuous model use. Already in the model development-area, it is important to
conceptualize the different values according to the service-centric perspectives. In more
detail, the potential-perspective covers values at the point in time where a model not
(yet) exists, the process-perspective covers values arising during model construction
and the result-perspective covers values at the point in time where the model creation
has been completed. In contrast to that, in the continuous model use-area, the
service-centric perspectives occur in a highly interlinked manner. This is depicted by
three arrows forming a cycle in the rightmost column of Fig. 1. It means that each time
a model is used, values in all perspectives may occur. In this way, the potential-
perspective covers values before a model is used, the process-perspective covers values
arising while the model is in use and the result-perspective covers values that can be
determined after a model has been used.

The stakeholder-based perspectives are implemented in the vertical dimension of
Fig. 1 using one row per stakeholder. Among the stakeholders whose perception of

Fig. 1. Enterprise modelling value from a service-centric and stakeholder-based perspective
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value has to be understood are, to take some examples, decision makers in enterprises,
IT experts with a focus on enterprise modelling methods and models, domain experts
for modelling problems under consideration and members of modelling projects.

3.4 Examples for Describing Values

Using our integrated view, different detailed benefits can be described in the cells of the
resulting table. Examples for this are shown as B1–B4 (cf. Fig. 1). In addition, more
coarse-grained questions can be raised involving the constituents of enterprise mod-
elling identified in Sect. 2.1 as a whole, such as:

• Models: How do existing models create value covering the potential value of
models, the value in use by employees and the value added as outcome of using
models?

• Methods: How is the value of modelling methods composed by the contributions of
different method components and what would be approaches for determining the
value of a method from a service-centric perspective?

• Tools: How do modelling tools create value covering the potential value of tools,
the perceived value in use and the long-term value added as outcome of tool usage?

Moreover, a huge potential for research lies in exploring the value of the whole
process of enterprise modelling taking into account the interdependencies between
model, method, and tool value and furthermore the moderating and mediating effects of
enterprise modelling contexts.

4 Outlook

This paper calls for a service-centric and stakeholder-based perspective in determining
the value of enterprise modelling. As such, we propose a first high-level proposal how
such a value discussion should be structured. Using the proposed integrated view, the
following research topics should be addressed:

• Understanding of the determinants of how enterprise models, methods and tools
should be designed to provide a maximum of value for decision makers in
companies.

• Identification of interdependencies between method-value, model-value and
tool-value (value-in-use).

• Identification of contextual drivers of integrated value creation.
• Understanding of value offer and value creation of a model, method or tool as a

whole and the contributions of different constituents to their value (method value
model).

The direction of addressing these topics should be to change the view of the
scientific community regarding the value of enterprise modelling from a service-centric
perspective. This should include a conceptualization what the value of enterprise
modelling actually is and this conceptualization has to cover the method or modelling
process, the model as an artefact, the tools and organizational context.
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The overall aim should be to develop an empirically validated and accepted
framework for determining the value of enterprise modelling and its constituents that
supports enterprises and method developers. Such a framework can change the way of
decision making in what contexts modelling is advisable and contribute to improve-
ment of methods and notations. It would have to come with subsequent methods for
determining the actual value and improvement potential of a given enterprise model,
method and tool as well as management methods to create and enhance the value of
enterprise modelling (concepts for value creation).
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Abstract. Business process models are an essential issue of enterprise mod-
eling because business process modeling is the means for performing a wide
range of tasks, such as documentation, communication, business improvement,
and capturing requirements for software design up to creation of executable
process descriptions. Nowadays a wide range of general purpose business
process modeling languages are used for handling these tasks. Constantly also a
number of the general purpose modeling language extensions and domain
specific modeling languages (DSL) are being developed. Thus, obviously, the
universal business process modeling language that would be suitable for all the
modeling purposes does not (yet) exist. In such a situation the modeler is faced
with the problem of choosing a business process modeling language suitable for
a certain modeling purpose. This paper proposes to base the choice of the
language on a formalized business process modeling goal and a three dimen-
sional business process modeling framework. The paper also describes how to
use the proposed framework to measure the modeling language conformity to a
certain modeling goal using a general business process element taxonomy and
metrics.

Keywords: Business process modeling goal � Business process modeling
framework � Business process element taxonomy � Business process modeling
language metrics

1 Introduction

The scope of the business process modeling is wide and is continuously increasing.
Business process models are used for business process reengineering and management,
business process aware system development, e-commerce solutions, enterprise regu-
lation modeling, business process orchestration and choreography modeling, knowl-
edge management, requirement specification, and other purposes.

Such wide applicability of business process models could be explained by the facts
that business process modeling is used as the means for handling a wide range of tasks;
and that it is supported by the business process modeling tools with constantly evolving
functionality. However, the wide applicability of the business process modeling leads to
certain problems. Almost in each area of use a number of appropriate business process
modeling languages are available (e.g., formal modeling languages). Constantly also
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extensions of general purpose modeling languages are being developed. For instance,
BPMN is already acknowledged as a de facto standard for business process modeling
and has been recognized as an inter-organizational standard [1] that covers all necessary
business process aspects and is suitable for a wide range of users, from business analysts
and developers to managers and external partners and clients. However, the applications
of this notation have many subsets of elements and a multitude of extensions, and it still
coincides with many other modeling languages, forming a large set of available options
for business process modeling languages and dialects [2]. Thus, we can conclude that
there is no universal business process modeling language that would be suitable for all
modeling goals.

Enterprises are faced with situations where the same business processes are mod-
eled for different purposes [3]. On the other hand, particular business process modeling
languages are appropriate for certain business process modeling goals. The question
arises, how to find a modeling language that is suitable for a certain modeling goal.
While, in general, the goal of modeling is a central notion in the choice of modeling
languages, in the most of researches, which propose guidelines, techniques, and
methods for business process modeling language evaluation or/and selection, the
business process modeling goal is not formalized and respectively not transparently
taken into account. To overcome this gap, and to explicate and help to handle the
business process modeling complexity, the approach to formalize the business process
modeling goal and the supporting three dimensional business process modeling
framework were proposed [4].

The way how to formalize the business process modeling goal was discussed in
detail in [4], specifying what parameters the desirable business process abstraction
should have. On the basis of the formalized modeling goal, business process modeling
languages can be evaluated according to the values of the modeling goal parameters. In
order to identify the values of the modeling goal parameters this paper describes
appropriate metrics and algorithms for evaluating modeling language conformance to
selected values of modeling goal parameters.

The remainder of the paper is organized as follows. In Sect. 2 the approach for
formalization of business process modeling goal and the supporting Business Process
Modeling Framework are described. Section 3 illustrates how the Business Process
Modeling Framework can be used for evaluation of business process modeling lan-
guages. In Sect. 4 the related work is outlined. Brief conclusions are presented in
Sect. 5.

2 Formalization of the Business Process Modeling Goal

A natural way to learn about the world around us is its modeling. When we create
models, the object under the research is replaced by another mental or physical object,
which is more convenient, safer, or cheaper to use than the original. According to such
general explanation of the model, any kind of modeling requires the creation of the
abstraction of the research object. In a general sense, abstraction is understood as
highlighting of the important properties of the research object and ignoring unimportant
properties; or creating the general concepts or ideas from the set of objects or facts [5].
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By analyzing the business process modeling language specifications (BPMN, DFD,
IDEF0, EPC, UML AD, etc.) and business process modeling framework documenta-
tions [6–10], we have found that, in order to create the business process model for a
particular goal, the following three types of abstractions are to be used:

• Filtration of the business process elements according to the certain modeling
perspective

• Generalization from the details about the business process execution according to
the selected level of the uncertainty

• Reducing the complexity by “hiding” the part of the business process in the lower
level of the decomposition.

In order to identify the values of a modeling goal parameters we propose the
Business Process Modeling Framework that is shown in Fig. 1. This framework is
developed by amalgamating business process modeling knowledge available in
resources of IEEE, ACM, Elsevier, Springer, and other sources. The framework has
three dimensions that are defined according to the modeling goal’s parameters. Each
framework dimension has appropriate “scale” of “values” shown with the abbreviation
GLi – for generalization, DLi – for decomposition, and Pi – for perspectives. The
detailed description of each dimension with appropriate values of the scale is available
from [4].

Fig. 1. Business process modeling framework
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By modeling the business process at certain generalization and decomposition
levels and from a certain perspective, the modeling language that meets the require-
ments of the modeling goal should be selected. For instance, when creating the busi-
ness process models at the description level, the attention should be focused at the
understanding of the reality, and it is not desirable to spend the time to understand how
to use the modeling language. Thus, the modeling language should be intuitively
understandable and easy to use. In contrast, when creating a business process models at
the logical and physical design levels, there is no need to spend time to create readable
and easy understandable for business executive models, i.e., the modeling language
should be formal and executable.

3 Goal-Based Selection of the Business Process Modeling
Language

This section describes how to use the Business Process Modeling Framework to
evaluate the business process modeling language appropriateness to the modeling goal.
First, according to the Business Process Modeling Framework, a modeler chooses the
perspective and generalization and decomposition levels. Next, it is necessary to
evaluate the modeling language with the quantitative metrics, by identifying those
languages that are most relevant to the modeling goal parameters. In order to formalize
the modeling language notation we propose the General Business Process Modeling
Language Taxonomy and the General Business Process Taxonomy.

3.1 The Business Process Modeling Language Taxonomy

The business process modeling language, as any artificial language, could be charac-
terized by semantics and syntax. Some sources, such as [11, 12] separately distinguish
a concrete syntax and abstract syntax. For evaluating modeling language appropri-
ateness for a certain modeling goal, we propose to consider only the concrete syntax.
For this purpose concrete syntax taxonomy is created for each language that is the set
of the language elements arranged in accordance with the General Taxonomy (de-
scribed in the next section). The modeling language symbols may conform to the
General Taxonomy in the following way: the modeling language element corresponds
to the appropriate class of the General Taxonomy or the modeling language element
corresponds to the appropriate attribute of the General Taxonomy class. In addition
each business process taxonomy element is described using such indicators: G –

graphical or T – textual, Vr – vertex, L – link or Gp – Group, Vs – visible or Vs –

invisible. Vr, L and Gp are defined only for graphical elements.
In this paper only graphical business process modeling languages are considered.

Further studies are required to incorporate the textual modeling languages (e.g., formal
and executable modeling languages).

To illustrate the Business Process Modeling Language Taxonomy, we demonstrate
the part of the BPMN taxonomy that reflects the organizational perspective (Table 1).
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3.2 The General Business Process Taxonomy

The General Business Process Taxonomy (or simply the General Taxonomy) is a
hierarchical classification structure that allows classifying the normalized set of the
business process elements taking into account the degree of the business process ele-
ments similarity. The General Taxonomy is obtained by generalizing and normalizing
the developed business process modeling language taxonomies. For this research
several modeling languages, which have gained wide recognition among both practi-
tioners and scientists, were selected, i.e., BPMN, EPC, UML AD, IDEF0, IDEF3, and
KMDL. The General Taxonomy is divided into several levels according to the gen-
eralization levels in the Business Process Modeling Framework. The third level of the
taxonomy is shown in Fig. 2.

In the next subsection it is described how the General Taxonomy can be used to
evaluate the modeling language appropriateness to the modeling goal.

3.3 Metrics for Business Process Modeling Language Evaluation

In order to evaluate compliance with the modeling goal parameters we propose to adopt
ideas from approaches based on Bunge–Wand–Weber (BWW) ontology [13–16].
However, we have introduced some essential differences. First, the modeling language
constructs should be compared with the constructs of the General Taxonomy instead of
BWW representation model. Second, it is not always necessary to evaluate the whole

Table 1. A part of the BPMN taxonomy (organizational perspective)

General taxonomy 
element

BPMN element 
name

BPMN element Indicators

Active Resource Pool
Gp, G, Vs

Active Resource::
Hierarchy:: Group

Pool
Gp, G, Vs

Active Resource::
Hierarchy: Subgroup

Lane
Gp, G, Vs

Active Resource::
Dimension:: Horizontal

Horizontal pool
Gp, G, Vs

Active Resource::
Dimension:: Vertical

Vertical pool
Gp, G, Vs

Active Resource:: Number::
Indefinite

Multiple pool
Gp, G, Vs

Active Resource:: 
Transparency:: Closed

Closed pool
Gp, G, Vs

Active Resource:: 
Transparency:: Extended

Extended pool
Gp r, G, Vs

Active Resource Choreography task 
performer V, G, Vs
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General Taxonomy. For instance, when determining compliance with the required
perspective, the subset of the General Taxonomy should be built that includes only
those elements that are relevant to this perspective. When determining compliance with
the generalization level, full General Taxonomy should be estimated. Finally, to esti-
mate the modeling language conformity to the generalization level, the obtained results
should be correctly interpreted, i.e., in the highest generalization levels the redundancy
(or degree of the construct multiplicity) should be minimized, but overload (or degree
of the construct flexibility) should be maximized (see also Fig. 3). On the other hand,
in the lowest generalization levels the results should be interpreted inversely, i.e., in the
highest generalization levels the redundancy should be maximized, but overload should
be minimized.

Fig. 2. The third level of the General Taxonomy

Fig. 3. Metrics for evaluation of the modeling languages
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Thus, the following metrics are proposed for business process modeling language
evaluation (Fig. 3):

• Degree of the construct deficit (DoD) – is the ratio between the number of con-
structs (in the subset of the General Taxonomy that reflects certain perspective)
found to have a mapping to language constructs divided by the total number of
constructs defined in the subset of the General Taxonomy that reflects certain
perspective.

• Degree of the construct multiplicity (DoM) – is the ratio between the number of
language constructs found to have a mapping to the same General Taxonomy
construct divided by the total number of constructs in the modeling language.

• Degree of the construct flexibility (DoF) – is the ratio between the number of
language constructs found to have a mapping to the more than one General Tax-
onomy construct divided by the total number of constructs in the modeling language.

• Degree of the construct (DoE) – is the ratio between the number of language
constructs found not to have a mapping to any General Taxonomy construct divided
by the total number of constructs in the modeling language.

Thus, the modeling language evaluation consists of the following steps:

1. The modeler selects the desired generalization and decomposition levels and per-
spective. There are two ways how to specify the perspective: (a) choose one of the
standard perspectives; (b) create user perspective, selecting required business pro-
cess elements from the list of the General Taxonomy elements.

2. According to the selected perspective and generalization level a subset of the
General Taxonomy is built (see example in Table 1).

3. Then each of selected modeling language taxonomies is evaluated indicating the
degree of the deficit (DoD), the degree of the flexibility (DoF) and degree of
multiplicity (DoM).

4. Modeling languages are ranked according to the degree of suitability for the
abstraction level, the granularity level, and the perspective. If none of the languages
provide complete coverage of the chosen perspective, a modeling language com-
bination is offered. When creating such combinations, the priority is given to
modeling languages that have a minimum coverage. In the case when the
conflicting assessments are obtained, e.g., when one modeling language provides a
better coverage of the perspective and is less appropriate for the chosen general-
ization level, and another modeling language has the opposite evaluation results;
then the priority is given to the modeling language, which has already been used for
other modeling goals. If no one of the modeling languages yet have been used, then
the modeler makes the decision by himself.

4 Outline of Some Related Works

Analyzing different researches that propose guidelines, techniques, and methods for
business process modeling language evaluation and/or selection, it is possible to classify
proposed solutions into several groups. One group of solutions, such as [13–16], offers
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to estimate business process modeling language characteristics. However, it is not
explained what are the characteristics the modeling language should have in order to be
suitable for a particular modeling purpose. Others researches offer to use particular
business process modeling languages for certain modeling purposes (e.g., [17, 18]), but
the choice of the modeling language is mostly based on the author’s subjective opinion.
Another category of solutions (e.g., [19–21]) offers to adapt business process model
content to new modeling purpose, using various techniques such as changing the level of
granularity, reducing unnecessary details, or generalizing the content of the model.
Finally, there are solutions that provide transformations between different abstraction
levels [22–24], for instance, the conceptual models are transformed to realization
models according to Model Driven Approach (MDA) approach [25]. Each abstraction
level is realized by certain modeling language, and the choice of this language is not
clarified. Thus, we can conclude that the large part of the solutions do not support the
selection of the modeling language according to the modeling goal. The modeler should
decide which modeling language is more suitable for a particular goal or to use the
offered modeling language without justification and estimation of the alternatives.

5 Conclusions

The paper suggests using the abstraction types (generalization, decomposition and
modeling from a particular perspective) for formalizing the business process modeling
goal. For better usage of the modeling goal’s parameters the Business Process
Modeling Framework is proposed. Using this framework, a modeler can choose the
perspective and the levels of the generalization and decomposition. In addition, the
paper offers appropriate metrics and algorithms for evaluating how modeling languages
conform to the selected values of the modeling goal parameters. For instance, in order
to evaluate to which extent the business process modeling language conforms to the
desired perspective, it is measured whether the modeling language offers syntactical
constructions for all necessary business process elements. But in order to evaluate the
conformity to the required generalization level, the flexibility and multiplicity of the
modeling language is evaluated. That is, for modeling at the highest generalization
level, the modeling language should be the simplest and the most flexible and provide
only one syntactical construction for each business process element. When modeling at
the lower generalization levels, these features are not so relevant, but formality and
executability of the language matters.

The proposed solution is the step forward to handling business process modeling
complexity semi-automatically and is the first step towards development of a support
system for evaluating conformity of the business process modeling languages to par-
ticular modeling goals.
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Abstract. The importance of Modelling Method Engineering is equally rising
with the importance of domain specific modelling methods and individual
modelling approaches. In order to capture the most relevant semantic primitives
that address domain specifics needs, it is necessary to involve both, method
engineers as well as domain experts. Due to complexity of conceptualization of
a modelling method and development of regarding modelling tool, there is a
need of a guideline and corresponding tools supporting actors with different
background along this complex process. Based on practical experience in
business, more than twenty EU projects and other research initiatives, this paper
introduces a toolbox to support the conceptualization of a modelling method.
The realized toolbox is introduced and evaluated by two EU-funded research
projects in the domain of e-learning and cloud computing as well as additionally
by an in-house development project in the area of decision modelling exten-
sions. The paper discusses the evaluation results and derived outlooks.

Keywords: Meta-modelling � Modelling method design � Agile modelling
method engineering � Conceptualization

1 Introduction

The importance of Modelling Method Engineering is equally rising with the impor-
tance of Domain Specific Conceptual Modelling Methods and individual modelling
approaches. In addition to existing standards (e.g. BPMN, DMN, CMMN), a growing
number of groups around the world design their individual modelling-methods (in
accordance with the definition of such a method by [1, 2]) for a variety of application
domains. The engineering of such applicable modelling tools as a result of the con-
ceptualization process of modelling methods, is complex, especially when considering
the mapping of the entire spectrum from language artefacts and corresponding func-
tionality to concrete implementable and deployable modelling tool capabilities. Besides
that, there are branching knowledge domains into more refined and specialized sub-
domains, where each domain needs to be characterized by its own abstraction and
refinement of concepts from reality. Hence, in order to capture the most relevant
semantic primitives that address domain specific needs, it is necessary to involve both
the method engineers as well as domain experts. Today, there are different approaches,

© IFIP International Federation for Information Processing 2016
Published by Springer International Publishing Switzerland 2016. All Rights Reserved
J. Horkoff et al. (Eds.): PoEM 2016, LNBIP 267, pp. 317–325, 2016.
DOI: 10.1007/978-3-319-48393-1_23



guidelines and practices for the development of modelling tools available that do not
consider the full spectrum of the design and collaborative development of a modelling
method, which unavoidably leads to limitations in the conceptualization of it [3]. There
is a need of a guideline and corresponding tools supporting method engineers along the
complex conceptualization process taking all phases into consideration and ensuring
collaboration among stakeholders involved in the process. Karagiannis proposes in [2]
the Agile Modelling Method Engineering (AMME) framework. Authors of [4] propose
the Modelling Method Conceptualization Process that based on AMME, guides the
method engineers during conceptualization. The work at hand proposes a toolbox that
supports this process, evaluates it in two European Research projects, and one addi-
tional in the context of an in-house research project, and discusses evaluation results.

The remainder of the paper is structured as follows: Sect. 2 briefly revisits AMME,
the Modelling Method Conceptualization Process and outlines each tool in the toolbox.
Section 3 presents evaluation cases and discusses the evaluation results, while Sect. 4
concludes the paper and gives an outlook on future work.

2 Modelling Method Conceptualization Environment

AMME is proposed in [2] to support modelling method engineering during propagation
and evolution of modelling requirements. The OMiLab Lifecycle [5] instantiates
AMME and defines the internal cycle of a modelling method conceptualization with five
phases; (1) “Create” as a mix of goal definition, knowledge acquisition and requirements
elicitation activities that capture and represent the modelling requirements; (2) “Design”
specifies the meta-model, language grammar, notation and functionality as model
processing mechanisms and algorithms; (3) “Formalize” aims to describe the outcome
of the previous phase in non-ambiguous, formal representations with the purpose of
sharing results within a scientific community; (4) “Develop” produces concrete mod-
elling prototypes and finally (5) “Deploy/Validate” involves the stakeholders in
hands-on experience and the evaluation process as input for upcoming iterations.

Due to the involvement of several stakeholders with varying knowledge back-
grounds, perspectives and different objectives, in the conceptualization of a modelling
method, the authors of [4] propose so-called Modelling Method Conceptualization
Process (as depicted in Fig. 1) by adding additional feedback channels into the

Create Design Formalize Develop
Deploy/
Validate

Fig. 1. Modelling method conceptualization process
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OMiLab Lifecycle between: (1) Create and Design, to prove, if the designed modelling
language covers the identified application scenarios and considers the identified
requirements; (2) Design and Formalize to ensure formal approval of modelling lan-
guage, as well as (3) Design and Develop - to improve modelling language in earlier
stages before it is released and deployed.

The work at hand introduces a toolbox called “Modelling Method Conceptual-
ization Environment” (as depicted in Fig. 2) that instantiates the above process and
supports method engineers during each phases. The only exception is that of the
“Create” phase, as this part is regarded as the most creative phase and standard tools
and methods (also in some cases pen and paper can be the most appropriate tools) to
can be freely selected. Modelling Method Conceptualization Environment proposes a
combination of tools, such as the Modelling Method Design Environment (MMDE,
available at [6]) for the Design, the ADOxx Library Development Environment
(ALDE) and ADOxx, for Formalize and Develop, ADOxx.org Tool Packing Services
and Developer Spaces for Deploy/Validate Phases.

It is worth to mention that one of the objectives is to provide loosely coupled tools,
so method engineers have the flexibility to decide to use one, a combination of tools
from the toolbox or even use other appropriate tools of their choice, (e.g. method
engineer uses MMDE during the Design Phase, but formalize the modelling method
design with mathematical models or use another development tool during the Develop
Phase and deploys them at the Developer Spaces and enable validation).

In the following sub-sections current abilities of the tools from the environment are
shortly presented.

2.1 Modelling Method Design Environment

The Modelling Method Design Environment (MMDE) is itself a modelling tool to
design other modelling methods. MMDE has been implemented based on lessons
learned and the experience of the authors, who have been involved in modelling
method/tool development activities in more than 20 EU research projects for varying
domains. Based on these lessons learned, UML [7] has been identified as a fitting

Create Design Formalize Develop Deploy/Validate

ADOxx
Development 

Tool

Modelling
Method src
Repository

ABL

Installation Package of 
Modelling Tool

Tooling

Modelling  Method
Design Environment

ADOxx Library Development Environment

University, 
Consultant, End 

User

Project 
Members

ADOxx.org 
Community

ADOxx.org Tool Packaging Services and 
Developer Spaces

Fig. 2. The toolbox: modelling method conceptualization environment
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starting point. Hence, the MMDE takes a subset of UML and extends it with required
concepts and functionalities in order to overcome the following challenges (Ch), which
are introduced by [4] after a state of the art analysis about specification of conceptual
modelling methods: Ch1-Definition of functional and non-functional requirements and
their relation between the concepts in modelling methods; Ch2-Fragmenting the whole
meta-model into individual meta-models composing concepts for different sub-domains
and still be able to define links between concepts in different individual meta-models;
Ch3-Having another abstraction layer to represent modules and layers of modelling
language as well as relation among them without representing the complexity of
abstract and concrete syntax; Ch4-Assigning different concrete syntax to the concepts
in modelling language; Ch5-Possibility to design modelling procedure and mecha-
nisms & algorithms of a domain specific modelling language.

To overcome Ch1, “Requirements” model type is implemented that allows the
elicitation of requirements, specifying their status as well as dependencies among them.
The described requirements in this model type can be referenced to (a) all the mod-
elling classes modelled in the related model type “Meta-Model” classes, (b) graphical
notation (concrete syntax) definitions modelled in the “Graphical Notation” model
type, (c) the “Modelling Stack” definition and (d) to the functionalities modelled in
“Mechanisms & Algorithms” models. For Ch2 and Ch3, we extend the class diagram
from UML with concepts, so method engineers can differentiate between class and
relation class as well as relate different meta-models (-fragments) with each other using
“Weaving” techniques as they are introduced in [8, 9]. The modularization and layering
of modelling language is essential to avoid complexities during the design of domain
specific modelling methods [10, 11]. Hence, we propose representation of the mod-
elling stack as the “Meta-models Stack model type allowing method engineers to
differentiate meta-models in sense of different model types that target different frag-
ments of the system. In order to target Ch4 and specify a proper graphical represen-
tation (concrete syntax) of each concept in a meta-model, we introduce another model
type called “Graphical Notation” model type (allows definition of concrete syntax of
model types with specifying graphical representations for each constructs in meta-
models. This model type allows the description of graphical representations either
assignment of vector graphics code written in GraphRep Language [31] or with the
assignment of concrete images in PNG, JPG or Bitmap format including a description
of the functionalities in the notation (e.g. attribute-value dependent visualization,
context related views) In order to target Ch5 to define the applicable modelling
technique as steps and corresponding results we propose a model type called “Mod-
elling Procedure” model type”. The Modelling Procedure Model Type allows method
engineers to define the steps with their required inputs and produced outputs, as well as
the sequence of steps based on input – output relationships, in order to introduce case
specific proper usage of their modelling method. Based on this procedural view,
concrete Mechanisms and Algorithms can be derived and depicted as Sequence and
Component Diagrams from UML (therefore these diagram types has been implemented
as model types in MMDE). Further details about MMDE can be found in [4].
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2.2 ADOxx Library Development Environment

The ADOxx Library Development Environment (ALDE) aims to enable formalization
and parallel development of modelling tools libraries based on the designs deriving
from Design Phase, merging different libraries and ensuring maintainability. As an
experimental prototype ALDE uses the Resource Description Framework (RDF) as a
format for data interchange [12].

ALDE is a development environment based on the Eclipse IDE [13] and includes a
meta2model defined in RDFS, the ALDE vocabulary. Having the vocabulary and
utilizing Apache Ant® as a build mechanism [14], the environment enables the defi-
nition of the transformation processes from ADOxx Library Languages to RDF and
vice versa. Moreover ALDE serializes libraries in an arbitrary RDF format; for the
prototypical realization RDF Turtle [15] has been used and includes the RDF XTurtle
Editor developed by [16]. Having libraries in RDF Turtle format and a RDF Turtle
Editor available, method engineers can adapt declaratively and script libraries collab-
oratively using standard functionalities of source-code management systems. Merging
several libraries or integration of parts of libraries in each other becomes possible.

2.3 ADOxx.org Tool Packaging Services and Developer Spaces

The ADOxx.org Tool Packaging Service [17] is a web-based service that allows
method engineers of the ADOxx community to build verified, professional and
installable distribution packages that can be distribute to interested stakeholders. The
service combines and validates all available inputs, integrates all elements, compiles
the necessary artifacts and signs the outcomes and creates the actual installer as a
download archive.

As a collaboration space for the development and deployment phases, the concept
of “Developer Spaces” has been introduced in ADOxx.org [18]. These spaces enable
sharing of intermediate/release results, discussing development resources from all
pre/past phases in the form of source code, snippet, examples and distribution packages
with the community.

3 Evaluation

The toolbox introduced above has been applied in three different cases for evaluation:
two EU-funded research projects in the domain of eLearning and cloud computing and
additionally in an in-house development project, in the area of decision modelling
extensions. These cases have been selected since the involved partners have varying
profiles and expertise in development and in modelling tool engineering. In the fol-
lowing subsection we introduce the cases and their requirements in method engineering
manner. Afterwards the evaluation results are discussed.

Case 1: Conceptualization of a Modelling Method for E-Learning: The FP7 pro-
ject Learn PAd [19] proposes a process-driven-knowledge management approach
based on conceptual and semantic models for transformation of public administration
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organizations into learning organizations. Learn PAd proposes a model-driven col-
laborative learning environment. In this case, 4 domain experts and method engineers
have been involved. In addition, two developer teams, each consisting of 4 developers
worked on the implementation of the tool. The results of the conceptualization process
of this modelling method can be found at Learn PAd Developer Space [20], as well as
the developed prototypes [21] can be downloaded and feedback can be given.

Case 2: Conceptualization of Modelling Method for Cloud Computing: The
H2020 project CloudSocket [22] introduces the idea of Business Processes as a Service
(BPaaS), where conceptual models and semantics are applied to align business pro-
cesses with Cloud-deployed workflows [23]. In this case, 6 domain experts and method
engineers have been involved, as well as two developer teams, one with 5 developers,
the other one with 2 members The results of the conceptualization process of this
modelling method can be found at CloudSocket Developer Space [24], as well as
developed prototypes [25] can be downloaded and feedback can be given.

Case 3: Integration of Exiting BPMN and DMN Modelling Methods: The in-house
project requires integration of an already implemented DMN [26] Modelling Method
into existing BPMN 2.0 [27] realization as part of the a commercial product. In this
case, 3 domain experts and method engineers, and a team of two developers have been
involved.

3.1 Evaluation Results

The evaluation process was enacted in the following steps: (1) Provisioning: the tools -
of the toolbox have been provided to the stakeholders in the involved cases. (2) Team
Formation: representatives, -of the stakeholders in the project created development
teams consisting of domain experts and method engineers following the conceptual-
ization process and developing tools individually. (3) Feedback Phase: individual
results have been consolidated periodically through video conferences and workshops,
constituting the evaluation results. In all cases each tool from the toolbox except ALDE
has been utilized, ALDE has been utilized just in Case 3.

Feedback on MMDE

Pro: It is possible to specify requirements and dependencies among them as well as
tracing them; (2) to define modelling language fragments and modules, (3) layering the
modelling language with navigational constructs; (4) definition of syntax, semantic and
assignment of notation (concrete syntax); (5) definition of weaving among construct in
different meta-models; (6) assignment of (multiple-) graphical notation (concrete
syntax); (7) explicit definition of modelling procedure;

Contra: It is not possible to define application scenarios and use cases, and design
results can be exchanged solely using ADOxx specific formats or as static content
(image, PDF or HTML).
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Feedback on ALDE

Pro: It is possible to transform libraries in a machine as well as human interpretable
format, ability to use reasoning algorithms, due to standard semantic formats; reduces
complexity to edit, merge and maintain libraries.

Contra: To take over results from Design Phase require manual steps. Without
knowledge of RDF and Turtle syntax, it is difficult for software engineers that using
well-known programing languages (e.g. Java, C++), to get used familiar with; it
requires different transformation scripts for different meta-modelling technologies (such
as ADOxx, EMF).

Feedback on ADOxx.org Tool Packing Services and Developer Spaces

Pro: It is possible to have an installation package to distribute to interested stake-
holders, building your own community around the modelling method, and get feedback
from them.

Contra: Setting up and handling issues of a certain Developer Space involves certain
manual steps, such, as the interested stakeholder has to send an e-mail to the admin-
istrator with a request of an own Developer Space.

4 Conclusion and Outlook

In this paper we introduce a toolbox instantiating the Modelling Method Conceptu-
alization Process, which supports agile modelling method engineering. The toolbox has
been evaluated through an analysis of three different cases: two EU research projects
and one in-house project. The evaluation results put forward that having an approach
and a corresponding toolbox following the idea of model-driven engineering approach
is effective in terms of transferring knowledge from the analysis of requirements up to
the development of solutions. Being two main tools, MMDE and ALDE, experimental
prototypes that are at very early stage of development, lack of full integration or
automatic data exchange ability, and the need of manual steps building Developer
Spaces came out as major limitations of the toolbox. As an outlook the following items
derived from the evaluation: (1) currently we are evaluating development alternatives
of MM-DSLs with using Java, Xtend [28] or RDF; building on existing work [29] in
the field, (2) enabling graphical modelling method design to transform into machine
understandable format, (3) formalization of modelling method design using mathe-
matical models such as FDMM [30], (4) automatization of tooling services and
deployment onto developer spaces, (5) full integration of tools around new MM-DSL.
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Abstract. Securing automated teller machines (ATMs), as critical and
complex infrastructure, requires a precise understanding of the associated
threats. This paper reports on the application of attack-defense trees to
model and analyze the security of ATMs. We capture the most dangerous
multi-stage attack scenarios applicable to ATM structures, and establish
a practical experience report, where we reflect on the process of modeling
ATM threats via attack-defense trees. In particular, we share our insights
into the benefits and drawbacks of attack-defense tree modeling, as well
as best practices and lessons learned.

Keywords: Attack-defense trees · Security modeling · ATM security

1 Introduction

Worldwide, the compromise of automated teller machines (ATMs) is a very lucra-
tive criminal business. One of the prime reasons is the monetary incentive, allow-
ing successful attackers to take money instantly. Moreover, their geographical
spread, dependence on human interactions, and integration of local and external
networks make ATMs a very accessible target for exploitation, vulnerable to a
large variety of attack scenarios. Thus, criminals constantly invent new ways
to circumvent protections and compromise the machines. The European ATM
Crime Report (EAST)1 evaluates the loss in 2015 due to ATM Related Fraud
Attacks in Europe was around 300 millions Euro.

The security of individual ATMs concerns both banks and the organiza-
tions hosting the machines. In this context, security risk management, being a
critical activity for any enterprise, becomes essential. To support risk analysts,
many methodologies have been developed. These include security methods, such
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European Commission’s Seventh Framework Programme (FP7/2007-2013) under
grant agreement number 318003 (TREsPASS).
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as NIST SP800-30, standards for the risk management process (e.g. ISO/IEC
27005), and modeling techniques and formalisms (for example, misuse cases [13],
anti-goal refinement [10], and attack trees [18]). These methodologies aim at pro-
viding structure to the risk assessment process, facilitating interactions among
stakeholders, and cataloguing the identified threats. Furthermore, some of these
techniques enable advanced quantitative risk analysis with security metrics, e.g.
expected time of attack or worst case impact.

In this paper, we report on the application of attack-defense trees to security
risk assessment of ATMs. Attack-defense trees (ADTrees, [7]) extend the popular
attack trees formalism with defenses (also called countermeasures). Similarly to
attack trees, ADTrees enjoy an appealing and intuitive visual representation, a
structured way to brainstorm about attack scenarios [8] and formal frameworks
to analyze the trees qualitatively or quantitatively [7,11]. Additionally, ADTrees
support reasoning about potential defenses, enabling highly effective decision-
making processes for countermeasure selection. Since defenses are crucial in the
case of ATMs, the ADTrees formalism provided valuable support for our case.

Our paper presents a practical experience report, where we reflect on the
process of modeling ATM security threats, and potential countermeasures via
ADTrees. The paper outlines the case study, and describes our process for design-
ing a large, comprehensive ADTree. We also share techniques that we found use-
ful when working with ADTrees and report caveats that the practitioners need
to become aware of.

2 Background and Preliminaries

Attack Trees. Attack trees (ATrees, [11,18]) are a graphical formalism to struc-
ture, model and analyze the potential attacks on an asset. An attack tree
starts with a security threat, modelled as the root of the tree, representing
the attacker’s top level goal. This root is recursively refined into the attacker’s
subgoals through logical gates, modelling how successful attack steps propagate
through the system. AND-gates model that, to succeed in this step, the attacker
must succeed in all of its child nodes; OR-gates model that, to succeed in this
step, the attacker must succeed in at least one of its child nodes. When further
refinement is not possible or not required, one arrives at the basic attack steps
(BASs), sitting at the leaves of the ATree. Leaves can further be decorated with
quantitative attributes, such as cost or success probability of the BASs [9,11].

Attack-Defense Trees. Attack-defense trees extend attack trees with defensive
measures, also called countermeasures, yielding a graphical mathematical model
of multi-stage attacks along with safeguards [7]. Defense nodes can appear at any
level of the tree, and can be further refined with AND- and OR-gates. Moreover,
countermeasures can themselves be attacked. Thus, each node belongs either to
the attacker (represented as red ellipses in our figures) or defender (green squares
in our figures). Countermeasures prevent an adversary from reaching the goal,
thus an ADTree represents an interplay between an attacker, whose goal is to
attack the system, and a defender who tries to protect it [7].
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Related Work. Several papers report on the applicability of attack trees in practi-
cal scenarios. Opdahl and Sindre have empirically compared ATrees with misuse
cases and reported that participants were able to identify more threats with
ATrees [13]. Saini et al. evaluated security of the MyProxy system with ATrees
[17], Byres et al. used attack trees to evaluate the SCADA communication sys-
tems security [2], and Ray and Poolsapassit applied the ATree methodology to
identify insider threats [15]. Security of vehicular ad-hoc networks was evaluated
with ATrees in [3]. In [4], Edge et al. modeled an online banking scenario via
deriving protection trees from ATrees. Following the approach of [6], a methodol-
ogy to construct ATrees based on the system architecture, risk assessment study
outcomes and a security knowledge base is proposed in [14]. This methodology
follows a layered approach to generate skeletons of attack trees. Morais et al. [12]
follow a similar methodology but in a top-down manner, when first high-level
attacks are collated, and then these are refined into concrete attack steps. None
of these approaches, however, included defenses.

To the best of our knowledge, the ADTree formal language has been empir-
ically validated only once; through a case study on a warehouse goods man-
agement system developed by Bagnato et al. [1]. That work focused mainly on
the quantitative aspects of the ADTree methodology. In this article, instead, we
focus on modeling aspects of the ADTree methodology.

3 The ATM Case Study

Establishing the Context. This case study considers an ATM located inside a
gas station, which is split in two main zones: the store zone, enabled with a
security glass door class RC3 and two security glass windows class RC22, and the
internal office, where the technological components related to the gas station
management (workstation, printer, router and local Internet connection used
to share information with the headquarters) are located. Customers can transit
the store zone to buy or request services, including ATM services, during the
business hours of the store. The gas station is open from 6:00 AM to midnight
and provides several services including: fuel, car-wash, food, cash, etc.

Identification of Interested Parties. The gas station involves different interested
parties that may perform several roles. Physical security is outsourced to a Secu-
rity Provider who has physical countermeasures implemented in the gas station.
These include a fire alarm, video surveillance enabled with external cameras, and
burglar alarm enabled with several kinds of sensors (window/door vibration and
movement detectors) and anti-jamming features. Insurance provider lets ATM
owners insure their assets in case of any incident based on several scenarios and
configurations. The ATM per se is an asset and the investment in each unit
can vary widely depending on the brand, model, configuration, etc. Bank is an

2 http://www.din.de/en/getting-involved/standards-committees/nabau/projects/
wdc-proj:din21:208343022.
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organisation that manages a range of financial services, including ATM trans-
actions from its own ATMs or from other ATMs as issuer/acquirer. Customers
are users who use the gas station’s services, including the ATM. Attacker is an
interested party responsible for exploiting a vulnerability with the objective of
achieving an illegal goal. Finally, Insider is an employee who could potentially
provide information or physical access (voluntarily or not) to attackers.

4 The Attack-Defense Tree Model

Developing ATree models for complex systems has been traditionally a cum-
bersome task requiring a team of experts. The first step towards modeling is
to understand the system and the context by identifying stakeholders, system
components, and attackers. Another important aspect is to grasp the seman-
tics of the ADTree modelling language. We covered both aspects by building a
team of four security experts, two from industry and two from academia. One
industry expert from our team has experience in security and financial services;
he played the domain expert role. The second industry expert has expertise in
security assessment, financial services, and has prior experience with ATrees. She
played the role of validator and was responsible for quality evaluation. The other
team members have extensive knowledge of semantics and analysis techniques
for ADTrees. They were responsible for structuring the tree. In the rest of this
section we explain the process followed by our team to design a comprehensive
ADTree model for the ATM scenario. We used the open source ADTool software
for designing the tree [5].

Overcoming the Lack of Attack Intelligence. The task of mapping a security
scenario into an ADtree greatly depends on the security expertise of the team
developing the tree. However, security expertise needs to be complemented with
data about previous attacks. Such data can come in the form of an attack pattern
library3, i.e. a structure containing precondition and postcondition of attacks,
attack profiles, and a glossary of defined terms and phrases. Yet, businesses and
governments are usually reluctant to disclose attack data, as it may harm their
reputation and could help attackers to exploit similar vulnerabilities.

For this case study, the financial services specialist overcame the lack of attack
data by using different sources of information on ATM security, such as PCI-
DSS ATM Security Guidelines4 to understand how secure channels for payment
systems based on smartcards are implemented, ATM Industry Association5 to
collect best practices in ATM security, EU law enforcement agency6 to get recent
trends in cybercrime, National Crime Agency7 and ATM Marketplace8 to gather
recent reports on financial fraud and potential countermeasures.
3 www.sei.cmu.edu/reports/01tn001.pdf.
4 https://www.pcisecuritystandards.org/pci security/.
5 https://www.atmia.com/.
6 https://www.europol.europa.eu/.
7 http://www.nationalcrimeagency.gov.uk/.
8 http://www.atmmarketplace.com/.
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Because it is convenient to structure the tree similarly to standard reports and
documentation already familiar to stakeholders, lawyers, and analysts in general,
we split the list of attacks and countermeasures resulting from the previously
mentioned study in categories that can be found in well-known incident reports
(e.g. the EAST report 20159 and the ATMIA Global Fraud Survey 201510). This
led to the taxonomy of attacks and countermeasures shown in Fig. 1.

Figure 1 shows two main types of ATM fraud: those requiring highly sophis-
ticated software (e.g. malware or blackbox devices) and those which use conven-
tional electronic devices (e.g. card skimmers) and/or require the participation
of the victim (e.g. card trapping). The first category led to the notion of logical
attacks, which require installing malicious software on the ATM or acquiring sys-
tem credentials through cyber attacks. Malware could be deployed in the ATM
PC or a blackbox device connected with the ATM computer system in order
to gain access to cash or sensitive data. The second category includes physical
attacks, where a legitimate user’s account is involved, which we call fraud, and
also physical attacks jeopardizing the physical integrity of the ATM.

Figure 1 also depicts potential countermeasures. For example, card skimming
and cash trapping can be prevented by anti-skimming solutions such as stress
sensors, or by making compulsory the use of EMV technology (Chip&PIN) and
contactless cards. A general countermeasure against this type of fraud is to make
customers and employees aware of the fraud in order to perform quick physi-
cal inspections themselves. Brute force attacks in contrast, cannot be actually
prevented, but detected. Detection mechanisms are GPS-enabled devices to
localize the ATM, tilt, vibration, and gas sensors, etc.

Capturing Attack Vectors in a Semantically Meaningful Way. The ADTree we
produced, an excerpt of which is shown in Fig. 1, is a useful classification of

ATM crime

Physical
attack

Fraud-based
attack
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Anti-skimming/
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Card
trapping
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Fig. 1. An excerpt of an ADTree on ATM crime: a taxonomy. (Color figure online)
9 https://www.european-atm-security.eu/tag/european-atm-crime-report/.

10 https://www.atmia.com/whitepapers/global-fraud-survey-2015/1104/.
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attacks to ATMs, and applicable countermeasures and mitigation strategies.
However, it does not benefit from the main feature of ADTrees as a mathematical
language, that is, the ability to encode several attack vectors in a compact tree
structure. An attack vector is a path or a set of attack steps an adversary can
follow in order to successfully attack a system. In ADTrees, attack vectors are
expressed by using the conjunctive operator AND, which expresses that all sub-
goals of a given goal ought to be achieved.

The main challenge when modeling many attack vectors in an ADTree is to
guarantee that it is semantically meaningful, while keeping its communication
potential. The team addressed this challenge by frequently executing two differ-
ent verification processes. The first one consisted in checking that the taxonomy
depicted in Fig. 1 is preserved as much as possible. The second one consisted
in keeping track of those attack vectors we expected to model, and verifying
that the multiset semantics of ADTrees [7] matches this set of attack vectors.
The whole process took 6 days of work, involving all four team members. Each
modification to the tree was cross-checked by at least two team members, taking
into account the two verification processes explained before. Next we detail one
sub-branch of the full ADTree (see Fig. 2); the latter can be downloaded at the
ADTool official website: http://satoss.uni.lu/members/piotr/adtool/.

Blackbox Attack. An interesting logical attack to ATMs consists in embedding a
blackbox device into the ATM and connecting it to the ATM’s computer system
(see Fig. 2). This can only be done by accessing the ATM’s internal infrastruc-
ture without being detected, implying that the adversary needs to get into the
facility where the ATM is located. A classical way to enter into a facility is by
breaking in, e.g. through a window or a door, but the adversary could also try
to social engineer an employee. As contemplated in the ADTree, a burglar alarm
can deter or prevent a break in. Consequently, the adversary ought to disable
the burglar alarm by, for example, using a radio network inhibitor against the
used communication signal or protocol, e.g. Radio Frequency (RF) and General
Packet Radio Service (GPRS), respectively. In this particular case, the defender
can use anti-jamming techniques or a security guard to counteract the adver-
sary’s goal of disabling the alarm.

The use of video surveillance and burglar alarms for gas stations, required by
law in many countries, can dissuade the attacker from approaching the ATM in
order to install the blackbox device. However, there exist several techniques to
disable a burglar alarm, e.g. RF/GPRS inhibitors, and video surveillance system,
e.g. infrared light, laser, or video looping. From the defender point of view,
making the camera less visible and accessible, or performing regular physical
inspections, improve robustness of the video surveillance system.

Remark that owning a functional blackbox device means that the ATM
drivers have been disclosed or stolen. Moreover, even if the adversary man-
ages to approach the ATM, he/she still needs to insert the blackbox device into
the ATM. That is to say, the adversary must open the ATM and connect the
blackbox to either the dispenser or the ATM’s internal communication system.
Opening the ATM in our case requires getting the cabinet physical key, or social

http://satoss.uni.lu/members/piotr/adtool/
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engineering the maintenance staff, or simply sabotaging the lock. As usual, the
success of social engineering attacks diminishes with regular training and mon-
itoring, while the lock sabotage can be prevented with an ATM door sensor.
To finalize the description of the ADTree depicted in Fig. 2, we remark that
potential countermeasures against blackbox devices are: encrypting the mes-
sages exchanged between different components and devices, and a dedicated
sensor that detects when a data cable has been disconnected.

It is worth mentioning that the ADTree in Fig. 2 covers 900 attack vectors,
called bundles in the multiset semantics in [7]. This emphasizes the modelling
power of ADTrees.

5 Discussion and Conclusions

The ATM case study has enabled us to explore the application of ADTrees
in a challenging environment, with multiple stakeholders and a diverse range of
threats. Through this process, we have evaluated positive and negative aspects of
working with ADTrees, identified some best practices that improved the process,
and learned a number of lessons regarding the application of the formalism. We
share our findings in this section.

The intuitive graphical nature of ADTrees enables them to bridge the gap
between stakeholders from diverse backgrounds, providing an environment to
brainstorm, amend, document and analyze a wide range of threats. In partic-
ular, ADTrees provide a succinct and meaningful structure for a huge number
of potential attack vectors. This strength was already prominent when Schneier
introduced the attack tree back in 1999 [18], and our own experience reinforces
this observation. However, attack trees are constructed from the attacker’s per-
spective. Organizations are more focused on the overall risk (in terms of worst
case impact) and the inventory of effective treatment options to be implemented
to mitigate those risks. This is where ADTrees are more useful than attack trees.

We started to create the ADTree from a taxonomy of attacks on an ATM,
which proved to be very helpful. This established attack taxonomy allowed us to
structure the reasoning and compare the attacks we identified with the globally
known attacks, thus serving as a reference to check the tree for completeness.

In general, we found several countermeasures that did not really prevent
the attack, but triggered actions that could mitigate the impact of the attack.
Handling these countermeasures required lengthy team discussions. We suspect
that these challenges in handling treatment options arise from the fact that
they are not clearly addressed in the ADTree methodology itself (e.g. any of the
established semantics). One possibility is to extend the ADTree methodology by
explicitly typing defense nodes, following the example of attack-countermeasure
trees that support detective and reactive countermeasures [16]. However, this
change will also increase the cognitive load on the analysts.
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Abstract. Analysis is an important part of the Enterprise Architecture Man-
agement Process. Prior to decisions regarding transformation of the Enterprise
Architecture, the current situation and the outcomes of alternative action plans
have to be analysed. Many analysis approaches have been proposed by
researchers and current Enterprise Architecture Management tools implement
analysis functionalities. However, few work has been done structuring and
classifying Enterprise Architecture Analysis approaches. This paper collects and
extends existing classification schemes, presenting a framework for Enterprise
Architecture Analysis classification. For evaluation, a collection of Enterprise
Architecture Analysis approaches has been classified based on this framework.
As a result, the description of these approaches has been assessed, a common set
of important categories for Enterprise Architecture Analysis classification has
been derived and suggestions for further development are drawn.

Keywords: Enterprise Architecture Management � Enterprise Architecture
Analysis � EAM � EAA � Classification

1 Introduction

Analysis is an important part of the Enterprise Architecture Management (EAM) Pro-
cess. Many analysis approaches have been proposed by researchers and current
Enterprise Architecture Management tools implement analysis functionalities.

In practice, Enterprise Architectures (EA) are often analysed by using visualizations
and are typically created using EAM tools. However, several studies show a lack in
EAM tools’ visualization capabilities [20, 24, 31]. Visualizations generated by EAM
tools are often report-like and static in respect to the displayed information. Modern
analysis approaches like [21, 24, 25] should combine interactive visualizations with
automated analysis techniques. In this regard enterprise architect’s responsibilities are
changing [30]. By using automated analysis techniques, enterprise architects can focus
on more advanced analyses for which no algorithm exists. We investigate related work
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of classifying EA analysis approaches. Based on the results, we propose a classification
framework. Therefore, the remainder of this paper is organized as follows. Section 2
discusses existing approaches to EAA classification and derives a common classifi-
cation framework based on these approaches and a discussion of general attributes that
are important for analysis methods and tools independently of the EAA domain.
Section 3 classifies EAA tools and methods that have been described in literature based
on the developed EAA classification framework. The last Sect. 4 then summarizes the
findings and draws an outlook on further investigations of the topic.

2 EAA Classification Framework

In this section we develop a framework for enterprise analysis classification. It is based
on previous work by Buckl et al. [7], Hanschke [14, 15], Niemann [28], and Lankhorst
et al. [23] in connection with Ramos et al. [29, 30, 33, 34] which is presented in
Sect. 2.1 “Related Work”. These major approaches on the field are used to derive
dimensions (D) for classification, labelled with roman numbers I to VIII. Additional
sources are included were appropriate in order to emphasize on possible additions and
alternatives for classification. Section 2.2 then describes the developed classification
framework which tries to provide a common view on the topic.

2.1 Related Work

Buckl et al. define in [7] a classification schema that uses five dimensions: (I) Body of
Analysis (II) Time Reference (III) Analysis Technique (IV) Analysis Concern and
(V) Self-Referentiality.

Regarding (I) Body of analysis: Buckl et al. make a distinction between (1) struc-
ture, (2) behaviour statistics and (3) dynamic behaviour. While structure analysis
assesses the architecture as it is defined, behaviour statistics include operational data
like server availability and dynamic behaviour considers the consequences of changes
in the system status on instance level. (II) Time Reference: Differentiates between the
analysis of current (ex-post) and planned (ex-ante) architectures. (III) Analysis Tech-
nique: (1) Expert-based means that the analysis is performed manually by experts that
may provide concrete action plans or just general strategy recommendations.
(2) Rule-based analysis defines constraints to the enterprise architecture that must be
fulfilled in the form of rules. (3) Indicator-based analysis describes also automated
analysis techniques with results of quantitative nature. (IV) Analysis Concerns differ-
entiates between (1) functional and (2) non-functional approaches. Functional
approaches check the function of the EA. Non-functional approaches in contrast
consider quantitative measures regarding system performance. There is a correlation for
analysis approaches between being non-functional and being indicator-based. (V) Self-
referentiality: aims at the identification of approaches that analyze the Enterprise
Architecture Management itself. While EA analysis does not consider EAM parts of the
EA in special (self-referentiality: none) also EAM processes might be analysed
(self-referentiality: single level). If additional cross-layer aspects of EAM are consid-
ered, Buckl et al. speak of multi-level Self-referentiality.
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Hanschke provides an operationalization of EA analysis and planning via so-called
“patterns” and defines two dimensions for the classification of analysis approaches
[14]: (VI) Analysis function and (VII) Architecture Sub-model. Thus, a particular
analysis goal can be intended for a particular layer of the EA. Hanschke identifies
Business, Information Systems, Technical, and Infrastructure Layer. Regarding the
analysis functions, the following distinctions are made: (1) Discovery of potential
redundancies (2) Discovery of potential inconsistencies (3) Needs for organizational
changes (4) Implementation of business goals (5) Optimization and required changes
on technical and infrastructure layer.

Niemann [28] classifies by analysis function (VI) only and does not consider
Architecture Sub-models. He names the following analysis functions: (1) Dependencies
(2) Redundancies (3) Interfaces (4) Heterogeneity (5) Complexity (6) Compliance
(7) Costs and (8) Benefits. This distinction has also for example been used by [3]. The
problem of this classification is the mixture of rather general functionality like
assessment of complexity and costs and rather concrete one like the assessment of
application interfaces.

Lankhorst et al. [23] use two dimensions in order to classify enterprise architecture
analysis approaches. In the first dimension they make a distinction between functional
and quantitative approaches. This is similar to the dimension (IV) Analysis Concerns
by Buckl et al. [7], considering non-functional approaches as quantitative. The second
dimension by Lankhorst et al. differentiates between analytical and simulation
approaches. These match dimension (III) Analysis Technique by Buckl et al. However,
different classes are defined.

Ramos et al. [29, 30, 33, 34] made additions to the classification approach by
Lankhorst et al. in order to provide a more detailed classification schema. They assign
analysis functions to either quantitative or functional analysis. Thus dimension
(IV) Analysis Concern is connected with dimension (VI) Analysis Function. The
values are for quantitative approaches: (1) Performance (2) Optimization (3) Cost
(4) Availability (5) Capacity Planning (6) Quality Trade-off. Functional analysis
functions are: (1) Alignment (2) Coherence (3) Correctness (4) Gap analysis
(5) Counting/Complexity (6) Process (7) Human Resources (8) Conformance (9) Graph
Structure (10) Impact of Change. Ramos et al. [29, 30] also divide analysis approaches
by dimension (VII) Architecture Sub-model. In contrast to Hanschke they base their
layering in the ArchiMate standard. An additional dimension for the classification of
EAA approaches is provided by Ramos et al. with (VIII) the Status (used in their EAA
functions repository [33]). Here the status of implementation is considered. Thus,
whether an analysis approach is (1) described in general (2) fully specified or
(3) implemented.

Naranjo et al. [26] made a survey regarding enterprise analysis techniques (di-
mension (III)). The result was a collection of analysis techniques which are more
concrete regarding implementation than those provided by Buckl et al. and analysis
functions (dimension (VI)) that are implemented by these techniques. In the context of
the paper by Naranjo et al. what we consider analysis functions is called analysis
concern.
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2.2 Framework Construction

Based on the discussion in the previous section, the dimensions for the classification of
EAA approaches are derived which and shown in Table 1. The proposed dimensions
are assigned to four main EAA questions to be answered.

Most of the dimensions considered so far are dealing with (question-A). (D-I) basi-
cally deals with the origin of data used for analysis. Thus, is only the enterprise archi-
tecture model considered (structure) or also the operational data (behaviour)? We do not
make the distinction between behaviour statistics and dynamic behaviour as in the
original source by Buckl et al. Even there, only one approach has been identified that
specifically considers dynamic behaviour.We also decided to omit (D-II) Time Reference
[7], because in general all analysis approaches can be applied to current and planned
enterprise architecture models as well. The distinction between functional and quanti-
tative approaches (D-IV) is used by several authors and thus also adopted for our clas-
sification framework. (D-V) Self-referentiality is not considered because it is only
proposed by Buckl et al. They provide only one example for an analysis approach that is
explicitly designed to be applied to the EA-function within an enterprise. Furthermore,
EA specific analysis can be considered as an analysis function that is specific to a certain
architecture sub-model (D-VII). Regarding (D-VII) Architecture Sub-model we suggest
to use the ArchiMate modelling standard – its layers and extensions – as a framework to
identify sub-models because of the general acceptance of ArchiMate [3].Moreover, there
is a lot of flexibility in the ArchiMate standard to address very specific EA sub-models.

Table 1. Enterprise architecture classification framework

A) What is being analysed? (D-I, D-IV, D-VII)

Body of Analysis [7] Structure Behaviour

Analysis Concern

[7] [23] [29]

Functional Quantitative

Architecture Sub-Model

[15] [29]

Business Application Technology … General

B) How is the analysis performed (D-IX, D-III)

Coverage Expert-based Automated Integrated

Analysis Technique

[7] [23] [29] [26]

Rule validation Quantitative Analysis … Semantic 

Technologies

C) What is the analysis function? (D-X, D-VI)

Analysis Type Descriptive Predictive Prescriptive

Analysis Function

[15] [28] [29] [26]

Coherence Process Alignment … General

D) What is the practical relevance of the analysis approach? (D-VIII)

Validation Proposed Prototype Case Study
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Additionally, there is a class “General” for EAA techniques that are described on an
abstraction level that allows their application to all possible EA sub-models.

Although (question-B) is only connected to (D-III) Analysis Technique, there are
different approaches at different abstraction levels to this topic. On the most general
level we distinguish expert-based (manual) approaches (cf. Buckl et al.), automated
approaches, and integrated approaches. Since, EAA is part of a decision making
process, experts’ decision and interpretation comes into place at a certain point and
expert analysis of EA models must be supported by tools in order to handle the model
complexity [21]. However, we consider a method only as integrated when the interplay
between expert and automated analysis is explicitly described. We introduce a new (D-
IX) Coverage to depict this. Regarding automated analysis there is a broad variety of
available analysis techniques. Describing them on the level of being
rule-based/indicator based [7] or analytical/simulation based [23] is too coarse. As
shown for example by [25] there are families of techniques that can be used to
implement a variety of analysis functions (e.g. Quantitative Performance Analysis,
Probabilistic Relational Models, Rule Validation). Furthermore, techniques for expert
based analysis may be described. Typically, expert-based analysis techniques are used
to analyse complex or new situations for that no rules or algorithms exists. Another
reason why expert-based analyses are used is a lack in the underlying EA model. In this
case, relevant characteristics are missing in the model and therefore only exist in human
brains. Jugel et al. describe in [19] interactive functions of a cockpit. The interactive
function “graphical highlighting and filtering” is an example of an expert-based
analysis. Using this interactive functions, e.g. stakeholders are able to enrich elements
of the EA model by using annotations. In addition, annotations can be used as criteria
to highlight elements of the architecture. Thus, we populated this dimension with
values from Naranjo et al. and our literature review that is described in the next section.

Also regarding (question-C), different sets have been proposed for possible answers
(D-VI) by the respective authors. The most comprehensive set based on the number
functions of has been defined by Ramos et al. [33, 34]. Still, there are EAA functions
that are not covered by this set and the field is developing. Thus, values should be
based on an analysis of EAA approaches in the field. Furthermore, some approaches
describe general techniques that are not bound to a certain analysis function. Thus, we
introduce a class “General” here. From the general analysis perspective we add (D-X),
analysis type based on the analysis taxonomy provided by Delen et al. [11]. Analysis
can be either descriptive, predictive, or prescriptive. While the last type - prescriptive
analysis - covers the complete decision making process. There are clear criteria nec-
essary in order to make a distinction between descriptive and predictive analysis.
Generally, an analysis based on models that describe the current state is descriptive and
an analysis that bases on models that describe a future state is predictive. Thus, each
technique that analyzes a model is descriptive and predictive as well. We attribute
“predictiveness” to all EAA approaches that do not rely on current operational data and
that are able to describe future EA states.

(Question-D) aims at the validation EAA approaches. While Ramos et al. [33, 34]
only consider the status of implementation in their EAA framework, a broader view is
necessary. Thus we differentiate between (1) proposed (2) prototype and (3) case study
here.
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3 Assessment of EAA Approaches from Literature

While there are many applications for the developed EAA classification framework like
providing a catalogue of EAA approaches or assessing the descriptions of EAA
approaches, in a first step we investigate, how the classes defined by the framework are
filled by current EAA approaches from literature. This is on the same hand a first
validation of the framework by validating its applicability and coverage. We performed
a Systematic Literature Review (SLR) according to Kitchenham [17, 22]. The literature
review process generally consists of 4 steps. The first three steps are described in
Sect. 3.1. Table 2 describes the result of data analysis which includes the application of
our EAA classification framework.

3.1 Paper Selection and Data Extraction

The goal of the literature search was to systematically identify EAA approaches that are
present in scientific publications while being replicable and thorough. Finally, 16
relevant publications have been identified (AIS Electronic Library: 3, IEEE Xplore: 6,
Science Direct: 1, Springer Link: 6) listed in the reference section [1, 2, 4–6, 8–10, 12,
13, 16, 18, 25, 27, 31, 35].

We conducted the data extraction with a focus on EAA techniques. Thus, first we
clustered the approaches by used techniques/technologies and then we made a classi-
fication according to our framework. For reasons of brevity not all dimensions are
covered. Most Publications (5) used Probabilistic Relational Models (PRM) for EAA.
Based on literature, their main area of application is the predictive, quantitative analysis
of technical and of application components. The mentioned analysis functions were
Availability, Maintainability, and Security or in general system performance. The
second cluster of approaches uses semantic technologies. Out of the 5 publications [1,
2, 4–6], three refer to the same approach [1, 2, 4]. Generally, semantic technologies are
fit for structural, functional analysis. An advantage is the good integration of different
domains. Thus, the technology is applicable to generally all possible architecture
sub-models/sub-domains. A common analysis function of all described semantic
approaches is Impact Analysis. Graph-based approaches have been presented by two
authors [5, 25]. These approaches assess graph characteristics of the EA-model in order
to analyze the EA. The remaining three EAA techniques have been presented by just
one paper each. The paper regarding AHP [31] on its very general level also considers
the use of operational data (Body of Analysis – Behaviour) and is the only approach
performing a prescriptive analysis. The Wiki-based approach [9] remains on a very
general level. The Extended Influence Diagram (EID) approach [18, 27] is very close to
PRM in its classification.

Looking at the framework dimensions and the classes defined in this dimensions
regarding their coverage (Table 2), it reveals that there are approaches missing that
consider operational data (Body of Analysis – Behaviour), that describe solely inter-
action of experts (Coverage – Expert-based), and that provide prescriptive analysis. On
the other hand, most of the approaches have been validated in form of a prototype or a
case study.
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4 Summary and Outlook

The developed framework for EAA classification uses established dimensions for
classification by deriving a common view based on existing EAA classification
approaches from literature. This comes with omitting dimensions that did not seem to
have established and with suggestion of new ones. Within the dimensions, a possible
class structure has been presented. Section 3 proved the general applicability of the
framework based on a SLR. It also showed its usefulness for the assessment of EAA
techniques. Furthermore, possible directions for future research can be derived, which
is one of the goals of an SLR and in this case supported by the framework (see
Table 2). For example, prescriptive analysis approaches are underrepresented, as well
as approaches explicitly including operational data and methodological support for
experts performing EAA.

However, more insight should be provided by extending the number of assessed
EAA approaches. The SLR base may be extended. Furthermore, the authors of EAA
classification approaches provide examples themselves, that be applied to our frame-
work. Ramos et al. present a variety of EAA techniques on their project site (see [33,
34]). Even more insight can be gained from the assessment of EAA in practice: Which
of the techniques are actually used in enterprises? How is EAA done in practice?
Results may be an assessment of the practical relevance of certain EAA classes but also
additional dimensions for classification. Possible points for an extension of the
framework may be the analysis effort that is of course relevant for practice and a deeper
investigation of the role of EAA in the EAM process.

Table 2. Class instances based on the performed SLR (number of instances in braces ())

A) What is being analysed? (I, IV, VII)

Body of Analysis Structure (11) Behaviour (1)

Analysis Concern Functional (4) Quantitative (8)

Architecture Sub-Model Business
(9)

Application
(11)

Technology
(10)

… General
(3)

B) How is the analysis performed (IX, III)

Coverage Expert-based (0) Automated (8) Integrated (3)

Analysis Technique …

C) What is the analysis function? (X, VI)

Analysis Type Descriptive (6) Predictive (9) Prescriptive (1)

Analysis Function …

D) What is the practical relevance of the analysis approach? (VIII)

Validation Proposed (2) Prototype (4) Case Study (5)
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In addition to the assessment of EAA techniques and the identification of research
gaps, the framework may also be used to improve the description of EAA approaches
by providing a template and also to create an EAA catalogue that allows the selection
of appropriate EAA approaches depending on the situation at hand.
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Abstract. Existing research provide frameworks for analysing the rationale
behind engineering methods and how this rationale matches the rationale of
individual project members. As methods are used in groups, this raises questions
about how to study method rationale on an aggregated project level. We propose
an elaboration of method rationale theory to enable this type of analysis. We
introduce the concept of collective method rationale together with metrics to
capture this aggregated rationale. The conceptual work is implemented in a
computerized tool, which enables analyses of collective method rationale in
product development projects. These are the results of an action research project
and we present a pilot test of the computerized tool to demonstrate the concept.

Keywords: Method rationale � Collective method rationale � Modelling
rationale

1 Introduction

Organisations choose to apply engineering methods for many reasons. These methods
provide guidance through complex scenarios and tasks. Methods can be regarded as
theories about actions to perform in order to reach given goals. This implies that they
have an inherent conception of a desired target state. Subsequently, there are relations
between this target state and the proposed actions [1]. Ultimately, methods can be
viewed as reason based statements regarding target states, and as such they represent
rationality [2]. The concept of method rationale has been suggested as a way of
describing the underlying arguments for a method’s appearance [e.g. 3, 4].

The concept intends to capture the relations between a method, or parts thereof, and
the goal that this method (part) aims to fulfil. A potential method user has goals and
chooses between method parts that can help reach his/hers own goals. A wise choice of
method parts would of course be parts that have goals overlapping those of the method
user, i.e. to achieve rationality resonance [5].

As methods usually are put to use in groups, this raises the question about how to
study the phenomenon of method rationale on an aggregated project team level. Most
of the studies on method rationale have focused how the concept can be used as a
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facilitator for planning a project based on individual rationality resonance [e.g. 6–8].
An exception is Wistrand [9] and Karlsson [10], they have aggregated individual
rationality resonance into a collective concept. Still, both of them build on the indi-
vidual preferences towards the selection of certain method parts. Moreover, there are
few studies that have focused on method rationale in retrospection, i.e. studying what
kind of method rationale a project has emphasized when it was carried out.

Therefore in this paper we pose the following research question: how can we
measure and visualise method rationale on a project level? For this purpose we
introduce the concept of “collective method rationale”, complemented with newly
developed metrics operationalizing this concept, and a computerized tool where the
metrics are implemented as part of a process modelling approach.

2 Existing Research on Method Rationale

Several scholars [e.g. 11–13] have concluded that methods are based on the rationale of
the method engineer, which has provided guidance through the method design. Hence,
each engineering method is founded in a goal and value system [1]. Fitzgerald et al.
[14] have suggested that methods are adapted when applied, which is in line with
Argyris’ and Schön’s [15] theory on organizational learning. Argyris and Schön [15]
have highlighted that organisations’ explicit action strategies, such as prescribed
engineering methods, are enacted and realised through the actions taken by the indi-
vidual practitioners. In other words, it has been shown that action strategies are adapted
to the current situation based on the situational and local character of knowing, where
the project member’s rationale come into play. Argyris and Schön [15] have distin-
guished between “espoused theory” – an ideal established by the organisation “to
explain or justify a given pattern of activity” – and “theory-in-use”, representing “the
performance of that pattern of activity”.

In the quest for situational methods, both Ågerfalk [16] and Wistrand [9] have
stressed the importance that the rationale of project members and the prescribed method
need to match. Both scholars draw on the concept of rationality resonance [5];
rationality resonance occurs when the (private) rationale of the project member and the
(public) rationale of the method match and the method is perceived as support.

Most of the above-mentioned research takes an individual approach to
‘theory-in-use’, i.e. situational methods, and method rationale. They either focus on
rationality resonance between the individual project member and the chosen method
[e.g. 5, 16], or how the private rationale of a project member can be used to transform a
prescribed method into a situational one [e.g. 6, 17]. Few studies have focused on the
rationale that exists on a project level. Wistrand [9] is a notable exception; he intro-
duced the concept of collective rationality resonance in a group. However, he did not
discuss how to collect data to fill and visualise this concept. Karlsson [10] proposed a
data collection and analysis technique for collective rationality resonance based on
self-reports coming from project members. But, this approach still departures in an
individual approach towards method rationale whilst focusing on resonance.
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3 Conceptual Framework

Given the aim of this paper and the state-of-the-art in existing research there is a need
for additional conceptual work in order to measure the collective method rationale of a
project. Figure 1 presents the main concepts of the existing research together with our
additional concepts for addressing rationale as a project group phenomenon. The figure
is illustrated using a UML Class diagram.

The conceptual framework builds on the method component concept, which is in
line with Wistrand [9] and Karlsson [10]. Method components as espoused theories
offer possible achievable goals that are anchored in values. Project members have
selected method components as a means to receive guidance concerning project tasks.
The goals of the selected method components constitute the collective method ratio-
nale, either as a plan (espoused theory) or as executed (theory-in-use).

In order to measure collective method rationale we need to discuss the internal
structure of the method component concept. A method component is a self-contained
part of an engineering method, and consists of five types of method elements that all are
related to goals: artefact, actions, actor role, concept, and notation [18]. Action
expresses the activities that need to be done to transform input artefacts into defined
output artefact. Actor role expresses who should carry out or participate in a specific
action. Concepts guide the actor towards certain aspects of the engineering task.
Finally, the method element notation expresses how the results should be represented
when documented.

When examining the method elements, actions are of particular interest. Project
members propel projects forward through actions that consume time. Time is often
considered one of the most important volume metrics of a project, and shows the
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emphasis put on specific parts of a project. Time is also part of official project artefacts
such as project plans and time report sheets. Hence, we have added time as a char-
acteristic to the action method element. Considering that an engineering method con-
tains a number of selected method components we can define the relative collective
method rationale towards a specific goal, X, as follows.

P

Number of method
components targeting

overall goal X
k¼0 Time units for method component k

P

Number of method
components in the
engineeringmethod
n¼1 Time units for method component n

ð1Þ

and

1 ¼
X

Number of
overall goals
m¼1

Relative collective method
rationale for overall goal m

ð2Þ

This definition of measuring relative collective method rationale introduces a restriction
on the method component’s conceptual model. In the original concept [18], actions can
be performed with multiple goals in mind. However, in these metrics a method com-
ponent only have one overall goal.

4 Research Method

The research approach applied in this study is characterised as action research [19],
carried out as a collaboration project between academia and industry. The parties
involved are companies from defence and motorsport industry. The approach follows
the traditional “canonical” action research process-model with iterations through the five
stages of diagnosing, action planning, action taking, evaluating and specifying learning
[20]. The paper covers the second of four planned iterations to develop a method and a
computerized tool for benchmarking project and organisations with regard to the
rationale behind chosen engineering methods. The first iteration has been reported on in
Karlsson et al. [21]. Below we discuss each of the five stages of the second iteration.

4.1 Diagnosing

During the diagnosing stage, we analysed a subset of the overall industry and research
problem. In addition, the identified state-of-the-art research was analysed together with
our industrial partners during a series of workshops. Based on the results we formulated
an aim for the second iteration: to develop a concept, a metric and a computerized tool
to capture and visualize the collective method rationale employed in a product
development project.
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4.2 Action Planning

During the action planning stage, we focused on conceptual work and elicitation of the
requirements for the second version of the computerized tool. We introduced the
concept of collective method rationale into the existing conceptual framework of
method rationale. In addition, we operationalized this concept as a metric to be
implemented in the computerized tool. The operationalization resulted in a number of
requirements (user stories) concerning modifications and extensions of the tool. In
parallel with implementing the computerized tool we searched for a suitable goal
nomenclature to use during process modelling. Given the industry problem of com-
paring projects and organisations with regard to the rationale behind chosen engi-
neering methods, we needed a nomenclature that could be used across projects as well
as organisations. We chose to use the goal structure in the Capability Maturity Model
Integration for Development (CMMI-Dev) v1.2 [22]. It contains an established set of
generic goals for product and service development. These goals are structured in a
hierarchical fashion; goals that can be found across projects and organisations.

4.3 Action Taking

During this stage we made a first full-scale test of the modified tool and the newly
developed metrics. Data from an implemented product development project at a
motorsport partner were collected, modelled and analysed using the computerized tool.
The project was chosen based on reasonable size and complexity, and availability of
data and contact persons. The data collection took place at the premises of the
motorsport partner at two separate occasions. Given the industry’s overall bench-
marking interest of actual practices, we chose to model the theory-in-use version of the
method. This meant that we collected data about the enacted method.

We used semi-structured interviews, project reports and log books to reconstruct
the project. Our interview questions focused on executed method components and their
parts, including goals, deliverables, start and finishing dates, main activities, consumed
time and applied outsourcing strategies. The interviews were held with the project
manager. In the case a method component targeted multiple overall goals, the project
manager was asked to (a), if possible, divide the method component into two or more
components, or (b) pin point the main overall goal that had consumed the most work
effort during the method component’s execution. Notes were taken during the inter-
views and the project manager reviewed the documentation in order to validate the data
and to authorise that it could be used as part of the research project. These notes were
used for reconstructing the method in the computerized tool. Finally, each of the 23
identified method components was traced to one of the 22 top-level goals in
CMMI-Dev. This analysis was carried out together with the project manager.

4.4 Evaluation

During the evaluation stage we arranged a joint workshop to discuss the initial results.
First, we presented the current version of the conceptual framework and the metrics
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used. Second, we presented how the chosen project had been modelled. Third, we
presented the analytical results (see Fig. 2) and how to interpret the way collective
method rationale is visualised. Finally, we conducted a feedback session where we
discussed (a) the usefulness of the analysis in relation to the industry problem, and
(b) problematic aspects during data collection and modelling.

4.5 Specify Learning

During the specify learning stage we structured and assessed the results into lessons
learned and change requests for the next iteration. Lessons learned contained advices
on how to use the conceptual framework, the metrics, and the computerized tool.

5 Results – Empirical Example

Our chosen motorsport partner develops, designs, sells and leases cars for rally cross
and extreme motorsport. The company also operates its own team internationally in
several rally cross championships. The analysed motorsport project was a 13-months
development project of a new car. The project was executed in a fifty-fifty work share
division between our motorsport partner and a business partner. Our motorsport partner
had the main responsibilities for the development and the final assembly of the cars.
Marketing activities of the new car were integrated into the project and executed jointly
with validation activities related to driver experiences resulting in signed car contracts
prior closure of the development project.

Fig. 2. The motorsport project’s collective method rationality profile
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5.1 Results from Action Taking – Modelling and Analysis

Figure 2 illustrates the results of our analysis using the relative collective method
rationale as a radar diagram. This enables us to create a visual profile of the project’s
employed rationale, where the relative collective method rationale of each analysed
goal is plotted as a value between zero and one.

The radar diagram has seven axes, one for each goal we have identified.
Approaching the goals in descending order, the figure shows that the motorsport project
employed most of its collective method rationale related to the “technical solution”-
goal. Technical solution according to CMMI-Dev means, “to design, develop, and
implement solutions to requirements” [22]. Almost 43 % of the efforts have been put
into this particular goal. The “verification”-goal is the second most employed rationale
in the project, accounting for approximately 17 %. Verification means spending
resources “to ensure that selected work products meet their specified requirements”
[22]. The “validation”-goal, i.e. “to demonstrate that a product or product component
fulfils its intended use when placed in its intended environment” [22], is the third most
focused part of the collective method rationale. In the project it accounts for 15 %. The
goals “product integration” and “supplier agreement management”, each account for
approximately 8 %. Product integration aims “to assemble the product from the product
components, ensure that the product, as integrated, functions properly, and deliver the
product” [22], and supplier agreement management means that the project has put effort
into activities in order to “manage the acquisition of products from suppliers” [22].
Finally, the collective method rationale that has been employed the least in the project
is “requirement development” and “project planning”. They account for approximately
4 % each. Requirement development aims “to produce and analyse customer, product,
and product component requirements” [22] and project planning means “to establish
and maintain plans that define project activities” [22].

5.2 Results from Evaluation – Workshop with Practitioners
and Researchers

The evaluation was conducted as a half-day workshop. The practitioners concluded that
the concept and its operationalization were straightforward and applicable. As an
example, one practitioner said: “[T]he informative and straight forward approach gives
it a high potential to become widely used in practice in our organisation”. However,
during the workshop challenges with low data resolution were discussed. The dis-
cussion centred on how the size of the method components could affect the collective
method rationale profile. Coarse-grained method components give an imprecise profile,
which might be sensitive to how the components were classified with regards to the
overall goal. The project’s resulting profile was perceived as easy-to-grasp. The
practitioners used words like “informative” and “simple to interpret”. However, the
participants discussed how the radar diagram would work when larger projects are
modelled that include all 22 goals in CMMI-Dev. This is illustrated by one of the
practitioners: “The analysed project has seven goals. A project with a lot of goals will
most probably have a less interpretable profile than the analysed project”.
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5.3 Results from Specified Learning

Based on the workshop and the modelling activities two lessons learned were made.
First, we must be able to handle a larger number of goals than only the seven identified
in the pilot project, without cluttering the visual presentation. However, this is still only
a potential problem, and modelling of additional projects will show if this must be
addressed. We can conclude that we need to use the area in the radar diagram more
efficiently, because some of the values get cluttered in the centre of the diagram.
Second, there is a need for more fine-grained method components, in order to improve
the analytical precision. This does not call for design changes of the computerized tool.
Instead, we need to adapt the way data is collected and which kind of data we use.

6 Conclusions

The concept of method rationale has in previous research mostly focused on an indi-
vidual’s preferences towards engineering methods and how project members choose
among different method parts based on these preferences. In order to understand how
method rationale can be captured on an aggregated level, such as in project teams, we
have proposed the concept of collective method rationale. In this paper we have shown
how a modified version of the method rationale theory can be applied to capture
collective method rationale of a project. We have presented metrics for capturing
relative collective method rationale and used it to analyse a project at a motorsport
company. We have shown the collective method rationale using a radar diagram in a
computerised tool. Based on the feedback from practitioners this seems to be fruitful
way to convey the metrics and the analysis.
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Abstract. Risk management is today a major steering tool for any organization
wanting to deal with Information System (IS) security. However, IS Security
Risk Management (ISSRM) remains difficult to establish and maintain, mainly
in a context of multi-regulations with complex and inter-connected IS. We claim
that a connection with Enterprise Architecture Management (EAM) contributes
to deal with these issues. According to our research agenda, a first step towards a
better integration of both domains is to define an EAM-ISSRM conceptual
integrated model. To build such a model, we will improve the ISSRM domain
model, a conceptual model depicting the domain of ISSRM, with the concepts
of EAM. The contribution of this paper is focused on the improvement of the
ISSRM domain model with the concepts of TOGAF, a well-known EAM
standard.

Keywords: Information security � Risk management � Enterprise architecture �
TOGAF � Compliance

1 Introduction

Nowadays, Information System (IS) security and Risk Management (RM) are required
for every organization that wishes to survive in this networked world. Whether for
purely compliance purposes, business development opportunities, or even governance
improvement, organizations tend to implement a security strategy based on an IS
Security RM (ISSRM) approach. However, organizations have to deal with pressures
that increase the complexity of managing security risks: regulatory pressure involving
ISSRM requirements [1–3], increasing number of threats and complexity of current IS
[6, 7], lack of efficiency in the process followed [1], or difficulty to have a clear and
manageable documentation of ISSRM activities [1]. Due to this complexity, new
solutions are required to address security risks. Classical ISSRM methods [1, 2] are
indeed not suitable to deal with the complexity of organizations and associated risks, in
a context of compliance and governance.
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Enterprise Architecture Management (EAM) has shown to be a valuable and
engaging instrument to face enterprise complexity and the necessary enterprise trans-
formation [3, 4]. EAM offers means to govern complex enterprises, such as, for
example, an explicit representation of the enterprise facets, a sound and informed
decisional framework, a continuous alignment between business and IT, and so forth
[5]. By integrating EAM with ISSRM, we aim to be able to deal with the preceding
listed issues related to the complexity of organizations and associated risks.

In earlier work, we have integrated the concepts of existing ISSRM standards and
methods into a domain model, that we called the ISSRM domain model [6]. The goal
of our research is to improve this model by extending it to a framework (modelling
language, method, and tool) that incorporates results from EAM research [7] and that
can be used in practice. A first step is to define an integrated EAM-ISSRM conceptual
model which will be called the “EAM-ISSRM integrated model”. This paper describes
part of this work and its contribution is focused on analysing if and how the concepts
that are part of TOGAF, a well-known standard in the domain of EAM published by
The Open Group [8], can be used to improve the ISSRM domain model. Note that we
do not propose a modelling language, although this task is part of our next objectives,
but we define an underlying conceptual model for such a language. This model will be
a key artefact towards the definition of a dedicated modelling language and of the
associated ISSRM method.

In the following section, the background of our work is described: it introduces the
ISSRM domain model and the TOGAF standard. Section 3 presents the conceptual
alignment between the concepts of TOGAF and those of the ISSRM domain model,
and then explains the key conclusions. An integrated EAM-ISSRM conceptual model
based on TOGAF is proposed in Sect. 4. Section 5 is a comparison with related work.
Finally, conclusions and future work are presented in Sect. 6.

2 Background

2.1 The ISSRM Domain Model

In our preceding work, the concepts of ISSRM have been represented as a domain
model, i.e. a conceptual model depicting the studied domain [6]. The ISSRM domain
model was designed from related literature [1]: risk management standards,
security-related standards, security risk management standards and methods, and
security requirements engineering frameworks. The ISSRM domain model is com-
posed of 3 groups of concepts: Asset-related concepts, Risk-related concepts, and Risk
treatment-related concepts. Each of the concepts of the model has been defined and
linked one to the other, as represented in Fig. 1.

Asset-related concepts (light grey boxes) describe assets and the criteria which
guarantee asset security. An asset is anything that has value to the organization and is
necessary for achieving its objectives. A business asset describes information, pro-
cesses, capabilities, and skills inherent to the business and core mission of the orga-
nization, having value for it. An IS asset is a component of the IS supporting business
assets like a database where information is stored. In our context, and as described in
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the ISSRM literature [1], an IS is a composition of hardware, software, network, people
and facilities. A security criterion characterises a property or constraint on business
assets describing their security needs. The most common security criteria are confi-
dentiality, integrity and availability. A security objective is the application of a security
criterion on a business asset (e.g. the confidentiality of personal information).

Risk-related concepts (white boxes) present how the risk itself is defined. A risk is
the combination of an event with a negative impact harming the assets. A negative
impact describes the potential negative consequence of an event that may harm assets
of a system or organization, when an event causing this impact occurs. An event is the
combination of a threat and one or more vulnerabilities. A vulnerability describes a
characteristic of an IS asset or group of IS assets that can constitute a weakness or a
flaw that can be exploited by a threat. A threat characterises a potential attack or
incident, which targets one or more IS assets and may lead to the assets being harmed.
A threat consists of a threat agent and an attack method. A threat agent is an agent that
can potentially cause harm to IS assets. An attack method is a standard means by which
a threat agent carries out a threat.

Risk treatment-related concepts (dark grey boxes) describe what decisions,
requirements and controls should be defined and implemented in order to mitigate
possible risks. A risk treatment is an intentional decision to treat identified risks.

Fig. 1. EAM-ISSRM integrated model based on TOGAF
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A security requirement is a desired property of an IS that contributes to a risk treatment.
Controls (countermeasures or safeguards) are a designed means to improve security,
specified by a security requirement, and implemented to comply with it.

2.2 TOGAF

TOGAF is a framework — a detailed method and a set of supporting tools — for
developing an enterprise architecture [8]. It is a standard established and maintained by
The Open Group, an industry consortium focused on IT standards. A key aspect of
TOGAF is the TOGAF Architecture Development Method (ADM), a tested and
repeatable process for developing architectures. The ADM includes establishing an
architecture framework, developing architecture content, transitioning, and governing
the realization of architectures. The TOGAF Architecture Content Framework
(ACF) provides a structural model for architectural content, developed all along the
different steps of the ADM, which allows major work products to be consistently
defined, structured, and presented. The TOGAF ACF is structured according to its
Content Metamodel. This metamodel is a single view that encompasses all four of the
TOGAF architecture domains (Business, Data, Application; and Technology Archi-
tecture), and that defines a set of entities that allow architectural concepts to be cap-
tured, stored, filtered, queried, and represented in a way that supports consistency,
completeness, and traceability. The TOGAF Content Metamodel and its associated
glossary are of particular interest for the analysis performed in this paper. More
information about TOGAF can be found in the TOGAF 9.1 reference book [8].

3 Conceptual Alignment Between Concepts of TOGAF
and Concepts of the ISSRM Domain Model

The conceptual alignment consists of identifying the semantic correspondence between
concepts of TOGAF and concepts of the ISSRM domain model. This task has been
performed by a focus group composed of five people. Three of them are ISSRM experts
and two of them EAM experts. All of the members of the focus group are researchers
having a good theoretical knowledge of ISSRM and/or EAM. Moreover, two ISSRM
experts are also experienced ISSRM practitioners (in total during the 10 last years, they
have performed more than 20 real-world applications of ISSRM in organizations, going
from SMEs to European institutions). The EAM experts are practitioners in the dis-
cipline, regularly facing real challenges from enterprises, and one of them demonstrate
proven experience in the application of the TOGAF framework: rolling out the ADM in
large companies, setting up and customizing TOGAF repositories corporate-wide and
in the scope of projects. Alignment decisions were taken only once a consensus has
been found among the members of this focus group.
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3.1 Alignment Approach

The approach followed is inspired by Zivkovic et al. [9]. Each relation between con-
cepts is classified according to the following semantic mapping subtypes:

• Equivalence: concept A is semantically equivalent to concept B;
• Generalisation: concept A is a generalisation of concept B, i.e. concept B is a

specific class of concept A;
• Specialisation: concept A is a specialisation of concept B, i.e. concept B is a generic

class of concept A;
• Aggregation: concept A is composed of concept B, i.e. concept B is a part of

concept A;
• Composition: concept A is composed of concept B (with strong ownership), i.e.

concept B is a part of concept A and does only exist as part of concept A;
• Association: concept A is linked to concept B.

The output of this step is a table, highlighting the relations between the concepts of
TOGAF and those of the ISSRM domain model. Such a table is presented in a technical
report [10] which aims to perform similar work with other EAM references including
ArchiMate, DoDAF and IAF.

3.2 Alignment Key Conclusions

Based on the definitions of the TOGAF Content Metamodel [8], and the definitions of
the concepts of the ISSRM domain [1, 6], the conceptual alignment aims at finding the
structural and semantic correspondences of the concepts defined in TOGAF with those
of the ISSRM domain model. In other words, the alignment highlights the capabilities
of the TOGAF approach to represent ISSRM concepts.

A detailed analysis of the results of the mapping is given next.

• Most of the core concepts of Business Architecture in TOGAF are specific kinds of
Business Assets. Capability is also considered as a Business Asset, although it is
not part of Business Architecture concepts.

• All of the TOGAF concepts of the Data, Application, and Technology Architectures
are specialisations of the concept of IS asset. More specifically, they are repre-
senting IT assets, i.e. IS assets of hardware, software or network kind. The only
exception is Technology Component which is an abstract entity, as well as the
concept of Business Service, which is a specialisation of Business asset.

• Data, Application, and Technology Architectures are adapted to represent an IT
system, but are lacking people and facilities class of IS assets, necessary to define an
IS in an information security context. However, they can be represented with the
help of the following concepts of the Business Architecture: Organization Unit,
Actor and Location.

• Event has no mapping with any ISSRM concept. It is defined as an organizational
state change that triggers a Process, and has thus no correspondence with concepts
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of the ISSRM domain model. The ISSRM domain model aims indeed at identifying
structural concepts at stake, and not at handling behavioural and methodological
aspects of ISSRM.

• Gap and Work Package have also no mapping with any ISSRM concept. They are
related to the project management aspects of architecture design and have thus no
correspondence with concepts of the ISSRM domain model.

• Driver is a generalisation of the Security criterion concept. In our context, we have
one main concern that is IS security, leading to drivers that are ISSRM security
criteria (i.e., confidentiality, integrity, availability, etc.). Regarding our scope, the
conditions that motivate the organization to define its (security) goals are related to
the need of confidentiality, integrity or availability of information processed in the
IS. In the same vain, the concepts of Goal and Objectives are a generalization of
Security objective.

• Measure is considered as a generalisation of Risk, because a risk is a specific kind
of measure. A risk is indeed an indicator or factor that can be tracked to determine
success or alignment with Objectives and Goals (i.e. confidentiality, integrity and/or
availability of Business Assets).

• Requirement is a generalization of Security requirement.
• The concepts of Principle (e.g., standard to be followed, regulation, etc.), Con-

straint (e.g., customer data is not harmonized within the organization) and
Assumption (e.g., the application to be used shall be security certified) are associ-
ated with the concept of Asset, as well as Organization Unit and Role, because the
latter can also be used to represent stakeholders (e.g. regulation organization,
customers, shareholders, etc.). All of these concepts are indeed used in TOGAF to
represent aspects considered as part of the environment of the assets and identified
during the context establishment step of the ISSRM process [2]. Concepts currently
composing the ISSRM domain model are the set of concepts used during risk
assessment and risk treatment steps.

To summarize, we can draw two main conclusions from the alignment. First,
although the mapping is complex, TOGAF brings a more fine grained representation of
(business and IS) assets than the ISSRM domain model. Second, TOGAF considers the
concepts that are part of the environment of the assets. This is not the case of the
ISSRM domain model.

4 EAM-ISSRM Integrated Model Proposal Based
on TOGAF

The preceding conceptual alignment between TOGAF and the ISSRM domain model,
and more specifically the key conclusions coming from this alignment, have high-
lighted that a set of concepts of TOGAF, when used in an ISSRM context, are spe-
cialisations of ISSRM concepts:

• The concepts of the Business architecture are specialisation of Business asset,
except Location, Actor and Organization unit that are specialisation of IS asset.
Capability is also a specialisation of Business asset.
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• The concepts of the Data, Application and Technology architecture are speciali-
sation of IS assets except Technology Component that is an abstract entity.

Some other concepts, always when used in an ISSRM context, are generalisations
of ISSRM concepts:

• Security requirements are specific instances of Requirement.
• Risk is a specific instance of Measure.
• Security criterion is a specific instance of Driver.
• Security objective is a specific instance of Goal or Objective.

Finally, some EAM concepts of TOGAF have been identified as related to concepts
of the ISSRM domain model:

• Assumption, Constraint, Principle, as well as Role and Organization Unit that are
external to the IS (represented as ext_Role and ext_Organization unit in Fig. 1) are
part of the environment of the assets studied. A new concept entitled “Environment”
has been added to the model and is composed of the preceding concepts.

The resulting EAM-ISSRM integrated model is shown in Fig. 1. It lies on the
ISSRM domain model, depicting the state-of-the-art concepts of ISSRM, and is
improved with EAM concepts, represented by black boxes with white names. In
summary, a refinement of Business and IS assets has first been added, allowing to
better model the complexity of current targets of ISSRM. Second, concepts related to
the environment of the IS and thus to context establishment requirements have also
been added. It helps to avoid that organizations provide insufficient ISSRM reports by
bypassing some fundamental aspects of ISSRM, and allows also tackling our challenge
of dealing with regulatory pressure involving ISSRM requirements.

5 Related Work

The Open Group, in a white paper published in 2015 [11], analyses different
approaches to modelling enterprise risk, as well as security concepts, based on
ArchiMate 2.1. However, the scope of this white paper differs from our scope because
they also consider non-security related risks (strategic, financial, project, etc.) with
information security risks (i.e. risks harming confidentiality, integrity and availability
of information). Barateiro et al. [12] propose an alignment between Risk Management,
Governance and Enterprise Architecture activities in order to provide a systematic
support to map and trace identified risks to artefacts modelled within an EA.
Innerhofer-Oberperfler and Breu [13] propose an approach for the systematic assess-
ment and analysis of IT-related risks in organizations and projects. The goal of the
approach is to bridge the different views of the stakeholders involved in security
management. SABSA [14] is a methodology for developing risk-driven enterprise
information security and information assurance architectures and for delivering security
infrastructure solutions that support critical business initiatives. The methodology relies
on the SABSA model, which is based on the Zachman framework [3] adapted
somewhat to a security view. Goldstein and Franck have proposed a set of 23
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requirements a modelling approach should satisfy to deal with IT security design and
management [15]. We share the common objective to define a Domain Specific
Modelling Language (DSML) enhancing an existing method for enterprise modelling.
Their scope is wider as ours, but includes some basic and relevant aspects related to
ISSRM. The CORAS approach is a model-driven approach in the sense that graphical
models are actively used throughout the whole risk analysis process to support the
various analysis tasks and activities, and to document the results [16]. However,
CORAS introduces its own kinds of diagrams and does not rely on EAM models to
perform ISSRM. As a conclusion, all of the preceding research works are providing
some initial and promising inputs towards leveraging EAM to deal with security and/or
RM issues. However, to the best of our knowledge, there is no extensive and mature
research work trying to benefit from research in EAM to improve RM in the specific
field of information security and proposing a complete and fully integrated conceptual
model of both domains.

6 Conclusions and Future Work

In this paper, we have described how we developed an integrated EAM-ISSRM con-
ceptual model based on the ISSRM domain model and the TOGAF standard. First, we
have analysed the concepts of TOGAF with regards to the concepts of the ISSRM
domain model. The result of this analysis is presented under the form of a conceptual
alignment table [10], highlighting the relations between the concepts of TOGAF and
those of the ISSRM domain model. After having performed this alignment, the key
conclusions are summarised, and then, an integrated EAM-ISSRM conceptual model
has been established.

As mentioned in the introduction, our work is part of a larger project, and is not
limited to TOGAF, that is only one relevant EAM approach. Other references from the
EAM literature will also be taken into account to be representative of the domain. To
facilitate a high acceptance level of our extension by practitioners, we plan to focus on
conceptual models that are used in practice. The EAM-ISSRM conceptual model will
be iteratively improved when considering additional references. Then, after having
established an integrated EAM-ISSRM conceptual model based on a representative set
of references, it is necessary to validate the results obtained. To do so, we plan to get
information about the utility and usability [17] of the EAM-ISSRM integrated model
by means of a validation focus group.

Acknowledgments. Supported by the Luxembourg National Research Fund, and financed by
the ENTRI project (C14/IS/8329158).
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Abstract. An agile enterprise requires evolvable information systems
and organizational structures. Some design theories, e.g. Normalized Sys-
tems theory, which were originally developed for designing information
systems, have been generalized and extended for the design of organiza-
tions. In addition to information systems, Normalized Systems theory has
recently expanded its applicability into the organizational level, includ-
ing business process. This resulted in a set of 25 design guidelines for
Normalized Systems Business Processes. On the other hand, Enterprise
Ontology provides advantages in understanding the essence of organiza-
tions for massive abstraction and complexity reduction. Since these two
streams of research apparently have similar goals, i.e. designing enter-
prises, using different approaches, some early studies tried to compare
or combine them. However, most of them achieved limited success. This
research investigates the literature, looking for a new way to connect
them. It concludes that it may be possible to sequentially utilize those
two artifacts in two different phases of enterprise engineering.

Keywords: Enterprise engineering · Design principle · Modeling prin-
ciple · Enterprise ontology · Normalized systems theory

1 Introduction

Enterprise engineering is an emerging sub-discipline of systems engineering that
studies enterprises from an engineering perspective. Loosely summarized, enter-
prise engineering has attempted to view enterprises from the perspective of engi-
neering and then (re)design and (re)implement them. Many researchers and prac-
titioners have been working on this new challenge and have produced a variety of
artifacts, such as ArchiMate [1], Enterprise Ontology (EO) [2], 4EM [3], MEMO
[4], Normalized Systems theory (NS) [5], S-BPM [6], and so on. On the other
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hand, some of those artifacts seem to exhibit some overlap in purpose. However,
since they have been developed to achieve their own specific goals, they have
their own aptitudes by nature. Instead of pursuing the ultimate and apparently
arduous goal of unifying them into a single theory, it seems both feasible and
valuable to explore a way to combine some of those artifacts in a beneficial
manner.

Therefore, this paper tries to find a possible way to combine two artifacts
that have recently raised interest, namely EO and NS, rather than unifying them.
Indeed, there are several existing studies which tried to compare and potentially
find a clue to the unification of the two artifacts in the past. However, most
of them achieved limited success, possibly because the two artifacts were com-
pared in the same class of artifacts. In contrast, the authors believe that they
should be located in different classes: modeling principles and design princi-
ples, respectively. Therefore, this paper investigates the literature, keeping this
hypothesis in mind. Stated another way, this study will answer the following
research questions: (1) Is EO a modeling principle? (2) Is EO a design principle?
(3) Is NS a modeling principle? (4) Is NS a design principle?

The remainder of this article is organized as follows: Sect. 2 provides brief
introductions of the theories of EO and NS, related past works, and the basics
of modeling and design principles in the context of model-based systems engi-
neering. Section 3 is the main part of this paper, answering the research questions
by collating descriptions of EO and NS with ones of modeling and design prin-
ciples. After reflection and discussion in Sects. 4, 5 concludes this article with
possible future directions for research.

2 Literature Review

2.1 Theoretical Foundation

Enterprise Ontology.1 EO can be loosely described as a well-founded dis-
tinctive set of notions, theories, and a methodology for grasping and steering
the complexity of enterprises. Here, enterprise is an overall term to identify an
intentionally created entity of human endeavor with a certain purpose, e.g. a
company, organization, business, governmental agency, and so forth [7, p. 4].
Although EO may accommodate more than one methodology in principle, there
exists only one methodology available at this moment, known as “Design & Engi-
neering Methodology for Organizations (DEMO)”. The basic assumption of EO
is that enterprises are highly complex, as well as highly organized, entities, and
thus, a formal theory and methodology are required to achieve the purpose of
an enterprise [7, p. 4]. By collating this comprehension against the definition of
a system, enterprises are regarded as systems and are now a subject for systems
engineering.

1 The contents of this part are mainly based on [2], unless otherwise stated.
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The Four Axioms. EO defines its ways of thinking in four axioms2. The oper-
ation axiom states that “[...] the operation of an enterprise is constituted
by the activities of actor roles, which are elementary chunks of authority and
responsibility, fulfilled by subjects” [2, p. 81]. It also classifies the activities
and facts produced by the activities as either production acts/facts or coordi-
nation acts/facts (C-acts/facts). The transaction axiom states that C-acts
are performed sequentially following the steps in the universal pattern, called a
transaction (Fig. 1a). Some C-acts may be performed implicitly or tacitly. The
composition axiom defines how transactions are interrelated: every transac-
tion is enclosed in another transaction, or is triggered by actor roles in the
environment, or is self-activated. This provides a well-founded definition of a
business process: a collection of causally related transaction kinds. The dis-
tinction axiom defines another classification of human activities into original,
informational, and documental. Indeed, this axiom asks modelers to ignore infor-
mational and documental activities for a substantialreduction of complexity.

The Organization Theorem. In mathematics, a theorem is a statement that
is not self-evidently true but is proven to be true as a logical consequence of
axioms. Similarly, as derived from the aforementioned four axioms, the organi-
zation theorem states that an organization is a heterogeneous system that
is constituted as the layered integration of three homogeneous systems: the
B-organization for operating original activities, the I-organization for operat-
ing informational activities, and the D-organization for documental activities
(Fig. 1b).

Fig. 1. Concepts in enterprise ontology

2 An axiom is a statement or proposition which is regarded as being established,
accepted, or self-evidently true [8]. Although it is possible to discuss whether these
axioms are correct or the best for managing complexity in enterprises, those argu-
ments are somewhat beyond the scope of EO.
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Normalized Systems Theory.3 NS theory aims to design systems pursu-
ing evolvability and observability, originally in the field of information systems
development. The basic assumption is that information systems must be able to
evolve over time while accommodating future changes which defy Lehman’s law
of increasing complexity, which is a part of his software evolution laws [9]. To
accommodate future changes, information systems must exhibit stability against
those changes. It means that the impact of a change should only be dependent
on the nature of the change itself [5, pp. 106–107]. Otherwise, if the impact of a
change —ripple effect— is dependent on the size of the system, thus if it requires
more effort as the information system grows, the ripple effect is specifically called
a combinatorial effect. High evolvability is achieved by removing combinatorial
effects.

NS Theorems. NS gets involved in the process of transforming requirements Ri

(i.e. functions) into primitives Pj (i.e. construction). In order to achieve a good
F-to-C transformation that does not produce any combinatorial effects, NS has
proposed a set of four NS theorems [10, pp. 88–96]4:

– SoS; Separation of States When a primitive uses another primitive as it
is executed, both primitives should be separated
by a state.

– SoC; Separation of Concerns A primitive should only contain one concern.
– VT; Version Transparency A primitive which is used by other primitives

should be version transparent.
– IT; Instance Traceability The input received to execute a particular prim-

itive instance, as well as the output delivered
by that primitive instance, should be traceable
to the particular version and instance of that
primitive.

If the transformation is performed along with the theorems, it should look like
Fig. 2b, in contrast to a typical transformation like Fig. 2a, which may contain
combinatorial effects. These theorems are independent of application domain.
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(a) A Typical Transformation
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(b) A Normalized Transformation

Fig. 2. Conceptual function-to-construction transformation in NS [10, p. 76]

3 The contents of this part are mainly based on [5], unless otherwise stated.
4 NS theorems in their early stage in software were defined in a different way (see [5,

pp. 112–119]).
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Guideline and Element. From the theorems, a set of guidelines can be derived
for a specific application domain, such as information system management, busi-
ness process reengineering, accounting, enterprise resource planning, etc. The
guidelines can be actualized by elements, which are reusable sets of primitives.
Guidelines and elements are often dependent on specific application domains, in
contrast to theorems. In software engineering as a specific application domain,
six NS guidelines are derived from the four NS theorems and are implemented
by a set of five elements (which allow the expansion of software which adheres
to these principles): data element, action element, workflow element, trigger ele-
ment, and connector element. In business process engineering, the theorems are
re-interpreted to derive guidelines. The theorems produce 25 specific guidelines
named Normalized Systems Business Process (NSBP) guidelines. Currently, no
elements implemented by NSBP are available.

2.2 Related Works

[11] studies an alignment of the construct of EO and that of NS by expressing
the transaction pattern of EO in the form of NS elements, namely data elements
and workflow elements. In order to implement transactions without combinato-
rial effects, it prescribes two guidelines: (1) additional state transitions need to
be created in order to comply with the SoC and SoS theorem, and (2) the can-
cellation patterns should be implemented with extensions to accommodate their
adherence to the NS theorems. The study mainly discusses an emergence of com-
binatorial effects during the implementation process from the ontological model
to the real implementation. Put another way, whether combinatorial effects may
occur within the ontological model and even how to remove combinatorial effects
remain beyond the scope of the study.

[12] also studies an alignment and combination of EO and NS by establish-
ing a linkage and collaboration between agile enterprises (realized with EO),
and agile automated information systems (developed with NS). This research
proposes mappings of concepts in EO onto elements of NS with wider cover-
age than [11]. It also points out that aspects such as user interfaces and non-
functional requirements, which are not presented in EO, are considered as aspects
in cross-cutting concerns, which should be addressed separately from the func-
tional requirements in NS. Moreover, it reveals that NS does not yet support all
concepts of EO, such as a derived fact kind and information link.

[13] is another work with an approach different from the previous two studies
[11,12], in which NS elements for software are directly compared and mapped to
EO. Instead of the direct approach, this study compares EO concepts and not
NS elements for software but the guidelines of NS Business Processes (NSBP),
which are derived from NS theorems for the business process domain. Then, it
analyzes to what extent the NSBP guidelines are consistent, complementing, or
conflicting with prescriptions from EO. This study concludes that 13 of 25 NSBP
guidelines are consistent, 12 of them are ignored and don’t appear in EO, and 4
of them are conflicting (there is some overlapping).
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In these studies on the relationship between EO and NS, the two artifacts
are compared in the same class of artifacts.

2.3 Model-Based Systems Engineering Methodology

This section revisits model-based engineering (MBE) to formulate distinct per-
spectives on modeling principles and design principles to prompt a good under-
standing of this article.

Modeling and Design. MBE is sequentially decomposed into two parts: mod-
eling and design. Since these terms mean different things to different people, the
following paragraphs are cited from the literature to formulate the meaning of
them within the scope of this article: Quote 1 for an overview, Quotes 2 and 3
for modeling, and Quote 4 for designing.

Quote 1 [14, p. 2]. John G. Truxal, former Dean of Engineering at Brooklyn Poly-

technic Institute, says, “Systems engineering includes two parts: modeling, in which

each element of the system and the criterion for measuring performance are described;

and optimization, in which adjustable elements are set at values that give the best pos-

sible performance.”

Quote 2 [15, p. 107]. A conceptual model is a mental image of a system, its com-

ponents, its interactions. It lays the foundation for more elaborate models, such as

physical or numerical models. A conceptual model provides a framework in which to

think about the workings of a system or about problem solving in general. An ensuing

operational model can be no better than its underlying conceptualization.

Quote 3 [16, p. 1]. The role of conceptual modelling in information systems devel-

opment during all these decades is seen as an approach for capturing fuzzy, ill-defined,

informal “real-world” descriptions and user requirements, and then transforming them

to formal, in some sense complete, and consistent conceptual specifications.

Quote 4 [17, p. 4]. The engineer, and more generally the designer, is concerned with

how things ought to be how they ought to be in order to attain goals.

Principles. Let us focus on the role of principles in modeling/design as a norma-
tive notion that guides system design. A modeling/design guideline is a guideline
or a set of guidelines that assist(s) us to achieve a good model/design and avoid
a bad model/design. It also defines what is good and bad. It is often referred to
as design guidelines, patterns, architectures, theories, et cetera.

Modeling Principle. The nature of modeling is characterized by three concepts:
mapping, i.e. which element in the real world and which element in the model
should be mapped with each other; reduction, i.e. which element in the real
world should be selected or ignored; and pragmatism, i.e. models as the out-
come of modeling activities should be made to be utilized [18, p. 157]. Thus, a
modeling principle should provide guidelines for mapping, reduction, and prag-
matism.
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Design Principle. The nature of design is difficult to summarize. Nevertheless,
an anatomy of design theory proposed by [19] defines the characteristics of infor-
mation systems design theory (regarded as a design principle) by specifying core
components: purpose and scope, i.e. what the system is for and what the
scope of the theory is; constructs, i.e. what the entities in the theory are; prin-
ciple of form and function, i.e. what the abstract description of an artifact
is (describing either product or method/intervention); artifact mutability, i.e.
how and to what degree the changes in state of the artifact are anticipated;
testable propositions, i.e. what the true/false statements are for the design
theory; justificatory knowledge, i.e. what the kernel theories5 of the design
theory are; principles of implementation, i.e. what the processes of imple-
menting the theory (either product or method) in specific contexts are; and
expository instantiation, i.e. what a physical prototype is. Even though this
anatomy was proposed in the context of information system design, it seems able
to cover other disciplines to a certain extent.

George Klir (1996) “Review of Model-Based Systems Engineering”, in the
International Journal of General Systems, Vol 25 (2). p. 179.

3 Separation of Modeling Principles and Design
Principles

This section examines EO and NS by comparing each of them against the char-
acteristics of modeling principles and design principles, as revisited in Sect. 2.3.

Is EO a Modeling Principle? [2, p. 10] states that “Our goal is to understand
the essence of the construction and operation of complete systems; more specif-
ically, of enterprises.” This adheres to the general characteristics of modeling in
the sense of Quote 3. It is also stated that “Firstly, the P[rocess]M[odel] facil-
itates discussions about the redesign, as well as the re-engineering of business
processes [...].” in [2, p. 10], which also adheres to Quote 2. This point is also
supported by the fact that the acronym of DEMO, a methodology of EO, was
initially Dynamic Essential MOdelling (and later Dynamic Essential Modeling
of Organizations). Therefore, EO is along the lines of modeling.

Moreover, EO seems to fully satisfy the conditions as a modeling principle
as formulated in Sect. 2.3. As explained in Sect. 2.1, the operation axiom defines
what and how the mapping should be—i.e. what the elements in enterprises
are, and how to identify these elements—and the distinction axiom defines the
reduction—i.e. which among these elements should be included in the model.
The general direction of EO also adheres to the concept of pragmatism. There-
fore, EO can be regarded as a sort of modeling principle.

5 kernel theory: underlying knowledge or theory from the natural or social or design
sciences [19].



Separation of Modeling Principles and Design Principles 369

Fig. 3. General system design process (The term principle used in the figure refers
somehow to a different notion than previously mentioned) [20]

Is EO a Design Principle? In EO, it seems that there does not exist any
statement regarding design principles except the system design process [2, pp.
73–77], called the Generic System Design Process (GSDP) in [20]. GSDP defines
the first step as function design—designing the function of the object system
(OS) based on the construction of the using system (US)—and the second step
as construction design—designing the construction of the OS based on the func-
tion of the OS (Fig. 3). However, it does not define guidelines for the substantial
procedure, i.e. design principles, in the function design or construction design.
Those substantial guidelines are called architectures in GDSP [20], but the con-
tent of the architecture is not specified there. Put differently, GDSP prescribes
an ideal design process from a meta-meta-level. Therefore, EO is substantially
not a design principle.

This observation is supported by comparing GSDP to the components of
design principles prepared in Sect. 2.3 and finding that they are just not on the
same wavelength. For instance, purpose and scope might mean to “under-
stand the essence of the construction and operation of complete enterprises”,
but they are too abstract in contrast to the ones in NS—to be evolvable. Simi-
larly, although constructs might be actor roles and transaction kinds, these are
as primitive as attributes and methods, or at the most classes; it seems unknown
how to aggregate those primitives into reusable elements, for achieving the pur-
pose (which is also as yet unspecified by EO). The justificatory knowledge
of EO is social science and systems engineering. However, other components,
except the ones mentioned so far, are misted. Therefore, it is hard to assert that
EO is a design principle.

Is NS a Modeling Principle? It seems that NS does not define anything about
mapping in either of information systems or business processes. Indeed, research
in NSBP employs an external artifact, namely Business Process Model and Nota-
tion (BPMN), for mapping the real world to the models. The transformation
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matrix may look like a mapping, but this is not the one specified in Sect. 2.3,
where mappings between objects in the real world and elements in the model are
defined, because the transformation matrix represents another kind of mapping
from the function (requirements Ri) in the model to the construction (primitives
Pj) in the model: Ri → {Pj}. This is also the case for reduction. Therefore, it
is asserted that NS is far from a modeling principle.

Is NS a Design Principle? It is almost an established understanding that
NS is a design principle. NS was originally a design principle in the domain of
information system development, but has been generalized and extended to be
a design principle in the domain of business processes. In both the domains, the
purpose is the same, i.e. to enhance evolvability and observability. The compo-
nents of design principles are fully specified in [21]. Therefore, NS is regarded as
a design principle.

4 Discussion

Reflection on EO. A question then arises: what is the rationale behind the
absence of design principles in EO? The answer might be given if we see the
motivation of EO: starting from the point that enterprises as a phenomenon
existed in the real world, but no models were available, due to the lack of model-
ing artifacts, to explicitly identify the components and capture interactions and
mechanisms. Although EO with DEMO is occasionally considered as a design
theory for organizations, the result of this present research implies that EO has
accomplished the hard and important work of making enterprises designable
and engineerable, rather than continuing to propose guidelines for better designs
of enterprises on the layer of models. This achievement has definitely had an
impact, as supported by the fact that EO and DEMO have been used on many
occasions.

Strictly speaking, EO includes GSDP, as seen in Sect. 3. However, GSDP can
be positioned in the meta-meta-level and still allow room for design principles at
the meta-level to get involved. In other words, EO is noncommittal and neutral
regarding design principles. Thus, as long as the model is made to adhere to
the standards of EO, EO does not provide any decision criterion to evaluate the
model— i.e. whether a model is better or worse than another model for the same
requirement.

Another interpretation is that EO as a modeling principle may work with
more than one design guideline. The design principles might be brought by NS
and/or other design principles (e.g. Service-Orientation systems [22]). Unless the
design principles are ones analogically transplanted from other disciplines, they
can be directly built on EO, as seen in [23], in which guidelines for splitting
and allying enterprises are proposed based on organizational science. “Neither
modeling principles nor design guidelines are superior, nor does one include the
other. Modeling principles and design guidelines are at work in different layers.
In other words, if either modeling principle or design principle is ignored, the
whole process of engineering cannot be completed.
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Reflection on NS. Another question arises: what is the rationale behind the
absence of modeling principles in NS? In part, it is because that computers
have been developed with the real world and conceptual models together. Here,
models may refer to models represented by modeling languages such as Unified
Modeling Language, or even refer to source code written in a programming
language. Since the behavior of computers or CPUs is fully understood, we are
knowledgeable about the components of software and their internal working
mechanisms. That knowledge guarantees the solid and fine-grained alignment
between these models and actual behavior including electronic phenomena in
semiconductor circuits. Therefore, it requires almost no concern, and we take
it for granted. This seems to be a clue which leads to answering why modeling
principles are not often discussed in the field of software engineering. Instead,
many discussions are diverted to the next step, i.e. how to develop a good design.
Put differently, this idea is supported by the fact that when NS was extended
into the business process domain, a modeling principle was required, and indeed
BPMN was adopted.

5 Conclusion

The primary conclusion is that there is an orthogonality or complementarity
between modeling principles and design guidelines. In other words, modeling
principles and design principles are at least two different independent variables
in enterprise engineering. This implies that EO as a modeling principle may work
with design principles such as NS. In general, more than one design guideline can
be employed at the same time. For example, the service-orientation design prin-
ciples can be another design principle for designing enterprises. It may happen
that some design guidelines conflict with each other.

The results also show that substantial design guidelines may swing and miss
in a certain modeling principle, at least in EO. On the other hand, a substantial
number of NSBP guidelines do not emerge in EO models because what the
NSBP guidelines state are observed in the informational layer, and thus, are
ignored in DEMO models. Moreover, the possibility should not be dismissed
that a modeling principle itself might conflict with a design principle. Indeed,
[13] pointed out that a very few components of EO conflict with the design
guidelines of NS.

The direction of future research is to explore other principles that might
be helpful in designing and instantiating enterprises. One approach is to fix a
selection of the modeling principles and use design principles as a free variable.
For instance, an as-is EO model (DEMO model, not EO or DEMO itself, but a
model) can be redesigned for evolvability and observability by deriving a design
principle from NS by analogy. The same original as-is DEMO model can also
be redesigned differently for a service-oriented structure by deriving a design
principle from service-oriented systems by analogy. The other approach is to fix
a selection of the design principles and use modeling principles as a free variable.
For example, NS may be able to provide a design principle for DEMO models.
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It may also furnish one for ArchiMate models, for instance. Since the existence
of congeniality or uncongeniality between modeling principles and design prin-
ciples are implied in the previous paragraph, this direction also awaits further
investigation.
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tion.
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