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Abstract. E-mail is one of the most important applications for all the computer
users due to its efficiency and low cost. However, some users use it in sending
spam emails, which become a severe problem that has great effect on the users’
performance. E-mail filtering is an important approach to identify those spam
emails. In this paper, based on different machine learning algorithms, a novel
semantic-based approach for email filtering is proposed. The approach analyses
the content of the email and assigns a weight to each term that can help in
classifying it into spam or ham email. We enhanced the traditional Email fil-
tering approaches by applying semantic-based feature reduction model using the
WordNet ontology in order to handle the high dimensionality problem of feature
size. The experiments that have been conducted using Enron dataset showed
great results. A comparative study has also been presented among different
classifiers that prove the efficiency of the proposed approach. These classifiers
are Naive Bayes (NB), Support Vector Machine (SVM), Logistic Regression,
J48 and Random Forest. The Logistic Regression classifier has the best accuracy
with value of 0.96. Followed by the NB and SVM that almost have similar
results of accuracy value 0.93. Finally, the Random Forest and J48 classifiers
have the least accuracy values of 0.85 and 0.87 respectively.

Keywords: Email filtering - Wordnet ontology - Email classification + Spam
email - Feature reduction

1 Introduction

E-mail service is one of the most important ways of communication in our life. Emails
have many advantages as they are easy to use, are low cost, and can contain attached
files. On the other hand, some users used email in sending computer worms and spam
emails.

Spam E-mails, also known as junk emails or Unsolicited Bulk Emails (UBE), are
unwanted or undesired E-mails that are sent to a group of users. According to a
Cyberoam report [1], the average number of spam messages sent every day has reached
54 billion messages. The sender of spam email does not target the recipient personally,
but the spam emails invade users without their assent and fill out their email inbox.
Besides the time consumed in checking and deleting spam emails, they overload the
network bandwidth by useless data packages. Therefore, many problems may arise:
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increasing the operating cost, impacting the work productivity and privacy, and
harming the network infrastructure and the recipient’s machine.

To solve this problem, an Email Filtering approach is required to identify the spam
emails and to dispose huge number of spam emails efficiently. The filtering approaches
can be classified into two groups: based on the email origin (i.e. email source) or based
on the email content (email body).

Origin-based filtering monitors the e-mail source, which is stored in the address of
the sender device and the domain name. This type of filtering preserves two types of
email sources; white-list and black-list. Usually, the new email source is compared with
a history database to know how it is classified [2]. The problem of using Origin-based
filtering is that spammers regularly change the email address, source, and IP. On the
other hand, content-based filtering approaches review the email content depending on a
proposed analysis technique [2]. However, the content-based filtering generates a large
number of features as well as ambiguity of the meaning of the email terms. The
traditional Email filtering approaches classified the emails based on the occurrence of
the term in the email and neglect the syntactic and semantic properties of the email text.

In this paper, a semantic based feature reduction approach is proposed for filtering
emails using the WordNet ontology [3] to handle the problem of high dimensionality of
email features. We used the synonyms set of each term and group the terms that have
common synonyms. Moreover, we consider the determined (meaningful) words only
using the WordNet ontology as an English dictionary. In addition, we assign a weight
for each term according to their occurrences in the emails. Different machine learning
algorithms are applied in our approach: Naive Bayes, Support Vector Machine,
Logistic Regression, J48 and Random Forest. The results prove the efficiency of the
proposed approach. The Logistic Regression recorded the best accuracy with value of
0.96. This is followed by the NB and SVM with accuracy value 0.93 (having similar
results). Finally, the Random Forest and J48 classifiers have the least accuracy values
of 0.85 and 0.87 respectively.

The rest of the paper is organized as follows. Section 2 outlines the related work
while Sect. 3 presents the proposed system architecture of our approach. Section 4
explains how we apply semantics and how we weight the email features. Section 5
gives a brief review about the five machine learning algorithms used and Sect. 6
discusses the experiments and the results. Finally, Sect. 7 includes the conclusion and
future work.

2 Related Work

As we discussed above, email filtering can be executed based on origin or content of
the email. Some researchers have used origin-based filtering. For example, in [4], an
email classification model has been proposed based on four machine learning algo-
rithms: Naive Bayes, term frequency/inverse document frequency, K-nearest neighbor,
and support vector machines. The experiments have been conducted on the header part
only of the email.

Most of the literature applied the email filtering based on several classification
methods. Some of these classification methods are Naive Bayes (NB) [5-7], logistic



Semantic-Based Feature Reduction Approach for E-mail Classification 55

regression [7], k-Nearest Neighbor (KNN) [6], C4.5 Classifier [8, 9], Artificial Neural
Net-works (ANN) [8], AdaBoost [10, 11], Random Forest (RF) [11], Support Vector
Machine (SVM) [5, 6, 11], and Multi-Layer Perceptron (MLP) [8]. These methods
have been applied based on the content of the email.

Concerning content-based approaches, in [9], an ensemble learning and decision
tree based model has been used to detect the spam emails. Four classification algo-
rithms were applied: C4.5, NB, SVM, and KNN. Also, in [12], another filtering
approach has been proposed based on two behavioral features (the URL and the time
the email was dispatched) and eight keywords known as bag of spam words to classify
the spam and legitimate emails. The machine learning algorithm used was RF. How-
ever, both the authors of [9, 12] didn’t apply any feature reduction method.

One of the challenges for email filtering is the high dimensionality of data or feature
space used. The authors in [13] have proposed a spam detection approach based on
Random Forests (RF) classifier, which enables parameters optimization and feature
selection approach. In [14], statistical feature selection approach based on similarity
coefficients is proposed to enhance the accuracy of spam filtering and detection rate. In
[15], an improvement in mutual information algorithms combined with word frequency
and average word frequency to measure the relation between a feature and a class.
Other feature selection methods were also presented in [16].

Some of authors conduct comparative analysis for different machine learning
algorithms, in order to compare the performance different classifiers, such as in [17—
19]. In [17], a spam classification approach has been proposed that uses features based
on the content of the email and some readability features related to the email (e.g.
document length and word length). The work has been applied using five classification
algorithms: Bagging, RF, SVM, AdaBoost, and Naive Bayes. Authors in [18] intro-
duced other comparative analysis. Four algorithms have been used for email filtering:
Logistic Regression, Neural Network, NB, and RF. In [19], they presented a com-
parative analysis based on four classifiers; J48, SVM, BayesNet, and LazyIBK.

A classification-based email filtering approach has been presented in [20]. This
approach tries to reduce the email content features by applying stemming on the
content. After that, an English dictionary was exploited in order to regard the mean-
ingful terms only. Five classification algorithms have been used in the experiments:
Naive Bayes, SVM, Logistic Regression, J48, and Random Forest.

On the other hand, there is another way to filter emails semantically to tackle the
ambiguity problems. A semantic email categorization approach based on semantic
vector space model has been proposed in [21] using WordNet. The experiments have
been applied using SVM, Logistic Regression, and KNN. In [22], they presented a
semantic feature based model for identifying emails using general ontology to over-
come the terms mismatch problem. The work has been tested using SVM classifier.
Other models based on semantic text classification have been introduced in [23].
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3 Proposed System Architecture

Figure 1 shows the proposed system architecture that semantically reduces the email
feature dimensions to classify the emails into Ham and Spam classes. It consists of four
main modules: Email Pre-processing, Semantic Based Feature Reduction, Feature
Weighting, and Classification modules.
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Feature Reduction ‘ WordNet
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and Indexing H 4 ﬁiz‘;‘f
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Fig. 1. The Proposed System Architecture.

In the pre-processing module, the main purpose is to remove the irrelevant terms
and reduce the number of extracted features for the classifier. We extract the tokens of
both subject line and the content body of the email. Then the irrelevant tokens are
removed such as symbols and numbers. This is followed by eliminating the stop words.
We do not apply stemming in order to keep the meaning of the words.

After the pre-processing step, the features of each email are processed semantically
to reduce the size of the complete email features. We used the WordNet ontology by
considering the synonymy relation among terms. This is followed by assigning a
weight for each term and building the feature index.

Finally, different machine learning algorithms are applied to classify the emails into
spam and ham emails. For more clearness, Fig. 2 shows the proposed system algorithm
and how our semantic-based email filtering approach works.

4 Feature Reduction and Weighting

In this step, a semantic technique is used to reduce the size of extracted features in the
email using the WordNet, which is a lexical database for English language. WordNet is
like a supercharged dictionary/thesaurus with a graph structure. It contains a collection
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Irnpur: Email Dataset
Ouipur: spam and ham Emails
Streps:
For Each Email In Dataset
For Each term In an Email
Extract tokens separately
Remove irrelevant tokens
Remove stopwords
Consider meaningful words only
Apply semantic using WordNet
Count frequency of each term
Give a weight for each term
End For
End For
Apply different classifiers
For Each Classifier In ClassifierSer
Execute the classifier
Get the four evaluation criteria
Calculate Recall, Precision, F-score, and
accuracy
End For
Identify spam and ham Email

Fig. 2. Semantic-based Email Filtering Algorithm.

of English words (nouns, adjectives, verbs and adverbs) that are linked together by
their semantic relations. English words are grouped into sets of synonyms called
synsets. A synset corresponds to an abstract concept.

The purpose of using WordNet is to reduce the high dimensionality of feature using
the synonyms set of each feature. We group the terms that have the same synonyms
together, and scale up their weight in each email. WordNet comprises large number of
English words. Hereby, it is used as an English dictionary in order to identify the
meaningful words in our work, and hence the undetermined words will be discarded.

Figure 3 shows the feature reduction and weighting algorithm. After extracting the
email features from pre-processing module, we used WordNet ontology as semantic
resource. We tried to reduce the high dimensionality of features by considering the
synonyms set of each term in an email. If one synonym in synonym set is mutual with
other terms in the same email, then we can scale up the count and ignore that term. If no
mutual terms, then add the new term to the feature index. In addition, we used
WordNet ontology as an English dictionary to get the meaningful terms only.

After extracting the meaningful terms, each term is assigned a weigh, which is the
number of occurrences of this term and its synonyms in each email. We use the term
frequency/inverse document frequency Eq. (3), which is used for indexing the docu-
ments in information retrieval.

Term Frequency (TF): is defined as the number of times that term (t) occurs in
document (d).

fa(t)

TR, d) = (0]

(1)

Where fy(t) is the frequency of term (t) in document (d).
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Input: Email Features
Output: Feature Index
Steps:
For each term In an Email
Get synonyms set of a term
If (synonyms set contains any other term in email)
Increase the count of existing term
Else
Add the existing term to feature index
EndIf
Check the meaningful terms
If (term exists in WordNet)
Add the term
Else
Ignore the term
EndIf

Give a weight for each term using count of term

Fig. 3. Feature Reduction and Weighting Algorithm.

Inverse Document Frequency (IDF): estimates the rarity of a given term in the
whole document collection (If a term occurs in all documents of the collection, its IDF
is zero.) and measures how important a term is within a particular document, by
computing it using Eq. (2):

IDF(t) = log (i) (2)

Where N is the total no. of documents and df; is the no. of documents with term (t).
Finally, The TF-IDF is the product of its TF weight in Eq. (1) and its IDF weight in

Eq. ).
TF — IDF = tf(t,d) x IDF(t) 3)

Our experiments have been conducted using TF-IDF.

5 Classifiers

In this step, we tried different classifiers to evaluate the proposed model, which are
Naive Bayes, SVM, Logistic Regression, J48 and Random Forest.

5.1 Naive Bayes

The Naive Bayes algorithm is a simple probabilistic classifier that measures a set of
probabilities by calculating the number of combinations and frequency of terms in a
certain dataset. The Bayesian classifier makes a conditional independence assumption
between the attributes and that significantly reduce the number of attributes, therefore it
tends to proceed well and learn rapidly in different supervised classification problems
[6, 7].
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5.2 Support Vector Machine

Support vector machine (SVM) is a classification algorithm with strong theoretical
base. SVM is a group of related supervised learning methods used in classification and
regression. It separates the data into two classes by constructing a straight line (1
dimension), flat plane (2 dimensions) or an N-dimensional hyperplane. SVM can
handle high dimensional feature space effectively [5, 11].

5.3 J48 Classifier

J48 is one of the most popular decision tree algorithms. J48-classifier J48 builds
decision trees from a group of training data. According to the splitting node strategy,
j48 selects one attribute from the training data that effectively splits its set of instances
into smaller subsets. J48 classifier then visits each decision node recursively and
chooses the most effective split until each leaf is pure and no more splits are available,
meaning that the data has been classified as perfectly as possible [8, 9].

54 Logistic Regression

Logistic regression can handle the relationship between a dependent nominal variable
and one or more independent variables [7]. It collects the independent variables to
assess the probability that a particular event will occur.

Logistic Regression can be used when the target variable is a categorical variable
with two categories — for example spam/ham emails. For a given case, logistic
regression measure the probability that a case with a certain set of values of the
independent variable is a member of the modeled category. If the probability is greater
than 0.5, the case is classified in the modeled category. If the probability is less than
0.50, the case is classified in the other category.

5.5 Random Forest

Random Forest (RF) is an ensemble classifier that consists of a collection of decision
trees. A random selected subset of training data features is used to split each tree
independently and with the same distribution for all trees in the forest. A randomized
selection of variables is used to divide the nodes. The main idea for using ensemble
methods is that a group of weak classifiers can come together to form a strong clas-
sifier. RF runs efficiently on large datasets and its learning is fast [11].

6 Experimental Evaluation and Discussion

In our approach, we exploit the Enron-Spam, which is a large public email database
collection. It contains data from about 150 employees. The corpus contains a total of
about 0.5 M messages. It focuses on six Enron employees with large mail-boxes.
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The Enron dataset is divided into six different subsets [24]. Our Experiments are done
on a subset of the Enron Corpus containing 300 emails (32 % spam, 68 % ham). The
experiments were executed on a machine with hardware specification of processor:
Intel® core 17 and main memory of 8 GB.

The data set was separated randomly into two parts, the first part is used as training
data set to produce the prediction model, and the other part is used for testing data set to
evaluate the accuracy of our model. Testing is done by using 10-fold cross validation
method. In our experimentations, we have used WEKA tool [25] to apply different
machine learning algorithms. WEKA tool is an open source software that provides a
collection of machine learning algorithms for data mining tasks.

6.1 Evaluation Measures

The performance of the classifiers is measured using recall, precision and accuracy.
Recall represents the percentage of correctly identified positive cases and defined as
in Eq. (4):

TP

Recall = ——
= PN

4)

Precision reflects the number of real predicted examples and defined as:

TP

P .. _
recision TP + FP

The overall accuracy has been also defined by:

N TP 4+ TN ©
ccuracy =
Y T TP+ TN+ EP+EN

Where TP is the true positive instances, TN is the true negative instances, FP is the
false positive instances and FN is the false negative instances.

6.2 Results and Discussion

As explained above, the Enron dataset has been preprocessed. After applying the
proposed approach, comparing to the related work in [20], the number of features was
reduced from 3636 to 2309 with reduction rate equals 36.5 %. Therefore, the execution
time of the classifiers was decreased due to the feature reduction.

The experiments have been conducted on our extracted feature set as mentioned
above using the TF-IDF (Eq. 3) for email weighting. The classifier performance is
measured using the precision, recall and accuracy.

Table 1 shows the performance of different classifiers using our proposed approach.
Logistic Regression recorded the best precision with value of 0.96. Followed by the
Naive Bayes and SVM that recording almost similar results of precision value 0.93.



Semantic-Based Feature Reduction Approach for E-mail Classification 61

Table 1. Performance results for the proposed work

Evaluation Criteria Classifiers

Naive Bayesian | SVM | Logistic Regression | J48 | Random Forest
Precision 0.927 0.936 1 0.96 0.857]0.872
Recall 0.927 0.937]0.96 0.857(0.87
Execution Time (Sec) | 0.06 0.24 |0.13 0.32 | 0.06

The J48 classifiers recorded the least precision value of 0.857. The Recall almost
recorded the same performance like Precision.

In addition, the proposed work has been compared to the related work in [18, 20].
In Fig. 4, we compare the common classifiers of our proposed work with these related
works, which also used the Enron dataset. As shown the proposed work has a higher
accuracy than the related work in [18] with respect to Naive Bayes, Logistic Regres-
sion, and J48 classifiers. However, for Random Forest it is slightly lower than the
related work in [18]. Figure 4 also shows that the accuracy of J48 for the proposed
work is 0.85, while in the related work [20] is 0.76, which is significantly better. In
addition, the Naive Bayes, Logistic Regression, and Random Forest have a slightly
higher accuracy than the related work in [20]. It is clear that the proposed work has
very good results.

0.960.96
Ty,

Proposed work

Related work
in [20]

M Related work
in 18]

Naive Bayes Logistic J48 Rndm
Regression Forest
Classifiers
Fig. 4. Comparing accuracy value of proposed work with the related work in [20] and the
related work in [18].

7 Conclusion and Future Work

In this paper, a semantic-based email filtering approach has been introduced. In this
approach, we enhanced the traditional email filtering models by using WordNet
ontology as a semantic resource for feature reduction. Experimental studies have been
conducted using different classification algorithms. Enron dataset has been used in the
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experiments. A comparative study has been presented with other related work using the
same dataset. The semantic-based feature reduction approach showed high perfor-
mance with faster filtering execution and better accuracy. In the future work, we will
enhance our proposed approach by considering some other semantic relations between
term concepts for reducing the dimensionality of features.
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