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Abstract 
Aluminum alloy AA7075 sheets were deformed at room 
temperature at strain-rates exceeding 1000 /s using the 
electrohydraulic forming (EHF) technique.  A method that 
combines high speed imaging and digital image correlation 
technique, developed at Pacific Northwest National Laboratory, 
was used to investigate high strain rate deformation behavior of 
AA7075.  For strain-rate sensitive materials, the ability to 
accurately model their high-rate deformation behavior is 
dependent upon the ability to accurately quantify the strain-rate 
that the material is subjected to.  This work investigates the 
objectivity of software-calculated strain and strain rate by varying 
different parameters within commonly used commercially 
available digital image correlation software.  The results show that 
except for very close to the time of crack opening the calculated 
strain and strain rates are consistent and independent of the 
adjustable parameters of the software. 

Introduction 

The Vehicle Technologies Office under the U.S. Department of 
Energy has set a goal of 50% reduction in weight of passenger-
vehicle body and chassis system by 2015 compared to 2002 
vehicle [1, 2].  To this end automotive manufacturers and 
stakeholders have identified the use of aluminum alloys as a 
viable light-weight replacement for steel in several automotive 
structural components.  Aluminum alloys offer several advantages 
over steels including high strength to weight ratio, corrosion 
resistance and recyclability.  One of the bottlenecks facing the 
industry in implementing aluminum sheet in automotive 
components is its poor formability characteristics at room 
temperature.  Our research at the Pacific Northwest National Lab 
has been focused on developing methods to enhance room 
temperature formability by high-rate pulse-pressure forming.  This 
work employs the electro-hydraulic forming (EHF) process which 
uses an intense pressure-pulse generated underwater by an 
electrical discharge to form sheet metals into single sided dies to 
produce a contoured shape.  Formability enhancements in Al 
alloys have been observed and quantified when the strain-rates 
typically exceed 1000 /s [3, 4]. 

Traditionally considered to be weakly sensitive to strain-rate, 
aluminum alloys have been shown to exhibit strain rate sensitivity 
above certain strain-rates at room temperature [5–7].  For 
example, Figure 1 shows strain-rate sensitivity of flow stress at 
various temperatures in AA7075-T6 [8] and that this material 
shows a positive strain-rate sensitivity in the range of strain-rates 
tested.  Similarly, Higashi et al [6] investigated flow stress of 
rolled AA5182 as a function of strain-rate ranging from 0.001 to 
4000/sec.  They showed that while at the strains of less than 5% 

the flow stress increased with increasing strain-rate (i.e. positive 
strain-rate sensitivity), the flow stress decreased with an increase 
in strain-rate between 0. 001/sec to 1000/sec (i.e. negative strain-
rate sensitivity).  Beyond strain-rate of ~1000/sec, the flow stress 
began to increase again at a significantly greater rate showing 
strong positive strain-rate sensitivity.  These examples show that 
the constitutive behavior of aluminum alloys can be significantly 
impacted by the strain-rate during deformation.  Hence 
developing the ability to accurately measure temporal strain and 
strain rate is critical to predict formability of aluminum alloys, 
particularly when the strain-rate during deformation spans several 
orders of magnitude, such as that occurs during EHF. 

Over the years, digital image correlation (DIC) has been 
established as an effective non-contact / in-situ method to measure 
full-field surface displacements by tracking a random black and 
white speckle pattern.  Commercially available software suites 
achieve this by comparing a reference image of the undeformed 
material with successive images of the deformed material, taken at 
known time intervals by one or more digital cameras.  Each image 
is divided into a small square subset of a predefined size.  A 
discrete matrix of pixel gray levels in each subset is used to 
identify unique points in subsequent images.  Subset pixel gray 
levels are then correlated between the reference and deformed 
images to yield horizontal and vertical displacements.  Finite 
Element shape functions are then used to calculate continuous 
displacement fields.  Subsequently, velocities, strains, and strain-
rates can be calculated for the full field using the measured 
surface displacements.  Detailed descriptions of the DIC 
technique and its underlying theory can be found in [9–13]. 

Figure 1. Flow stress vs. strain-rate in AA7075-T6 [8]. 
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Owing to its versatility, cost effectiveness and relative simplicity 
DIC technique is now being increasingly used in the research and 
development of automotive materials, especially in formability 
studies.  However, there are no formal standards or guidelines to 
streamline the method of strain and strain-rate measurement using 
image correlation techniques.  Lack of universally accepted 
standards leads to inevitable variations in image correlation 
approaches.  Several factors might contribute to the variations 
including, but not limited to, the use of software packages from 
different vendors, version to version variations among the same 
software, user to user variation caused by selection of 
customizable parameters within the software like subset size, step 
size, filter size, and averaging algorithm to name a few.  

Furthermore, verification of the temporal strain and strain-rate are 
intrinsically difficult.  Conventionally, formability in deformed 
sheets is determined using the grid method.  Although effective, 
the grid method can only provide final strain distribution while 
telling nothing about the strain path the material took to reach the 
final strain distribution.  Experimental methods to verify strain-
rates are also virtually nonexistent.  A few reports of deformation 
history in high rate deformation are available but have only 
demonstrated limited success. Johnson et al. [14], for instance, 
reported using a laser-Doppler system to measure velocity vs. 
time data for electromagnetically expanding ring; however this 
was only possible for a few points and only along a single 
direction.  Thus, researchers have mostly estimated the strain-rate 
by dividing the final strain value with the event duration.  We 
have previously demonstrated a DIC-based novel technique to 
quantify full-field deformation history during high-strain-rate 
forming of aluminum alloys [3,15].  In this work we seek to 
examine the objectivity of the DIC-based procedures to calculate 
strain and especially strain-rate by changing various customizable 
parameters within the digital image correlation program. 

Experimental Details 

2.1 Electro-hydraulic forming setup and digital image correlation 

1 mm thick AA7075-T6 sheets were free-formed using the EHF 
technique.  A schematic of EHF and the high-speed image 
acquisition setup developed at PNNL is shown in Figure 2.  The 
test specimen (Figure 3) discussed in this paper is termed as a 
single ligament or plane strain geometry.  It consists of two 
symmetrical elliptical holes designed to provide a state of near-
plane strain condition in the center of the sheet during forming.  
The cameras face the side of the specimen which was painted with 
a black and white speckled pattern for digital image correlation.  
The other side of the specimen was etched with a square grid 
pattern for conventional measurement of final strain.  Right 
underneath the specimen a driver sheet (1 mm solid sheet of 5182-
O without any holes) was placed.  The contact surfaces of the test 
sheet and the driver sheet were coated with boron nitride lubricant 
to reduce contact friction.  The driver sheet kept the water 
pressurized during the impact and prevented water from escaping 
the elliptical holes of the test sample.  The discharge of the 
capacitor banks, charged to desired voltage, through a 0.3 mm 
diameter copper wire generated a pressure pulse in the water.  
This pressure pulse was responsible for deforming the sheet 
specimen into dome geometry via the driver sheet. 

The sheet deformation process was captured by a pair of high 
speed Photron cameras at a rate of 75000 frames per second and a 

resolution of 320 x 264 pixels, such that 1 pixel represented an 
area of approximately 0.6 mm × 0.6 mm.  VIC 3D, version 
2009.1.0. (Correlation Solutions Inc.), commercial DIC software, 
was then used to perform image correlation on a sequence of 
speckle pattern images to yield deformation history of the sheet.  
See [3,15] for additional details on test configuration and imaging 
setup.  Post deformation strains near the crack locations were 
measured using automated image analysis software Automated 
Strain Analysis and Measurement Environment (ASAME, 
ASAME Inc.). 

Figure 2. Schematic showing cross-section of EHF 
experimental setup with initial undeformed (dashed line) and 
final deformed position of test sheet. 

Figure 3. Schematic of specimen geometry tested.  Two 
symmetric elliptical cutouts in the specimen provide a state of 
near-plane strain in the center of the sheet.  The direction of 
major strain is along rolling direction. 
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Results and Discussions

Figure 4 shows the two halves of the test sample that fractured 
during the forming process.  Because of significant deformation 
near the clamping region, the specimen has fractured away from 
the larger parent sheet.  The strain and strain-rate maps obtained 
from DIC are shown in Figure 5.  These maps correspond to the 
state of deformation ~13 microseconds prior to the crack initiation 
in the sample.  The issue being addressed in this work is how 
these values change with changes in the software parameters.  
Although DIC-calculated strain values can be verified to some 
extent by comparing them with conventional strain grid 
measurements, no such direct verification exists for strain-rate, as 
discussed in the Introduction section.  Even for the case of strain 
verification, this can only be made for the final strain value 
without knowing the strain path.  In such situation it was deemed 
imperative to understand what effects various adjustable 
parameters within the VIC 3D software might have on the 
calculated strain and strain-rate fields. 

In order to understand how the selected subset size may affect the 
software-calculated strain and strain-rate, a point near the crack 
region, identified in Figure 4 by a red dot, was chosen for 
temporal analysis.  Strain and strain-rate values at this location for 
the duration of the forming process were calculated using three 
different subset sizes and various combinations of filter and step 
sizes.  The subset size determines the size of the area of the 
speckle pattern being tracked between successive images.  Step 
size on the other hand, determines the number of pixels between 
each subset.  One such data set is presented in Figure 6 and Figure 
7.  In Figure 6 the strain values appear to be evolving in a similar 
manner in all the three cases resulting in almost identical strain 
values until the last time step after which the correlation is lost 
and no data point is available.  The engineering strain for different 
subset sizes, for time step just prior to divergence is ~ 0.19.  This 
value is close to the strain calculated from the strain grid of 0.23 

Figure 4. Post-formed plane-strain/single ligament specimen.  
The direction of major strain is along the rolling direction (the 
orientation is rotated 90º relative to that shown in Fig. 3). Note 
that the red dot and red broken line are indicative of location 
from where DIC strain and strain rate values were extracted 
prior to fracture. 

Figure 5. Color map of strain (a, b) and strain-rate (c, d) in 
two directions obtained from VIC 3D prior to fracture 
initiation.  The rolling and transverse directions are oriented 
along the vertical and horizontal axes, respectively.

Figure 6. Major Lagrangian strain plotted against time for 
three different subset sizes.  Filter size of 5 and step size of 1 
was used.
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as shown in Figure 8 in the same vicinity.  The strain-rate plot in 
Figure 7 also shows a similar trend as the strain plot in Figure 6.  
The DIC-calculated strain-rate is independent of the subset size 
except at the very end of the data when there is a sudden jump in 
strain-rate right before crack initiation.  Since there is no direct 
method to verify which of these strain-rate values shown in Figure 
7 are correct, this analysis suggests that strain-rate values towards 
the end of a data set need to be viewed with caution. 

To further understand the strain and strain-rate variations with 
changes in DIC parameters, the strain /strain-rates across the 
transverse section of the samples (as seen by red dotted line in 
Figure 4) are examined.  Two consecutive speckle images are 
considered - One image captured immediately prior to the 

appearance of the crack in the specimen (t crack-1) and another one 
captured two steps prior (t crack-2).  In this case the step size was 
also varied in addition to the subset size.  Step size determines the 
spacing of each individual data points where displacement is 
calculated.  As seen in Figure 9 for image t crack-2, neither the step 
size nor the subset size has a significant effect on the strain-rate 
distributions across the sample.  Similar trend, i.e. subset and step 
size independent strain-rate distribution, are obtained for all the 
images preceding t crack-2.  Figure 9 also shows that the strain-rates 
at the extremities of the sample are somewhat higher than those at 
the center, presumably because of the availability of free surface 
at the extremities (adjacent to the elliptical holes).  In contrast to 
Figure 9, the data for the image t crack-1 in Figure 10 shows that the 
choice of subset size and step size can affect the calculated strain-
rate at time instances close to crack initiation.  The difference in 
the strain-rate magnitude is especially magnified at the specimen 
edges.  The data also shows that for the same subset size, the step 
size can also influence the magnitude of the calculated strain-rate. 

Based on the above results, it appears that the calculated values of 
the strain-rate are most sensitive to software parameter when the 
data is analyzed near specimen edges and/or close to the instance 
of crack initiation.  One reason for the above observations could 
be the delamination of the painted speckle pattern when 
approaching crack initiation.  Since the DIC technique assumes 

Figure 8. Color maps of major and minor engineering strains 
obtained from strain grid method.

Figure 9. Strain-rate distribution across the sample for image 
t crack-2 captured two frames prior to crack appearance in the 
sample.

Figure 10. Strain-rate distribution across the sample for the 
image tcrack-1 captured two frames prior to crack appearance. 

Figure 11. Comparison between strain calculated from DIC 
(Subset size 9, Step size 1, and Filter size 5) and that 
obtained from grid method.  The approximate locations in the 
sample from where DIC safe strains were extracted are 
shown by yellow dotted lines in the inset. 

Figure 7. Major Lagrangian strain-rate plotted against time 
for three different subset sizes.  Filter size of 5 and step size 
of 1 was used.
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that sheet deformation is manifested as the deformation of the 
speckle pattern, any loss of adhesion between the paint and the 
test sheet will lead to erroneous values. However such loss of 
adhesion is difficult to identify positively from the raw images. 

Finally, Figure 11 compares the strains obtained from the DIC 
technique (Subset size 9, Step size 1, and Filter size 5) and those 
obtained via conventional grid measurement method.  The 
incipient strain locations were visually identified from fractured 
specimens and strains away from the incipient locations were 
deemed to be safe.  Considering that the strain grid method can 
have an error of up to 2% strain, Fig. 11 shows that the DIC-
calculated strain values are in good agreement with the values 
obtained from the conventional strain grid method in the same 
vicinity. One possible way to identify the correct software 
parameters is to ensure that the DIC-calculated strain matches that 
determined by the strain grid method.  One may also vary the 
subset size, step size etc. until their calculated strain-rate 
converges to similar values.  Nevertheless, the results show that 
when examining DIC data away from specimen edges and prior to 
crack initiation, the calculated strain-rate and strain values can be 
used with confidence. 

 Conclusion 

A method combining high speed imaging and digital image 
correlation technique was used to investigate high-strain-rate 
deformation behavior of Al 7075-T6.  The effects of various 
parameters in the DIC software were studied to ascertain 
robustness of the calculated strain and strain-rate history.  Based 
on the data analyzed, the following conclusions can be drawn: 

1) Except for very close to the time of crack initiation and near the 
specimen edges, the strain-rate calculated by DIC is effectively 
independent of the parameter selected. 

2) The in-situ DIC-calculated strain value is in good agreement 
with the post-mortem strain measured by the conventional 
strain grid method. 

3) The DIC technique has been successfully implemented to 
quantify the high-rate forming behavior of Al alloys 
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