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Abstract

Copper concentrates with high arsenic contents must be pretreated before conventional smelting
to prevent environmental pollution with arsenic compounds. In this work, experimental results
concerning the selective removal of arsenic and antimony from copper concentrates are
presented. The process consists of an alkaline digestion using concentrated NaHS-NaOH
solutions to transform the arsenic and antimony sulfides into soluble compounds. A water
leaching follows the digestion to dissolve the arsenic and antimony, leaving clean copper sulfide
solid residues. The laboratory scale tests were carried out using a copper—arsenic concentrate
with 15.05% As and 1.42% Sb. The results showed that the most important digestion variables
were temperature and concentrations of NaHS and NaOH. Over 97% of arsenic and 92% of
antimony could be removed in 10 min of digestion using 8.9 M NaOH and 100% excess of
NaHS at 80 °C. The subsequent water leaching was performed at 80°C for 20 min.

Introduction

The presence of arsenic minerals in copper concentrates complicates their treatment by the
conventional smelting-converting process. The sulfides and oxides of arsenic are highly volatile.
Thus, in the pyrometallurgical treatment of copper concentrates with high arsenic content, there
is a risk of producing arsenic emissions to the atmosphere. Therefore, the smelters impose heavy
penalties on copper concentrates that contain more than 0.5% arsenic [1]. The arsenic in copper
concentrates is usually present as enargite (CusAsS4) and also tennantite (Cuj2AssS3). Antimony
is also a common impurity that can affect the quality of the final copper product. In copper
concentrates the antimony is usually associated with the arsenic in tennantite where antimony
can replace the arsenic up to the composition of tetrahedrite (Cu2SbsS,3). Due to the presence of
large amount of enargite and tennantite in some copper ores, the concentration plants cannot
produce clean copper concentrates without losing a significant amount of copper. Thus, the
concentrates must be pretreated to lower their arsenic content before smelting. The conventional
method to reduce the content of arsenic and other deleterious impurities in copper concentrates is
roasting, where the arsenic is removed by volatilization as either sulfide or oxide. Although
roasting is very effective for arsenic elimination, the removal of other impurities which are also
present in the concentrates such as antimony and bismuth is less effective. In addition, roasting
plants may also have problems to comply with the increasingly stringent norms that restrict the
arsenic emissions to the atmosphere. Therefore, there is a growing interest in the copper industry
for alternative processes to remove arsenic and antimony from copper concentrates.

In this work, a process for selective dissolution of arsenic and antimony from a copper
concentrate containing enargite and tennantite is discussed. The process includes an alkaline



sulfide digestion with a concentrated solution of NaHS-NaOH followed by leaching of the
digested pulp with water.

Unlike conventional leaching, the digestion is carried out using a pulp with a high solid
concentration; therefore, the soluble arsenic and antimony compounds formed by reaction with
NaHS and NaOH will precipitate at least partially. In the subsequent water leaching the
precipitated arsenic and antimony will be dissolved and separated from the solids by filtration.
The ongoing authors’ research on the digestion of copper concentrates containing enargite with
Na,S-NaOH has established that the alkaline digestion, followed by water leaching, is an
efficient method for fast removal of arsenic, leaving essentially all the copper in the solid
residues as copper sulfide [2].

In the present paper the behavior of a complex copper concentrate containing arsenic and
antimony using NaHS-NaOH is discussed.

Chemistry of the alkaline sulfide leaching

The direct leaching of enargite with Na,S-NaOH solutions have been studied by several
researchers and the following reaction has been proposed [3, 4, 5]:

2Cu3AsS,+ 3Na,S — 3Cu,S(s)+2NazAsS, (1)
For tennantite and tetrahedrite the proposed reactions are [6, 7]:

CU12A54S13 (S) + 6Na25 g SCUZ S(S)+ 2CUS(S)+ 4Na3AsS3 (2)
Cu128b4S13(s) + 6Na25 i SCUZS(S)+ ZCUS(S) + 4Na3 SbS3 (3)

When NaHS is used as the source of sulfide, the following neutralization reaction occurs in the
solution:

NaHS + NaOH = Na,$S + H,0 “4)

On adding reaction (4) to reactions (1) through (3) the following overall reactions can be written
when enargite [8], tennantite and tetrahedrite are reacted with NaHS-NaOH solutions:

2Cll3ASS4 (s)+ 3NaHS + 3NaOH— 3CU2S(S)+ 2N33ASS4 + 3H20 (5)
CuleS4SI3 (5)+ 6NaHS + 6NaOH — SCUZS(S)+ 2CU.S(S)+ 4Na3AsS3+ 6H20 (6)
Cuy28b4S 3 (¢ F6NaHS + 6NaOH — 5Cu, S5 +2CuS ) + 4Na3SbS; + 6H,0 7)

As seen in these overall reactions, the stoichiometric amounts of NaHS and NaOH required to
dissolve all of the arsenic or antimony from these minerals are equal to 1.5 moles per mole of As
or Sb.



These overall reactions (5) through (7) will be assumed to occur in the digestion step of the
process studied here.

Experimental Work
Materials

The concentrate used in this research was prepared by manual selection from a primary sample
of natural crystals of arsenic rich minerals. The selected crystals were crushed, ground, and
classified into narrow size fractions using a U.S. sieve series. The size fraction -150+106 um was
used in the experimental work. The chemical analysis of this size fraction indicated 37.4% Cu,
15.05% As, 1.42% Sb, 9.69% Fe and 35.0% S.

The X-ray diffraction analysis of the concentrate is presented in Figure 1, which showed that the
main minerals present were enargite, tennantite and pyrite.
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Figure 1. X-ray diffraction spectrum of the concentrate size fraction -150 + 106 pm.
A few individual particles of the concentrate were also analyzed by energy dispersive
spectrometry (EDS). All the particles analyzed showed the presence of antimony ranging from 1

to 3.2%. In some of the particles, presumably tennantite, the presence of iron was also detected
in concentrations ranging from 5 to 7.5%.

The chemical reagents used to prepare the digestion solution were NaHS-xH,O from Sigma
Aldrich and NaOH from Merck.

Experimental Procedure

The alkaline digestion experiments were carried out with 4 g of the concentrate sample -150 +
106 um prepared as described earlier. A small volume of freshly prepared solution (usually 4 or
5 ml) containing the desired amounts of NaHS and NaOH was preheated over a hot plate in a
100 ml steel crucible until it reached the temperature selected for the test. The alkaline digestion
was then started by adding the solid preheated sample. During digestion the pulp was vigorously
mixed using a paddled stir rod for the predetermined time. Once the digestion period ended, the
pulp was immediately poured into a glass reactor containing preheated water, to carry out the



water leaching. In all the tests the leaching was performed using 500 ml of water at the constant
temperature of 80 °C and 385 rpm. The leaching time was usually 20 min. The reason for using
a large volume of water (500 ml) in the leaching step was to prevent further reaction between the
remaining enargite-tennantite minerals and the unreacted NaHS. The leaching reactor was a 2-
liter glass round bottom flask with mechanical agitation system. After the water leaching, the
solids were filtered, washed and finally dried at 80 °C for chemical analysis.

Results
The experimental work included the study of the main digestion variables: temperature, NaHS
and NaOH concentrations and time. Regarding the water leaching, time was the only variable

studied.

Effect of the Digestion Temperature

Experiments were carried out at digestion temperatures in the range of 60 to 90 °C, using 4 ml of
a solution with NaHS and NaOH concentrations of 3.3 M and 5.8 M, respectively. The digestion
time was 6 min. The water leaching time was 20 min for all the experiments. The removal of
arsenic and antimony obtained at the various temperatures are shown in Figure 2.
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Figure 2. Effect of digestion temperature on arsenic and antimony removal. Digestion
conditions: 4 g of solid, 4 ml of solution NaHS 4.8 M and NaOH 5.7 M, 6 min.

As seen in this figure, the digestion temperature has a significant effect on the extent of arsenic
and antimony removal from the concentrate. We can also see that the removal of arsenic is
higher than the removal of antimony at all the temperatures. An X-ray diffraction analysis was
also carried out of a sample digested for 6 min at 80 °C using a solution with a NaHS
concentration of 3.3 M and NaOH 5.8 M. The X- ray spectrum obtained is presented in Figure 3.
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Figure 3. X-ray diffraction spectrum of the residues obtained in digestion for 6 min at 80 °C,
using 4 ml of a solution 3.3 M in NaHS and 5.8 M in NaOH, followed by water leaching.

As seen in this figure the main diffraction lines observed in this partially digested sample
correspond to tennantite, pyrite and digenite (Cu,sS). The enargite lines are absent indicating
that this mineral reacted faster than tennantite. This result also suggests that the fraction of the
antimony present in tennantite is larger than the antimony in enargite, which would explain the
lower antimony removal observed in all the experimental conditions tested. The formation of
digenite as the copper sulfide product is in agreement with the results obtained in an earlier study
on the alkaline digestion and water leaching of enargite [9].

Effect of the concentration of the reagents

Previous investigations on the alkaline sulfide leaching of enargite and also tetrahedrite have
shown that the concentration of both, the sulfide salt and the hydroxide, have a significant effect
on the extent of arsenic and antimony removal [5, 8, 10, 11]. The results of experiments
performed with concentrations of NaHS in the range of 3.3 to 8.0 M and NaOH concentrations in
the range of 5.7 to 10.5 M are summarized in Table I. The third and fourth columns in this table
indicate the excess NaHS and excess NaOH used in the digestion. These values were calculated
considering a stoichiometric requirement of NaHS and NaOH of 1.5 moles per mole of arsenic
plus antimony in the concentrate, according to reactions (5) through (7). As seen in the table, a
larger excess of NaOH than NaHS was used in all the experiments, in order to allow for the
neutralization of the HS™ to S* according to reaction (4) plus an extra amount to maintain a
highly alkaline digestion solution. All the digestion experiments were carried out at 80 °C, using
4 ml of solution and digestion times of 6 min.

Table I. Effect of reagents concentration in the digestion on arsenic and antimony removal.

Concentrations Reagent excess Removal after 6 min
NaHS,M | NaOH,M | NaHS, % | NaOH, % As, % Sb, %
33 5.8 0 79 72.28 59.48
4.8 5.7 50 79 79.30 70.57
6.4 8.9 100 179 95.82 92.17
8.0 10.5 150 229 95.47 92.09

As seen in this table, the use of a high concentration of NaHS and NaOH in the digestion step is
necessary for an efficient removal of arsenic and antimony from the concentrate.



Effect of digestion time

The effect of digestion time was studied at the temperature of 80 °C using 4 ml of solution and
for two levels of reagents concentration. The results are shown in Figure 4.
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Figure 4. Effect of digestion time on arsenic and antimony removal.
Digestion conditions: 4 ml of solution and 80 °C.

It can be observed in this figure that for NaHS concentration of 6.4 M, and NaOH concentration
of 8.9 M the rate of reaction was so fast that in two minutes of digestion the removal of arsenic
and antimony from the concentrate was about 93% and 90%, respectively. As seen in Table I, the
NaHS excess was 50% when the concentration was 4.8 M and 100% excess when the
concentration was 6.4 M. The corresponding NaOH excesses were 79% for 5.7 M and 179 % for
8.9 M. From these data the advantage of using a small volume of solution in the digestion is
apparent. This means that in a small volume we can have high concentrations of NaHS and
NaOH, with the resulting high levels of arsenic and antimony removal without using large
amounts of reagents.

Effect of the leaching time

The purpose of the water leaching step of the process studied here was to dissolve the digestion
products: thioarsenate, thioarsenite or thioantimonite that precipitated during the digestion. Thus
the water leaching separates the dissolved arsenic and antimony from the solid copper sulfides
that constitute the main part of the solid residue. For the determination of the arsenic and
antimony dissolved in the digestion, 500 ml of water was used in the leaching to prevent further
reaction of the minerals through a large dilution of the pulp. However, in a practical application
of the process the leaching could be carried out with a small liquid/solid ratio. In addition, since
the arsenic and antimony that precipitated in the digestion are very soluble compounds, the
dissolution in water should be a very rapid process and thus the leaching time could be shorter
than 20 min. To verify this possibility, experiments were carried out under identical digestion
conditions and leaching times in the range of 10 min to 40 min. The arsenic and antimony
removal obtained are presented in Figure 5.
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Figure 5. Effect of leaching time on arsenic and antimony removal from the concentrate.
Digestion conditions: 5 ml of solution 5.4 M in NaHS and 7.4 M in NaOH, 8 min.

As seen in Figure 5, the extents of arsenic and antimony removal from the concentrate were not
affected by the leaching time in the range of 10 to 40 min. Therefore, 10 min of leaching are
sufficient to efficiently solubilize all the arsenic and antimony that precipitated during the
digestion step.

Conclusions

The digestion with NaHS-NaOH followed by water leaching is an efficient method for rapid
removal of arsenic and antimony from an enargite-tetrahedrite concentrate, containing
15.05% As and 1.42% Sb.

The copper in the concentrate remains in the solid phase as digenite.

The variables that affect the arsenic and antimony removal are the digestion temperature, the
concentrations of NaHS and NaOH, and the digestion time.

At a digestion temperature of 80 °C, over 97% of the arsenic and 92% of the antimony could
be removed in 10 min of digestion using a digestion solution with a NaOH concentration of
8.9 M and NaHS 6.5M (corresponding to 100% excess of NaHS over the theoretical
stoichiometric requirement).

A leaching with water at 80 °C for 10 min is sufficient to ensure complete dissolution of all
the arsenic and antimony compounds that precipitated during the digestion.
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Abstract

The electrodeposition of metal ions from aqueous electrolyte solutions has been a well-known
process for the last half century. With numerous industrial applications such as electroplating,
electrowinning and electrorefining, the kinetics of electrochemical reactions involved in the
process has been extensively researched. Arrhenius-type rate equations, the Butler-Volmer
equation, and the empirical Tafel equation are among the most important models to explain the
rate of electrochemical reactions. The study of the kinetics of metal deposition is critical to
understanding the underlying mechanisms through which a certain morphology of metal deposit
is formed on the cathode. The purpose of this paper is to elucidate the influence of experimental
parameters such as pH and additives on the rate and the reaction mechanism determining the rate
limiting step of the electrodeposition reactions.

Introduction

Electrodeposition as a method by which aquated metal is deposited onto a metal surface can be
described by the charge transfer equation

M, +ze — M )

where Maq+ is the metal ion in solution and M; is the deposited solid metal. The
electrodeposition of metal ions from an aqueous solution onto an electrode is a multi-step
process consisting of

1) Mass transport of metal ions from aqueous electrolyte solution bulk to the metal-

solution double layer, analogous to a boundary layer

2) Diffusion through the boundary layer

3) Integration onto the interface

4) Bulk metallic deposit growth

Commonly employed electrodeposition kinetics relations used to describe the driving forces
behind metal deposition rate include the Butler-Volmer, generalized Frumkin-Butler-Volmer
(gFBV), and Tafel equations. While the Tafel equation has been developed empirically, the
former two equations rely upon ion concentration models of the reaction surface’s diffusion
layer. This layer is referred to as the Double Layer (DL) and shown to determine the rate for the
many electrocrystallization cases which are controlled by a slow electron transfer step [1].

Electrodeposition Experimental Set-up

Figure 1 shows a typical electrolytic cell with two anodes and a central cathode. The cathode is
rotating such that convection currents in the electrolyte create steady state conditions. A rotation
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Figure 1: A Schematic of the rotating cylindrical electrolytic cell.

rate of approximately 1000 rpm is needed to achieve steady state [2, 3, 4, 5]. Shown is a
Rotating Cylindrical Electrode (RDE). A Rotating Disk Electrode (RDE) which uses a uniform
flat electrode may also be used. So long as the same solution flow is induced, the method of
inducing it does not factor into subsequent equations and calculations.

If the anode is assumed to have already dissolved sufficiently into the solution so as to reach a
steady rate of deposition onto the working electrode, the cell is potentiostatically controlled and
reversible potentials used for deposition may be calculated using the Nernst equation,

P

> @

q
Ared

a

E=E+ (%) Ing

where F is Faraday’s constant, R is the gas constant, 7 is temperature, £ is the electrode
potential, E° is the standard electrode potential, and aox and a.q are the activities of the oxidized
and reduced species with stoichiometric coefficients p and ¢ [1]. For a constant bulk
concentration of ions in solution the plating potential is also constant, as shown in the Nernst
equation.

Determination of Rate Determining Step

There are many variables in an electrolytic bath and set up which would affect the kinetic rates
and the subsequent slowest step. Convection, pH, concentration, current density, and additives
have all been shown to effect rates [1-13].

Mass Transfer Rate Equations

The Nernst-Plank relation for ion transport in electrolyte,

=V Ji =V [Di(c; + cizifVV)] 3
where J; is the flux, D; diffusivity, z; ion valence, ¢; ion concentration and ¥ voltage potential, is
has been used to describe mass transport for a dilute electrolyte [6]. It however does not allow

for advection or chemical reactions in solution. These effects may be addressed by the Poisson
equation, which relates electrical potential with charge density [6],
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Figure 2: Classical Butler-Volmer double lay
model for + solvent surface coverage and M ions
in solution.

The large boundary layer potential as described in the next section must also be considered when
considering the effect of the electrical potential in Equ. (4). For a steady state system the
Poisson-Nernst-Plank equation describes mass transfer in the bulk solution by combining Egs.
(3) and (4) with boundary layer potential effects giving the ion concentration in solution at a
position and time,

2Nx.

c(x,7) =1+ 2igp,{0.5 —x = X227 ncos(— )} ®)

where f, and 1 are functions of time, I, is the applied current, and L and x are spatial positions

[6].

Since ion flux and thus solution convection currents determine mass transfer rate, the speed of
the rotating electrode is important. The slowest rate step, whether diffusion or chemical reaction,
may be determined by monitoring the effect of cathode rotation speed on the rate of metal
deposition [7]. The mass transfer coefficient increases with flow rate [5] while the current
density decreases indicating a shift from electron-transfer control to diffusion control [3].

Charge Transfer Rate Equations

The Butler-Volmer description of the classic Double Layer (DL) model is shown in Fig. 3. Here
the metal ions in solution are considered to have finite size and the reaction surface is coated in a
layer of solvent molecules. Since the ions are restricted in their surface approach by their size
both a charge free and a charge covered surface layer are created. These act as a capacitor where
the ion layer is one plate and referred to as the outer Helmholtz plane and the surface of the
metal-aqueous solution is the other plate called the reaction plane. Ions in solution undergo at
least one electron transfer reaction at the DL, which is described by a Faradaic charge transfer
relation. In order to balance the charge and maintain the operating potential, ions transfer charge
and replace the solvent atoms shown in Fig. 2. This charge-transfer adsorption is called specific
adsorption [1] and generally occurs before bulk metallic growth. Since the behavior of an
electrochemical reaction is characterized by a polarization resistance at the interface, the
capacitance of the DL determines the rate [8]. The potential drop between the working electrode
and the bulk electrolyte solution, which is analogues to the overpotential, drives the reaction [6]
and leads to the general Butler-Volmer equation,
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where A is the electrode surface area, kg.s the rate constant and a the transfer coefficient [1]. It
should be noted that the Butler-Volmer equation shown is in terms of current, through
measurement of which rate is determined [5]. Commonly deposited are higher oxidized metal
ions, such as Cu?*, which must go through multiple consecutive electron reactions at the DL. In
such cases the slower reaction is generally found to be the first electron reaction [4, 8].

Inner Helmholtz
Plane

Figure 3: Fumkin-Butler-Volmer double layer model. Courtesy of
John Suriano.

The generalized Frumkin-Butler-Volmer (gFBV) equation is extension of the Butler-Volmer
model, which goes farther to take into effect upon the rate the DL composition [6]. In this
model, which is shown in Fig. 3, a diffuse layer with non-zero charge is included between the
reaction plane and the zero-charge zone causing a change in potential drop across the DL, which
is assumed to be linear in the Butler-Volmer model. This contributes to the total cell potential
although the ion concentration of the bulk remains the same as considered in the simpler model.
Therefore this impacts the charge transfer rate and the electrical potential. The driving force is
the ion concentration at the reaction plane and the electric field strength describing the potential
drop across the charge-free layer,

Jr = Krco puk exp{—(a Inf VG — Vpuu)} — KoCppurexp{(1 — a Inf (G, — Vpuu)} (8)

where K; are rate constants, V; are voltages, ¢; are concentrations, and the effective transfer
coefficient, a * , is the transfer coefficient adjusted for dependence upon the diffusion layer to
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zero-charge layer capacitance ratio [6]. From this it can be seen that for zero-charge layer
thickness << diffusion layer thickness, the latter will dominate the charge transfer rate
necessitating the use of the gFBV equation. For zero-charge layer thickness >> diffusion layer
thickness, the former dominates and « * will approach the value of the classical transfer
coefficient such that the Butler-Volmer equation may be used [6].

Charge Transfer Adsorption

Before metal ions grow in the bulk metal solid phase, they are generally adsorbed on the
electrode surface. This is described by the Frumkin isotherm for charge-transfer adsorption,

YNFE

[1%] expfO = kCexp( T )

where (1-0) is the fraction of active adsorption sites, n is number of electrons, k & f are
constants, C is adsorbate concentration, and ] is the electrosorption valency which accounts for
DL charge changes during adsorption [1]. The rate and manner of which the layers of metal ions
are adsorbed and consequently deposited may vary for the first monolayer deposited upon the
working electrode surface and the subsequent multilayers deposited onto the bulk metal, since
the composition and crystal structure of the two substrates are generally different [1].

Adsorption is very important in the case of organic surfactants being added to the electrolyte for
nucleation enhancement. Studies found that the addition of organics which do not affect the
metal ion’s deposition reaction pathway inhibit rate of the deposition due to adsorption [4]. This
is shown by the decreasing limiting current density with increase in organic concentration.
Organic molecules in the electrolyte solution follow the Langmuir isotherm,

9 —
—=KC (10)

for equilibrium constant K [7]. Therefore, the metal ions and the organic molecules will vie for
active adsorption sites and inhibit the adsorption and deposition rate [4, 7].

Nucleation
Alternately, the interface conditions of the electrocrystallization process in an electrolytic cell
may result from nucleation rather than adsorption. The rate of nucleation in such processes is

generally found empirically by evaluating the current-time transients over potential steps [1].

Experimental Methods

The slowest mechanism is determined experimentally. Voltammetry analysis can be used to
show if a deposition process with given parameters is diffusion controlled. A voltammetry
sweep is conducted over a determined range, giving potential regions at different current
densities. A kinetic peak indicates the mass transfer process and lack of any diffusion peak
indicates charge-transfer rate control [9]. Chronoamperometric analysis is also used. Current
transients I-t;, are plotted and linear behavior indicate mass-transfer rate control. These
experiments may be conducted with respect to varying parameters such that the effect of the
parameter upon rate determining mechanism may be analyzed. As is modeled by the Butler-
Volmer equation where the current density drives the equation, much investigation into the RDS
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is done through observing current density behavior relative to a given electrolytic system. The
Tafel Equation,

E = a— blogl|i| (11)

where a and b are the Tafel parameters determined experimentally [1], relates the current to the
potential and are used to determine the effect of current efficiency [10, 11].

Conclusions

The electrolytic cell controlling electrodeposition of metal ions from aqueous solutions to bulk
metal solids is complex and has many variables that may affect the rate of deposition.
Considerable experimental and theoretical work has been done to determine the effect of varying
parameters on the rate determining mechanism. Current density and overpotential examinations
give data sufficient to determine the slowest step for most electrodeposition systems.
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Abstract

Electrodeposition of cobalt from cobalt tetrafluoroborate (Co(BF4),) was investigated using 1-
butyl-3-methylimidazolium tetrafluoroborate (BMIMBF,) ionic liquid. The experiments were
conducted at 353 K. Chronoamperometry experiments confirm that the electrodeposition of
cobalt on tungsten electrode proceeds via three-dimensional instantaneous nucleation with
diffusion-controlled growth process. The average diffusion coefficient of Co(Il) was found to be
7.5 x 10 cm?™! at 353 K, which is in good agreement with the estimated value from cyclic
voltammetry. The electrochemical deposit was characterized using SEM-EDS and XRD methods.
The SEM image shows formation of a dense and compact deposit at - 0.75 V. The EDS and
XRD analysis confirm that the obtained deposit is pure cobalt metal.

Keywords: Cobalt tetrafluoroborate, Electroreduction, BMIMBE, ionic liquid

Introduction

Cobalt and its alloys are very important functional materials due to their magnetic properties,
and resistance to corrosion. Electrodeposition of Co is relatively difficult from the aqueous
solutions due to hydrogen evolution. In recent years, ionic liquids (ILs) have received greater
attention as a novel media for the electrodeposition of metals and alloys. Ionic liquids have
several advantages over conventional aqueous solutions as electrolytes. They are non-flammable,
display high thermal stability with negligible vapor pressure and are good solvents for numerous
salts and polymers. Their wider electrochemical window and relatively high conductivities
allowed the electrodeposition of less noble metals, semiconductors and alloys, which otherwise
are very difficult to deposit in aqueous electrolytes that possess limited electrochemical windows
and poor thermal stabilities [1-7].

Among the various air-stable room temperature ionic liquids (RTILs), 1-butyl-3-
methylimidazolium tetrafluoroborate (BMIMBF,) ionic liquid have been extensively studied and
used for electrochemical applications like electrodeposition and batteries. At ambient
temperatures, dissolution of commonly occurring cobalt salt (CoCl,) in BMIMBE, is very
difficult because of the poor coordination capability of BF4 anions. Therefore, specific cobalt
salts need to be synthesized for desired electrochemical applications. Sun et al. [8-12] found that
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when excess of EMICI is present in the IL melt, free chloride ions are produced and forms a
complex with the metal ions or metal chlorides in order to facilitate the dissolution of salt species
in the melt. Intermetallic alloys like on Pd-Ag, Pd-In, Pd-Cu, Sb-In and Gd-Te were studied in in
BMIM-CI-BF; systems [8-12].

Electrodeposition of cobalt and cobalt alloys have been primarily focused on using
chloroaluminate-based ILs because of their adjustable Lewis acidity or basicity of the ILs. The
chronoamperometric transient behavior showed that pure cobalt deposition proceeded via 3D
progressive nucleation with diffusion controlled growth [13-15]. An er al. [16] studied the
electrodeposition behavior of cobalt in ZnCl,-EMIC-CoCl, system and their results showed that
the electrodeposition of cobalt metal proceeds through diffusion-controlled growth process.
Hsieh et al. [17] investigated the speciation and coordination of cobalt-chloride-based ionic
liquid, containing different mole percentages of CoCl, in EMIC melts. The coordination number
and the mean Co-Cl bond length decreases with the increase in concentration of CoCl, salt in the
IL. The results showed that various Co(II) chloride compounds such as C0C142', Co,Cls", and
Co3Cly are formed for different molar ratio of CoCl, and EMIC in the melt. Tulodziecki et al.
[18] studied the importance of double layer structure formation on electrochemical deposition of
Co from ILs containing soluble Co(Il)-based precursors. The authors provided an insight on the
mechanism of Co®* reduction that taking place on the electrode surface at clevated temperature.
In another study, Tulodziecki ez al. [19] revealed the electrodeposition behavior of zinc-cobalt
(Zn-Co) alloy in deep eutectic solvent system i.e., choline chloride/urea (1:2 molar ratio)
containing 0.11 M ZnCl, and 0.01 M CoCl,. The CV results showed preferential reduction of Co
and no anomalous codeposition of Zn-Co alloy occurred using this solvent. Chronoamperometric
(CA) investigations combined with field emission scanning electron microscopy (FE-SEM)
indicated that the electrodeposition of Zn-Co alloys followed the mechanism of instantaneous
nucleation. Recently, our research group have studied the electrodeposition of Co from eutectic
mixture of urea and choline chloride [20].

In the present study, chronoamperometry technique was used to study the nucleation
behavior of cobalt(Il) ions in BMIMBE, ionic liquid. The electrodeposits were characterized
using scanning electron microscope (SEM), energy dispersive spectroscopy (EDS) and X-ray
diffraction (XRD) methods.

Experimental Method

The 1-butyl-3-methylimidazolium tetrafluoroborate (BMIMBF,) ionic liquid of >98%
(Sigma Aldrich) was used as received without any further purification or drying. Prior to the
starting of the experiments, anhydrous Co(BFs), was obtained from the dehydration of
Co(BF4)2-6H,0 (96%, Alfa Aesar) under vacuum at 393 K for more than 24 h. The electrolyte
solution was obtained by dissolving the stoichiometric amount of Co(BF4), in BMIMBE, IL
under dry Ar atmosphere and with a constant stirring until the dissolution of Co(BF,), is
complete at 353 K.

The tungsten wire (0.11 cmz, 99.95%, Alfa Aesar) was used as the working electrode, while

platinum wire (>99.997%, Alfa Aesar) and silver wire (99.9%, Alfa Aesar) were used as counter
and quasi-reference electrodes respectively. The tungsten wire was polished successively with
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increasingly finer grades of emery paper and then rinsed well for several times with ethanol and
distilled water and then dried in air. All the electrochemical experiments were performed using
EG&G PARC model 273A Potentiostat/Galvanostat under an Ar atmosphere. Electrochemical
experiments were performed using a three-electrode cell system [20].

Electrodeposition experiments were carried out on copper foil (0.25 cm?, Alfa Aesar) as
cathode electrode. The as-deposited sample was washed using anhydrous ethanol to remove any
salt contaminants that adhere to the cathode surface. A high resolution scanning electron
microscope (SEM, JEOL 7000, Japan) was used to investigate the surface morphology and
energy dispersive spectroscope (EDS), attached to the SEM, for determining the elemental
composition of the electrodeposits. The X-ray diffraction (XRD, Philips APD 3720, Netherlands)
was used to record the phase and structure of the electrodeposits.

Results and Discussion

Cyclic Voltammetry

Figure 1 shows the overlay of the CVs of tungsten electrode in BMIMBF, containing 0.20 M
of Co(BF4), at different temperatures (333 to 363 K). As shown in Figure 1, the cathodic peak
current increases significantly with the increase in temperature. Also, the cathodic peak potential
and the reduction onset potential of Co(Il) shifts positively with the increase in temperature. It
may be due to higher mobility of ions at higher temperature.
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Figure 1. Cyclic voltammograms of tungsten electrode in BMIMBEF, containing 0.20 M of
Co(BFj); at different temperatures of 333, 343, 353 and 363 K respectively.

Chronoamperometry

In order to investigate the nucleation and growth mechanism, chronoamperometric
measurements were carried out by stepping the potential of the working electrode from a value
where no reduction of cobalt occurs to those sufficiently negative potentials that induces the
reduction process. This technique have been extensively investigated for understanding the
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electrodeposition mechanism of metals by comparing the obtained experimental data with
theoretical models [21, 22]. Typical current-time transient curves for the experiments at different
voltages (-0.60 to -0.72 V) are shown in Figure 2. The curves are characterized by (a) initial
sharp current peaks at the onset potentials due to the double layer charging, (b) a subsequent rise
in the current due to the formation and growth of cobalt nuclei on the electrode surface and after
passing through the maximum (Zmax, /max) point, (c) the current decreases as a function of time
(") to a constant value, thus indicating a diffusion controlled process given by Cottrell equation
[23]:

I=nFAD"*C(mt)"* (1]

where / is the current passing through electrolyte in A, » is the number of transferred electrons, £
is the Faraday constant, 96485 Cmol'], A is the electrode area in cmz, C is the bulk concentration
in molem™, ¢ is the time in s and D is the diffusion coefficient of electroactive species in cm?s™.
As shown in Figure 3, the plot of I vs. £ gives a straight line. From Eq. [1] and using the slopes
of the straight lines of I vs. ', the diffusion coefficient of Co(Il) ions in BMIMBE, lies
between 11.0 x 10 cm’s™ and 4.5 x 10™ cm’s™" and the values are listed in Table L. The average
value of diffusion coefficient of Co(Il) ions is calculated to be 7.5 x 10 cm?s™ ,which is in good
agreement with the estimated value (7.6 x 10® cm?s™") obtained from the cyclic voltammetry.
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Figure 2. Current-time transients of chronoamperometric experiments for BMIMBF, containing
0.20 M of Co(BF4), on tungsten electrode at 353 K.

Table I. Diffusion coefficient of Co(II) at different potentials.

Potential (V) D (cm’s™)
-0.64 11.0 x 108
-0.66 9.4 x 1078
-0.68 6.1 %1078
-0.70 6.7 x 107
-0.72 45 %108

Average 75x10°
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Figure 3. Variation of current (/) with time (#?) for the decreasing portion of current-time

transients in Figure 2 during the electrodeposition of cobalt on tungsten electrode at 353 K.

The equation, based on 3D nucleation and growth process is controlled by diffusion of the
electroactive species (Co (II) ions) in the electrolyte has two limiting cases i.e., instantaneous
and progressive nucleation. To identify which of these two mechanisms govern the
electrodeposition of cobalt, it is important to compare the dimensionless experimental current—
time transients with the dimensionless transients of 3D instantaneous (Eq. [2]) and progressive
(Eq. [3]) nucleation processes [21, 22]:

omtefeonls]]

2

(’j :1.2254[’lj 1—exp[—2.3367(1] } 3]
i ! ,

The experimental and calculated plots are shown in Figure 4. Compared to the calculated
data, the experimental data plots can be explained better by an instantaneous nucleation rather
than progressive nucleation process. This suggests that the initial stage of the cobalt deposition
on a tungsten electrode follows instantaneous nucleation under diffusion controlled growth of
cobalt nuclei.
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Figure 4. Comparison of the experimental dimensionless current-time transients with the
calculated 3D nucleation process for the chronoamperometric electrodeposition of cobalt on
tungsten electrode at (a) -0.64 V, (b) -0.66 V, (c¢) -0.68 V and (d) -0.70 V. All the experiments
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are conducted using BMIMBF, containing 0.20 M of Co(BF4), at 353 K.

Electrodeposition and characterization of cobalt

Figure 5. SEM micrograp

of the cobalt deposit obtame from

Co(BF4); on copper cathode electrode substrate at -0.75 V and at 353 K.
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Electrodeposition of cobalt on a copper (0.5 cm?) cathode electrode was performed in
BMIMBEF, containing 0.20 M of Co(BF4), at 353 K and by applying a constant potential of -0.75
V between the electrodes. After electrolysis, the deposited Co sample was rinsed thoroughly with
ethanol, completely dried and then examined using SEM, EDS and XRD techniques.

The SEM micrograph of the electrodeposited cobalt obtained from BMIMBE, ionic liquid
containing 0.20 M of Co(BF,), is shown in Figure 5. The cobalt deposit obtained by constant
potential electrolysis consists of flat and compact surface with the small cauliflower like
structures. EDS spectrum of the Co deposit is shown in Figure 6. The electrodeposit contain pure
cobalt with no trace of other impurities such as trapped B and F atoms from the ionic liquid.
Figure 7 shows that the XRD pattern of as-deposited Co metal. Except the peak due to the Cu
substrate, all other peaks in the XRD spectrum are related to Co metal. No presence of cobalt
oxide peak in the XRD spectrum indicates that the electrodeposit contain pure cobalt metal.

Figure 6. EDS spectrum of the cobalt electrodeposit obtained from BMIMBF, containing 0.20 M
of Co(BF4), on copper at -0.75 V and at 353 K.

Intensity(a.u.)
W P
=3 =3
=] (=]

T T

]

=3

S
T

1=
S
T

L L L L

30 40 50 60 70 80 90 100 110
20(degree)
Figure 7. XRD spectrum of the cobalt electrodeposit obtained from BMIMBF, containing 0.20
M of Co(BF,), on copper at -0.75 V and at 353 K
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Conclusions

The cyclic voltammetry and chronoamperometry experiments were conducted to reduce
Co(BF4); in BMIMBF, ionic liquid containing 0.20 M of Co(BF4), at 353 K.
Chronoamperometric experiments shows that the electrodeposition of cobalt is a 3D progressive
nucleation process under diffusion control. From Cottrell equation, the average diffusion
coefficient of Co(Il) ions in the melt was calculated to be 7.5 x 10 cm?s™ at 353 K, which is in
good agreement with the estimated value (7.6 x 10 cm®s™) from cyclic voltammetry. A dense
and compact electrodeposit of cobalt was obtained under the experimental conditions. EDS and
XRD results show that the electrodeposit is mainly composed of cobalt metal.
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Abstract

Extracting alumina from coal fly ash (CFA) is of great interest for both environmental protection
and recycling valuable alumina content. In this study, ultrasonic aided leaching process as an
effective method was investigated to enhance extracting AlL,O; from CFA via concentrated
sulfuric acid sintering. The influence of ultrasonic power and processing time were tested under
the conditions as the same as those without ultrasound. It is found that the alumina extraction
rate can reach 90.5 % with ultrasound assistance, while the ultrasonic treatment can reduce
almost 15 ~ 30 min in leaching time and 5 ~ 10 °C in leaching temperature than those without
ultrasonic operation at the same Al,O; extraction rate. In addition, the ultrasonic can reduce
calcium content by 6 ~ 8 % dissolved into the leaching liquid. SEM analysis also shows that the
residue particle size with ultrasound is smaller than that without ultrasonic treatment.

Introduction

Extracting alumina from coal fly ash (CFA) is of great interest for both environmental protection
and recycling valuable alumina content. There are two major methods which are currently
applied for extracting alumina from CFA, alkali-sintering and acid leaching [1]. In the alkali-
sintering process, the alumina extraction rate is high (>90 %), but the operating temperature must
be ensured to be more than 1000 °C) with large volume of solid residues [2]. By contrast, the
acid-leaching process needs lower energy consumption and produces less residues, but its AL,O3
extraction rate is lower (82 ~ 85 %) [3].

There are a number of publications available on improving Al,O; extraction rate in the acid-
leaching process for treating coal fly ash. Nayak [4] used different concentrations of dilute
sulfuric acid to leach coal fly ash, where Al,O3 extraction rate reached 85 %. MU [1] mixed coal
fly ash together with concentrated sulfuric acid (98 %) before sintering, and finally could obtain
87.64 % AlO3. Most of the leaching temperatures were kept in the range of 80 ~ 90 °C [3, 5, 6].
As known from the open literature, the raising leaching temperature and the increasing
concentration of sulfuric acid were the major common methods to increase Al,Os extraction rate
from CFA, but those could face technical constrains in possible increased chemical corrosion in
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equipment lining materials. Therefore, further research is needed to look for other technical
means and better understanding of processing parameters.

Ultrasonic can be a powerful tool for enhancing the leaching process [7, 8]. Nakui [4] used
ultrasonic treatment to accelerate hydrazine degradation which increased from 1 pmol L™ min™!
to 3.5 umol L™'-min™" under ultrasonic — an increase by 250 %. Bese [9] observed the effect of
ultrasonic treatment on the dissolution of copper from copper converter slag by acid leaching,
and the ultrasound enhanced the dissolution of Fe and other metallic. Belviso [10] also found that
the ultrasonic treatment facilitated the formation of zeolites at a lower-temperature (25 °C) than
did no sonication (40 or 60 °C).

In this work, the concentrated sulfuric acid sintering combined with ultrasonic aided leaching
process was applied to enhance extracting Al,O3 from CFA. The leaching behaviors of AI** and
other metallic (Fe3+ / Fe** and Ca2+) were also investigated. The technical data obtained will
facilitate further improvements in the recycling efficiency and product purity control in the acid-
sintering process of extracting alumina from CFA.

Experimental

Materials and Chemicals

Table I is the chemical compositions of coal fly ash collected from a thermal power plant in
Inner Mongolia, China. The specimens used for chemical analysis of the composition were taken
from a mixture of CFA in order to get a good reprehensive result for the raw materials. The
composition dada presented here was applied to the process design. Major parts of CFA were
Si0,, ALLOs, Fe,03 and CaO, which were taken into account for the leaching tests, while the
other small amounts of components were not considered. The particle sizes of about 60 % CFA
raw material were -150 meshes.

Table I. Chemical Compositions of Coal Fly Ash.

Composition Content/wt % Composition Content/wt %
SiO, 54.55 TiO, 1.44
ALO; 33.54 K>0 0.98
Fe,0s 3.59 MgO 0.82
CaO 3.80 SO; 0.28
P,0s 0.28 Na,O 0.31

Figure 1 is XRD pattern of coal fly ash as raw material for performing alumina extraction. The
main crystalline phase in coal fly ash is mullite and quartz. In the leaching experiments, H,SO4
(GR) was used as leaching agent and reactant. The pure water used was produced in our own
laboratory.
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Figure 1. XRD spectrum of coal fly ash as raw material

Leaching Process and Analysis

The coal fly ash which was first ground for 3 h, then sintered with H>SO4 (80 %) at 1: 1.5 mass
ratio for 1 h at 290 °C. The sintered mass was mixed with pure water to make aqueous solution in
a container placed in a heating water tank, and the liquid-solid ratio was kept 12: 1, while the
liquid was treated with ultrasonic unit (Ningbo Scientz biotechnology CO.). Ultrasonic operation
was conducted with an alternative interval between 2 s-on and 3 s-off for varying period of time
and temperature. After that, all leaching tests took place in the heating water tank for a fixed
period of 30 min and at the end the liquid was filtrated to separate solid residues.

AP*, Ca*, Fe’* and Fe*' in the liquid were determined by titration analysis method. The
chemical compositions of leaching residues were measured by X-ray fluorescence analyzer
(Shimadzu Corp.). The crystalline phases were measured by Rigaku X-ray diffraction analyzer
(RigakuD: MAX-RB12KW, scanning from 10° to 100°, the rate was 0.02° per second, Cu (40kV,
40mA)). And the leaching residue was examined using analytical scanning electron microscope
(JSM-6510A, JEOL CO., Ltd.).

Results and discussion

Leaching Behavior of AI*

Temperature, ultrasonic treatment time and power were studied as variables in the leaching
process, in where the reaction in leaching process may be described as follows:

Aly(SO4); — 2A1" +350,% 1
Al extraction rate, r, can be calculated by equation (2):

C><50><K

P2 %100%
W x ALO;wt% x——
102 )
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where C, V and W are Al concentrations in leaching solution measured by ICP, the volume of
filtrate in a leaching test and the mass of raw CFA used, respectively.

Figure 2 shows Al extraction rate against varying ultrasonic power applied in the pre-treatment
before the leaching process. It is obvious that the ultrasonic pre-treatment to the aqueous solution
can enhance the reaction (1) to release AI** into the solution, while 30 ~ 50 % of power input to
the ultrasonic unit is proved sufficient to produce such an effect under this testing condition.
Therefore, more experiments only using a fixed 35 % power input (333 W) were performed in
the later part of work.

For comparison, the effects of varying ultrasonic pre-treatment time and temperature on Al
extraction rate are presented in Figure 3. In general, the prolonged time in ultrasonic pre-
treatment can improve the Al extraction rate more or less. While the higher operating
temperatures may add even more assistance to this action, for instances, Al extraction rate can
reach 88 ~ 91 % in a temperature range of 80 °C to 90 °C. At the same time, as the temperature
rises to higher than 80 °C, Al extraction rate is already up to about 85 % within a period of just
about 10 min, which means a time-saving or production rate increase for the process.
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Figure 2. Al extraction rate vs. ultrasonic power at leaching temperature of 85 °C
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Figure 3. Al extraction rate vs. the time of ultrasonic pre-treatment with various temperatures at
35 % power input
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ultrasonic treatment with 35 % (333W) power input of ultrasonic unit

Leaching Behaviors of Fe*'and Fe**

Understanding of leaching behaviors of Fe*™ and Fe®* will be useful for better control of these
impurities. The possible reactions can be as follows:

FeSO4 — Fe?" + S04~ (3)

Fey(SO4); — 2Fe* +380,% “)
Figure 5 shows that higher temperatures make both Fe* and Fe®” being dissolved more into the
liquid in the process of leaching, while the longer time of ultrasonic treatment makes more Fe**
entered into liquid at various temperatures. More Fe*" and Fe?* are leached from sintered coal fly
ash with ultrasonic treatment than those without it.

08
o016

o7} @ i b
T, L 0.14
3 S 012
= =1
go0s W Z 0.10
£ c
504 5 008
K s
£ 03 £ 0.06
S 02 0 g 0.04 —=—40°C
5 ——a0°C 5o s
£ 0.1 4-80C 4 0.02 —0—90°C
(= —o-90°C &

00l ‘ w . 0.00L— ‘ ‘

. . .
10 20 30 40 50 60
Ultrasonic treatment time /min

. . . .
0 10 20 30 40 50 60
Ultrasonic treatment time /min

Figure 5. (a) TFe (Fe®* and Fe*") and (b) Fe*" contents vs. ultrasonic time at different leaching
temperatures with 35 % (333 W) power input of ultrasonic unit

It is known that -OH radical that is strong oxidable will be produced under ultrasonic treatment

in aqueous solutions [7, 8, 11]. This means that during leaching process in aqueous solution, the
reactions (5) to (7) may take place:
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OH + OH - H202 (5)
-OH +Fe’" — OH + Fe** (6)
H,0, + Fe*" — OH + -OH +Fe** (7

As Anbar reported [10] where H,O, yield was 4.2x 10° mol L! min! in water, the concentration
of H>0, could be estimated as 2.52x10™ mol L after 60 min ultrasonic treatment in aqueous
solution. This implies that H>O, concentration from the reaction (5) could also exist in our
leaching solution to make the reaction (6) and reaction (7) occurred, and thus may result in an
increase of Fe*™ content. For example, as Fe*” increased from about 0.05 g L™ to 0.10 g L™ after
30 min of ultrasonic treatment at 80 °C, TFe (Fe** and Fe®") did from 0.48 g L t0 0.53 g L' at
the same time. However, such an effect could be limited as-OH radical and H,O, amount may be
far less than the ferrous ions in the leaching solution.

Leaching Behavior of Ca*"

In Figure 6, ultrasonic treatment hinders Ca®" into the liquid. In the leaching solution, the
reaction (8) and equation (9) may be present as follows:

CaSO4— Ca® + S04~ K" (298K) =4.93x107 8)

J={C(Ca™"}-{C(SO45)}=2.8 X107 < K, )

where T is for the product of C(Ca®") and C(SO4%) in the dissolution of calcium sulfate, and KSPU
is solubility product of reaction (8) that is relative stable with changing temperature. The
ultrasonic treatment may lead to an increase in J value, which may result in some precipitation of
CaSO, and hence reduce Ca>* content in the leaching solution. However, this interesting point
needs further investigation to explore its details and reaction mechanism.
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Figure 6. Ca®" content vs. ultrasonic time at various leaching temperatures with 35 % (333W)
power input of ultrasonic unit
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It should be pointed out that Fe**, Fe?" and Ca®" are impurities that have to be removed from the
liquid solution. Appropriate control of the balance between Al and these impurities would be
very important for process economy and product quality. Through adjusting the time of
ultrasonic treatments in the pre-leaching or the leaching process, for instances, a large amount of
AP" could be obtained with a small or almost no increase of Fe3+, Fe** contents and reduced
Ca**content in the leaching solution.

Leaching Residues

Figure 7 presents SEM micrographs of the leaching residues, where the uniform, fine particles
are found with ultrasonic treatment. The smaller particles may be due to a faster precipitation
process occurring with ultrasonic treatment that can enhance the kinetic process of mass
transportation in liquid solution.

Figure 7. SEM micrographs of leaching residues: (a) without ultrasonic treatment and (b) with
ultrasonic treatment

Conclusion
1. Ultrasonic aided leaching process as an effective method can enhance extracting ALO; from
CFA via concentrated sulfuric acid sintering. With ultrasound assistance, the alumina
extraction rate can reach 90.5 %, while both leaching time and leaching temperature can

reduce 15 ~ 30 min and 5 ~ 10 °C, respectively, for the same rate of Al,O3 extraction.

2. Fe’* and Fe** contents in leaching solutions increase with ultrasonic treatment, while Ca®*
content can decrease at the same time.

3. The particle size of leaching residue with ultrasonic treatment is smaller than that without
ultrasonic treatment.
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Abstract

A two dimensional cellular automaton (CA) model coupled with finite element (FE) method has
been developed for simulating the formation of solidified microstructure during beam blank
continuous casting, which represents columnar and equiaxed dendrites growth in the case of
detailed secondary cooling boundary conditions. In this model, a new adaptive mesh division is
proposed to couple CA cubic lattice and irregular FE mesh of beam blank. A double-accuracy
liner interpolation method is employed to obtain micro CA temperature field via macro FE
calculation. The nucleation process and the velocity of dendrite tip are calculated by continuous
nucleation model and KGT model, respectively. Moreover, the preferred orientation of dendrite
growth is determined using a probabilistic model. The effects of super heat and casting speed on
the microstructure characteristics are analyzed. This model can be applied to optimize processing
parameters for beam blank continuous casting basing on microstructure evaluation.

Introduction

H section steel has excellent performance and is widely used in different industrial fields as
important materials. Continuously casting beam blank as well as its rolling process can obviously
reduce production cost as an advanced technology. However, owing to the irregular cross-section
shape, homogeneous cooling is difficult to fulfill during beam blank continuous casting, as a
result, the solidification shrinkage is complex. Therefore, the surface and internal cracks are
prominent in final product. The solidification microstructure has significant influence on the
quality of casting beam blank. Most of studies on continuous casting beam blank mainly focus
on heat transfer and mechanical behavior rather than its microstructure [1-5]. There are few
literature reported on the microstructure evolution of beam blank. However, the relationship
between microstructure and process parameter is important for improving final quality of product.
In this paper, 2D cellular automaton (CA) model coupled with finite element (FE) method is
developed to simulate the microstructure evolution during beam blank continuous casting. The
temperature of beam blank is calculated using FE method, and the detailed secondary cooling
condition is taken into account on both longitudinal and cross directions of beam blank. On the
basis of the macro temperature field, an adaptive mesh division as well as a double-accuracy
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liner interpolation method is introduced to calculate the temperature of micro CA lattice. The
nucleation and the velocity of solid/liquid (S/L) interface are calculated via continuous
nucleation model and KGT model, respectively. The present model is applied to simulate
microstructure formation at various casting temperatures and speeds during beam blank
continuous casting process.

Model description

The multi-scale temperature model

A 1/4 cross-section of beam blank is selected as the computational region. Two meshes are
employed to calculate the temperature fields of macro FE and micro CA models. The
computational region is composed of 42X33 nodes and 1312 elements with irregular shapes.
Generally, CA lattice is square, thus cannot be equally divided in these elements. Moreover, the
evolution rule of CA model is difficult to define due to the complicated profile of beam blank if
the section consists of square FE elements. Thus, an adaptive mesh division is introduced to
solve this problem. The square CA lattices are directly divided in rectangle area that beam blank
locates rather than along with profile of beam blank. The entire region consists of 1250 X 812 CA
lattices and the size of each lattice is 0.2mm. Once a coordinate of CA lattice center is confirmed,
the lattices out of computational region are assigned a higher temperature than liquidus and no
crystal grows in them. The method of mesh division is illustrated in Fig.1.
In order to describe the actual beam blank continuous casting, accurate boundary conditions of
heat transfer in the secondary cooling zone are considered, including spray water cooling, water
evaporation cooling, radiation cooling and roll contact cooling on the casting direction. The non-
uniform distribution of spray water flow and various heat transfer patterns on the cross-section is
also taken into account. The model’s details have been reported in Ref. [6, 7]. The time step is
set as 0.01s in macro heat transfer model and 0.0001s in micro CA model, respectively. It is
assumed that the heat flux of each node on the boundary maintained constant during every 100
steps in CA model and is obtained from macro FE model.

CA

i

Figurel. Mesh generation in FE-CA model

First, it is essential to confirm the corresponding FE mesh of each CA lattice. The FE mesh is
also called the parent mesh of CA lattice, and obtained via their coordinates. The center of each
CA lattice is given by:
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T(r)=b +b,g(r)+byn(r) + b,g (r)n(r) (M

where by, by, bs and by are interpolation parameters, { (r) and n (r) are local x-coordinate
and y-coordinate of the CA lattice in its parent FE mesh.

Once any CA lattice solidifies, the latent heat is on average released onto the four nodes of its
parent FE mesh.

Nucleation model

The nucleation density during a certain undercooling is regarded as a continuous process, which
is obtained via [8, 9]:

n(AT) = ! %d(AT’) Q)

It is supposed that the undercooling increases 67 at each time step, thus the nucleation density
increment of each volume unit is evaluated by:

Sn=n(AT +S8T)—n(AT) (3)
The nucleation probability in each volume unit with a certain undercooling is represented by:

B, =onV, “
in which, V. is volume unit. In this CA model, when the temperature of the CA lattice is lower
than the liquidus and this lattice is still in molten state, a random parameter q between 0 to 1 is
generated and used to compare with P,. The CA lattice will solidify if P,>q, otherwise it remains
liquid.

Dendrite growth scheme of CA model

The four-neighbor Von Neumann rule is used in the CA model to represent the migration of S/L
interface. During solidification process, each CA lattice has three possible states: liquid, solid
and interface. At the beginning of solidification, all of the CA lattices are molten, once a lattice
solidified due to nucleation or other case, its four neighbors will transfer into interface states.
Dendrite of cubic metal often prefers to grow along with [1 0] orientation. The present model
brings a capturing probability method to describe this phenomena, i.e. in each time step, a
random number between 0 to 1 is assigned to the interface lattice. If this number is smaller than
the capturing probability, the neighbor lattice will be captured by solidified lattice and the S/L
interface starts to move in it. The probability expression is as follows:

1

Jtan? 8 +1 )

})c:

where O is the angle between [1 0] orientation and X axis.
The velocity of S/L interface in the interface lattice is calculated using the KGT model [10].
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Yamazaki [11] has given a numerical approximation written as:

V(AT)=2.0x10"AT* +4.6x10° AT* +3.54x10° AT +7.56x10 AT (6)

The solid fraction in the interface lattice is expressed via:

=R v, -vy By
a . a

@)
where Vy and Vy are the velocities of S/L interface on the direction of X axis and Y axis,
respectively. a is the size of CA lattice, A t is time step.

When the solid fraction of interface lattice reaches 1 or more, it will solidify and continue to
capture its liquid or interface neighbors.

Result and Discussion

During continuous casting process, final quality of product is mainly affected by solidified
microstructure, for which superheat degree and casting speed are key [12,13]. The microstructure
evolution of Q235 steel during beam blank continuous casting is simulated using the developed
FE-CA model, in which the processing parameters are from Ref. [6].

The effect of casting speed on solidified micro structure

Fig.2 shows the solidified morphology at the end of Segment 3 with various super heat degrees.
As shown in Fig.2, the whole beam blank has already completely solidified. From surface to
center, fine crystal zone, fine-columnar Transition (FCT) crystal zone, columnar crystal zone and
equiaxed zone can be clearly found at web and fillet. With the rising superheat, the thickness of
fine crystal zone varies little, while that of FCT zone increases. Some equiaxed dendrites
precipitate at solidified end, whose amount reduces as superheat rises. As seen in Fig. 2(a)-(c),
the columnar zone in beam blank accounts for the largest proportion, and few equiaxed dendrites
appear at the internal center of web owing to intensive cooling and small thickness. At the flange
tip region, coarse inter-dendrites grow along with different directions and promote the formation
of gap, which will result in the gather of bubbles or inclusion. Such observations have been
reported in practical production.
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c

Figure2. Solidification structures at the end of Segment 3 with different superheats: (a) 10°C; (b)
20°C; (¢) 30°C.

The effect of casting speed on solidified micro structure

Fig.3 illustrates the microstructure of beam blank at the end of Segment 3 with various casting
speeds. Fig. 3 shows that, beam blank has completely solidified at various casting speeds, and
equiaxed dendrites appear at the solidified end. The columnar dendrites at web restrict the
formation of equiaxed dendrites, the amount of the latter being apparently less than in other
locations. The FCT zone has a larger thickness at the surface of web when casting speed is 1.0
m/min. The percent of equiaxed dendrites is a little higher at 1.1 m/min than that at other casting
speeds. The columnar dendrite tends to be finer as casting speed increases.

Figure3. Solidification structures at the end of Segment 3 with different casting speeds: (a)
1.0m/min, (b) 1.1m/min, (c) 1.2m/min.
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Conclusion

The present research is summarized as follows:

1. An adaptive mesh division is introduced to solve the shape matching between FE mesh and
CA lattice. The temperature of CA lattice is obtained via double-accuracy interpolation method
and macro FE temperature. Moreover, the accurate secondary cooling boundary condition is also
taken into account in macro FE simulation, which is able to reveal the actual solidification
process of casting beam blank.

2. The nucleation is evaluated using continuous nucleation model, while the velocity of S/L
interface is calculated via KGT model. On the basis of above models, the CA rule representing
migration of S/L interface is defined via Von Neumann neighbor rule, and the preferred growth
direction of dendrite is represented using a probability method.

3. The solidified microstructure of Q235 steel is simulated using the developed FE-CA model,
and the effects of casting speed and super heat degree on the solidification structure are studied.
The results show that: the columnar dendrite in beam blank account for much larger percent than
conventional billet or slab, while equiaxed dendrite only appears at solidified end, whose
proportion is very small. Surface fine crystal and FCT zones mainly form at web and fillet rather
than other locations. At flange tip, inter-dendrites grow along with different directions and trend
to be coarse. With the increase of super heat degree, the thickness of FCT zone rises, the
columnar crystals tend to be coarse, and the proportion of equiaxed dendrites decreases. As
casting speed increases, the thickness of FCT zone gradually decreases, the columnar crystals
becomes finer, and the central equiaxed dendrites are slightly more, when casting speed is
1.1m/min.
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Abstract

In the current work, a three-dimensional model coupling turbulent flow, heat and solute transport
was developed to investigate the solute transport and redistribution in the mold of slab
continuous casting where the Reynolds number is very high and the molten steel flows strongly.
The conservation equations of momentum, energy and species for a multicomponent system
which includes solute element C, Si, Mn, P, S were solved with the commercial software
ANSYS Fluent. The parameters used in the model are based on the actual continuous casting.
The fluid flow, temperature distribution and solute elements distribution were analyzed. Results
showed that negative segregation occurred near the strand surface, and the species concentration
reached a peak value at the solidification front during solidification. The segregation degree of
solute element S is higher than the other solute elements because of its lower equilibrium
partition coefficient. The species concentration in the liquid pool is homogeneous because of the
turbulent flow effect.

Introduction

Nowadays, continuous casting (CC) has become the most common process for prodution of steel.
As the demand for steel products increasing, defect-free continuous casting is the main research
direction in the future. Macrosegregation is one of the most severe internal defects encountered
in slab continuous casting, which represents the non-uniformity of chemical composition in the
cast section and will lead to poor properties of steel products. Usually, as for a common alloy,
the solubility in the solid phase is smaller than in the liquid phase. So the solute will be rejected
to the liquid phase during alloys solidification. This is the cause of segregation formation [1].
Macrosegregation cannot be eliminated by the subsequent heat treatment. Researchers proposes
many techniques to decrease macrosegregation, such as low temperature casting [2], intensive
cooling [3], uniformity second cooling [4], electromagnetic stirring (EMS) [5, 6], soft reduction
[7], etc.

Continuous casting is a very complex process. It is almost impossible to measure the
macrosegregation inside the mold directly during the continuous casting because of the high
temperature molten steel. In addition, the measurements cannot meet the demand of steel
production because of its low efficiency. Therefore, numerical simulation has become an
important method to predict and investigate the macrosegregation. As early as 1967, Flemings
and co-workers [8, 9] proposed a model which based on the mass equilibrium principle and
ignored the effect of melt flow in the mushy zone to describe the segregation. In order to
describe the effect of melt flow in the mushy zone on the solutes re-distributed, Mehrabian et al.
[10] treated the mushy zone as a porous media and calculated the fluid flow by Darcy’s law. The
fluid flow status in the mushy zone can be described with permeability. Permeability is directly
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related to the dendritic structure and usually can be calculated by Carmon-Koseny formula. In
order to precisely describe permeability, Felicelli ef al. [11] pointed out that the permeability is
anisotropic in the columnar-dendritic structure region. The permeability parallel and vertical to
the primary dendrite arms are described with different components. Moreover, in order to couple
the microscopic and macroscopic phenomena and achieve the macrosegregation status during
alloy solidification, in 1987, Bennon & Incropera [12, 13] first employed the classic mixture
theory to establish the continuous model and employed the model to describe the flow, heat and
solute transport phenomena in the binary solidification system.

In the present study, based on the models above, a three-dimensional model which coupled
turbulent flow, heat and solutes transport is established and performed using the commercial
software ANSYS Fluent. Based on the simulation results, the velocity, temperature and solutes
distributions are investigated. The formation process of slab centerline segregation during
continuous casting is also discussed.

Model Description

(a) Assumptions of Model

The following assumptions were made in this model.

(1) The continuous casting process was assumed a steady state.

(2) The liquid steel in mold was assumed to be incompressible Newtonian fluid.

(3) The strand curvature, bulging, oscillation, mold taper, mold powder and air gap were ignored.
(4) The radiative heat transfer and the heat transfer on the mold surface were neglected.

(5) The latent heat of solid phase transformation was considered to be negligible.

(6) Local thermodynamic equilibrium was assumed to prevail in the model.

(b) Fluid and Turbulence Model

The molten steel flow pattern in the liquid pool was achieved through solving the continuity and
momentum equations. The popular K-¢ turbulent model [15] was chosen. The equations are:

a(pu,)
20

=0 1
. (1)
Ouu, ou,
el e :i e %, —t4+— —5—P+S +S, )
ox, 0Ox; Ou, O O,

Where S; is thermosolutal buoyancy, the Sp is the sink term of velocity, and the equations can be
described respectively as:

= pP8E; ﬂr T T ng Be m( Lom _CL,m,o) 3)
_OA)
SP - (j;g N 8) Amushy (V vp) (4)
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Where Cy, 0 is the solute concentration at the liquid temperature, A, is the constant of mushy
zone [14], v, is the casting speed, ¢ is a small number (0.001) to prevent division by zero.

(c) Solidification and Heat-Transfer Model

The governing equation for heat transfer and solidification is:

oH 0 oT
=1, — 5
pu, o, ax,( of 6xi] (%)

Where H is the enthalpy of steel, which is computed as the sum of the sensible enthalpy and the
latent heat.

(d) SoluteTransfer Model

The conservation equation for the multicomponent can be expressed as:

o(puC,) o
Cn) _ O | pm
Ox, OX; ['D t

oc,

Ox,

] + Sd[f + SC,(on (6)

Where Sui, Sccon 18 diffusion source item and convection source item, respectively.

0(Cs,, —C ¢, -¢C
Sur = %{pJ;D;’ A6 '")}%{/JJLDZ‘ Aa.cc) ”’)} )
0
SC.ca/x = g’:p (ui _usji)(CL.m _Cm ):| (8)

Based on the classic mixture theory:
G, =11Cr+ 15Cs ©

Then the Cy,n, Cs,» can be written as follows:

C
C, =—m 10
L.m l+f:g(km*1) ( )
kmCm (11)

C. =
M1+ f(k,-1)

(e) Division of Computational Domain

Based on the symmetry, only a half of mold region was simulated. The operating parameters
presented in the Table 1. Figure 2 gives a part of the computational meshes for the mold and the
coordinate system. The mold has about 190,000 grid cells in a structured mesh.
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Table I. The Operating parameters of mold

Operating Parameters Values

Mold section 1530mmx*190mm
Mold Length 800mm
Computer Length 4035mm

Inside Size of SEN, widthxthickness 86mmx45mm
Outside Size of SEN, widthxthickness 141mmx100mm
Port Size of SEN, widthx height 45mmx73mm
Port angle -15 deg

Casting speed 1.2 m/min
Casting Temperature 1811 K

Inner Surface;

Mold High

Y,
g h’lb',,] @b

Figure 1. The schematic diagram of mold and SEN grids.

(f) Boundary Condition

The inlet velocity of the SEN was calculated through the mass conservation based on the casting
speed. The value of turbulent kinetic energy and the rate of turbulent energy dissipation at the
inlet are 0.00305 and 0.00668 which were estimated using the semi-empirical relations. The
casting temperature is 1811 K, the heat transfer condition of the narrow face, inner surface and
outer surface are all employed the heat transfer coefficient average value 1100 W-(m* ‘C)"". The
initial concentration of the solute elements in the multicomponent is presented in the Table II.

Table II. The initial concentration of solute elements

Element C Si Mn P

wt pct 0.15 0.27 1.38 0.02

(g) Thermophysical Properties

The steel properties employed on the simulation are presented in Table III. The equilibrium
partition coefficients &, the slopes of liquidus line m,, and the solute expansion coefficient B¢
are presented in Table IV. Due to the lack of parameter, and the molecular weight of elements Si,
P, S are similar, the solutal expansion coefficient of elements P and S were employ the same
value as the element Si in the calculation. The solutal expansion coefficient of elements C, Si,

Mn could be found in the publication [15].
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Table III. The physical parameters of steel

Physical Properties

Values

Density, kg/m’

Specific Heat, J-(kg-K)™!

Thermal Coefficient, W-(m'K)!
Viscosity, kg-(m-s)™

Latent Heat, J/kg

Thermal expansion coefficient, 1/K

7330
319.59+0.1934 X T(K)
57.524-0.0164 X T(K)
0.0055

255500

2.0%10™

Table IV. Equilibrium partition coefficients, liquidus slopes and expansion coefficients of solutes

Element C Si Mn P S
ke 0.19 0.77 0.76 0.23 0.05
My, 78.0 7.6 4.9 344 38.0
Be/Wipet  1.1x107 1.19x107 1.92x10"" — —

Results and discussion

Figure 2 shows half of the flow field (a) and temperature field (b) of mold at the mid-plane
between wide face. The jet flow leaves the nozzle and the velocity of molten steel slows down.
When the jet flow impacts on the narrow face of the mold, it is divided into two parts and forms
the upper and lower recirculation regions. It is obvious that the temperature in upper region is
higher than the lower region. Comparing the Figure 2 (a) and (b), the molten steel flow field and
temperature field has the similar pattern. The jet flow from the nozzle impacts on the narrow face
and brings the fresh molten steel to the upper region. This causes the temperature in upper region
higher. It is clear that a reasonable flow field in the mold is useful to form a suitable temperature
field. Generally, the mold surface requires higher temperature to increase the mold powder
melting rate. At the same time, the velocity near mold surface should keep a reasonable value to
avoid the slag entrainment. Therefore, a reasonable flow field and temperature filed is very
important to keep the continuous casting process stable.

—
1.5

(a)

temperature(K)

1811
1810
1808
1807
1805
1804
1802
1801
1799
1798
17er
1785
1794
1793
1791
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05 {7

Casting Direction (m)
Casting Direction {m)

_ '.Tl\§} fjiif;éﬁ)
20 02 04 06

Mold Width (m)

20 02 04
Mold Width (

0.6
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Figure 2. The flow field (a), (m/s) and the temperature field (b) at the mid-plane between WF.
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Figure 3 (a) shows the distribution of liquid fraction on the strand cross section (1000 mm below
meniscus). Due to the high temperature jet flow impact on the narrow face, temperature in the
region near to the narrow face is higher and more difficult to solidify. Therefore, the thickness of
the solidified shell in this region is thinner. Figure 3 (b) ~ (f) shows the redistribution of solute
element C, Si, Mn, P, S on the cross section, respectively. These solute elements have the same
redistribution law. The solute elements in the liquid pool are uniformity because of the flow
effect of the molten steel in the turbulent flow region. Comparing the Figure 3 (a) and (c), it is
clear that the solute element enriches at the solidification front. Because the equilibrium partition
coefficient k, is smaller than 1, solute element is rejected to the liquid during solidification.
These lead to negative segregation occurs near the strand surface and the solute concentration
increase in the liquid pool especially enriches at the solidification front. Figure 4 clearly shows
the forming process of slab centerline segregation. The carbon segregation degree at the
solidification front at the 1/4 line of 1500 mm, 2000 mm, 2500 mm, 3500 mm below meniscus is
increasing. The solute elements are rejected and enrich at the solidification front during
solidification. As the solidification front moving to the slab center, the solute concentration is
increasing slowly. When the solidification front moves to the center, the slab solidifies
completely and the solute concentration reaches to a very high value. This is the slab centerline
segregation forming process.

liquid-fraction
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Figure 3. The liquid fraction (a) and the redistribution of solute element C (b), Si (c), Mn (d), P
(e), S (f) on the strand cross section with 1000 mm from meniscus.
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Figure 4. Segregation degree profiles of solute element C at the 1/4 line of strand wide surface
with different distances (mm) from meniscus.

From Figure 5, it can be seen than the distribution of solute element C, Si, Mn, P, S has the same
tendency. The solute element enriches in the mushy zone and reaches a peak value at the
solidification front. The segregation degree of S is more severe than the other solute elements
because of its smaller equilibrium partition coefficient. The segregation degree of solute element
Si and Mn are very small due to their big equilibrium partition coefficients.
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Figure 5. Comparison of the segregation degree of solute element C, Si, Mn, P, S.

Conclusions

In this paper, a three-dimensional model coupled flow, heat and solute transport has been solved
and investigated the pattern of the velocity, temperature and especially the distribution of solute
in the turbulent flow region. Conclusions are made as follow:

(1) The jet flow from nozzle develops into upper and lower recirculation regions. Temperature in
upper recirculation region is higher because of the molten steel refreshed.

(2) The solute distribution has the tendency. The solute concentration reaches a peak at
solidification front and distributes uniformly because of the turbulent flow.

(3) Negative segregation occurs near the strand surface. The solute rejected and the solidification
moving lead to the formation of slab centerline segregation during solidification. The segregation
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degree is related to the equilibrium partition coefficient and the segregation of solute element S
is more severe than the other solute elements because of its smaller equilibrium partition
coefficient.
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Abstract

In the present research, commercially pure Sn and Zn, and Sn-Zn alloys (Sn-1wt.%Zn, Sn-
2wt.%Zn, Sn-4wt.%Zn, Sn-8wt.%Zn and Sn-8.9wt.%Zn, weight percent) were obtained by a
horizontal directional solidification process with two opposite senses and heat extraction.

The solidification process was realized using a horizontal furnace with two heat extraction
systems at both ends. The temperature was measured using eight K-type thermocouples and an
electronic recorder of temperature data. The resulting structures were analyzed using optical
microscopy. From the solidification process the thermal and metallographic parameters were
determined in all samples. The presence of defects in the solidified pieces was observed. Internal
defects pretended to be dependent not only on the composition of the alloys under consideration
but also on the size of the structures formed, also, on the velocities and accelerations of
interphases, and on the variation of thermal gradients. A model of the phenomenon from the first
principles is presented.

Introduction

Zinc and tin metals are widely used in different branches of industry as coatings in order to
protect steel against corrosion [1, 2]. Under normal conditions, the steel has an anodic behavior
with respect to tin, zinc while facing the steel acts as a cathode. The disadvantage that presents in
the tin-coating or hot dip by electro-galvanizing is porosity, which allows the corrosion to
dissipate through the pores over time so that it promotes the corrosion of steel. However, zinc
acts as a sacrificial anode, which itself is consumed during the process, and the oxidation of the
steel is inevitable after a certain amount of zinc has been consumed.

In order to reduce the porosity of tin coatings, alloys of both metals was used as electrodeposited
alloys can have of finer grains than pure metals deposited under comparable conditions, and less
porosity is expected in finer grains. Furthermore, in addition to alloying metals, properties of
electrochemical coatings are modified, which provides a means of adjusting the reactivity of the
cover [5-7].

In the present research, commercially pure Sn and Zn and Sn-Zn alloys (Sn-1wt.%Zn, Sn-
2wt.%Zn, Sn-4wt.%Zn, Sn-8wt.%Zn and Sn-8.9wt.%Zn, weight percent) were obtained by a
horizontally directional solidification process with two opposite senses and heat extraction.

57



The solidification process was realized using a horizontal furnace with two heat extraction
systems at both ends. The temperature was measured using eight K-type thermocouples and an
electronic recorder of temperature data. The resulting structures were analyzed using optical
microscopy. From the solidification process the thermal and metallographic parameters were
determined in all samples. The presence of defects in the solidified pieces was observed. Internal
defects pretended to be dependent not only on the composition of the alloys under consideration
but also on the size of the structures formed, also, on the velocities and accelerations of
interphases, and on the variation of thermal gradients. A model of the phenomenon from the first
principles is presented.

Experimental Procedure

Samples of Zn-Sn alloys were prepared by directional solidification. The Zn and Sn pure
elements were merged into graphite molds in a muffle furnace, and then unidirectionally
solidified in clay mold in the horizontal furnace with heat extraction in two opposite directions
(see Figure 1). Next, the samples were grinded with SiC abrasive paper of different grain size,
from # 60 to # 1500. To observe the macrostructure, the samples were subjected to a chemical
attack which consisted of exposing them to a solution of 36.5% HCI at room temperature
between 5 to 30 seconds. This allowed defining zones of different structures along the sample: a
columnar zone of large and elongated grains and the equiaxed zone with smaller grains.

Procedures Heat extractors

k - Thermocouples

Ceramic molds

Electric muffle

Production Process

Sample preparation > Obtaining of casting === Horizontal casting with two == Thermal analysis data
heat extractions

Figure 1. Schematization showing equipment, the production process, a sample and a
macrostructure obtained.

Results and Discussion

From the collected temperature data, thermal parameters such as, the local solidification time in
the positions of each thermocouple, temperature gradients and cooling rates, were determined.
Plotting the data of temperature versus time (Figures 2 (a) to (e) for each alloy, the presence of
three zones on the graph was observed: Ist - a period of cooling of the melt (temperature
overheating and the liquidus temperature). the 2nd - solidification period (between the liquidus
temperature and the eutectic temperature) and 3 - a period of cooling of the solid (below the
eutectic temperature).
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During the solidification period, it could be noted that the average value of eutectic temperature
equaled to 198.5°C. Table 1 shows the local solidification time in the positions of each
thermocouple for all Sn-Zn alloys tested.

Table 1. Local solidification times. Sn-Zn alloys.

Local solidification time, tsp [s] = ts - tL
Sn-1wt.%Zn  Sn-2wt.%Zn Sn-4wt.%Zn Sn-8wt.%Zn Sn-8.9wt.%Zn

T1 1650 1580 1710 1690 1440
T2 1570 1450 1620 1610 1330
T3 1570 1460 1610 1550 1270
T4 1500 1460 1570 1520 1240
T5 1580 1430 1550 1520 1280
T6 1600 1450 1610 1570 1320
T7 1570 1580 1670 1650 1400
T8 1630 1690 1700 1730 1650
Taverage 1583.8 1512.5 1630.0 1605.0 1366.3

In macrographs obtained, Figures 2 (f) - (o) the presence of fully equiaxed grains for the case of
solidification of alloys Sn-1wt.%Zn, Sn-2wt.%Zn, Sn-4wt.%Zn and Sn-8.9wt.%Zn was
observed, indicating a low heat removal from the ends of the samples. In contrast, in the case of
Sn-8wt.%Zn, completely columnar structure was obtained (high heat removal from the ends of
the sample). The average size of the equiaxed grains as measured by the ASTM E112 standard is
presented in Table 2. In general, the larger grain size was obtained at the center of the samples.

Table 2. Grain sizes of equiaxed grains measures in the samples.

Alloy Grain size, [mm] Grain size, [mm] Grain size, [mm]
(Right end) (Left end) (Center)
Sn-1wt.%Zn 2.1 2.4 3.9
Sn-2wt.%Zn 2.5 3.0 3.2
Sn-4wt.%Zn 3.7 4.1 4,5
Sn-8,9wt.%Zn 3.9 33 5.2

In Figures 2 (p) - (t) we can observe the position of the liquid interphase, [L/(L + S)] and solid
interphase, [(S + L)/S] in the samples vs. time. We can observe that although each pair of
interphases of the same type is represented by a single line, each line corresponds to two
interphases of the same type, since each interphase can not be in two points in the space at the
same instant.
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The moment of collision of two interphases of the same type is characterized by the maximum
moment in the considered position, or the farthest corners as point "C", see Figures 3 (k) to (0).
Thus, the curves in Figure 2 (p) to (t) represented four interphases but only two curves are
shown. Each curve corresponds to a pair of oppositely interphases advancing and collides at
some point inside the sample (green arrows). Note that the collision points of the interphases or
furthermost points of the different curves "C" does not match all in the same position of the
samples, which is meaning that the maximum of the curves position vs. time (x vs. t) do not
coincide for different pairs of related interphases.

Figures 3 (a) - (e) shows the temperature gradients as function of time for Sn-Zn alloys, at two
positions of the samples (one at each end). It is noted that in the case of the samples with
equiaxed structures, the temperature gradients from the beginning have low values (< 5 °C/cm)
and no minimum and critical gradients so that a transition occurs in the structure identified by
growth grains. Similar behavior profile of the temperature gradients was obtained in the case of
the sample with completely columnar structure (Sn-8wt.% Zn).

After obtaining the temperature versus time data for the alloy concerned, as indicated in Figures
2 (a) - (e), the cooling rates were determined in the liquid, mushy and solid alloys taking the
values of the derivative of temperature with respect to time for each position of thermocouple,
considered as difference quotients centered, as shown in Figures 3 (f) - (j). From changes in the
derivatives of the cooling rates, the approximate moments of the onset and the of solidification in
the sensing volume for each thermocouple (instant of liquid interphase, [L/(L+S)], or instant of
each solid interphase, [(S+L)/S], passes through the position where the thermocouple is located])
were determined. As each sample cools predominantly from both ends, it is possible to determine
a pair of interphases for each type of interphase ([L/(L+S)] or [(S+L)/S]), that is, two liquid and
two solid interphases. Each pair of interphases of the same kind was moving in the longitudinal
direction but having opposite directions of movement. In order to determine the moment of
collision of the interphases that allow determining the existence of the completely liquid phase in
the cylinder, the end of growth of the first solid that forms and solidification to the
experimentally determined data was adjusted by polynomial functions of different levels with
correlation coefficients close to one.

Since the position vs. time is not a function from the mathematical perspective, fit polynomials
were determined for the time vs. position functions. While each polynomial corresponds to a pair
of interphases, the only way to determine which points correspond to which interphase (right or
left) is establishing the maximum of each polynomials, and taking all those points that are right
the maximum corresponds to the interphase right and all points that are to the left of the peak
corresponding to the left interphase. After determining what experimental points correspond to
which interphase, independent polynomials were used to fit each set of points allocated to
appropriate interphase. From certain functions x vs. t, data points from each of the interphases
can be identified as belonging to the given interphase (right or left) moving in each of the
directions. The end points were not considered in the settings, because the most extreme
thermocouples T; and Ts are only representative of one half volumes in question, but serve as
points of comparison with extrapolated from the determined function values. The derivative of
these functions corresponds to the inverse of the velocity of interphases, treated as a single curve.
In the graphs of Figure 3 (k) - (0) the calculated values of V™' from the time of polynomials
constructed according to the position (expressed as a function of time) are shown. Positive values
of V! represent interphases moving from left to right, and negative values of V! are interphases
that move from right to left. The maximum time in each graph corresponds to the instant of
collision of two oppositely advancing interphases.

This collision of interphases leaves to the formation of voids, pores and internal defects on the
samples (areas marked with a green circle on macrographs of Figures 2 (f) -. (n)).
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Conclusions

Experiments of horizontal solidification were performed with two directions of heat extraction
coincident with the longitudinal axis of Sn-Zn alloys, determining the major parameters, namely:
a) the moment of start and end of the solidification at each position considered, b) the local
solidification time, c) cooling rates, d) the temperature gradient, e) the advancing average liquid
velocities in opposite directions interphases f) the value of the speed when the solidification
fronts collide they move in opposite directions in the samples.

The liquid interphases collide in samples in a different position than are the solid interphases.
With the temperature gradients obtained, no transition from the columnar to equiaxed grains was
observed during the horizontal solidification.

The results are consistent with those obtained before in Zn-Al and Zn-Sn alloys [8, 11-13].
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EFFECT OF TECHNOLOGICAL PARAMETERS ON MOLD POWDER
ENTRAINMENT BY WATER MODEL STUDY
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Keywords: Continuous casting, Mold powder entrainment, Water model

Abstract: In continuous casting process, mold powder has lots of metallurgical effects, such as
covering the molten steel to prevent liquid steel from oxidation by air, preserving heat for top
layer liquid steel, lubricating initial shell and so on. However, mold powder also can deteriorate
the quality of final products obviously after the entrapment of mold powder in steel. In the
present work, based on the similarity theory the effect of technological parameters on mold
powder entrainment was investigated by water model. Experiment was carried out in the water
mold using oil and water to simulate slag and steel, respectively. The results showed that
increasing casting speed increased the water-oil interfacial fluctuation and entrainment frequency;
viscosity of oil also had a great impact on the interface fluctuation and entrainment; water-oil
interfacial tension effect the entrainment while not changing the interfacial fluctuation;
submergence depth had little impact on entrainment and interfacial fluctuation.

Keywords: Continuous casting, Mold powder entrainment, water model
INTRODUCTION

Interface stability acts an important role during continuous casting process. Severe fluctuation
of steel-slag interface will always accelerate the emulsification of slag ' *! and lead a vicious
circle. In this case, a huge number of slag entrainment will take place, then the interfacial area
will increase which returns to accelerate the emulsification. Hence, it is necessary to have an
understanding of the effect of some technological parameters on slag entrainment in casting
process.

As a result of interface instability, droplet may form in continuous casting process. In the past
works, slag entrainment was investigated by physical and numerical simulation. As a normal
form, the slag entrainment by shear stress is found relative early. Savolainen et al. ! studied the
effect of physical properties on slag entrainment due to shear force by the cold model. They
found that an increasing of physical properties (viscosity of light phase, density difference,
interfacial tension and thickness of light phase) resulted in a rise of critical flow velocity for slag
entrainment. On the other hand, another way of slag entrainment may form due to Karman
vortex which happens in the situation of high speed or asymmetrical flow. Watanabe et al.
investigated the effect of physical property on suction by Karman’s vortex by using water
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model and hot model respectively. It is found that viscosity of slag and steel-slag interfacial
tension had great influence on slag entrainment and the effect of viscosity is larger than that of
interfacial tension. Furthermore, in order to prevent clogging of SEN port, argon is blown into
the molten steel from SEN. Previous studies found that rupture of large argon bubble can float
the steel-slag interface and induce entrainment when the gas flow rate reach the critical value® .
Addition to that, Yoshida et al. ™ pointed out that mold powder may be sucked down along the
outer surface of SEN due to the pressure difference in the longitudinal direction.

In the current work, the entrainment at the meniscus of mold is investigated. First of all, the
similarity criterion for the flow field and slag was obtained. Then, experiment was carried out
using water and some kinds of compound oils in the water model. At last, effect of casting speed,
submergence depth, viscosity of oil and interfacial tension on entrainment and the fluctuation
was discussed.

INVESTIGATION METHOD AND MODEL APPARATUS

A. Similarity Criterion

In the current work, Froude similarity criterion is used to design the inner flow filed of water
model. In this case, the ratio of momentum and gravity is equal in steel caster and water model.
The Froude similarity is following:

UZ
= oL

Fr (1)

Where Fr is the Froude number; U is the velocity of liquid flow; g is the gravitational
acceleration rate; L is the characteristic length.
In order to simulate the mold powder, the following similarity criterion is used:

VS
== (@)
v=~£ 3)
p

Where v,, vy, vy and v, are the kinetic viscosities of the oil, the water, the slag and the molten
steel; v is the kinetic viscosity; u is the dynamic viscosity; p is the density. Combining Eq. (2)
and (3) gives:
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Where ,, ., pts and u,, are the kinetic viscosities of the oil, the water, the slag and the molten
steel; p,, pu, ps and p,, are the kinetic viscosities of the oil, the water, the slag and the molten steel.
In the situation of 293K for water mold and 1573K for prototype, u,= 0.001 Pa.s, ;= 0.2-1.3
Pa.s, un= 0.005 Pa.s, p,= 876 kg/m’, p,,= 997 kg/m’, p,,= 7000 kg/m’, p,= 2500 kg/m’. So for
the water mold, the range of u, is 0.1 to 0.59 Pa.s.

E

: /

7 @ 1

6 5 0O %

Figure 1. Schematic of the water model experiment (1: tundish, 2: stopper, 3: SEN, 4: mold, 5:
water collection tank, 6: water pump, 7: water flow meter).

B. Experiment Design

Figure 1 shows the schematic diagram of the present experimental apparatus. In this
experiment, the water mold made of acrylic slab was 1/2 scale of the casting mold which was
250mm in thickness, 1350mm in width. Video camera was taken to record the entrainment
process during experiment.

Compound oil, which simulated the liquid mold power, was putted to cover the water in the
water mold. The viscosity of the compound oil was adjusted by using a small quantity of
kerosene, and the interfacial tension against the water was adjusted by the pure oleic. Viscosity
(298 K) was measured by CQKJIN-3 Slag Rotating Viscometer based on rotating viscometer
method. Interfacial tension of water-oil interface (298 K) was measured by JJ2000B Spinning
Drop Interface Tension meter based on spinning drop method.
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RESULTS AND DISCUSSION

Figure 2 shows the steel-slag interfacial profiles in the situation of different casting speeds.
With the casting speed increasing from 1.2 to 1.4 m/min, interface became more unstable then
slag entrainment began forming. The casting speed increased from 1.4 to 1.6 m/s, entrainment
frequency increased rapidly. It is mainly because that, the surface flow velocity of molten steel
increases with increasing casting speed then the shear force of molten steel flow also increases.
Subjecting from this enhance of shear force, the entrainment frequency got a rapid increase. The
relationship between casting speed and the entrainment frequency is shown in Figure 3. The
entrainment frequency at 1.6 m/s was three times as 1.4 m/s.

(b) 1.4 m/min

(c) 1.6 m/min
Figure 2. Effect of the casting speed on the interfacial profiles

Normally, the submergence depth of SEN has an important effect on the flow field. Lower
submergence depth will decrease the space of upper flow field, and increased the jet impacting
depth. However, in this study the effect of submergence depth on the slag entrainment was not
obvious. Figure 4 shows the interfacial profile in the situation of different submergence depths of
SEN. The submergence depth decreased from 160 mm to 100 mm, interfacial fluctuation change
little and the entrainment still not formed.

Figure 5 shows the interfacial profiles in the situation of different oil-water interfacial tension.
The interfacial fluctuation seemed the same in different interfacial tension, but the oil droplet
was more easily to form in low interfacial tension. It is mainly because that drop down of
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interfacial tension makes the interfacial energy become smaller. When the momentum of oil is
larger than this interfacial energy, droplet will form. Figure 6 shows the relation between the
oil-water interfacial tension and the entrainment frequency. The entrainment frequency decreased
for increasing interfacial tension. For the interfacial tension varying from 3.9 to 16.2 mN/m,
entrainment frequency changed from 1.67 to 0.33 time/min. But from 16.2 to 27 mN/m, this
entrainment frequency changed just 0.33 times. It seems that comparing to high oil-water
interfacial tension, the entrainment frequency increases faster in low interfacial tension.

1 L 1 1 1

Entrainment frequency [time/min]

T T T
12 13 14 15 18

Casting speed [m/min]

Figure 3. Relation between the casting speed and entrainment frequency.

(c) 120 mm
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(d) 100 mm
Figure 4. Effect of submergence depth on the interfacial profiles

— 5

(c) 27 mN/m

Figure 5. Effect of water-oil interfacial tension on the interfacial profiles
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Figure 6. Relation between the water-oil interfacial tension and the entrainment frequency.
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(c) 0.167 Pa.s
Figure 7. Effect of viscosity of oil on the interfacial profiles

o
1
L
T

s
L
T

w
L
T

N
1
T

1
T

Entrainment frequency [time/min]

T T T T T T T
015 020 025 030 035 040 045 050 055

Viscosity of oil [Pa.s]

=3

Figure 8. Relation between the viscosity of oil and the entrainment frequency.

Figure 7 shows the interfacial profiles in the situation of different viscosities of oil. The
variation of interfacial fluctuation was obvious of different viscosities of oils. For the viscosity of
0.347 Pa.s, the water-oil interface was stable. But when the viscosity dropped down, the interface
began to unstable and entrainment formed. As shown in Figure 8, the entrainment frequency
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decreased rapidly when the viscosity varied from 0.167 to 0.347 Pa.s. It is mainly because of that,
dropping down of viscosity will lead to increase of the velocity of the oil lay nearby water, which
will enhance the momentum of the oil drop and make entrainment forming.

SUMMARY

Using the water model, the effect of various technological parameters on mold powder
entrainment was investigated. This water model was established by the similarity theory which
was 1/2 scale of the actual casting mold. It was found that the increasing casting speed increased
the fluctuation of water-oil interface and entrainment frequency. Moreover, viscosity of oil also
had a great impact on the interface fluctuation and entrainment. However, water-oil interfacial
tension effect the entrainment which seemed not change the interfacial fluctuation. And
submergence depth had little impact on the oil drop entrainment and interfacial fluctuation.
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Abstract

With the development of quench technology, there is a trend of using gas quench to
replace liquid quench for less distortion and residual stress. The fundamental difference
between the liquid and gas quench is the heat transfer coefficient, not only the values but
also the shape of the curve as a function of temperature. The equivalent heat transfer
coefficient for the liquid and gas quench is analyzed by simulations and experiments.
Even it may result in the same hardness in the liquid and gas quench, the steel
microstructure may be different because of the different cooling processes, and therefore
other steel properties, such as toughness, may be different. The cooling process,
microstructures and properties such as hardness and toughness should be examined when
designing the liquid or gas quench processes.

Introduction
Gas quench is becoming popular to replace water or oil quench [1] for medium and high
hardenability steels, such as 4140, 4340. It has many advantages such as less distortion,
less stress, safer and environmental friendly [2]. With gas quench process, mechanical
and physical properties can be significantly improved and obtain near shape of metal
components [2].
However, the uniformity of gas quench process is an issue compared with liquid quench.
According to the work of Jing Wang [3], Elkatatny [2] Bowang Xiao [4] and Cosentino
[5], the gas pressure and velocity changes dramatically in the furnace. Current studies on
gas quench are focused on the gas flow in the furnace.
Considering the complex of gas pressure and velocity, the gas quench heat transfer
coefficient (HTC) is noted, since the HTC has direct influence on cooling curves [6]. In
this paper, the equivalent HTC concept is proposed for liquid and gas quench. After
verifying the gas quench model based on Dante [7] by experiment, the gas quench model
will be used to get equivalent HTC for liquid and gas quench. The steel thermal
properties influence and hardness comparison are also discussed in the paper.

Equivalent HTC between Liquid Quench and Gas Quench

HTC is the only difference between liquid quench and gas quench, since the chemical
reaction with the surface of the steel is ignored in this paper.
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HTC of Different Quench Media
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Figure 1. HTC of different quench media (experiment)

Figure 1 is the HTC of different quench media. Liquid quench exhibits three
characteristic quenching processes, film boiling, bubble boiling and convection [8]. For
gas quench, the single-phase heat transfer process means that the cooling rate is more
uniform [6].

In heat treatment, core microstructures and properties are important, because the core
cooling rate is the lowest and may form undesired microstructures such as upper bainite
and ferrite. The equivalent HTC between liquid and gas quench is defined as the HTC,
which has the same cooling curves at the core of the sample. After two different quench
processes, if the cooling curves of the core are the same, these two quench HTCs are
considered as the equivalent HTC.

Gas Quench Model Verification
The gas quench model sketch is represented in Figure 2. The cylinder sample with 25mm
diameter and 100mm length is used. The gas flow is assumed to be the same at the free
end of the sample and the sample sides, since the slenderness ratio is large. Gas flow is
assumed as laminar flow. In this condition, the gas pressure and velocity are steady
during gas quench process.

A
"y

A A
'S
'y

Figure 2. Gas quench model sketch
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The experiments are done with the help of Praxair and the gas quench simulation model
(based on Abaqus and Dante) is developed with the help of Dante. The steel is 4140 in
the experiment.

00 4140 Cooling Profile Comparison

+ Expenment HTCS8
= - Simulation HTCS80
+  Expenment HTC298
= - Bimulabon HTC208
+  Experiment HTC208
- - Simulation HTC208
= Expaniment HTC101
= - Simuation HTC101

0 100 200 300 400 500 600
Time (s)

Figure 3. 4140 cooling profile comparison between experiment and simulation

In Figure 3, the cooling curves under different gas quench condition are measured by
thermocouple and simulated by gas quench model. The simulation results match the
experimental result and it demonstrates the accuracy of gas quench model. To improve
the accuracy, the ambient temperature, transfer time from the heating furnace to the
quenching chamber and the time required to reach the desired pressure and gas flow
speed should be considered.

Equivalent HTC Prediction based on Gas Quench Model
The verified gas quench model is used to simulate the gas quench process and predict the
equivalent HTC. Oil quench and gas quench are compared in this paper. The HTC of oil
quench is from Figure 1.

4140 Cooling Profile Comparison

§_.

—— Ol quench
Gas gquench HTC1000
+ - Gas quench HTC1200
Gas quench HTC2000
Al the core of the sample

Temperature (C)
g

8

Time (s)

Figure 4. 4140 cooling profile comparison (simulation)
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Figure 4 (simulation) is the cooling profile comparison between oil quench and gas
quench. The cooling profiles of different gas quench HTCs are simulated to match the
cooling profile of oil quench. For gas quench HTC 1000 W/m’C (constant from 20C to
1000C) and HTC 1200 W/m>C (constant from 20C to 1000C), the cooling rates from
850C to 200C is lower than oil quench. In order to increase the cooling rates from 850C
to 200C, the gas quench HTC 2000 W/m>C is used. The cooling curves for HTC 2000
W/m’C (constant from 20C to 1000C) matches the oil quench from 850C to 300C. From
300C to 20C, the cooling rates for gas quench 2000 W/m>C is higher than oil quench. No
gas quench with constant HTC can become the equivalent HTC compared to oil quench.
One of the advantages of gas quench is great process flexibility that allows to vary
cooling rates by adjusting gas pressure and velocity. Gas quench with varying HTCs are
considered to find the equivalent HTC compared to oil quench.

The HTC shown in Figure 5 (simulation) is the equivalent HTC for oil quench. From
1000C to 300C, the HTC is 2000 W/m*C. From 300C to 180C, the HTC is 1200 W/m*C.
From 180C to 100C, the HTC is 500 W/m>C. From 100C to 20C, the HTC is 100W/m*C.
At each stage, the gas quench HTC is the constant. Figure 6 (simulation) are the cooling
profiles of oil quench and equivalent gas quench at the core of the sample. Gas quench
with varying HTCs is the equivalent HTC compared to liquid quench.

4140: Equivalent Gas Quench HTC

4140 Cooling Profile Compariscn
compared to Oil Quench 9 e

5000
80
4000
. 60q
g — % —=— Equivalent gas quench
_‘E —a— Ol quench 5 +— il quench
'E' —e— Equivalent gas quench E 400 At the core of the sample
& 200d g
= \\ E
T o
[=
1000
200 o B0 ]
Temperature (C) w 0 300 0
Time (s)
Figure 5. 4140: equivalent gas quench HTC Figure 6. 4140 cooling profile comparison
ed to oil q h (simulation) (simulation)

Simulation based on Jominy test is finished to extent the concept of the equivalent HTC.
The sketch is shown in Figure 7. The Jominy bar is 25mm diameter and 100mm length.
Boundary conditions 2,3 and 4 are air-cooling and boundary condition 1 is oil quench or
equivalent gas quench in Figure 5. The temperature profile and the hardenability (along
the black line in Figure 7) are compared to verify the equivalency of oil quench and gas
quench.
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Figure 7. Jominy quench model sketch

4140 Jominy Test: Cooling Profile Comparison 4140 Jominy Test Comparison
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Figure 8. 4140 Jominy test: cooling profile Figure 9. 4140 Jominy test comparison (simulation)

comparison (simulation)

In Figure 8 (simulation), the cooling profiles along the Jominy bar for oil quench and the
equivalent gas quench are compared. At Omm, 10mm, 20mm and 50mm position from
the quenched end, the cooling profiles are considered to be the same for oil quench and
the equivalent gas quench. In Figure 9 (simulation), the hardenability of 4140 under oil
quench and the equivalent gas quench is simulated. Two hardenability curves match
perfectly, which demonstrates that the two quench processes generate the same
microstructures and properties.

The concept of equivalent HTC should be redefined. After two different quench
processes, if the cooling curves, microstructures and properties of all the workpiece are
the same, these two quench HTCs are considered as the equivalent HTC.

52100 equivalent gas quench process is simulated as well. The equivalent gas quench
HTC is the same as 4140’s (in Figure 5). The cooling profile comparison and Jominy
hardenability for 52100 are in Figure 10 (simulation) and Figure 11 (simulation).
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52100 Jominy Test: Cooling Profile Comparison
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Figure 10. 52100 Jominy test: cooling profile
comparison (simulation)
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Figure 11. 52100 Jominy test comparison
(simulation)

Same Hardness, Different Microstructures

After gas quench, the workpiece may

have the same hardness compared with liquid

quench. However, the cooling curves are not the same and it leads to different

microstructures.
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Figure 12. 4140 cooling curve comparison between
water and gas quench (simulation)

In Figure 12 (simulation), the black line

Microstructure Comparison between
Water Quench and Gas Quench
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Figure 13. Microstructure comparison between
water q h and gas q h (simulation)

is from 50mm distance from the quenched end

under water quench condition. The red line is from Smm distance from the quenched end
under HTC500 W/m’C gas quench condition. These two positions have the same

hardness, 35.2 HRC with different coolin
in Figure 13 (simulation). The percentage

g curves. The microstructure analysis is shown
of lower bainite of water quench is higher than

gas quench, while the percentage of upper bainite of water quench is lower than gas
quench. Generally, the mechanical properties of lower bainite are better than upper
bainite, such as strength, toughness and ductility [9].
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Summary and Conclusions
The concept of equivalent HTC, which is the fundamental difference between liquid and
gas quench, is proposed. After two different quench processes, if the cooling curves of
the core are the same, these two quench HTCs are considered as the equivalent HTC. The
equivalent HTC prediction is made based on the verified gas quench model. When
compared with oil quench and gas quench, no gas quench with constant HTC can be the
equivalent HTC. With the great process flexibility to vary cooling rates, gas quench with
varying HTCs are considered to find the equivalent HTC.
After finding the equivalent gas quench HTC, Jominy test is simulated to compare the
cooling curves and hardness for the entire workpiece. The concept of equivalent HTC is
redefined. After two different quench processes, if the cooling curves, microstructures
and properties of all the workpiece are the same, these two quench HTCs are considered
as the equivalent HTC.
Even it may result in the same hardness in the liquid and gas quench, the steel
microstructure may be different because of the different cooling processes, and therefore
other steel properties, such as toughness, may be different.
The cooling process, microstructures and properties such as hardness and toughness
should be examined when designing the liquid or gas quench processes.
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Abstract

The impingement onto the surface of bath by top-blown jets is a significant process characteristic
in BOF and EAF steelmaking process. The cavity is one of the most important outcomes of the
interaction and plays an important role on reaction kinetics and reactors performance. But to
date, the understanding to cavity is still so limited. In present study, a water model for a BOF
converter is established and the dimension of cavity profile is investigated. The effects of lance
height, gas flow rate, nozzle inclination angle and the amounts of slag are discussed. The results
show that penetration depth increases with the increase of gas flow rate and the amount of slag,
and the decrease of lance height and nozzle inclination angle. Furthermore, a theoretical model
of cavity dimension is proposed for multiply jets impinging liquid bath on the basis of energy
balance at the stagnation point of cavity.

Introduction

The phenomena of gas jets impinging onto a liquid pool are commonly encountered in many
metallurgical practices, such as oxygen steelmaking process involving Basic Oxygen Furnace
(BOF) and Electric Arc Furnace (EAF), vacuum degassing as Vacuum Oxygen Decarburization
(VOD) and top-blown copper converter. The extremely significant aspect concerning gas jets
impinging onto the surface of liquid are profile and dimensions of impact zone where many key
refining reactions are accomplished, and for instance more than 55% of the total carbon is
removed during the entire blow in oxygen steelmaking converter [1-2]. On the one hand, depth
and diameter of depression are important direct dynamic parameters controlling the rate of slag
formation and refining reactions and influencing mixing of the bath during the blow in oxygen
steelmaking practices. And thereby they have attracted the great interests of investigators.

In the early of 1960s, Banks and Chandrasekhara [3] have contributed to the study on high
velocity gas jet impinging on a liquid surface. A relationship between the momentum of a
turbulent jet centerline velocity and the penetration depth was proposed:

2
Moz AL (1)
pgH’® 2K* H
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Following them, some experiments [4-7] were conducted to investigate the dimension of cavity,
and two major points need be underlined: (i) in order to match the analytical model with their
experiments, the value of K is always different and range from 5.13 to 11.5. (ii) The significant
of influence of surface tension of liquid were neglected in developing the theory model. In
addition, it should been noted that the impinging kinetic energy of jet can not fully be transfer
into the bath and is also contributed to deflecting gas flow, splashing and the stirring of bath.

The objectives of this work are to experimentally quantify the profiles of cavity induced by
impinging gas jets from multi-hole lance. The effects of lance distance to liquid surface, gas flow
rate and inclination angle of jets and the amounts of the upper immiscible liquid on the cavity
profile are experimentally investigated. Especially, influence of liquid physical properties on
penetration depth is identified. Furthermore, through defining an energy utilization index of
impinging kinetic energy of jets and explicitly considering the effect of surface tension, an
improved theoretical models of predicting penetration depth for the multiply jets impinging bath
is proposed and validates through experimental measures.

Experiments

Experimental Apparatus

Cold model experiments are conducted in a 1/ 10" scaled-down model of a 150 t BOF
steelmaking converter, which are made of acrylic resin. Water and compressed air are used to
simulate the hot metal and the oxygen, respectively. Transparent transformer oil with viscosity
0.03 Pa-s, density 880 kg/m® and surface tension 0.029 N/m was used to simulate molten slag.
The lances with six-hole and single-hole nozzle are fixed above the surface of liquid, and nozzles
of different inclination angles (0°, 12°, 14° and 17.5°) are considered. The schematic diagram of
experimental set up is shown in Figure 1. Model dimensions and experimental conditions are
listed in Table I and II respectively.

Air compressor

Camera
{Canon 5D Mark L1

Wawﬁﬂer J
CDJS00 ) Computer
Figure 1. Schematic diagram of experimental set up

Convertor

Table 1. Dimensions of Prototype and Model

Dimension Prototype Water model
Bath diameter, D; (m) 5.8 0.58
Bath depth, H; (m) 1.545 0.154
Nozzle throat diameter, d; (m) 0.03 0.003/0.0073
Nozzle exit diameter, d. (m) 0.0434 0.0043/0.011
Nozzle number, N (-) 6 6/1
Nozzle inclination angle, 6 (°) 14 0 (Single-nozzle), 12, 14, 17.5

82



Table II. Experimental Conditions of Water Model

Parameters Water model
Top-blown gas flow rate (Nm3/h) 30.2,32.7,35.2,37.7,40.2, 42.7
Lance height (m) 0.09, 0.12, 0.15, 0.18, 0.21
The height ratio of slag to metal (-) 0/154, 10/154, 15/154, 20/154

Considerations of Similarity

Experiments are designed based on the geometric and dynamic similarity with the commercial
BOF converter. For the geometric similarity the ratios between the nozzle throat diameter (d},)
and the bath diameter (D;) and also the bath height (H)) to bath diameter are considered. The ratio
of nozzle throat diameter to bath diameter determines the distribution of jet momentum flow rate
on the bath [8]. For the dynamic similarity, four kinds of forces are presented: the gravitational
force, the inertial force, the surface tension, and the viscous force. Meidani et al. [6] suggested a
final dimensionless function for the top-blown steelmaking converter as following:

L~ JMm RS, W) @

where £ is the penetration depth; H is the lance height, Mm is the dimensionless momentum flow
rate number [8]; Re' and We' are modified Reynolds and Weber numbers. These dimensional
numbers reflect the ratio of the jets inertial to gravity force, viscous and surface tension forces of
liquid, respectively, and are expressed [6].

Table III shows the comparison of the dimensionless numbers between the water model and the
commercial BOF. Since it is not possible to attain complete similarity between the model and the
prototype [9], and for the impingement of jets onto liquid surface the inertial forces and gravity
force dominates the physical process, and several researchers proved that momentum similarity
is the most appropriate similarity criteria for this system [8, 10], so the dimensionless momentum
flow rate number was emphasized in current study.

Table III. Comparison of Similarity between Prototype of BOF and Water Model

Similarity Criterions BOF Water model
Geomeiric N"d./H, 0.0476 0.0477

Hy/Dy 0.2664 0.2655

Mm 2.44%10°~6.20x107 2.44x10°~6.20x107
Dynamic Re' 5.88x10°~8.33x10° 1.49x10%~2.10x10"

We' 4.34x10*~2.03x10° 14.42~67.28

Experimental Results

Cavity Profile

The shapes of cavities induced by impinging jets from single- and multi-nozzle lances are shown
in Figures 2(a)~(d). The sectional area of nozzle for single-nozzle lance was equal to the total
that of all the nozzles for multi-nozzle lance, and besides the total gas momentum flow rates at
nozzles exit for single- and multi-nozzle lances were maintained the same value. Figure 2(a)
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shows the shape of cavity impinged by single-nozzle jet, typically a deep and narrow one with
violent splashing and oscillating, namely the penetrating mode. In contrast, the shape of cavity
induced by multi-nozzle jets is a shallower and bigger one, namely the splashing modes. As the
nozzle inclination angle increases, cavity becomes shallower, and especially a cavity with
scattered depressions at the impinging points of each individual jet and central bulge at the center
of cavity is formed at the nozzle inclinational angle 17.5°, as seen in Figure 2(d).

R, gt ™ et e a1
(a) 8 =0° (Single nozzle) b) §=12° (c) 6=14° (d)6=17.5°
Figure 2. Cavity shapes at different nozzle inclination angles under the gas flow rate of 35.2
Nm?®/h and the lance height of 0.09 m

The differences of cavity shapes impinged by single- and multi-nozzle jets are demonstrated
schematically in Figure 3. As the gas flow rate is modified, impinging momentum of jets onto
liquid surface along with their interaction structure are changed, thereby leading to different
cavity shapes, as shown in Figure 4. Figure 5 shows the cavity shapes at different lance heights
and the gas flow rate of 37.7 Nm*/h. Cavity transits from splashing mode to dimpling one as the
lance height increases to 0.18 m. In current considerations, for analogizing the change of slag in
a commercial BOF top slag layer with different heights at the beginning of blowing was consider
to explore the different penetrating of liquids surface. Figure 6 shows the shape of cavity with
different slag height at the same operating condition. Although cavities are splashing mode for
all the considering slag heights, increasing cavity depth with increasing slag height are obviously

demonstrated.
Gas Gas

Gas jet ,F/\i‘j

;'\jj‘l T

&R T
Liquid level =

(a) Impingement of single-nozzle jet  (b) Impingement of multi-nozzle jets
Figure 3. Schematic diagram of impingement on liquid surface of jets from single- and multi-
nozzle lance

L... PN ‘\_—3 e
(a) 0=32.7Nm’/h
Figure 4. Cavity profile at different gas flow rates and the lance height of 0.09 m

s

(b) 0=35.2 Nm’/h ¢) 0=37. (d) 0=40.2 Nm’/h
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(a) H=0.12m (b) H=0.15m (c) H= ~0.18m (d)H—OZlm
Figure 5. Cavity profile at different lance heights and the gas flow rate of 37.7 Nm*/h

P 4 o T T 2

(a) 0/154 (b) 10/154 (c) 15/154 (d) 20/154
Figure 6. Cavity profile for different top phase heights at the gas flow rate of 37.7 Nm*/h and the
lance height of 0.12 m

Cavity Depth

Figure 7 (a) presents the cavity depths at different lance heights and top-blown gas flow rates. It
is seen that the cavity depth increases with increasing top-blown gas flow rate and decreasing
lance height. The cavity depth for different nozzle inclination angles at a given lance height and
gas flow rate is shown in Figure 7 (b), indicating a deeper cavity at the smaller nozzle inclination
angle, e.g. cavity depth increases from 0.0203 m to 0.0217 m as nozzle inclination angle
decreases from 17.5° to 12°. The cavity depth is defined through the depth of that gas jets
penetrate into all the liquid layers. The influence of top-layer liquid (slag) height on cavity depth
is presented in Figure 7 (c) as top-layer liquid (slag) is in presence. The figure shows cavity
depth becomes deeper with increasing slag height due to smaller kinetic energy consumption on
potential energy of top-layer liquid during jets penetrating into liquids.
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Figure 7. Cavity depth (a) at different lance heights and gas flow rates, (b) at different nozzle
inclination angles, (c) at different slag heights

Discussion

Effect of Liquid Surface Tension

The influencing extent and mechanism of liquid surface tension on cavity depth have not been
identified under the normal circumstance. For the following discussion, a general case, namely
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the impingement on the liquid surface of a single-nozzle jet is analyzed. At the cavity stagnation
point fours acting forces work for the formation of cavity, namely inertia force f;, gravitational
force f;, interfacial tension f;, and viscous force 7, as shown in Figure 8.

Gas jet

Liguid level

Figure 8. Schematic diagram of acting forces at the cavity stagnation point

At the stagnation point of cavity, following relationship can be obtained by considering the
liquid surface tension on the basis of the energy balance.

1 2 20
S PV = pgh + — 3)
2 : R,

where V. is the impinging velocity of jet; p, and p; are gas and liquid density; 4 is penetration
depth; o is surface tension of liquid; Ry is the radius of curvature at the stagnation point, and
according to Banks and Chandrasekhara [3], Ry = H*/4K*h. In addition, for turbulent gas jet
V/Vi=K d./x can be obtained. The x denotes the axial distance from lance tip, and substituting x
with lance height H, following predicting model of cavity depth can be obtained:

M n 8K’c
— == (1 + 2] “)
pghH 2K pgH

where M is the gas momentum flow rate at nozzle exit, and M = (1t/4)pga’e2 ij. In order to
consider the influencing extent of surface tension on penetration depth, following relationship is
defined:

M n 8Ke . M M
=t th)/(sz' R — T ®)
P& P& o 4noH, F

1

where H is the bath depth; F represents the ratio of dimensionless momentum consumed in
surface tension to the total that of gas jet. #/Hj is the ratio of cavity depth and bath depth. Koria
and Lange [11] reported that #/H, was 11~16%, and Zhou et al. [12] suggested it was less than
30% in their water model study. For current model study, A is 0.154 m, and maximum
impinging momentum flow rate of each individual jet is 0.3248 kg-m/s®. Corresponding to the
commercial BOF, H, is 1.545 m, and maximum impinging momentum flow rate of each
individual jet is 661.4 kg-m/s>. The F against the liquid surface tension for present water model
and its corresponding prototype of top-blown converter are plotted in Figure 9 (a) and (b)
respectively. They show that the influence of liquid surface tension on penetration depth is
increased with the increasing liquid surface tension and also the deeper penetration depth.
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Present findings also show that the influence of liquid surface tension for the study on
penetration depth is significant, especially for the water modeling study where penetration depth
could be overestimated over about 10% if liquid surface tension is neglected.

AN
hitt =01
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(a) Model (b) Prototype
Figure 9. Effect of surface tension on cavity depth

An Improved Computational Model of Cavity Depth

The impinging kinetic energy of jet at impact point is not only to the formation of cavity, but
also contributed to deflecting gas flow, splashing and the stirring of bath, and thereby an energy
utilization index #, representing the ratio of impinging kinetic energy acting on the formation of
cavity to the total one, was introduced. On the other hand, the impinging momentum flow rate of
each jet can be obtained for the multi-nozzle lance, namely M = M, cos@ /n, where M,, is the total
momentum flow rate of gas jets;  is the nozzle inclination angle and » is the nozzle number.
Thus, a more fundamental penetration depth prediction model is obtained by Eq. (3):

M cosf Tk hy, 8K%
—— = ———|(+ =)+ >
pgnH”  2K'n H H pigt

(©)

Figure 10 shows the functional relationship of energy utilization index # with lance heights,
which shows the energy utilization index increases with increasing lance heights, namely more
impinging kinetic energy is used to the formation of cavity as the lance height increases, and
utilization percentage of impinging kinetic energy of jets transforming to bath decreases with
increasing lance height.

[——Curve fit
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Figure 10. The function relationship of the energy utilization index as lance height
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Conclusions

(1) Cavity depth and diameter were experimentally measured at current operating conditions and
lance parameters. Cavity depth increases with increasing gas flow rate and decreasing nozzle
inclination angle and lance height. Cavity diameter is nearly insensitive to top-blow gas flow
rate, but is more dependent on the lance height and nozzle inclination angle.

(2) Influence of liquid surface tension on penetration depth is significant and increases with the
increasing liquid surface tension and also the penetration depth. Especially based on the previous
predicting model the penetration depth could be overestimated over 10% for the water model
study if liquid surface tension is neglected.

(3) An energy utilization index of impinging kinetic energy of jets used for the formation of
cavity was defined to eliminate the contributions of jets to deflecting gas flow, splashing and the
stirring of bath. The energy utilization index is dependent on the physical properties of fluids,
and it increases as lance height increases.
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Abstract

Off-gas monitoring of experimental reactors give little information about intermediate reaction
products and reflect chemical equilibria at reduced gas temperatures. A reactor design with
optical access was designed and tested in order to be able to qualify and quantify gaseous species
from their emission spectra. By use of a sequence of sapphire, UV fused silica and IR transparent
sapphire and CaF, windows and lenses optical access to a hot, maximum 1800 °C, reaction zone
was gained. A cooled area behind the reaction zone was used as a background in order to avoid
signal saturation from reactor walls. In addition to molecular emission spectra, atomic emission
lines are used to characterize stable gas constituents and radicals. The setup has been designed
for the study of methane dehydrogenation experiments in order to investigate the carbon activity
of reduction of oxide with methane, but has also been used to monitor gaseous silicon suboxide.

Introduction

Characterization of gases at high temperature is desirable for several reasons. Firstly, the
chemical species reacting at a given temperature is not necessarily reflected by the cooler
exhaust gas composition which can easily be characterized by commercial gas analyzers.
Classification of chemical species in a hot reaction zone is important for the understanding of the
chemical reactions taking place. Quantitation of these species is complementary to kinetic
modelling of these reactions.

Commercial instrumentation for gas analysis is often limited to temperatures up to 400 degrees.
Conventional IR spectroscopy beyond this temperature is limited because molecules will both
absorb and emit radiation. At these temperatures, the radiation source can be omitted and the
emission from the gas molecules could be analyzed by a spectrometer. Emission spectroscopy is
not as established as absorption spectroscopy, and commercial instrumentation is scarce.
However, excellent analytical quantitation from emission spectroscopy has been documented [1].

One of the reasons for the lack of commercial emission analyzers are the fact that the optical
access to the radiation is not easily standardized, and must be adapted for the application. There
is an inherent challenge with thermal blackbody radiation from the spectrometer itself in addition
to that of the furnace or gas confinement of elevated temperature. The blackbody radiation is a
continuum contributing to noise only. In order to minimize noise, field-of-view has to be limited
by cold apertures and using a cold background in the gas confinement in the field-of-view.
Emission spectroscopy can also make use of the UV-VIS spectral range. Although electronic
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transitions are less informative for gas molecules, spectral information from free-electron pairs
of intermediate gas radicals can be utilized.

For high temperature furnaces, obtaining optical access to the reaction zone is not trivial. Even if
the introduction of optical windows is feasible, their introduction may introduce temperature

gradients in the furnace.

One option is to use optical fibers to access the reaction zone. Silica (< 1200 °C) and Sapphire (<
1700 °C) are both materials transparent in the UV-VIS and IR ranges.

Monitoring of carbon activity in reactors using methane as carbon source

Currently, there are many ongoing research projects on the topic of establishing methane as an
alternative source of carbon in extractive metallurgy. One of the challenges faced is the
decomposition of methane at temperatures above 930 °C. As the cracking of methane produces
condensed carbon, the activity of carbon becomes unity. One way to reduce cracking according
to (1) is to introduce hydrogen gas. If methane adsorption/decomposition for a situation with
active adsorbed carbon is compared to equilibrium between methane, graphite and hydrogen, it
can be derived that the activity of the carbon as existing in the thermodynamically unstable
methane is determined by the partial pressures of hydrogen and methane in the gas phase [2].
This means that the developed model can be used to prescribe experimental conditions tailored to
optimize a certain reaction path. By accurately monitoring the gas composition in situ using the
developed gas measurement technique, the carbon activity in the methane can be indirectly
measured. Once measured, the potential is opened up for manipulation, and so the carbon
activity can be tuned toward the conditions predicted by the model to be favorable for oxide
reduction. It is, however, necessary to dehydrogenate methane in order to make use of its carbon:

CH,;=C(s) + 2 H, (H

In order to evaluate the feasibility of methane as a carbon source in the reduction of for Si, Mn
and Ti ores, fiber optical emission spectroscopy could contribute significantly to the
understanding of these processes. In addition to monitoring the methane concentration in the
reactor, the expected radicals from the dehydrogenation of methane, CH; (724.6 nm), CH, (341.9
nm) and CH (431.42 nm) could be monitored in addition to C and C,.

Monitoring of formation of SiO gas in silicon metal production

The formation of Silicon suboxide occurs at temperatures higher than 1500 °C by reaction
between quartz and silicon carbide:

2 8i0, (s) + SiC (s) = 3 SiO (g) + CO (g) @

At temperatures above 1800 °C, the reaction between SiO and SiC could form liquid silicon
metal:

SiO (g) + SiC (s) =2 Si (1) + CO (g) 3)
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In the presence of carbon, however, silicon carbide could be formed:

Si0 (g) +2C (s) =SiC (s) + CO (g) %)
Silicon suboxide escaping the furnace exhaust impacts the silicon yield of the process as
microsilica is formed. The reactivity of the carbon source with SiO (g) is an important parameter
for limiting the losses. Although thermochemical calculations indicate low losses [3], kinetics
appears to limit the rate of SiC formation [4].

By in-situ monitoring of the SiO formation, improved understanding of the kinetics of the
processes of formation and reaction of SiO could be obtained.

Experimental

A tubular graphite furnace was used as a starting point for modifications. The furnace is built
around a 457 mm long 60 mm & graphite heating element with radiation shields installed at top
and bottom. The heating element was rated for 15 kW. The furnace was designed to have an 80
mm homogeneous temperature zone. This zone was modified for optical access by the
installation of a flange on one side of the furnace. A tube with 9 & mm inner diameter was
installed perpendicularly through the heating element. The dimensions were carefully chosen in
order to allow for differences in thermal expansion between the materials. Slots were machined
out of the tube so that obstruction of the gas flux through the furnace was minimal and yet to
provide sufficient mechanical integrity for the tube. The tube was electrically insulated from the
heating element by using boron nitride sleeves to insulate the probe from the heating element.
Macor glass ceramic components were used for fixation to the flange as well as insulation from
the furnace outer shell.

Several tube materials were considered. For experiments where monitoring of SiO (g) is the
objective, carbon should be avoided in order to prevent formation of SiC. SiC as probe material
is promising both with respect to mechanical as well as chemical stability. The cost of the
material is substantially higher than graphite. For the initial experiments it was decided to test the
design with respect to mechanical stability and evaluate the optical performance of the design.
For SiO (g) applications, it is also a possibility of in-situ passivation of the graphite by formation
of a SiC layer on the surface that will provide sufficient quantities of SiO (g) in the optical path.
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Figure 1. Illustration of graphite tube furnace.

The optical path was modelled using Zemax Premium software. The end of the tube protruding
the heating element from the other side of the access was designed as to provide a passively
cooled background to the emission from analytes in the optical path.

The light from the emission was focused onto the through two lenses in order to correct for
chromatic aberration. An anti-reflective coated sapphire window was used to separate the probe
from the furnace gas atmosphere.

The probe was designed with flushing channels, allowing for slow purge argon through the
probe. Although purging most likely will dilute the analytical signal, it was considered to be
necessary in the event of condensation of SiC and/or SiO; in the tube and onto the sapphire
window.
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Figure 2. Schematic illustration of the optical probe

In order to continuously monitor a wide spectroscopic range from UltraViolet (200 nm) to Near
InfraRed (900 nm), two spectrometers were used: Avantes Multichannel (6 channel) and an
Ocean-Optics USV4000-UV-VIS single channel spectrometer. The Ocean-Optics spectrometer
was used to scan the optical range from 180 to 875 nm with a resolution of 1.5-2.3 nm Full
Width at Half Maximum (FWHM). The Avantes spectrometer provided better resolution: 0.07 to
0.13 nm FWHM. The spectral range from 190 to 920 nm is distributed between the six channels
so only one channel can be monitored at a time. An Avantes UV100-SR optical fiber was used.
The 200 pm fiber was Solarization Resistant (SR) for applications to wavelengths below 230 nm.

Two experiments were conducted. The setups were almost identical. In the second experiment
the The Ar gas flow through the furnace was reduced from 0.5 nLpm to 0.25 nLpm. The purge
flow through the optical probe was also reduced from 0.2 to 0.15 nmLpm. A charge consisting of
approx. 10 grams of pelletized SiO, and SiC in a molar ratio of 1.82:1 was used. In both
experiments, the remaining charge after the experiment was found to be approx. 10 % of the
original mass.

Results

The design of the optical access appeared to work satisfactory with respect to the passively
cooled contrast background. However, the temperature gradient caused condensation that
partially blocked the tube on the opposite side of the optical probe. As can be seen from Figure 3,
a white condensate of what was by Electron Microsonde analysis verified to be pure SiO,, was
formed. The formation of the web-like structure on this side of the optical access tube only is
probably due to the lack of gas purging.
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Figure 3. Condensatmn of SiO, ms1de optlcal access tube.

On removal of the optical access tube, condensation of green SiC on the white BN sleeves was
apparent. This is illustrated in Figure 4. Electron microsonde investigation of the graphite surface
of the probe also confirmed formation of SiC, suggesting presence of SiO (g).

Figure 4. SiC condensation on the BN sleeve of the optical access tube.

Results from in-situ emission spectroscopy

During heating of the furnace, the emission from the probe was recorded. The emission from the
VIS part of the spectrum is most pronounced and illustrated in Figure 5. Emission peaks at 589
and in the range 766-770 nm were observed. These peaks have not been identified.
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Figure 5. Averaged emission intensities at various temperatures.

For the experiments conducted, the main objective was to document the presence of SiO (g) in
the reaction zone. The spectrum of SiO is characterized by band profiles shaded to the red in the
range from approx. 200 to 300 nm [5]. In addition, strong emission lines from electronic
transitions of atomic silicon are present at 251-253 and 288 nm.

The spectrograms from the high resolution AVANTES spectrometer for the relevant spectral
range of SiO is shown in Figure 6. From the data, there is no indication of the presence of SiO
(g) in the optical path.
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Figure 6. High resolution spectrograms for the 200-300 nm UV-range.
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For the two experiments conducted, a lot of spectral information has been recorded. The
interpretation of emission spectra from this experiment is currently a work in progress. The
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identification of probable compounds is performed by comparison of spectra with spectral
libraries as well as the modelling of synthetic spectra.

The major lines found in the spectral data are listed in Table 1. Clearly, more information is
obtained with the high resolution spectrometer. It remains to be seen whether this resolution is
required once SiO gas is detected.

Table 1. Spectral lines and ranges identified.

Spectral line(s) (nm) | Avantes (high resolution) | Ocean-Optics (low Resolution

280

363-365

403-405

422

589

P P4 | 4

671

673

x| <

766-770

| <

780

Future work

The main objective of these experiments has been to be able to qualify and quantify SiO (g). This
has not been achieved. There are two plausible explanations for the lack of signal. The first is
that the purge flow through the probe dilutes the signal too much. The second explanation is that
the formed SiO will react with the graphite surfaces inside the furnace, but this formation of SiC
on the surfaces does not passivate the graphite surfaces sufficiently over time to produce a
measureable quantity of SiO (g) in the light path.

In further experiments, reactions with methane as a source of carbon for reduction of quartz will
be conducted. This will produce other gaseous molecules and radicals from the deprotonation of
CH4. New experiments where the gas purging of the optical probe will be systematically changed
will be conducted. Eventually, experiments where SiC is used as the optical probe material will
be conducted.
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Abstract

Carbon dioxide (CO,), a major component of the greenhouse gases, could be comprehensive
utilized as a valuable resource to oxidize vanadium during the converter vanadium extraction
process. The thermodynamic software, FactSage, was utilized to study the oxidation ability and
theoretical cooling ability of using weak oxidant CO, as coolant in vanadium-containing hot
metal. Besides, experimental research on vanadium extraction in CO, and O, mixed blowing
extracting process had been undertaken. The results indicated that the elements C, Si, V, Mn etc.
could be oxidized by weak oxidant CO,, and the content of V,0; in slag was approached to pure
O, blowing. Furthermore, CO, had a remarkable cooling ability and the molten bath temperature
kept on decreasing as CO, blowing rate increases. This research has proved that CO, and O,
mixed blowing in vanadium extraction process are effective.

Introduction

With international communities having increasingly recognized the severity of climate change,
the pressure for reduction of CO, emissions has become more prominent[1][2]. For this reason,
how to reduce the emission of carbon dioxide and take use of carbon dioxide is one of the main
problems that has attracted many steel engineers' attention[3][4].

In order to take the utilization of carbon dioxide as a resource in steelmaking process, many
analyzed about the application of CO; as stirring gas, reaction media and protective gas have
been carried out[5][6]. However, vanadium extraction with CO, and O, mixed gas has not been
reported yet.

The traditional technique to extract vanadium during converter steelmaking process was to blow
pure O, to oxidize V into V,03[7]. However, this process has several problems including strong
oxidizer caused overheating and energy consuming. According to the industry vanadium
extraction process, the temperature rises quickly at the oxidation period and in this juncture some
coolant should be put into the converter to control the temperature of the converter at a proper
level. Traditional coolant such as cold bonded pellet, pig iron, iron ore are hard to control and the
contained elements P, S, Si can aggravate subsequent metallurgy process burden. In the CO, and
0O, mixed blowing technology, CO; can blow into bath of the converter as coolant to replace the
solid coolants.

Therefore, it is necessary to open up the possibilities for using CO,-containing oxidants in
vanadium extraction. In present work, introduction of CO, in suitable amounts to replace O
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during this process could thus offer a unique solution in view of the fact that an environmentally
undesired gas is being used for coolant and oxidizer. This work was supported by National
Natural Science Foundation of China (project No.51334001) and Sharing Fund of Large Scale
Equipment, Chongqing University (project No. 201406150044).

Experiment

400g metal was prepared by mixing the industrial pure iron and ferrovanadium and the
composition was shown in Table 1.

Table I. Composition of vanadium containing hot metal
Composition C \ Si Mn S
wt% 3.53 0.73 0.079 0.40 0.05

The metal was loaded in a corundum crucible with a graphite crucible outside heated in a MoSi,
electric resistance furnace. The experimental apparatus is shown in Fig. 1.

The blowing was began when the temperature of the melt increased to an aimed temperature
(1340€ ), and lasted for 10min. After confirming the complete melting and homogenization of
the iron sample, the corundum lance was immersed into the melt to a depth of half the total
height of the bath. Total flow of the CO, and O, mixed blowing was controlled at 0.6L/min. and
with varied proportions of CO; as 0%, 20%, 40%, 60%, 80% in the mixed gas, the rest of which
is pure oxygen.

Flowmeter

Thermocouples

N b0l Lis

A104 lance

€

Termp erature-controlled Mo3i2 heating element
mstrument
| __‘ Graphite Crucible
O ’7 T 1,04 Crucible

l:l Thermocouples
[ =——1Lid

Fig. 1. Schematic drawing of experimental apparatus

Results and Discussion

Chemical Analysis
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As shown in Fig. 2, from thermodynamic calculation by FactSage, it is possible to use CO; as an
oxidizer for metallurgy process because the elements’ AG” value in vanadium extraction
temperature are all less than zero. It is notable that C and Fe will be oxidized by CO, and the
reactions are endothermic from this figure.

Fig. 3 shows the primary elements (C, V, Fe) of vanadium containing hot metal. It can be seen in
this figure that CO, is a weaker oxidizing agent compared to O,. With the varied proportions of
CO; in the mixed gas, the oxygen partial pressure in the gas injected for vanadium extraction is
different which can be further confirmed by chemical analysis.

As shown in Table II, by lab-scale experiment blowing with different CO, proportions as 0%,
20%, 40%, 60%, 80% in the mixed gas, the rest of which is pure oxygen, the elements in hot
metal are analyzed by chemical analysis. Because mixed gas blowing with high CO; proportions
has low oxidize efficiency and it is not proper for steel making[8], we only carry out long time
blowing experiment for pure oxygen and 20% CO; in the mixed gas, moreover, the rest of
experiments are blowing 540s to focus on early and middle stage of vanadium extraction process.

Table II. Results of chemical analysis for iron samples (mass%)

CO; proportion (%) | C \ Si Mn S time(s)
0 2.31{0.023 | 0.013 | 0.18 | 0.049 | 1200
20 2.23{0.049 | 0.014 | 0.18 | 0.049 | 1200
40 3.10 | 0.43 | 0.041 | 0.32 | 0.040 540
60 293 | 0.57 | 0.054 | 0.30 | 0.050 540
80 2.93 | 0.53 | 0.055 ] 0.33 | 0.047 540

Fig. 4 shows the carbon in the molten iron decrease continuously with blowing time. It can be
seen that the more proportion of Vcoa/Veozro2 blowing, the lower carbon is exist in the molten
iron.
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Fig. 4. The carbon in molten iron changes with blowing time.

According to other researchers study[9], decarburization reaction of hot metal is influenced
synthetically by the following reactions especially the amount of CO; in the mixed gas is large.
So the carbon in the molten iron is decreased with CO, proportions increases.

[CHCO,=2CO  AG’=34580-30.95T(J/mol) 1)
[C]+{O]=CO AG'=-17166-42.5T(J/mol) )
[O]+CO=CO, AG"=-131945+87T(J/mol) 3)

Fig. 5 shows the vanadium in the molten iron decrease continuously with blowing time in pure
oxygen or 20% CO; in the mixed gas blowing. Compared with conventional vanadium extraction
process, blowing 20% CO, mixed gas removed pretty much the same [V] in molten steel.
Therefore, it can meet the demand of industry standard which demands the content change rate
of V is more than 90%.
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Fig. 5. The vanadium in the molten iron change with blowing time.

CO, Cooling Effect
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Fig. 6. Changes of molten iron temperature with blowing time

Fig. 6 shows how the temperature of molten iron changes with the blowing time in different CO,
proportion. From the figure, it can be seen that the bath temperature with pure O, blowing keep
on increasing with blowing time while the mixed gas contained 20% CO, and 40% CO,
increased slowly and tend to be constant after blowing for 300s.

The temperature of the iron bath can be influenced by CO, which is mainly because reactions
below are endothermic reactions.

[C]+CO,=2CO AG'=34580-30.95T  AHY=11600 kl/kg @)
[Fe]+CO,=(Fe0)+CO  AG"=30120-30T AHY,=720 kl/kg 5)
(FeO)=[Fe]+[0] AG'=459400-87.45T  AHY,,=4247 kl/kg (6)

The calculation on heat absorption on introduction of CO, can be expressed through the
following equation:

1

B 0
QCO2 = CpCO: X AT +(FeO%)xAH , + —Z(CO%)

x AH? + o(FeO%) x (%) x AH ., (7)

Where Qcoz is cooling capacity of CO,; and Ccoy is specific heat capacity of CO, predicted by

0 1 0 56 0
(FeO%)xAH, 2C0%) xAH;  ang @Fe0%)x (5) XA o e
chemical heat caused by reactions above respectively.

Compared with the conventional coolant, cold-bonded pellet and the waste slag, used in Pan steel
which average composition is shown in Table III. And the calculation on heat absorption is
shown in equation below.

FactSage; and the item

Table III. Results of average composition for Pan steel coolant (mass%)
Coolant V,0s | TiO, | CaO | SiO, | FeO | Fe;,O; | MnO | P,Os | CrO; | MgO | ALO;
Cold-bonded pellet | 0.278 | 2.805 | 0.602 | 7.965 | 35.79 | 39.45 | 0.506 | 0.134 | 0.065 | 0.981 | 3.275
The waste slag 17.29 ] 10.86 | 0.561 | 13.69 | 41.94 | 0.50 | 6.110 | 0.183 | 3.070 | 2.980 | 3.290
112 0 56 0
Qcaolanr = Cpcaolam XAT + a)(FeZO3 %) X (@) X AHFEZQ + w(FeO%) X (E) X AHFeO (8)
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By theoretical analysis above, it is known that CO, as coolant posses remarkable cooling ability
from Fig. 7 Besides, by use of CO,, the temperature and compositions of the liquid steel in the
converter can be easily controlled. Since gas coolant can be continuously added, the process for
converter vanadium extraction can be simplified. On the other hand, the reactant of CO, as
coolant is CO which can raise the quality of converter gas and reduce the composite energy
consumption of the converter steelmaking.

4973
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2000

Cooling capacity / J- g"

1000

Cc0O2 Cold -bonded pellet The waste slag
Coolant Species

Fig. 7. Comparison with different coolants cooling capacity
Conclusion

Based on the theoretical analysis and lab-scale experimental study above, the following
conclusions can be obtained.

(1)The carbon in the molten iron decrease continuously with increasing the proportion of
Vco2/Veozioz in mixed blowing process. Compared with pure oxygen vanadium extraction
process, blowing Vcoa/Veo2102=20% mixed gas removed pretty much the same [V] in molten
steel and can meet the demand of industry standard.

(2)The test of temperature control in CO; and O, mixed blowing vanadium extraction process
shows that the bath temperature has decreased as increasing the proportion of Vcoo/Veoz+o2. The
cooling capacity of CO; is 4799kJ/kg.
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Abstract

Sodium silicate solutions for producing silica have been ultrasound treated to enhance the
precipitation process in laboratory scale. Higher precipitation rate was found with ultrasound
treated solutions than those without ultrasound. The obtained SiO, powder products were
characterized using XRD, SEM, BET and laser particle size analyzer. The particle size
distribution and the specific surface area of the powder products varied with the power input
level and the processing time of the ultrasonic treatment. The results indicate that the efficiency
of the precipitation process can be improved optimally when the ultrasound is conducted into the
solutions before the nucleation stage.

Introduction

Silica is one of the most complex and most abundant families of materials, existing both as
several minerals and being produced synthetically. Applications range is from structural
materials to microelectronics to components used in the food industry. There are two main
processes as gas phase method and liquid phase method currently used for producing silica [1, 2].
In this work, the liquid phase method was adopted to recovery silica and the effect of the
ultrasound on the silica products were investigated.

Precipitation process is important for both product quality and productivity in silica production.
In recently years, many research focus on increasing the silica precipitation rate and improving
its quality. Mu et al [3] investigated the optimum precipitation conditions including reaction
temperature, reaction time, molecular ratio of Si0,/Na,O, and stirring speed, which result in the
Si0, extraction rate over 93%. However, the SiO; products have the too big particle size which
lead to the small specific surface area. Liu et al [4] studied the SiO, higee precipitation method to
generate silica powder with average particle size 15-20nm, but this method is difficult to
industrialize because of great cost and continuous manufacturing.

In order to obtain the high quality SiO, by an economical approach, the ultrasound irritation is
involved into the precipitation process [5]. The effects of ultrasound are related to ultrasound
power level and frequency [6, 7], Na,SiO; concentration and SiO»/Na,O molecular ratio of
solution, reaction temperature and the seed crystal amount [8].

The aim of this work is to find out the appropriate ultrasound power level and operation time,
which positively affect the precipitation process as well as obtaining high quality silica product.
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In this paper, the results on ultrasound aided precipitation process of sodium silicate solution are
presented, and the precipitation silica product is also characterized.

Experimental

Materials and Chemicals

The sodium silicate solution with constant SiO,/Na,O molecule ratio 3.37, SiO, 27.82% and
Na,O 8.51% was purchased from chemical reagent company in Beijing, whose SiO,/Na,O
molecule ratio and Na,SiO; concentration was changed by adding sodium hydroxide(CR,
Sinopharm Chemical Reagent Co., Ltd) and deionized water (Lab homemade). CO, gas (99.5%)
used to conduct carbonation precipitation process was provided by University of Science and
Technology Beijing.

Analysis Methods

The electronic scales (BS 1248, Sartorius, 0-120 g, Germany) was used to measure the weight of
experimental materials and product. The scanning electron microscope (JSM-6510A, JEOL,
Japan) analyze morphology of silica powder product. X-ray diffraction analyzer (RigakuD:
MAX-RB12KW, Scanning range 10-100°, Scanning rate 0.02%sec, Cu (40kV, 40mA), RIGAKU,
Japan) was used to estimate crystallographic phase characteristics of product. The particle size
was measured by laser particle size analyzer (LMS-30, range 0.1-1000 pm, Seishin, Japan). The
specific surface area of SiO, product was measured by BET (QuadraSorb SI, Quantachrome, ).

Experimental Process

300 mL sodium silicate solution with different SiO,Na>,O molecule ratio and Na,SiO3
concentration in every experiment was added into a beaker in water bath with a certain stirring
speed. The ultrasound apparatus is made from Ningbo Scientz biotechnology Co., Ltd..
Ultrasonic operation was conducted with the constant interval of 2 s-on and 3 s-off for various
irritation time and solution temperature. The carbon dioxide gas was added into solution by tube
for the precipitation process at different temperatures and stirring speed. The pH of the solution
was monitored by pH meter every 5 minutes. The carbonation precipitation process was
terminated when the pH of the reaction mixture reach to a predetermined value, then the mixture
was subjected to filtrate to separate the silicic acid precipitation from the solution, which was
calcinated to obtain silica at 120 °C for 24 h. The silica powder was washed several times by
deionized water and dried to determine the content and other physical property.

Results and Discussion

Orthogonal Experiment

The orthogonal experiment of carbonation precipitation were investigated, which include 6
parameters as Na,SiOz concentration, molecule ratio of SiO,/Na,O, CO, flow rate, temperature,
stirring speed and solution pH and each parameter has 5 levels as shown in Table I. The result
analysis of orthogonal experiment is presented in Table II, which indicates that the optimal
operation conditions are Na,SiO; concentration 110g/L, molecule ratio of SiO,/Na,O 3, CO,
flow rate 500 mL/min, temperature 60 °C, stirring speed 500 rpm and solution pH 7.5. The effect
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of every conditions on SiO, precipitation rate in order of decreasing are Na,SiO; concentration,
solution pH, stirring speed, CO, flow rate, molecule ratio of SiO,/Na,O and temperature.

Table I. Factor and Level of the Orthogonal Experiment

Level Concentration | Molar Flow rate | Temperature Stirring H
/gL ratio /ml-min’" °C speed /rpm P
1 10 1 50 25 0 9
2 20 1.5 100 40 100 8.5
3 40 2 200 60 200 8
4 70 2.5 500 80 500 7.8
5 110 3 1000 90 1000 7.5
Table II. Visual Analysis of Orthogonal Experiment
Average 1 0.458 0.649 0.753 0.679 0.591 0.493
Average 2 0.706 0.612 0.56 0.702 0.641 0.594
Average 3 0.778 0.724 0.633 0.814 0.761 0.803
Average 4 0.813 0.792 0.839 0.743 0.875 0.85
Average 5 0.867 0.846 0.838 0.685 0.754 0.877
Range 0.409 0.234 0.279 0.135 0.284 0.384

Precipitation Rate and Efficiency under Ultrasound treatment

The carbonation process was composed of precipitation process and pre precipitation process.
The different mode of the ultrasound treatment made different effect on the precipitation rate and
time. Therefore, carbonation process was ultrasound treated pre precipitation process, under
precipitation process and the whole carbonation process.

Table III. Precipitation Rate and Precipitation Time with Varying Ultrasound Mode

Processing mode Precipitation rate /% | Precipitation time / min
Without ultrasound 89.34 280
Precipitation with ultrasound 93.33 265
Pre precipitation with ultrasound 89.00 160
Whole process with ultrasound 83.31 295

In Table III, higher precipitation rate was found with ultrasound treated solutions than that
without ultrasound. The precipitation time was reduced to 160 min, and the efficiency was
apparently improved.

In Figure 1, four curves of pH are given as a function of precipitation time with the ultrasound
mode was different under the optimal experimental conditions.
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Figure 1. Effects of the ultrasound on the pH values with ultrasound power of 285 W

The possible reactions can be described as follows:

CO, + H,0 — COs* + 2H" 1)
H'+OH — H,0 ?)
2H" + SiO3* — H,Si03 3)

The value of pH will change with processing of these reactions involving H'. At the first 20
minutes, the values of pH were the same in the four curves, where the reactions can be (1) and
(2); the ultrasound had no effect on these reactions. And then the reaction (3) was occurred and
the curves were different because of the different ultrasound mode. And eventually, all of the
values of pH reached a constant value abut 7.5. By comparison, when the reaction mixture was
ultrasound treated pre precipitation, the precipitation time can reduce about 50 minutes, and the
efficiency was improved.

The fact that the ultrasound can improve the precipitation rate means a potential of increasing
industrial productivity of SiO,. With implementation of this technology, the process of

precipitation could be shortened with savings in terms of operation costs.

Effects of Ultrasound on SiO, Product

After the carbonation process, the residual liquid was removed by filtration with water pump.
The product was obtained after further treatments by washing with water, and drying in oven. In
the drying process, the SiO, appeared:

H,S8i0; — Si0, + H,0 “)
The crystalline phases of the product with different ultrasound mode were measured by X-ray

diffraction analyzer. In Figure 2, four curves were overlapped. The result shows that the
ultrasound has no effect on the structures and the crystal phase of the SiO, products.
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Figure 2. XRD pattern of SiO; products with ultrasound power of 285W at 60 °C

Figure 3 is the SEM microphotographs of silica from sodium silicate solution with and without
ultrasound, respectively, which both had the identical conditions for sodium silicate solution and
precipitation parameters. It is obvious that there are more tiny nuclei on the surface of seeds with
ultrasound (b, ¢, d) than those without ultrasound (a). It means that ultrasound can promote
secondary nucleation during the precipitation process.

(b) Under precipitation (d) Whole process
Figure 3. SEM microphotographs of SiO; products with ultrasound power of 285W at 60 °C

With continuous agitation, the newly formed nuclei could get off the particle surface and enter
into the sodium silicate solutions, so that they become secondary nuclei in the solution. The

secondary nuclei may act as seeds for further carbonation of the solution and thus increase the
precipitation rate.
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Figure 4 shows the curves of particle size distribution of the products. Compared with the blank
experiment, the volume fraction of the particle size from 100 um to 350 um with ultrasound pre
precipitation was bigger. Because of the ultrasound treatment, the nucleation ratio of the SiO,
increased. And the agitation of the ultrasound had an effect on the growth of crystals. On the
other hand, the particle size of the product with ultrasound under precipitation was smaller. The
largest fraction of the particle under this investigation was one with about 62 um in size. The
agitation of the ultrasound made the particle size smaller. However, the mixture solidified in the
carbonation process with ultrasound treatment during whole process, and the ultrasound had no
effect on the process. The particle size was even bigger than that without ultrasound.

sl —o— without ultrasound
—o— under precipitation
—#— pre precipitation
—v— whole course

=N
T

w
T

Volume fraction, %
w S
——T

N}
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Figure 4. Particle size distribution of SiO, products with ultrasound power of 285 W at 60 °C

Table IV. Average Particle Size and Specific Surface Area of Different Ultrasound Mode

Processing mode Average particle size / pm Specific surface area /(mz/g)
Without ultrasound 47.059 171.606
Precipitation with 32873 157.084
ultrasound
Pre precipitation with
ultrasound 31.738 172.039
Whole process with 47.939 203.035
ultrasound

In Table 1V, smaller average particle size was found when the process was ultrasound treated
under precipitation and pre precipitation than that without ultrasound. When the carbonation
process was ultrasound treated in whole process, the particle size was even bigger than that
without ultrasound. Table II further demonstrate that particle size distribution of SiO, can vary
with ultrasound mode. On the other hand, higher specific surface area was found when the
process was ultrasound treated pre precipitation and in whole process than that without
ultrasound. The main effect factors of ultrasonic for the higher specific surface area was related
to the action of ultrasonic cavitation. Ultrasound inhibited the growth and coalescence of crystals.
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To get the optimal ultrasound mode, the precipitation rate, the efficiency, the particle size and the
specific surface area should be considered. Therefore, the optimal ultrasound mode was that the
carbonation process was ultrasound treated pre precipitation.

Optimal Ultrasound Conditions

The conditions for the ultrasound, such as ultrasound power and treatment time, were of great
importance to the carbonation process. The experiment parameters were designed and the
resulting data were shown in Table V.

Table V. Experiment for the Optimal Ultrasound Conditions

Ultrasound Treatment time / |  Precipitation Average particle | Specific surface
power / W min rate / % size / um area /(m2/g)
142.5 5 91.14 40.301 190.240
142.5 10 88.76 32.511 181.836
142.5 15 91.06 39.944 179.245
285 5 92.66 35.486 203.212
285 10 90.93 40.510 210.859
285 15 89.00 42211 172.039
427.5 5 95.63 33.993 214.017
427.5 10 92.93 48.094 188.496
427.5 15 90.11 46.458 197.890

The optional conditions of the ultrasound could be found through comparing the precipitation
rate, average particle size and the specific surface area of the product. When the ultrasound
power was 427.5 W and the treatment time was 5 min, the smallest average particle size was
33.993 um, the highest precipitation rate was 95.63%, and the highest specific surface area of the
product was 214.07 m%/g.

Figure 5 illustrates patterns of particle size distribution against precipitation time and ultrasound
power. The reaction mixture under the optimal conditions was ultrasound treated pre
precipitation process. The ultrasound power and the treatment time were different.

—o— Smin f —O0—142.5W
104 —O0— 10min 10 7 —0—285W
—&— 15min 2 —o—4275W

—v— Without ultrasound 8 } —v— Without ultrasound

Volume fraction, %
Volume fraction, %

T T T T T T T T T T T T
0 100 200 300 400 500 0 100 200 300 400 500
Particle size,um Particle size,um

(a) Ultrasound input power of 427.5 W (b) Treatment time of 5 min
Figure 5. Particle size distribution of the products with ultrasound pre precipitation at 60 °C

Figure 5 further demonstrate that particle size distribution of SiO, can vary with ultrasound
power level and treatment time. The largest fraction of the particle with ultrasound is smaller in
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size than that without ultrasound. The optional ultrasound power was 427.5W and the optional
treatment time was 5 minutes.

Conclusions

. Precipitation rate is improved in the process with ultrasound, and the highest precipitation

rate is 95.63%, which means a potential of increasing industrial productivity of SiO, and
savings in terms of operation costs.

More tiny secondary nuclei were found on the surface of silica with ultrasound, and the
major part of the particle smaller in size and the specific surface area increases with
ultrasound; the optional ultrasound conditions are with ultrasound of input power of 427.5 W
and the treatment time of 5 min.
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Abstract

CO, emissions must be reduced by at least 50 % by 2050, and hence the technical solutions to
capture and convert CO; into value—added products should be considered. A Cobalt(Ill) Schiff
base complex (Salen—Co(Ill)) has been investigated as a catalyst for synthesis of cyclic
carbonate from CO, and epichlorohydrin(ECH) with tetrabutylammonium bromide (TBAB) as
co—catalyst. To recover Salen—Co(IlI) for the next cycling operation, it was immobilized onto
zeolite 13X through excessive impregnation method. The immobilized catalyst was characterized
using XRD, SEM, BET and ICP-AES techniques. Catalytic tests showed that yield of cyclic
carbonate reached 90 % using 0.5 mol % Salen—Co(III) at ambient conditions. The immobilized
Salen—Co(III) exhibited better catalytic activity than the homogenous one when used at the first
cycle, but the yield decreased by some 20 % after five cycles.

Introduction

CO; is considered the major cause for global climate warming, which is often found as common
emissions in metallurgical and chemical industries. Great efforts have been made in reducing
CO, emissions through various technologies such as physical adsorption, chemical fixation,
biological transformation, etc. However, CO; is also the most inexpensive and renewable carbon
resource which can be transformed to value—added products through chemical conversion, for
instance, cyclic carbonates formed in the coupling reaction of CO, with epoxides. The cyclic
carbonates have a wide range of technical and engineering applications including: electrolytes
for lithium—ion batteries, monomers for synthesizing polycarbonates, degreasers, paint strippers,
lacquers and chemical ingredients and so on [1, 2]. From the viewpoint of green chemistry, the
processes for such cyclic carbonates need to be energy—minimum to avoid re—generating more
CO; than the reduced. Therefore, the technologies enabling the CO, transformation at
atmospheric pressure and room temperature may satisfy this purpose.

In the past few decades, many catalytic systems, such as alkali metal salts [3, 4], metal oxides [5,
6], quaternary ammonium salts [7, 8], ionic liquids [9, 10], transition—metal complexes [11-15]
have been developed for the insertion of carbon dioxide into epoxides. However, these catalysts
suffer from low catalytic activity and/or selectivity, low stability, separation difficulty, and
requirements for high pressure and/or high temperatures. Recently, the combination of Salen—
metal complexes and tetrabutylammonium bromide (TBAB) has demonstrated high catalytic
activity at ambient conditions [16, 17]. The cost—effective immobilization of Salen—metal on
solid supports demonstrate great potential for application in metallurgical and chemical
industries because the solid—phase catalysts are relatively easier to recover and to reuse. For
further technical evaluation, more details is needed on the preparation processes of Salen—metal
complexes and the CO, conversion behaviors of the catalyst complex operating at ambient
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conditions.

In this work, a Salen—Co(IIl) complex was chosen as a catalyst in the reactions of coupling CO,
and epichlorohydrin(ECH) with tetrabutylammonium bromide (TBAB) as co—catalyst, and the
complex was immobilized onto zeolite 13X through excessive impregnation method. The
reaction time, optimal amount of Salen—Co(IIl) and TBAB, catalytic reactions, recyclability of
immobilized catalyst have been investigated under room temperatures and ordinary atmosphere.
The results obtained will be evaluated for a potential technical routine towards developing a CO,
conversion technology for easy preparation and low—cost applications.

Experimental

Preparation of Catalyst

Material Salen—Co(II)(Purity>98 %) was purchased from Linyi Zhengxin Fine Chemical Co.,
LTD, Zeolite 13X (LC) was from Tianjin Guangfu Fine Chemical Research Institute. CO,
(purity>99.9 %) was supplied by Beijing HuaNeng Special Gas Co., LTD. TBAB (AR) was from
Sinopharm Chemical Reagent Co., LTD. The other chemicals used were of AR quality.
Salen=(R,R)—(—)-N,N-Bis(3,5—di-tert-butylsalicylidene)—1,2—cyclohexanediamine.

Synthesis of Homogenous Salen—Co(III) Catalyst 1.00 g of Salen—Co(II) was dissolved in 10 ml
of CH,Cl,, and 0.18 g of HOAc was added into the solution. Afterwards, air was bubbled into the
mixed solution under stirring at 50 °C until solvent was removed (Figure 1). Finally, the solid
product was dried in oven at 140 °C overnight and became brown powders (0.89 g).

Synthesis of Heterogeneous Salen—Co(Ill)/Zeolite 13X Catalyst 1.00 g of Salen—Co(Ill) was
dissolved in 5 ml of CH,Cl,. Afterwards, 2.00 g of zeolite 13X was added into solution under
stirring at ambient conditions for 3 h. Subsequently, the solvent was filtrated under reduced
pressure. Finally, the solid product was dried in oven at 140 °C overnight. The resulting product
was a yellow powder (2.27 g). The Salen—Co(IIl) content was determined to be 14.9 % w/w by
ICP-AES.

Figure 1. Synthetic route for Salen—Co(I1I).

Analysis and Characterization

X-ray diffraction (XRD) was operated at Rigaku D/Max—RB 12 kW diffractometer (1.2°/min)
using Cu Ka radiation (40 kV, 150 mA). Scanning electron microscopy (SEM) was performed
using a JEOL JSM-6480LV scanning electron microscope equipped with an Energy Dispersive
Spectrometer (EDS). N, adsorption—desorption isotherms were measured with an Autosorb—1C
instrument at liquid N, temperature. Before measurements, the sample was outgassed at 350 °C
for 6 h. The surface area was calculated using the Brunauer—Emmett—Teller (BET) method and
the pore size distributions were obtained from the desorption branch of the isotherms, using
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Barrett-Joyner—Halenda (BJH) analysis. Salen—metal content was estimated by inductively
coupled plasma atomic emission spectroscopy (ICP—AES) analysis using a Perkin—Elmer Optima
7000DV emission spectrometer.

Catalytic Tests

A mixture of epichlorohydrin (25 mmol), tetrabutylammonium bromide (0-2 mol %) and Salen—
Co(III) catalyst (0—2 mol %) was vigorously stirred in a gas absorption tube, then CO;(99.9 %)
was bubbled from the bottom of the mixture without mechanical stirring at atmospheric pressure
(Figure 2). After a specified time, a sample of the reaction was analyzed by 'H NMR
spectroscopy to determine the conversion. 'H NMR spectra were recorded at room temperature
on Bruker 400 MHz spectrometers using CDCl; as the solvents.

(¢}

)}\ Salen-Co(III) o Salen-Co(III) )}\

TBAB + Co,BAB o o

25 C ,latm 25°C,latm
CH,CI CH,Cl1

CH,CI
Figure 2. Synthesis route of chloropropene carbonate from epichlorohydrin and CO..

Results and Discussion

Microstructure of Catalyst Materials

Figure 3 shows the powder X-ray diffraction patterns of zeolite 13X and immobilized Salen—
Co(IlI). The XRD spectrum of immobilized Salen—Co(III) exhibit a similar pattern to that of
zeolite 13X except for slight changes in the intensity of the peaks. These confirm that the
framework of zeolite 13X has not destroyed after the preparation process. The changes of
relative intensity of the peaks might be correlated to the varied locations of cations which altered
by ion—exchange between Co®* and Na* during preparation process [18, 19].
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Figure 3. XRD spectra of (a) zeolite 13X, (b) Salen—Co(IlI)/zeolite 13X.

In Figure 4, SEM image of the Salen—Co(IlI) powders synthesized alone demonstrate a particle
structure in irregular forms. While Salen—Co(Ill)/zeolite 13X complex material show a
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microstructure with uniform spheroidal particles, which is similar to the normal structure of
zeolite 13X.

Figure 4. SEM images of (1) Salen—Co(IIl), (2) Salen—Co(III)/zeolite 13X.

N, Adsorption/Desorption of Porous Structure

N, adsorption/desorption isotherms and pore size distributions for zeolite 13X and Salen—
Co(II)/zeolite 13X samples are plotted in Figure 5 and 6, respectively. The isotherm of Zeolite
13X shows higher values than Salen—Co(Ill)/zeolite 13X within the whole range of relative
pressure and a rapid increase in nitrogen uptake with P/P;>0.8. The BET surface area, pore
diameter and pore volume of zeolite 13X and Salen—Co(IIl)/zeolite 13X are presented in Table I.
In comparison, a dramatic decrease in surface area and pore volume is observed on Salen—
Co(Ill)/zeolite 13X samples, which can be attributed to part of some open pores being closed
after immobilization of the catalyst into the zeolite pores [20].
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Figure 5. N, adsorption/desorption isotherms of

Figure 6. Pore size distributions of (a) zeolite
(a) zeolite 13X. (b) Salen—Co(III)/zeolite 13X.

13X, (b) Salen—Co(IIl)/zeolite 13X.

Table I. Structural and Textural Parameters of Synthesized Catalyst Samples

Sample Sger (m’g ) Dp (nm) Vp (cm’g )
Zeolite 13X 330 425 0.328
Salen—Co/zeolite 13X 24 2.72 0.050

Sget surface area, Dp average pore diameter, Vp total pore volume
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Catalytic Properties

For Homogenous Salen—Co(Ill) Catalyst The catalytic performance of homogeneous catalysts
Salen—Co(III) and TBAB were evaluated for the coupling of CO; and epichlorohydrin without
any solvent. The data of Test 1, 2, 5-7 in Table II indicates that TBAB amount plays an
important role in combining with Salen—Co(III). Based on the data of conversion and TOF, the
combination of 0.5 mol % Salen—Co(Ill) and 2 mol % TBAB is the optimal ratio of both
catalysts in this study. Test 3, 4, and 5 show that 0.5 mol % of Salen—Co(III) can make obvious
increase in conversion rate at a short period together with 2% TBAB addition, while Test 8 and 9
demonstrate that either Salen—Co(III) or TBAB alone may give little or even no catalytic effects
recorded under the identical testing conditions. Moreover, Test 4 highlights the very strong
synergistic effect happened with a right combination of Salen—Co(III) and TBAB together. It also
shows that Salen—Co(Ill) and TBAB play quite different roles in the catalytic process, as
described in literature [21, 22].

Table II. Synthesis of Chloropropene Carbonate Using Different Amount of Catalysts

Tests [ | Salen-Co(lll) | TBAB Time | Conversion | Yield™ | TOF'"
ests
(mol %) | (mol %) (h) (%) (%) )

1 2 2 24 96 93 1.9
2 1 2 24 92 90 38
3 0.5 2 3 32 32 213
4 0.5 2 6 62 62 20.6
5 0.5 2 24 93 90 7.5
6 1 1 24 85 82 34
7 0.5 1 24 85 82 6.8
8 0 2 6 10 10 -
9 0.5 0 6 0 0 0

[a]All reactions were carried out in the absence of solvent at 25 °C and 0.1 MPa CO; pressure.
[b] Conversion is the consumed ECH amount/total ECH amountx100%; selectivity is the amount
of chloropropene carbonate/the amount of all productx100%; yield=conversionxselectivity.
Conversion and yield were determined by "H NMR spectroscopy of the reaction mixture.

[c] TOF is the moles of product/(moles of catalyst etime).

For Heterogeneous Salen—Co(IIl) Catalyst There are several possibilities of fixation of Salen—
Co(III) onto zeolite 13X. Firstly, Salen—Co(IIl) can be bound to the surface via imine groups
which can be protonated and hydrogen bonded to the surface of zeolite. Secondly, the central
cobalt ion of the complex can be cationic bonded at ion exchange sites. Finally, complexation of
the cobalt by oxygen atoms of zeolite 13X might occur [23]. To test the lifetime and the
reusability of the heterogeneous catalyst, a series of experiments were carried out for the model
reaction under the following conditions. The solid catalyst was easily recovered by filtration after
each reaction cycle and it was directly reused with the same amount of fresh TBAB for
subsequent cycles.

As shown in Table III, the original Salen—Co(III) content is 0.9 mol % of epichlorohydrin, where
its catalytic activity is as good as 2 mol % homogeneous Salen—Co(IIl) catalyst. However, the
reused catalyst exhibited a decrease in the catalytic activity over five consecutive runs. It could
be attributed to the loss of active component immobilized on the surface of zeolite 13X Salen—
Co(IIT) content dropped to be 6 % w/w determined by ICP-AES, and the loss of solid catalyst
occurred after each cycle in filtration.

121



Table III. Recycling Efficiency of Heterogeneous Salen—Co(III) Catalysts

Recycle times 0 1 3 5
Conversion (%) 96 91 73 77
Selectivity (%) 97 95 97 98

Reaction conditions: Salen—Co(III)/zeolite 13X: 1.00 g; Salen—Co(I1I):0.9 mol %; TBAB: 0.16 g,
2 mol %; time: 24 h; pressure: 0.1 MPa; temperature: 25 °C.

Catalytic Processing Reactions

In summary, Figure 7 presents a series of schematic drawings, step by step, to illustrate the
catalytic reactions involved in a cycle of use and reuse of the catalytic complex material prepared
in this study. Anion exchange of OAc™ and Br provided by tetrabutylammonium bromide
proceeds rapidly to form a chemical compound [24] in Step 1, where Salen—Co(Ill) acts as a
Lewis acid coordinating to the epoxide and activating it. Meanwhile, OAc™ or Br acts as a
nucleophilic reagent to ring—open the epoxide to generate some chemical complex in Step 2.
Then, TBAB transforms to tributylamine which reacts reversibly with carbon dioxide to form
carbamate salt [25] in Step 3. The activated CO, inserting into the chemical complex 2 to
produce another chemical complex in Step 4. Subsequently, tributylammonium group displaces
from the chemical complex 4 to generate the metal coordinated carbonate in Step 5, and ring-
closure forms the cyclic carbonate in Step 6. Finally, Salen—Co(IlI) separates from the carbonate
to regenerate both Salen—Co(III) and TBAB, which can be recovered for reuse.
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Figure 7. Schematic drawings for catalytic processing reactions of cyclic carbonate synthesis.
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Conclusion

. Cobalt(II)-Schiff based complex has been synthesized and immoblized onto zeolite 13X to

form Salen—Co(Ill)/zeolite 13X catalyst materials. Both homogenous and heterogeneous
catalyst materials exhibit high activity for the coupling reactions of CO, and epichlorohydrin
with tetrabutylammonium bromide (TBAB) as co—catalyst at ambient conditions.

. The immobilized heterogeneous Salen—Co(III) catalyst is more active than the homogeneous

Salen—Co(III). However, the immobilized one shows an activity decrease in the recycling
experiments which may be caused by the loss of active component.

A right combination of Salen—Co(IIl) and TBAB together can generate a strong synergistic
effect on CO, capture and conversion, where both catalysts may play different roles. A better
optimization of both catalytic materials and operating parameters with decreasing loss of
catalytic materials need further investigation.
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Abstract

In this study, effect of rolling and coiling temperature in thermo mechanical controlled process
(TMCP), on the microstructure and mechanical properties of dual phase (DP) steel according to
martensite volume fraction (MVF) rate was investigated. By using various finishing mill exit
temperature and cooling conditions that is controlled laminar cooling system, the microstructural
evolution of coil improves the mechanical properties with lower costs and higher productivities,
in comparison to the heat treatment after rolling. The main part of the paper contains the result of
tensile, yield and microstructure properties of DP600 steel produced on hot strip rolling plant and
run- out table line. The results show that a higher MVF and an increasing cooling rate after the
last deformation raised strength of the DP600 steel. The yield strength and ultimate tensile
strength increase by decreasing coiling temperature.

Introduction

Low alloyed multi-phase steels are subject to extensive research efforts especially with regard to
automotive applications due to their attractive combinations of mechanical properties. For the
automotive/heavy transportation industry, these steels are primarily used for underbody
components, which require good press formability and ductility as well as acceptable surface
appearance despite in most cases being hidden away. In addition to developing steels that satisfy
customer requirements, the additional challenge facing strip steel producers of today is in the
production of a hot rolled coil with optimum mechanical properties that satisfy the demands of
the final application (i.e. fitness for purpose), whilst causing minimal disruption to rolling
practices or increasing costs [1]. Dual-phase steel are low-carbon micro-alloyed steels,
characterized by a ferritic multiphase structure (with residual austenite) in which martensite is
dispersed. Martensite volume fraction ( MVF ) is adjusted in the range of 5-20 vol. %. 37
Depending on martensite volume fraction, the tensile strength (Rm) ranges from 500 to about
1000 MPa, and total elongation amounts to 12-34 %. The dual-phase structure of these steels
results in adequately low yield stress (Re) and high ultimate tensile strength (Rm), allowing for
obtaining sufficiently low Re/Rm ratio. Soft ferrite facilitates the beginning of plastic
deformation, while hard martensite increases the strength of steel. The dual-phase structure
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depends on the chemical composition of the steel, and on thermo-mechanical treatment realized
with lower rolling temperatures [2, 3, 4, 5].

Recently, dual phase steel sheet production has been carried out with a thermomechanical
treatment during the rolling operations. The required microstructure is obtained in this case with a
fine tuning of the process parameters, through a process-design activity and a subsequent
engineering process like slab heating temperature, chemical composition, the temperature at exit
of finishing, run-out table cooling and coiling temperature. The process-design activity needs to
settle the appropriate thermomechanical cycle as a function of the chemical composition of the
steel. Controlled rolling (CR) followed by controlled cooling (CC) has been developed during the
last decade as one of the thermomechanical-controlled processes for obtaining a good
combination of strength, elongation and weldability of dual phase steels in the hot rolled
condition [6].

Materials and Experimental Methods

The dual phase steel used in this study was produced industrially by ISDEMIR ( Erdemir Group,
Iskenderun Iron and Steel Co. ) as slabs ( including melting and casting ) with a thickness of 225
mm. Chemical composition of the steels is give in the Table 1. Hot rolled ferrite martensite dual
phase steel was produced using simple C-Mn-Si chemistry without adding expensive alloys such
as Nb or Mo etc. DP 600 grade steel was aimed to use by automotive wheel manufacturers and
chemical composition determined according to manufacturer’s specs.

Steel C Mn P S Si Cu Ni Cr \ Mo Co Ti Al Nb

DP 600 0,0675 0,9203 0,0354 0,0062 0,2507 0,0433 0,0471 0,658 0,0019 0,0035 0,0071 0,0041 0,0459 0,0007

The experiments were carried out on hot strip mill (HSM) line of Isdemir in Turkey. Slabs were
reheated to 1250°C and hot rolled to a thickness 3,7 mm. The rolling and cooling schedule was
schematically shown in fig. 1. Stepped cooling processes were employed after the strip was
finished rolling at 880° C. After the last deformation step, the strips were cooled below the Ms
temperature. First, they were cooled at different cooling rates to the first cooling zone entry
temperature (1st CET) in a y — o transformation region, until the required volume fraction of
ferrite and austenite was obtained. In the first cooling step, laminar cooling water was sprayed on
the strip surface, different cooling rate (¢), was applied for strip cooling down from finishing mill
delivery temperature (FDT) to ferrite transformation temperature (Ar3). Different cooling rates
were used to see the effect on the mechanical properties.

Holding process with air cooling was conducted after first step cooling. Formed ferrite fraction
could be controlled by air cooling time at this stage. Temperature decreases almost 30 ° C.
During this time a significant change in temperature wasn’t observed. Its main purpose is to give
time required for the phase transformation.Then second cooling step was applied with higher
speed than first step was conducted when adequate ferrite fraction was obtained. Strips was
quenched down to martensite formation temperature (Ms) with dense water and coiled at 6
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different temperatures. Schematic view of cooling section of ISDEMIR hot mill and cooling
curve to plan to obtain are given below (Figure 1).
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Figure 1. Schematic diagram of rolling and coiling path

As shown in the figure 2. samples taken middle of the coil at the 6 different location and obtained
by optical microscope and determined the volume fraction of martesite. Clemex software was
used for analysis and calculations by painting method martensitic grains. Tensile test were
carried out at room temperature on a Zwick universal tensile testing machine according to EN
10002 -1 standard by 6 samples middle of coil and results were avareged.

500 800 700

Figure 2. Schematic diagram of sample locations
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Results and Discussion

The complexity of processes taking place in hot rolling conditions creates a wide range of
possibilities of controlling the microstructure and mechanical properties of thermomechanically
treated strips [3]. The principal deciding factor is the ensuring of controlled cooling rate, from
finish-rolling temperature in austenite range to coiling temperature. Coiling temperature are the
main important parameters that affect the mechanical properties and microstructural evolution of
the hot rolled products [6, 7]. The chemical composition of the steel used in this investigation is
given in table 1 and all the TMCP parameters were kept constant from reheating of slabs to
holding time. The result presented in table 3 shows that coiling temperatures range from 290°C
to 165 °C after the same rolling conditions. High strength and more martensite volume fraction
was observed by lower coiling temperature. In order to obtain DP steels with specific volume
fractions of ferrite and martensite the appropriate 1st CET temperatures must be determined.
There is a certain amount of ferrite (80 — 90 %) and austenite at this temperature. The accelerated
cooling of the specimen from 1* CET to below MS results in the transformation of a specific
volume fraction of intercritical austenite to martensite. The adjustment of the MVF is possible by
changing the 1* CET temperature. Variations of the cooling rate during the y — o transformation
and the volume fraction of martensite in DP 600 steel are shown in table 3.

Air Cooling Air Cooling 2nd Cooling Coiling
F6 Ten:perature Start Duration Start Temperature MVF [%] YS [Mpa] TS [Mpa] | Elognation %
[ Temperature Time Temperature “c
°C s °C
880 600 55 55 165 17,3 456 634 25,3
880 650 55 55 185 15 436 624 26,8
880 680 55 55 200 12 412 620 27,7
880 690 55 55 220 10 392 563 28,7
880 710 55 55 252 7,8 381 554 28,8
880 720 55 5,5 290 4,5 362 542 29

Lower 1" CET means longer isothermal hold time for y transformation, and lesser amount of
austenite will be retained for martensite formation. Since there is enougth time, transformation
have not been in desired ratio. The result is presented in fig. 2 show that for each steel at constant
holding time increasing 1% CET temperatures. All images show a typical DP microstructure with
relatively globular martensite islands embedded in a ferrite matrix. Light- colored parts refer to
the martensitic phase. The light-colored parts painted by clemex software as shown fig. 2 (e) and
percentage were determined by the ratio of martensite in all areas painted.
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marténsite

Figure 3. Microstructure of DP steels showing different volume fractions of martensite obtained
after second cooling

(a) =4,5% , (0)=7,8%, (c) =10, (d) =12 %, (e)=15 % ,( )= 17,3 %

The results show that a higher MVF and an increasing 1* CET after the last deformation raised
strength of the DP600 steel. In the DP steels with high MVF, the amount of dislocations coming
in ferrite phase because of volume changes resulted from austenite to martensite transformation is
more [6]. The dislocation density in the ferrite and at the F/M interfaces increased with increasing
MVF, resulting in a higher fraction of ferrite affected by the martensitic phase transformation. In
this way, steel has continuous yield behavior beside strong tensile properties.
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Conclusions

1. An increase in the cooling rate after the last TMCP deformation step to TFC during the y
— o transformation resulted in a higher strength after TMCP.

2. The mechanical properties after TMCP and were affected by the MVF. The mechanical
properties after TMCP and were affected by the MVF. Each temperature under the MS
according to TTT diagrams correspond a certain percentage of martensite formation.
MVF increases by lower coiling temperature

3. YS and TS increases by decreasing isothermal holding temperature and coiling
temperature.

4. Lower coiling temperature means rapid cooling rate (p1 ). High strength obtains with
decreasing coiling temperature and increasing cooling rate

5. Test results showed that the y — a transformation temperatures depended on the cooling
rate after the last deformation step. This made it possible to select the most appropriate
fast cooling start temperature to obtain microstructures with defined MVFs.
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Abstract

The aluminum matrix composite reinforced by graphene was successfully fabricated using high
pressure torsion (HPT). With only 0.5wt% graphene, the grain size was reduced to 100nm while
that of pure Al was about 500nm. The hardness of the composite increased from the center
(64HV) to the edge (120HV) of the sample. Moreover, the tensile strength of this composite
reached 197MPa, while that of pure Al was 157MPa. The enhancement in mechanical properties
was induced by grain refinement, load transfer from the matrix to the reinforcement and
dislocations piled up at the grain boundaries.

Introduction

Graphene, consisting of sp*-hybridized carbon atoms, has been the focus of material science
for its superior mechanical, thermal and electrical properties [1]. The modulus of elasticity and
fracture strength of Graphene can reach 1TPa and 125GPa, respectively [2], which make it a
good reinforcement for composites. Polymer-matrix composites reinforced by graphene have
been researched widely while there are only a few studies about metal-matrix composites
reinforced by graphene. It may be due to the difficulties in dispersion, fabrication and the
unknown interfacial chemical reactions between graphene and the matrix.

In the few available studies about graphene-MMC:s, the fabrication of this composite has been
realized by powder metallurgy such as hot press, sintering and hot extrusion [3,4]. All these
methods required heating which resulted in a coarse grained structure of the matrix and led to the
formation of aluminum carbides by a reaction of Al matrix with graphene. Graphene-aluminum
nanocomposite showed decreased strength and hardness because of the carbides acting as brittle
weakness [5,6]. Moreover, the grain sizes of metal-graphene composites were not specifically
mentioned in the literature.

High pressure torsion (HPT) is usually utilized as a typical process of severe plastic
deformation (SPD) for ultrafine-grained (UFG) microstructure with grain sizes clearly below
lum. Nowadays, HPT has been adopted to consolidate powders in fabricating single metals and
metal-matrix composites without sintering at elevated temperature [7,8]. It may be possible to
synthesize a metal-matrix composite reinforced by graphene through HPT without carbides
forming.

In this paper, we successfully fabricated an aluminum matrix composite reinforced by
graphene platelets using ball-milling and HPT at room temperature. Microstructure and
mechanical properties of Al/graphene composite were characterized.
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Experimental

Materials used in this study are Al powders (99.7%) with 75 um in diameter and graphene
platelets with 0.55-1.2 nm thickness and 1-5 um length. Firstly, graphene platelets (100 mg) were
ultra sonicated in ethanol (100 ml) for 2 h. Subsequently, aluminum powders (19.9 g) were
added slowly. After ultra sonication, they were mixed homogeneously by the planetary mill
(QM-QX2) for 5 h. The mass ratio of ball to powder was 10:1 and the speed was 300 rpm. Then
the slurry was filtered and dried for 12 h at 100 °C to get the powder mixture. Ultra sonication is
used to disperse graphene platelets. Different from other studies, we dried the mixture after ball
milling. Therefore, ethanol can act as a process control agent to impede agglomerations during
the milling. More importantly, this approach can reduce the damage to graphene platelets. And
then the powder mixture was compacted into 30 mm diameter disc by the tablet press machine at
a pressure of 60 Mpa. Finally, 15 mm diameter discs were cut off and consolidated by HPT
under 3 GPa for 10 revolutions at room temperature. A rotation speed of 2 rpm during HPT
process was adopted. The HPT-processed discs were shown in Fig 1(a) and the final thickness of
each disc was about 0.6 mm. For comparison, HPT was also conducted on Al powders without
graphene platelets.

The microstructure characterization was examined by scanning electron microscopy (SEM),
electron probe X-ray micro-analyzer (EPMA), transmission electron microscopy (TEM)
equipped with energy dispersive X-ray spectroscopy (EDX) and X-ray diffraction analysis
(XRD). Densities of synthesized materials were measured using electronic density meter
(DAHOMETER MH-300). Samples for mechanical properties’ tests and TEM were prepared as
Fig. 1(b). Akashi MVK-E3 was used to measure Vickers microhardness from the center to the
edge of discs, with a load of 50 g for 15 s. Tensile tests were performed using SANS 5504 under
a crosshead speed of 0.5 mm min". Dog-bone shaped specimens were cut from the HPT—
processed discs using electrical spark discharge machine with a gauge length of 5 mm and 1.0
mm in width.

(b) Points for hardness test
tensile test sample
i

sample for TEM

Fig 1. (a) The HPT-processed sample and (b) positions for TEM observation, hardness and
tensile test.
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Results and discussion
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Fig 2. XRD pattern of pure Al and Al/graphene composite.

Fig. 2 presents the XRD pattern of the samples with and without graphene platelets. The peaks
for pure aluminum appear at 38.5°, 44.74°, 65.13° and 78.2°. Peaks at 26.54° confirm the
presence of graphene. The peaks for Al4C; are not detected. Therefore, HPT can be considered as
an efficient way to avoid the formation of possible detrimental phases during the fabrication
process of MMCs.

Table I Measured and theoretical densities of HPT-processed samples

Measured Theoretical Relative density
(gem™ (gem™
Al/graphene 2.662 2.698 98.67%
Pure Al 2.669 2.70 98.95%

The densities measured using electronic density meter are listed in Table I for HPT-processed
samples with and without graphene platelets. The theoretical density of Al/graphene composite is
calculated using the rule of mixture. The measured densities for the samples are very close to the
theoretical values: the packing rate is 98.95% for pure Al powders and 98.67% for the
composite.

The detailed microstructure analysis for the HPT processed samples is conducted by TEM, as
presented in Fig. 3. 100 grains sizes of each sample are measured and it is found that the average
grain size of pure Al is ~500nm and ~100nm with graphene platelets. Ultra-fine grained structure
is obtained through HPT. The principle of producing UFG structure by HPT is to form subgrain
boundaries via dislocation accumulation and rearrangements under severe torsional deformation.
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Graphene platelets act as obstacles to pin dislocations and impede their move. That means the
dislocation accumulation can be enhanced by graphene. Then subgrain boundaries form. Because
of the intense strain produced in the HPT process, large numbers of dislocations are generated
and the subgrain boundaries develop into grain boundaries with high-angle misorientation.
Consequently, the addition of graphene leads to a further decrease in grain size.
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Fig 4. Variations of Vickers microhardness with respect to distance from center of HPT disks for
samples with and without graphene
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The Vickers microhardness is plotted in Fig. 4 with respect to the distance from the disk center
for the samples. The hardness value of Al/graphene composite is 64Hv at the disc center but it
increases with the distance to almost twice as 122Hv at 7mm from the center, which is attributed
to the inhomogeneous equivalent strain &.q resulted from torsion during HPT procedure. Mostly,
it can be estimated by the relation [9]

&q=2mN/\3h (1)

Where N corresponds to the number of revolutions,  is the distance from the disk center and /4 is
the sample thickness. The equivalent strain increases from the center to the periphery of the disc,
followed by more severe plastic deformation of the HPT-processed sample. As a result, the
hardness value of Al/graphene composite increases from the center to the edge. However, the
hardness value for pure Al is 49Hv at the center and it is constant in hardness with the distance.
This trend of constant hardness is because a steady state has been reached as a result of balance
between dislocation generation and dislocation absorption. Obviously, graphene platelets play an
important role in the hardness enhancement.

250
Pure Al
—— Al/graphene

200
o
o
=
@ 150
£
W
2 100
o
(1]
£
2 s0
1]

1 " 1 " 1 " 1

0 i A
0.00 0.05 0.10 0.15 0.20 0.25

Engineering Strain

Fig 5. Stress-strain curve plotted for HPT-processed specimens of pure Al and Al/graphene
composite

Fig. 5 shows the tensile stress-strain curve of HPT-processed samples with and without
graphene. In consistence with the hardness measurement, the sample with graphene shows higher
strength than the sample without graphene. The tensile strength is 197 Mpa for Al/graphene and
157 Mpa for pure Al. The specimen for tensile test is performed at position 3.5mm away from
the center. As discussed above, Al/graphene composite has not reached a steady state, which
means the tensile strength can be much higher at the periphery of the disc.

Grain refinement can make great contributions to the enhanced strength. According to the
Hall-Petch relation, the strength increases as the grain size decreases. As shown in Fig. 4, the
grain size reduces to ~100nm with 0.5 wt% graphene platelets. In addition, the presence of nano-
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sized graphene platelets leads to the formation of residual dislocation loops around each particle
which produces a back stress preventing dislocation motion and resulting in an increase in
strength. That’s how the Orowan looping mechanism works. Furthermore, load transfer from the
matrix to reinforcement is also involved in strengthening.

Fig 6. SEM fracture surface of (a) pure Al and (b) Al/graphe

ne

The tensile fracture behavior of pure Al and Al/graphene composite is shown in Fig. 6. It is
known that the matrix and the reinforcement have poor wettability, leading to the generation of
pores and cavities. It is clear from the SEM fracture images that Al/graphene composite has more

pores and cavities than pure Al. These pores and cavities are responsible for the crack and
fracture initiation so the composite has lower ductility.

Conclusions

Al-matrix composite reinforced by graphene platelets has been successfully synthesized
through high pressure torsion. Neither heating nor sintering is required so carbides do not occur.
Ultrafine-grained microstructure is achieved in Al/graphene composite. The composite has not
reached a steady state so the hardness value increases from the center to the periphery of the disc.
Al/graphene composite exhibits higher tensile strength than pure Al, which is attributed to grain
refinement, Orowan looping and load transfer mechanism. It’s believed that graphene has great
application potential in metal matrix composites.
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Abstract

Many sustainability issues arise during the manufacturing processes that are currently
used for solar cells. Solar energy is a renewable energy source that is independent of the earth’s
resources, and it is therefore important for the development of more sustainable technologies.
Microwave annealing (MW) has been proposed as a technically feasible fabrication scheme for
large area silicon solar cells. Apart from that, microwave annealing has been demonstrated to be
a promising alternative for repairing damage and electrically activating dopants in ion-implanted
semiconductors for integrated circuit manufacturing. A microwave oven is cheaper than
conventional furnace systems. In addition, microwave heating is much more efficient than
conventional furnace heating, as heating is directly produced inside the material. This minimizes
the loss of energy due to heating of the ambient. There is a need for more efficient processing
techniques. In this study, microwave annealing is used as an alternative to the current post-
implantation processing. Arsenic-doped silicon was microwave annealed (with an alumina-
coated silicon carbide susceptor) to activate dopant atoms and to repair damage that was caused
by ion implantation. Sheet resistance and Hall effect measurements were used to assess the
extent of dopant activation. Rutherford backscattering spectrometry (RBS) with ion channeling
was conducted to determine the extent of recrystallization. The dopant activation and
recrystallization resulting from microwave annealing is compared with that resulting from
conventional rapid thermal annealing (RTA) with the same heating profile. The results show that
when compared to RTA, susceptor-assisted microwave annealing results in better dopant
activation for shorter anneal times under the same heating conditions.

Introduction

The most commonly used method for the introduction of dopant atoms into silicon is ion
implantation. [1]. When high concentrations of dopants are implanted into silicon, the surface
layer is damaged. This is very much the case when heavy atoms such as arsenic are implanted.
The depth of the damaged layer is directly proportional to the energy of the implanted dopant
and can even extend well past the intended junction depth of the device region [1]. Large
amounts of lattice damage can cause increased sheet resistance. High temperature anneals are
performed to repair the damage that is created during ion implantation and to electrically activate
the implanted dopants [2]. The high temperature used for such processing can cause significant
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vertical and lateral diffusion of dopant atoms. These can degrade device performance [2]. RTA
has been used to reduce the diffusion of dopants during annealing. RTA uses a lamp to heat up
the wafer to the temperatures that are needed to repair the damaged silicon lattice and to activate
the dopant atoms [3]. However, uneven heating can occur because there are differences in the
emissivities of the various near-surface device materials. In addition, the photons used in the
RTA are not able to penetrate beyond the surface regions of the silicon [3]. An alternative to
RTA is microwave heating of the silicon.

Thompson et al. have reported benefits of microwave heating for solid state reactions in
silicon [4,5]. Microwave annealing causes more volumetric heating of the silicon wafer due to
the greater penetration depth of the microwave radiation [6]. Microwave annealing can deliver
much higher power in shorter time than RTA. Solar cells based on microwave heating have
recently been reported by Herman et al. [7]. They used microwave heating to produce
nanoparticles and then used microwave annealing to form thin-film solar cells. In the present
study, shorter processing times have been achieved using susceptor-assisted microwave heating
of the ion implanted silicon. Ceramic composite susceptors, made of alumina and silicon carbide,
were used to assist the microwave heating. So that the temperatures that are required for the
repair of lattice damage and for the electrical activation of the As” dopants can be achieved.

Experiment Details

The starting material was p-type (001) oriented-silicon wafers (p = 1-10 Q-cm,
approximately 1 x 10"° cm™ boron doped). The wafers were exposed to 180 keV arsenic ion
implantation with one of three doses: 1, 2, and 4 x 10" em™. The wafers were tilted by 7° off-
axis with respect to the incident ion beam during ion implantation. The theoretical projected
range, Rp, is 0.12 pm and the transverse straggle, ARp, is 32.6 nm according to TRIM simulation.
A single-frequency (2.45 GHz), 2.8 x 10* cm? cavity applicator microwave system, with a 1300
W magnetron source, was used to anneal the As" implanted silicon. A SiC microwave susceptor
(which can strongly absorb microwaves and convert their energy into heat) was used to enhance
the anneal temperature and to enable more uniform heat transfer. A flat 1.5 cm x 1.5 cm groove
was machined into the convex side of a semi-cylindrical piece of the susceptor. 1.4 cm x 1.4 cm
Si samples were mounted on top of the groove and then annealed for various times ranging from
20 to 120 seconds. A Raytek Compact MID series pyrometer (mounted through the microwave
cavity wall right above the suspector) was used to monitor the near surface temperature.

Figure 1. An image of the susceptor used for microwave annealing.
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Each sample was heated using the setup described above. Once the microwaves were
switched off, the oven was opened and a high power fan was used to cool the sample down to
room temperature. To monitor the dopant activation after microwave annealing, the sheet
resistance as measured using an in-line four-point-probe system equipped with a 100 mA
Keithley 2700 digital multimeter. Carrier concentration and mobility measurement were
performed using an Ecopia HMS-3000 Hall effect measurement system with a 0.98 Tesla
magnet.

The heating curve was collected during the microwave annealing. In order to compare the
dopant activation resulting from RTA and MW annealing, it was proposed to anneal each sample
using a Heat Pulse 610 RTA with a similar heating curve. Therefore, RTA heating recipes were
created to intentionally match the microwave temperature-time-rate profiles. The areas under the
RTA and microwave anneal heating curves were used to determine if the two curves were
closely matched (in addition to the difference in temperature between the two plotted lines). The
heating curves for the RTA recipes were plotted and compared with the heating curves of the
microwave annealed samples. The best match (between RTA and microwave anneal
temperature-time profiles) was for the 2 x 10'> cm™ dose annealed for 50 seconds. However,
recipe 1 used for the RTA graph was up to 27 Celsius degrees below the microwave annealed
sample at certain times. In recipe 1, the steps included ramping up to 400°C for 4 seconds at a
rate of 140 °C/s, ramping up again to 586°C for 44 seconds at a rate of 9 °C/s, and then cooling
down. In order to decrease the difference in temperature (between the RTA and microwave
profiles), a second recipe was created for a new sample. In recipe 2, the steps included ramping
up to 400°C for 8 seconds at a rate of 100 °C/s, ramping up again to 586°C for 40 seconds at a
rate of 10.5 °C/s, and then cooling down. In the new heating curve (compared to the microwave
anneal curve), we can see that the RTA did well in reaching its first ramp up temperature.
However, the temperature decreased before ramping up to reach the highest temperature. The
difference in temperature between the two graphs (RTA versus microwave) was around 50
degrees Celsius. To avoid the dip in the RTA heating curve after the first ramp up temperature
was reached, a hold was inserted in the recipe and an additional ramp-up was set to reach the
midpoint in the peaks in the temperatures based on the microwave heating curve. The final
recipe, recipe 3, had steps that included ramping up to 400°C for 8 seconds at a rate of 95 °C/s,
holding for 1 second, ramping up to 435.2°C for 9 seconds at a rate of 25 °C/s, holding for 1
second, ramping up to 458.9°C for 7 seconds at a rate of 23 °C/s, holding for 1 second, ramping
up to 586°C for 19 seconds at a rate of 18 “C/s, and then cooling down. Figure 2 shows the close
match between the RTA and microwave heating curves applied to the silicon samples implanted
with a dose of 2 x 10'° cm™ and for an anneal time of 50 seconds. Each RTA recipe had a purge
time of 300 seconds, a ramp up section to reach the initial high heating temperature, a second
ramp up section to reach the highest temperature, a ramp down rate of 100 “C/s to reach 275°C,
and a finish step to completely cool down the machine to 250°C before the sample could be
removed.

Once the recipe was created and all of the samples were annealed, each sample was tested
using the four-point-probe method, a Hall Effect measurement system and RBS/ion channeling.
Hall measurements were used to determine the carrier concentration, mobility and electrical
resistivity of the samples. The samples were mounted onto a circuit board using the Van der
Pauw configuration. A copper wire was attached to the board with Leitsilber 200 silver paint.
The corners of the samples were scratched to ensure that the copper wire could be attached with
indium to the samples. The Ohmic connection of each contact was tested. To measure the Hall
voltage, a current was forced through the diagonally opposite pair of contact and the Hall voltage
was measured across the remaining pair of contacts. A higher dose sample had a higher carrier
concentration with a negative value indicating that it was n-type.
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Figure 2. Comparison of the heating curves for microwave and RTA annealed 2 x 10" cm™

dose samples heated for 50s.

Results

The arsenic implanted silicon samples were annealed to study (a) the extent to which the
damage caused by ion implantation can be repaired, and (b) the extent of dopant activation.
During microwave annealing, the highest temperature reached for all three doses was
approximately 695°C when the samples were annealed for 100 seconds. The sheet resistance, Rs,
was determined for each sample. The four-point-probe method was used to measure the
resistance in Ohms, /1. To determine the proper correction factor, C.F., the diameter, d, of the
sample was divided by the distance between two specific points on the four-point-probe, s, which
was set to be 0.1016 cm. Since all of the samples were 1.4 cm x 1.4 cm, the d/s ratio was close
to 15. In addition, since the samples were square shaped and based on the calculated d/s ratio (of
15), the correction factor was calculated to be 4.3882. The final sheet resistance was calculated
by

Rs=(VII)x C.F. 1)

Figure 3 presents the sheet resistance values for all three doses for each of the different MW
and RTA annealing times. For 20s and 40s MV anneals, for each dose, the sheet resistances are
so high that they are out of the measurable range. This indicates that there is almost no dopant
activation. However, a 50s MW anneal dropped the sheet resistance to a measurable and stable
value. This stability indicates that the saturation point for the dopant activation in microwave
annealing is 50 seconds. Based on this result, two anneal times were chosen for the RTA: 50s
and 100s. The sheet resistances for the 50s RTA anneals were out of range (for all three doses);
hence, the single hollow plotted points for the 100s anneals.
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Figure 3. Comparison of the sheet resistance for each dose (MW and RTA samples)

Table I compares the Hall measurements, including the carrier concentration, mobility, and
resistivity for each MW dose.

Table I. Hall measurements obtained from the MW samples.

Dose (cm™) | Time (s) Current Carrier Sheet
(mA) Concentration | Resistance

(#/cm’) (Q/sq)
1E15 50 1 0.9E20 92.6
1E15 100 1 1.0E20 80.3
2E15 50 1 1.7E20 53.5
2E15 100 1 1.8E20 48.7
4E15 50 1 3.4E20 404
4E15 100 1 4.0E20 34.2

Table II shows the Hall measurements for each RTA dose, the measured carrier
concentration and the sheet resistance values.

Table II. Hall measurements obtained from the RTA samples.

Dose (cm™) | Time (s) Current Carrier Sheet
(mA) Concentration | Resistance
(#/cm’) (Q/sq)
1E15 50 1 - -
1E15 100 1 1.8E20 90.0
2E15 50 1 - -
2E15 100 1 1.8E20 54.0
4E15 50 1 - -
4E15 100 1 4.3E20 334

Figure 4 shows the normalized yield of 50s MW and RTA annealed samples from Rutherford
backscattering spectrometry (RBS)/ion channeling measurements using the RUMP program.
Figure 5 represents the Rutherford backscattering spectrometry measurements obtained from
100s MW and RTA annealed samples. The black solid line in the RBS figures is where the
incident alpha-particle beam is incident on the sample in a random direction. The aligned spectra
are where the incident beam is aligned along the 001 crystalline direction of the substrate.
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Discussion

The sheet resistance was too high to be measured after the sample was RTA-annealed for
50s, indicating no dopant activation. In contrast, the 50s microwave annealing of ion-implanted
Si sample with the same heating profile result in in-range measurable sheet resistances. This
comparison suggests that dopant activation was able to be achieved quicker and effectively
through microwave annealing. The RTA was able to produce 100s annealed samples that had in-
range measurable sheet resistance, similar to the 100s microwave annealed samples. The sheet
resistance between the RTA and MW samples were not exact, the closest results came from the 4
x 10" em™ dose. The difference between the two methods of annealing was 0.8 Q/sq. The
largest sheet resistance difference created by these two methods was 10.1 Q/sq for the 1 x 10"
cm™ dose. The data collected can conclude that the higher the dose and anneal time of arsenic in
the silicon, the smaller the difference in the sheet resistance between the RTA and MW
annealing.

RBS and Hall measurements shows that the MW results in better dopant activation and
damage repair for shorter anneal times compared to RTA annealing. This is the case for identical
heating profiles (for MW versus RTA). In the RBS spectra, reduced yield is due to the reduced
backscattering in the crystalline regions. The lower the back scattering yield, the better the
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crystalline quality. The high yield of the as-implanted Si in the aligned direction (that comes up
to the yield level from the random direction) indicates that the sample is amorphous, or heavily
damage after ion implantation. After the 50s RTA anneal, the aligned spectrum still comes up to
the random level. This indicates that the Si is still amorphous. Typically, damage repair and
recrystallization occur together with dopant activation. This heavy damage of the 50s RTA
sample is consistent with its out-of-range high sheet resistance which implies that there is no (or
minimal) dopant activation. However, the 50s MW anneal (see Figure 4) has recrystallized the
previously amorphous section. This good crystalline quality from the surface to the bulk is
achieved with the same heating profile as that of the RTA, indicating that MW annealing is more
efficient in terms of dopant activation and damage repair. Figure 5 showed that the 100s RTA and
100s MW anneals resulted in similar reductions of the normalized yields. This indicates that both
methods achieve almost the same recrystallization qualityCompared to 50s MV annealed sample,
the ion channeling spectra of 100s MV annealed sample shows almost the same backscattering
yield, indicating additional 50 s MV annealing does not enable further recrystallize and the full
recrystallization is done within 50s MV annealing. Hence, MV annealing can achieve faster
recrystallization than RTA. The ion channeling spectra of 50s and 100s RTA treated samples
indicate that additional annealing does repair the lattice and improve the crystalline quality
further in RTA. Full recrystallization of the ion- implanted silicon has occurred after 100s of
RTA.

Conclusion

This paper presents results from microwave and rapid thermal annealed ion-implanted silicon
with similar heating profiles. Sheet resistance, carrier concentration, and ion channeling results
are discussed. Sheet resistance measurements showed that microwave annealed samples reached
the saturation of dopant-activation quicker than RTA samples did. RBS ion-channeling showed
that microwave annealing produced recrystallization in a shorter time-frame than rapid thermal
annealed did. Further optimization and modeling of the microwave annealing process is needed.
Given such optimization and modeling, microwave annealing is likely to be a viable alternative
to conventional rapid thermal annealing, especially for large area silicon solar cells.
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Abstract

Steel cleanness is of great importance to the performance of almost all steel products. From very
clean steel for bearings to long products used in civil construction, processing variables — in special
those in steelmaking operations- must be properly balanced to achieve adequate cleanness for the
desired performance. With the present complexity of steels as alloy systems, it is not efficient nor
appropriate to develop these processes on empirical basis alone. Computational thermodynamics
can greatly improve process development to achieve the desired cleanness level at reasonable
costs. In this work, examples of these calculations and their applications to real steel processing
are presented and discussed. The advantages, limitations and areas in which improvement in these
calculations is desired are highlighted and discussed.

Introduction

Steel cleanness influences a large range of properties: ductility, toughness, fatigue life,
processability (rolling, bending, polishing, etc.), corrosion resistance being some examples [1]. In
recent decades, a large effort has been dedicated to optimize steel processing via proper process
design to achieve less harmful or even beneficial non-metallic inclusions [2,3,4,5]. In many cases
the optimal solution defies common sense and intuition. For this reason, the classical empirical
approach has given way, since the 1980’s to more elaborated techniques. Presently, computational
thermodynamics has reached a critical role in understanding and designing steelmaking (primary
and secondary) operations, in order to achieve the most desired inclusion population possible. In
the following sections, examples of the applications of computational thermodynamics to real steel
“cases” are presented and discussed, highlighting advantages, limitations and opportunities for
improvement in the use of this technique.

Control of Inclusions in Bearing Steels

High carbon, high chromium steels (such as AISI 52100) are widely used in bearing applications.
Several experimental studies on fatigue as well as analysis of fatigue failures [6] have indicated
that not only the total amount of inclusions must be very low but also there are types of inclusions
that are less detrimental to the fatigue life [7,8,9]. In order to optimize fatigue life, very low total
oxygen and aluminum content must be reached and calcium aluminates as well as magnesium
spinel inclusions must be avoided [9,10]. This can be achieved via the equilibration of the steel
with a slag with proper composition, sufficient rinsing time to eliminate inclusions and judicious
control to avoid any possible source of reoxidation [11]. Three key variables in the slag design
are basicity (%Ca0/%Si02) and % Al,O3 and %MgO. Figure 1 shows the effect of %MgO in slag
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on the content of Al, O and Mg dissolved in the steel. One can then tailor the slag to avoid Mg
contents that would give rise to spinel (and do the same with respect to basicity versus aluminates).
Figure 2 shows the comparison of the measured and calculated Al and O in three heats of this steel.
The agreement is good.
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Figure 1. Effect of %MgO in slag with constant %A1,03; and B=%Ca0/SiO on Al,
O and Mg content in bearing steel in equilibrium with slag. Calculated with
Thermo-calc and SLAG2 database [12,13], 1540°C.
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Figure 2. Comparison of calculated and measured Al and O content in bearing steel
after ladle furnace processing. Calculated with Thermo-calc and SLAG2 database
[12,13].

Calcium Treatment of Alloy Steels

Calcium treatment of steel has been widely used to shape control sulfides and to avoid nozzle
clogging in continuous casting [14]. More recently, some results have indicated that calcium
treatment to form liquid inclusions can also promote cleanness [15]. Adjusting the Ca addition is
a complex task since the optimum amount in solution depends on Al, total O (Ot) and S in the
steel, as well as on casting temperature. Measurement of total oxygen content is a time consuming
process and there is no analytical method, presently, that can supply results in time for the decision
concerning the amount of Ca to be added. Most plants rely on historical series of total O to predict
the amount of Ca to add in order to reach the castability window with a majority of liquid inclusions
[16,17]. Castability window calculations based on total oxygen are now everyday tasks in many
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steel plants. In this work an attempt at evaluating the effectiveness of the Ca treatment via oxygen
activity sensor is presented, since this measurement gives almost instantaneous results. To do this,
the classical castability window graphs (for constant Ot, S and Temperature) were changed into
Ca versus dissolved oxygen graphs, as shown in Figure 3. Superimposed on the calculation graphs
performed for three levels of Ot, are measurements taken in a series of experimental heats in which
Ot was also analysed afterwards. The results show that oxygen activity is a good indicator of
correct Ca treatment and can be used to check the efficiency of the treatment before releasing the
heat to the caster (Figure 3). When the same calculations are performed for Si-Mn killed steels,
the measurement should be even more discriminatory, since the values of oxygen activity are
higher and cover a wider range [18].
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Figure 3. Calculated soluble oxygen in steel containing 0.025%Al, 0.01%S, and various values
of Ot (15, 20 and 30ppm, left to right) as a function of Ca content at 1540°C, compared with
experimental measurements. Non-metallic phases present indicated for each region of
composition. Calculated with Thermo-calc and SLAG3 database [12,19].

Tin Foil Steel Deoxidation Practice — Flat Products

Tin foil is usually cold rolled to very low thickness (0.14mm). Albeit the cleanness requirements
are not as stringent as, for instance D&I can steel, large alumina inclusions or alumina clusters
can be cause of rejection at the final stages of rolling, after a significant expenditure has already
been made in processing. Figure 4 shows the type of defect observed in cold rolled foil for tin
coating. Foils are 100% inspected automatically and visually for this rare occurrence. Two
deoxidation practices are used for this type of steel. In the first case (called “killed” in this
work), enough Al is added to fully deoxidize the steel and reduce the FeO and MnO contained
in the slag from tapping from the converter. This is close to 1.7kg Al/t of steel. In the second
practice (called “fully killed” in this work) additional aluminum is added to guarantee that the
steel will remain fully killed during the complete secondary metallurgy (close to 3.5kg Al/t).
The results of experimental heats produced according to both practices were compared. The
fully killed heats had a lower rejection index due to chemical composition deviations as well as
a final lower cost of added elements (when Al and Mn costs are considered). More important,
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from the cleanness point of view, total oxygen and soluble oxygen measured during continuous
casting were lower when the fully killed practice was used.

10mm

Figure 4. Two types of defects caused by large alumina inclusions or alumina clusters in
cold rolled foil.

Furthermore, when evaluating the alumina morphology present in the steels produced according
to both practices, the killed steel had alumina with dendritic and plate-like morphologies
whereas the fully killed steel had mostly faceted alumina inclusions. This indicates that the
remaining alumina inclusions in the fully killed steels were formed earlier in the secondary
refining, whereas those in the killed steel formed at a time closer to casting.

An evaluation of the activity of FeO in the slag as well as the use of aluminum in the secondary
refining explain these observations, as the fully killed heats maintain lower activities of FeO
during the process due to the high amount of Al available to prevent re-oxidation of the steel
and hence formation of “fresh” inclusions (Figure 5).
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Figure 5 (a) Alumina content in slag as a function of activity of FeO in secondary refining
process. Fully killed steel maintains lower activity of FeO during the processing. (FeO
activities calculated with Thermo-calc and SLAG3 database.) (b) Aluminum consumed in
addition to that dissolved in steel plus the amount used for deoxidation of steel and slag at
pouring in relation to the aluminum used for deoxidation during tapping. Fully killed steel is
“protected” against re-oxidation by higher amount of Al added during the process, starting at
tapping.
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The agreement between the solubility product calculated and measured in both practices is good,
as shown in Figure 6.
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Figure 6. Calculated and measured solubility product of alumina at the end of secondary
refining. Deviations are probably due to the fact the activity of alumina was approximated as
equal to unity in all calculations. Thermo-calc and SLAG3 database [12,19].

As a result of the adjustment of the deoxidation practice observations over ten months of
production indicated that the number of heats in which the defects shown in Figure 4 was observed
decreased from 0.066% of the heats when the killed practice was used to 0.027% of the heats when
the fully killed deoxidation practice was employed.

Calcium Carbide Additions during Pouring in EAF Steelmaking of Long Products

In order to evaluate the potential improvement in deoxidation of long products (rebars) associated
to the addition of CaC; during pouring in Si-Mn deoxidized steels, thermodynamic calculations
and experimental heats were performed. This practice has already been used successfully in other
mills [18]. However, in the present case, in order to try and achieve maximum productivity, ladle
furnace time was kept at the minimum needed to adjust temperature and alloying element
compositions (less than 15 minutes total). The calculated results in Figure 7 shows that CaC»
additions have an excellent potential as deoxidizing agent resulting in cleaner steel and higher
yield of expensive alloying additions. Besides, sulfur removal can be enhanced. However, the
experimental results indicate that the treatment time should be increased, in order to approach
equilibrium between slag and metal in the ladle furnace. This practice is now being followed, with
a longer time in ladle furnace when better cleanness and lower sulfur is necessary. When increased
Si and Mn yield is the single objective, productivity can be increased since the deoxidation level
achieved with CaC; in very short times is the same as when only Si and Mn are used. This is
associated with better yield of these alloying elements in the steel and maximum economic
advantage.
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Figure 7. Effect of increasing additions of CaCs to a 50t EAF heat during tapping. Lines are
calculated values for %FeO and %MnO in slag and dissolved O in steel (ppm O). Points are
experimental values after tapping and less than 15 minutes total treatment in ladle. Metal-slag
equilibrium is not achieved, albeit the deoxidation with calcium carbide results in savings in Mn
and Si (not shown in graph). Potential of this technique is fully explored with longer times in
ladle furnace to approach the equilibrium lines. (Calculated with Thermo-calc and SLAG3
database[12,19].

Conclusions

Computational thermodynamics is an important tool for steelmaking process design. Albeit only
equilibrium states can be calculated, deviations from equilibrium usually supply an estimate of
kinetic problems. With the increase in the requirements for cleanness, strict adherence to narrow
composition ranges and the pressure for more efficiency and economy, the use of computational
thermodynamics has spread widely to evaluate a large number of steelmaking problems.
Currently, there are still some limitations in thermodynamic databases, due to the complexity of
the systems involved and the difficulty in performing accurate thermodynamic measurements in
these systems. Fe-Mg-O as well as Fe-P-PO4 (in CaO-SiO2-FeO-AL03-MgO slags) are some
examples of systems that would greatly benefit from improved thermodynamic measurements
and/or from improved models to describe the solutions (mostly in the case of slags/oxide mixtures).
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Abstract

In order to clarify the reaction between MnO-SiO, oxides with low FeO content and Fe-Mn-Si
alloy, two diffusion couples were produced by the new method using confocal scanning laser
microscopy (CSLM). The interface of the alloy and oxide, content of Mn and Si in the alloy near
the interface, size distribution and composition of the particles which precipitated in the alloy
were observed and analyzed using the electron probe microanalysis (EPMA). Results show that
though the FeO content in the oxides decrease to 1% which is lower than the equilibrium with
the molten steel at 1873K, the diffusion of oxygen from oxide to alloy still exists during the heat
treatment at 1473K and causes shorter Particle Precipitated Zone (PPZ) and Manganese Depleted
Zone (MDZ) normally for the reduction of diffusion flux of oxygen.

Introduction

The inclusions in the final steel product directly affect the quality and performance of the steel.
However, more and more studies proved that after heat treatment and rolling the final inclusions
were often different with those in molten steel. The modification of some kinds of inclusions in
the alloy by heat treatment has already been clarified. Choi et al'"! investigated the behavior of
non-metallic inclusions in Al-Ti deoxidized steels at 1473K. It was observed that the
composition of inclusions might change to Al-Ti-Fe-O, Al-Fe-O, Fe-Ti-O oxide from pure Al O3,
Al-Fe-O, TiOy respectively after the heat treatment at 1473K depending on the contents of Al
and Ti. Shibata et al>?! investigated the solid-state reaction at the interface between Fe-Cr steel
and MnO-SiO2 oxide by the heat treatment at 1473K using diffusion couple method. It was
shown that MnO-SiO2-type inclusions have changed to MnO-Cr,0;-type inclusions in the case
of low Si content in the steel. On the other hand, in the case of high Si content, MnO-SiO,-type
inclusion was stable after heat treatment.

In previous work™, solid-state reaction between the Fe-Mn-Si alloy and MnO-SiO,-FeO oxide
whose compositions were in equilibrium at 1873K was clarified by heat treatment at 1473K
using an improved method to ensure good contact between the alloy and oxide and suppress the
influence of element diffusion at 1673K. However, due to the great diffusion flux of oxygen
from the oxide to alloy, sulfur effect on the reaction became ambiguous. So, it is necessary to
clarify the solid-state reaction between the Fe-Mn-Si alloy and MnO-SiO,-FeO-S oxide under
small diffusion flux of oxygen. In this study, two diffusion couples with low FeO content in the
oxide were also produced by the improved method using confocal scanning laser microscopy
(CSLM) and studied by the heat treatment at 1473K. The interface of the alloy and oxide,
content of Mn and Si in the alloy near the interface, size distribution and composition of the
particles which precipitated in the alloy were observed and analyzed using the electron probe
microanalysis (EPMA).
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Experimental Method
Table 1 shows the compositions of Fe-Mn-Si-S alloy and MnO-SiO,-FeO-S oxide which were
used for producing diffusion couple L1 and L2. According to previous work™!, the oxide with 3
mass% FeO content has an equilibrium relation with the alloy at 1873K including sulfur. So in
the case of diffusion couples L1 and L2, the FeO content (1 mass %) in the oxide was lower than
the equilibrium content.

Table 1. Initial compositions of the alloy and oxides used for the diffusion couple experiments.

Diffusion Alloy (mass%) Oxide (mass%)
couple Fe Mn Si S MnO Si02 FeO S
L1 67 31 1 0.09
L2 96.7 3.2 0.1 0.009 67 3 | 028

In order to avoid the intense diffusion during pre-melting of oxide at 1673K, the improved
method using CSLM was introduced to produce the diffusion couple and ensure good contact.
First, the alloy and oxide with the appropriate compositions were prepared by an arc furnace and
an electrical resistance furnace respectively. A hole where the oxide was placed during the
heating at 1673K was made in the alloy which was machined into a cubic shape. Al,O; crucible
was used to contain the samples. Figure 1 shows the schematic diagram of experimental set-up.
Second, Argon gas and Ti foil was used to reduce oxygen partial pressure further after the
evacuation of the CSLM chamber up to 5.0 x 10 Pa. The experimental temperature increased
from room temperature to 1673K by 100K/min. After the oxide melted, the sample was
quenched immediately. By this method, the holding time at 1673K was minimized and the
element diffusion was suppressed. Then, the sample, a piece of Ti foil and a block of alloy with
the same composition were sealed into a quartz tube filled with pure Ar gas. The tube has gone
through the heat treatment at 1473K for 10h and 50h. After the heat treatment, the quartz tube
was also quenched by water. A vertical cross section of each quenched sample was mirror
polished with SiC coated sandpaper and diamond paste. Finally, the interface of the alloy and
oxide, content of Mn and Si in the alloy near the interface, size distribution and composition of
the particles which precipitated in the alloy were observed and analyzed using EPMA.

Ti foil

Oxide AL O, crucible

cullet 1" } - Alloy
—

l B Sample holder

Fig. 1 Experimental set-up to produce diffusion couples using CSLM.

Results
Figure 2 shows the interface between the alloy and the oxide in L1 before and after the heat
treatment for 10h and 50h. Good contact between oxide and alloy was confirmed although few
particles were formed and narrow particle precipitation zone (PPZ) was observed in the alloy
near the interface after the heating at 1673K shown in Figure 2(a). While in the case of L1-10
and L1-50, after the heat treatment for 10h and 50h, both number and size of the particles
increased. The width of PPZ also became larger with the increase of heat treatment time. In these
figures, several phases were observed in the oxide and the compositions analyzed by EPMA
were also shown in Table 2. This result indicated that the composition of gray phases was close
to 2MnO-SiO,, dark gray phases was close to MnO-SiO; and white particle was recognized as
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metallic phase. As shown in Figure 2(a) ~Figure 2(c), the main phase was 2MnO-SiO; but the
amount of MnO-SiO, rose with the increase of heat treatment time. Figure 3 shows the interface
between the alloy and the oxide in L2 before and after the heat treatment for 10h and 50h.
Similar phenomena were observed in L2 as those in L1. However, compared with the results in
L1, the width of PPZ became shorter in all cases of L2.
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Fig. 2 Interface of the alloy and oxide in the diffusion couple L1 before and after the heat treatment.
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Fig. 3 Interface of the alloy and oxide in the diffusion couple L2 before and after the heat treatment.

In diffusion couple L1 and L2, the MnO content in the oxide increased while the FeO and S
content decreased with the increase of heat treatment time. For example in L2, after the heat
treatment for 10h and 50h, the MnO content in the dark phase of oxide increased from 51.02%
(L2-0) to 51.30% (L2-10) and 52.32% (L2-50). The FeO content decreased from 1.14% (L2-0)
to 0.95% (L2-10) and 0.78% (L2-50). The S content decreased from 0.19% (L2-0) to 0.06% (L2-
10) and 0.02% (L2-50). While in all cases, there was trace of S content in the gray phase of the
oxide though the MnO and FeO contents also increased and decreased as the heat treatment time
increased, respectively.

Table 2. Compositions of oxide in diffusion couple L1 and L2 before and after the heat treatment.

Diftusion Gray phase Dark phase

couples MnO SiO, FeO S MnO SiO, FeO S
L1-0 67.30 31.76 0.92 0.01 51.38 46.69 1.82 0.11
L1-10 68.03 31.26 0.70 0.01 52.29 46.93 0.76 0.02
L1-50 68.32 31.17 0.50 0.01 52.52 47.24 0.22 0.02
L2-0 67.31 31.28 0.91 0.01 51.02 46.94 1.14 0.19
L2-10 67.70 31.66 0.63 0.01 51.30 47.69 0.95 0.06
L2-50 68.21 31.32 0.45 0 52.32 46.88 0.78 0.02

Figure 4 shows the Mn and Si contents in the alloy near the interface of L1 before and after the
heat treatment at 1473K. It is clear that there was a little decrease in Mn and Si contents near the
interface for the suppression on the reaction between the alloy and oxide at 1673K by the
improved pre-melting method. The width of the Mn-depleted zone (MDZ) was only 13um or less.

159



After the heat treatment for 10h, Mn and Si contents gradually decreased towards the interface
from 3.1% and 0.1% to 1.4% and 0.02%, respectively. As the heat treatment time increased to
50h, the width of MDZ became larger and the minimum value of Mn content was slightly
increased to 1.9%. However, after the heat treatment for 10h and 50h, there was no slight
increase of Mn content close to the interface which was different with that of diffusion couple
A0~A2 in previous work!”), It was the same for Si content in the alloy in L1-10. While as the
heat treatment time elongated to 50h from 10h, a region where the Si content was higher than
that in the bulk alloy came out. The maximum value of Si content and the distance from the
interface to the position where Si content reached original content was 0.14% and 35um,
respectively.
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Fig. 4 Mn and Si contents in the alloy near the interface of diffusion couple L1 before and after the heat
treatment at 1473K.

Figure 5 shows the Mn and Si contents in the alloy near the interface of L2 before and after the
heat treatment at 1473K. After the heating at 1673K, the Mn and Si contents in the alloy close to
the interface decreased a little respectively which were similar to those in L1-0. After the heat
treatment at 1473K for 10h, Mn content also gradually decreased towards the interface from 3.1%
to 2.0% while Si content increased towards the interface from 0.1% to 0.13%. Unlike that in L1-
10, the Mn content slightly increased in the region close to the interface in about 10um or less.
As the heat treatment time increased to 50h, the width of MDZ also became larger and the
minimum value of Mn content was slightly increased to 2.1% and the distance from the interface
to the position where Mn content showed minimum value sightly increased to 18um. As for Si
content in the alloy, when the heat treatment time rose to 50h, the maximum value of Si content
and the distance from the interface to the position where Si content reached original content was
0.14% and 90um, respectively.
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Fig. 4 Mn and Si contents in the alloy near the interface of diffusion couple L2 before and after the heat
treatment at 1473K.
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Figure 6 displays the PPZ and MDZ of L1 and L2 in this study. In this Figure, after the heating at
1673K, the PPZ and MDZ in L1-0 and L2-0 were restrained and less than 15um. As the time for
heat treatment at 1473K increased, the PPZ and MDZ of L1 and L2 all increased and the MDZ
was always larger than the PPZ after the heat treatment. In addition, compared with those in L1,
the width of PPZ and MDZ of L2 were relatively shorter. For example, with the heat treatment
time elongated to 50h from 10h, the PPZ and MDZ of L1 increased from 35um and 58um to
55pum and 87um while those in L2 increased from 20pum and 50pm to 50pm and 72pum.
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Fig. 6 PPZ and MDZ of the diffusion couple L1 and L2 before and after the heat treatment at 1473K.

Figure 7 presents the size distribution of particles in diffusion couple L1 and L2 before and after
the heat treatment. From Figure 7(a), it could be concluded that after heat treatment for 10h and
50h, though the PPZ area increased from 650pm?® to 1750pum? and 2750pm? number of the
particles smaller than 0.5um kept decrease. However, after heat treatment for 10h, number of the
particles smaller than 1.0pm and larger than 0.5pum increased but it decreased after heat
treatment for 50h. Moreover, after heat treatment for 50h, the number of the particles of larger
size increased. As for the case of L2, similar size distribution of particles could be observed
before and after the heat treatment at 1473K for 10h and 50h. Compared with those in L1, there
was a slight decrease in number of the particles with almost all sizes in L2.
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Fig. 7 Size distribution of the particles in the PPZ of the diffusion couple L1 and L2 before and after the
heat treatment at 1473K.

Figure 8 shows the composition of oxide particles precipitating in the PPZ of the alloy near the
interface before and after the heat treatment in diffusion couple L1 and L2. The main chemical
composition of the particles in L1 and L2 before the heat treatment was close to the 2MnO-SiO;
containing 5~30 mass% MnS. After the heat treatment for 10h and 50h, the MnS content
increased much even to 95 mass% in some particles although the ratio of Mn and Si was still
close to 2 MnO-SiO;.
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Fig. 8 Composition of the particles in the PPZ of diffusion couple L1 and L2 before and after the heat
treatment at 1473K.

Discussion

In this study, based on Wagner model®™, regular solution model'® and relative thermodynamic
datal”, the composition of MnO-SiO,-FeO oxide which was in equilibrium with the Fe-Mn-Si
alloy (S<0.009 mass%) at 1873K under a certain oxygen partial pressure was calculated. The
activity of oxygen in Fe-Mn-Si alloy and FeO in MnO-SiO,-FeO oxide was obtained. The
thermodynamic data at 1873K were also extrapolated to 1673K and 1473K to calculate the
activity of oxygen and FeO due to the lack of basic data in solid phase. The results were shown
in Table 3. It could be seen that the activity of FeO at 1673K and 1473K is 0.022 and 0.013,
respectively. In this case, though the FeO content in the oxides decrease to 1% which is lower
than the equilibrium with the molten steel at 1873K, part of FeO in the oxide is unstable, the
diffusion of oxygen from oxide to alloy still exists during the heat treatment at 1473K.
Consequently, just as the diffusion couple in previous work, excess FeO is decomposed to
metallic iron, and the resulting oxygen diffuses to alloy and reacts with the Mn and Si in the
alloy. MnO-SiO; particles were formed in the alloy near the interface.

Table 3 Change in the activity of oxygen and FeO with temperature in equilibrium with the alloy.

Temperature/K Activity of oxygen/- Activity of FeO/-
1873 0.0065 0.033
1673 0.0018 0.022
1473 0.0004 0.013

In the diffusion couple L1, after the heat treatment for 10h and 50h at 1473K, the slightly
increase of Mn and Si content in the alloy close to the interface disappeared which indicated that
in this case, cations including Mn>" and Si*" have not diffused from the oxide to the alloy. It was
thought that during the heat treatment, the reaction between the alloy and oxide caused oxygen
vacancy formed in the oxide which has positive charge. However, due to the low FeO and sulfur
content in the oxide which was 1% and 0.09% respectively, the oxygen vacancy was limited and
could not bring cations from the oxide to alloy. While in the diffusion couple L2, when the sulfur
content in the oxide increased to 0.28%, the oxygen vacancy concentration increased and became
excessive which resulted in relatively strong unbalanced electrical charge in the oxide. The
diffusion of cations was considered to be caused mainly by the diffusion of anions (such as 0>
and S¥) in order to maintain electrical neutrality.

Conclusion
(1) Though the FeO content in the oxides decrease to 1% which is lower than the equilibrium
with the molten steel at 1873K, the diffusion of oxygen from oxide to alloy still exists during the
heat treatment at 1473K.
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(2) The width of PPZ and MDZ become shorter due to the decrease of FeO content in the oxide,
though the MDZ was always larger than the PPZ after the heat treatment. The MnS content in the
particles increase from 5~30 mass% to even 95 mass% after the heat treatment for 10h and 50h.
(3) The diffusion of cations including Mn*" and Si** from oxide to alloy is probably determined
by the oxygen vacancy concentration which resulted in relatively strong unbalanced electrical
charge in the oxide.
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Abstract

In the present work it was observed the nucleation and growth of grains in the equiaxed zone of
metal matrix composites (MMCs) samples directionally solidified wit the presence of columnar-
to-equiaxed transition (CET) in the samples. In order to do so, first, it was defined the difference
between the real temperature at a given instant, which it is used in the analysis, its variation and
furthermore, the variation in the solid fraction with time between the beginning and the end of
solidification. It was determined a growth law assuming a lineal variation of equiaxed grain
radius as a function of time, and also, it was expressed a law of grain density as a function of
time, considering the presence of SiC and Al,O; particles in the matrix. Finally, the results
obtained were validated with measured values of grain density at each position of the
thermocouples in the equiaxed zone of the solidified samples.

Introduction

In order to predict the microstructure formation in solidification processes, should take into
account the basic mechanisms of nucleation and growth on a microscopic scale, along with the
equations of macroscopic continuity. An exact solution of growth only (i.e. no nucleation) would
require a method for front location on the scale of the whole process but with an incredibly
intricate shape of the solid/liquid interface. Since such a task is impossible without a powerful
computational tool, are to be searched for coupling approximate microscopic phenomenon of
microstructure formation to macroscopic solutions using continuity equations [1, 2]. The
microstructural aspects of columnar morphology can be predicted using standard calculations
including macroscopic aspect or not [1-5] and the supercooling of solidification front in
continuity equations [6-7].

For the equiaxed microstructures, the approach has to be different since the growth rate is not
directly related to the velocity of the isotherms and itself depends also on the density of grains.
Although the basic modeling concepts introduced in equiaxed solidification works of Oldfield
(8) in 1966, only recently this approach has been extended to calculate solidification of gray cast
iron (9-11), white cast iron [12-15], spheroidal gray [12 to 15,16] iron, and dendritic alloys [5,
6,11,17-19].

In the present work it was observed the nucleation and growth of grains in the equiaxed zone of
metal matrix composites (MMCs) samples directionally solidified. In order to do so, first, it was
defined the difference between the real temperature at a given instant, which it is used in the
analysis, its variation and furthermore, the variation in the solid fraction with time between the
beginning and the end of solidification.

165



It was determined a growth law assuming a lineal variation of equiaxed grain radius as a function
of time, and also, it was expressed a law of grain density as a function of time, considering the
presence of SiC and Al,Oj; particles in the matrix. Finally, the results obtained were validated
with measured values of grain density at each position of the thermocouples in the equiaxed zone
of the solidified samples.

Experimental Procedure

The directional solidification process was done as was reported elsewhere [23, 24]. As an
example of structures obtained by directional solidification process, in Figure 1 is showed the
macrostructure and microstructures of one sample of MMCs with columnar-to-equiaxed
transition, CET (Zn-27%Al + 8 vol pct SiC).
From the equilibrium diagram data of Zn-Al system polynomial expressions of variation of
liquidus and solidus temperatures were obtained with the atomic concentration. Also, the specific
heat, density, thermal conductivity and enthalpy were determined as a function of temperature
and concentration. The solid fractions were determined considering a volume element solidifying
with two faces at different temperatures.
Temperature measurements during the directional solidification were reduced to five positions in
the metal in which five thermocouples are located. This requires knowledge of the temperature
range as a function of time and position during solidification of the metal matrix. In particular, in
order to locate the CET, requires knowledge of the local temperature and the temperature
gradients during the movement of the interphase. This information was obtained by developing a
heat transfer model for the Zn-Al (ZA) matrix system directionally solidified.

Columnar Zone CET Zone Equiaxed Zone

J S

®
Figure 1. Typical macrostructure of MMCs (Zn-27%Al + 8 vol pct SiC ) obtained by directional
solidification process. (b) to (g) Microstructures of different zones: (b) and (e) columnar zone;
(c) and (f) CET zone; (d) and (g) equiaxed zone.
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Results and Discussion

For the analysis presented in this work, first we defined how the actual instantaneous
temperature difference was calculated between the onset temperature of directional solidification
of MMCs and the temperature of the MMCs during solidification. For this, as shown in Figure 2,
it was resolute first, the liquidus temperature (Triquiqus) €xperimentally determined in a given
position of the sample. The temperature difference as the difference between the Triquiqus of alloy
and the instantaneous temperature (T;) of the metal matrix of Zinc-Aluminum (ZA) alloy in a
given position of the sample was then calculated, which allows determining a temperature
difference which is a function of time and that takes a value in each instant between the start and
the end of solidification. Expressed as an equation: AT(t) =T, L,,W‘,“A_—T,.(t); where: AT (t) is the
actual instantaneous temperature difference, Triquiaus 1S the liquidus temperature determined
experimentally for a given position in the alloy and T; (t) is the instantaneous temperature
determined experimentally for a given position for the alloy.
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Figure 2. Temperature versus time curve for Figure 3. AT and fg versus time curves.

corresponding to thermocouple T3 (5 cm
from the base of the sample).

Using the variation curves of temperature versus time, AT =AT(t), and the variation of solid
fraction versus time, f, =f (t) from Figure 2, was determined that:

AT(1) = AT, iy S (1) M

This is justified by the symmetry of the Zn-Al phase equilibrium diagram between atomic
concentrations. By observing Figure 2 indicates that the initial conditions for the analysis are:

f,=0>AT =0

2
f,=1>AT =AT,, . )

In the same figure it can be seen that AT(t) and f, (t) from the beginning to the end of
solidification, follow a similar pattern. If Figure 3 is analyzed it is observed that, when
solidification is completed, which is detected by a thermocouple in a given fixed position, the
instant of the end of solidification (t = 49 min.) The temperature difference reaches the maximum
value (AT =AT,, = 3.58°C) and this corresponds to a solids content close to unity (0.94 = 7).

max
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In this figure, the thermocouple is the nearest to the position of the transition from columnar to
equiaxed, CET. The same occurs at = 46 min. Which as noted coincides with the zone in the
curve where AT =AT , =1.195°C. The similarity in behavior of AT(t) and  f,(t), from the

min
beginning to the end of solidification, indicating that it can express a law of growth based on the
variation of AT or solid fraction with time:

d|f, (t
_Re) _daTe] o= 3RO _ O]
dt dt dt dt
where t is the time, R(t) is the radius of the grain to equiaxed growth, v(t) is the velocity of the

grain to equiaxed growth, AT is the instantaneous actual supercooling, fs is the solid fraction,
w, and  p, are constants that are experimentally determined.

v(t) 3

In order to calculate the velocity of equiaxed growth as a function of time, first we determine the
variation of radius with time. If a linear variation of the radius is assumed with time:

R() =p[AT(W)]+C “
R(0)=r"—>AT(0)=0
R(t,)=R —> AT(t,)=AT,,,
where 1* is the critical radius of the nuclei formed, and Raverage is the final average radius of
equiaxed grains. Figure 4 shows the calculated values of equiaxed grain radius versus time

during solidification for three different positions of the thermocouples located in the equiaxed
zone of the samples.

The initial conditions are:

Average
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Figure 4. Equiaxed radius vs. time. Figure 5. Critical radius vs. temperature.

To determine the 1 constants in equations (3), the following conditions were used:
R(t=0)=0

R(0)=1" =p(0)+C '

( ) r u( ) B Rpmmedio_c Rpmme‘ﬁo_r
Si w0)=0->C=r M T T AT
R(t;)= R omedio = HAT, imo +C

The critical radius according to the theories of homogeneous nucleation in the temperature range
between the liquidus temperature of the matrix and the melt of pure Zn [20] was calculated. This
assumption was made because no nucleating agent was added and in addition, the composites
were prepared in glass molds. The calculation results are shown in Figure 4.

168



As can be seen in Figure 5, a value of r" =2.5*107cm for composites was obtained. This value
of r * becomes negligible in the calculation of the 1 constant in equation (10), which is:

R freras cmj
~ erage cm 5
R (OC 5)

Max

Experimentally it was found that, pu is equal to p=~0.35cm/°C for ZA matrix with SiC
composites and u~0.48 cm/°C for ZA matrix with AL,Os.

To calculate the average growth rate of equiaxed grain knowing the value of the x constant, the

variation of the radius and A7 with time, the following expression was used:

V()= dr(t) _ d[AT(t)]
dt Tt

In Figure 6 are showed the results of calculating of average velocity of growth of the equiaxed

grains. Is possible to observe that there is a variation in the growth rate over time as solidification

occurs. Furthermore, it can be seen in the same figure that the growth rate is higher for

thermocouple position closer to where the CET occurs, and also its duration in time is shorter.

= growing velocity of equiaxed grain.

Growth rates in the two positions of the sample in the upper part, beginning with a lower velocity
and greater time duration; and in these cases the growth rate is higher in sections where the radii
of growth are higher. If is assumed valid the expression given by Rappaz [21]

df, (v

=n(t)4nR(t)* v(t)¥(R)

(6)
where W(R) = is the effective normalized surface of the solid/liquid interface, calculated
analytically by Rappaz and Zou Jie [22], and which for spherical grains ranges between
1>2¥(R)>0. If f; (t) is cleared from the equation (2) and is derived with respect to time is

obtained by the following expression:
df.(t) d [AT(t)]

dt dt{ AT,

@)
Equating the expressions (6) and (7) yields:
1 AT(t)
dt( " j = n(t)4nR(t)* v() ¥(R) )
As y(r) = H'M , the expression (8) becomes:
t
1 AT(t) dAT(®)] 9
dt( m )— n(t).4aR(t)* p.——— " Y(R) ©)
From this, it is follows that:
L _ n(t).4nR(t)> W.¥(R) (10)

max

Then, grain density versus time is obtained using the following equation:

n(t) = 1 ( grains J an
4 R()* AT, . W(R)\ volumen

max
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From the analysis of the samples is known that n( tﬁ,,a/ ) and R(¢ ﬁ,m,) of grains in the positions
of each thermocouple, also known AT, at the end of solidification, and the value of p for each

experience. W(R) depends on geometrical factors. The value for each thermocouple position

was calculated and the change was determined as a function of mean radius. Rearranging
equation (11) the grain density versus time is obtained by:

_ K grains , 1 12
"= R R [volumej ° (mm3j (12)

. As it is assumed that nucleation occurs when Tiquiqus is reached; in that

1
4 nAT

where: K =

period of time nuclei have the critical radius, R=7"=2.510"%mm y ¥Y=¥(r")—>n(t=0).
The following range of values were determined experimentally for W(R):
0.151<W(R) 107 i < 0.431
0.154 <W(R) 1437 41,0, < 0.267

To validate the procedure, for each thermocouple position, n (t) versus time was plotted as
shown in Figure 7. It can he seen from this figure that, at time t = 0 minutes when Triguidus 18
reached, it has the density of nuclei with critical radius r *, as time passes, when the Tsolidus 1S
reached, there was obtained the final density of grains in the position of each thermocouple in the
sample. It can also be seen from Figure 7 that, the density of nuclei with critical radius when to
achieve Triquiaus is greater in the position of the thermocouple located in the zone where the CET
oceurs, (1 x 10" nuclei/mm®), and tapering to a value of 404.17 nuclei/mm? in the position of the
next thermocouple (7.5¢m) and 24.88 nuclei/mm® in the position of the last thermocouple (at 10
cm from the base of the sample). This is also observed in the other two positions of
thermocouples, but in a less abrupt form. To validate the proposed model, in Table 1 is presented
the comparison between the values of final density of grains for each position calculated with the
law of growth, shows measured at each thermocouple position and the discrepancy between the
two values. It can be seen in Table 1, the final density of grains calculated with this model is 14
% less than the experimental final density in the position of the thermocouple where the CET
occurs. Likewise, in the other two positions the error is smaller. Similar results were obtained in
other experiments.
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Figure 6. Changes in the growth rate over time. Figure 7. Nuclei density with time.
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Table 1. Comparison between the values of final density of grains calculated with the growth
law proposed and the values measured in the position of each thermocouple.

Position in the N° of n(t) final n(t) final Discrepancy
sample (cm) thermocouple experimental model
5 T 0.33 0.28 0.05
7.5 Ty 0.06 0.06 0
10 Ts 0.12 0.15 0.03
Conclusions

In summary, the main results can be stated as follows:

1. The model predicts the final number of grains, the average diameter and the final density of
grain on the basis of experimental data of temperature versus time during directional
solidification of MMCs.

2. The assumption thatR(t) = u[AT(t)]+C , allows to determine that when the AT=AT . .

the average radius is maximum.
3. Due to the above assumption, also due to the assumption that the changes in solid content over

time follows the equation%=n(t)4nR'(t)2v(t)‘I’(R), the number of nuclei decreases with

time.

4.The density of grains with time follows the law n(t ) = =—————, where K = ;
R(1)’¥(R) AmHAT
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Abstract

The combined effects of the addition of Silicon (Si) as alloying element and low temperature
annealing on the tensile properties of 70/30 brass with Nickel (Ni) and Iron (Fe) contaminants is
investigated in this paper. Melts of cartridge brass were made to which 0, 0.5, 1, 2, 3 and 4 wt %
of Si was added. These were sand cast into rods of 600 mm by 10 mm diameter and were
thereafter machined into standard tensile test samples. Some of these samples were annealed in a
muffle furnace at temperatures of 250, 300, 350, 400 and 450 °C respectively and the others were
used as control. Subsequently, all the heat treated and non heat treated samples were subjected to
tensile tests on a Hounsfield Extensometer and the load — extension plots retrieved were
analyzed. Microstructural characterizations of the samples were carried out using Accu-Scope
Optical Microscope. The results showed that cartridge brasses subjected to alloying and
annealing treatments had improved tensile and yield strengths. However, the tensile properties
were increased and maintained within acceptable limits at stress relieve annealing temperatures.

Introduction

Brasses are a class of indispensable engineering materials. They are versatile and cost-effective
materials; ideal for designing complex and long lasting components [1]. Brass has been made for
almost as many centuries as copper but has only in the last millennium been appreciated as an
engineering alloy. They are used to manufacture many components because of their unique
combinations of properties [2, 3]. Brasses combine good strength and ductility with excellent
corrosion resistance and superb machinability.

The C26000 alloy, containing 70 % copper and 30 % zinc, is predominantly used for cartridge
cases and has outstanding record of excellent formability coupled with high strength [4]. It has
been adjudged the best known brass in the group of alpha brasses due to the ease with which the
alloy can be deep drawn for the manufacture of cartridge cases [5, 6].In production processes,
use of scraps have become a commonly acceptable practice, especially, when the maximum
economy is required. However, this leads to an increase in the impurity content of various alloys.
Recycled cartridge brass is such an example in which iron impurity drastically reduced the
ductility and formability of the semi-finished products [4].This development had in many ways
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compromised the integrity and applicability of cartridge brass in various engineering service
environments.

Different studies had been made to find a solution to this setback in order to enhance the
properties of 70 / 30 brass reported that traditionally, modifier elements like Si and Mn were
added as melt refiner to reduce the iron percentage of brass melt [6]. In investigating the effects
of Si and Co on the recrystallization behavior of Cu-10%Zn it was shown that while the addition
of silicon to Cu-10%Zn alloys increases the number of nucleation sites, the addition of minute
amounts of cobalt to Cu-10%Zn-Si alloys inhibit grain growth [4].

In addition, an experimental study of cartridge brass L68 containing Pb and Fe indicates that
alloying with Mn or Si leads to an increase in the volume fraction of intermetallic compounds of
the type MnSi; and FesSi; with a reduction in strength characteristics [8]. They observed that
alloying elements and impurities may profoundly affect microstructures of Cu and its alloys
during annealing by changing the recovery and recrystallization processes and concluded that
thermomechanical treatment (TMT) can significantly improve the ductility of 70 / 30 brass
containing 0.35 % iron impurity as a result of particle coarsening caused by TMT affecting the
recrystallization of the brass sheets.

Therefore, from the fore-going, the purpose of this present study specifically however, is to
investigate the combined effects of Si and low temperature annealing on the tensile and yield
strengths of 70 / 30 brass containing Ni and Fe contaminants.

Experimental Procedure

The starting materials used in this study were melts of cartridge (70 /30) brass to which 0, 0.5, 1,
2, 3 and 4 wt % of Si were added respectively. These were sand cast into rods of 600 mm by 10
mm diameter. The elemental analysis of the prepared cartridge brass without any alloying
addition was obtained by X-ray fluorescence (XRF). Standard tensile test specimens were
machined from the cast brass rods using a lathe machine. Some of the machined tensile
specimens were loaded in five successions into a digitally controlled muffle furnace and
annealed in the temperature range of 250 — 450 °C. They were held at these temperatures for one
hour and then cooled in air so as to retain the structures at these temperatures.

All the prepared tensile specimens (heat treated and non-heat treated) were tested for tensile and
yield strengths on a Monsanto Hounsfield Extensometer at a load of 2000 kg and the load versus
extension plots retrieved were analyzed accordingly. A 0.2 % offset was used to compute the
yield strengths of the prepared brass samples, brass being a non-ferrous alloy and as such does
not show a marked yield point.

Representative samples from the prepared specimens were subjected to gentle grinding on
abrasive silicon carbide papers of successive finer grades of 240, 320, 400, and 600 grits
lubricated with water. Polishing of the specimens was carried out on a 20.3 c¢m rotation disc of a
BUEHLER Ecomet Polisher covered with velvet cloth and impregnated with 600 grit
carborundum. This was followed by a final polishing using a 1 um diamond paste colloidal
suspension on the polishing cloth. The specimens were etched with an etchant containing 30 ml
distilled water, 2 g ferric chloride, 10 ml hydrochloric acid and 60 ml ethanol. After about 3 — 5s,
the etchant was washed off under running water. The specimens were microscopically observed
using OLYMPUS CK 40M Accuscope Optical Microscope. The micrographs were taken using
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an attached Fametech USB PC digital camera with DCM 35 (350 K pixel USB 1.0) and Minisee
software was used to capture and analyze the images.

Results and Discussion
Chemical Analysis
The result of the elemental analysis on the prepared 70 / 30 brasses from XRF is presented in
Table I. The Cu and Zn compositions are 69.1205 and 29.5363 wt % respectively. Traces of Ni,
Fe, and Pb were also found.

Table I. Chemical Composition (wt %) of The Prepared Virgin Cartridge Brass

Element Cu Ni Fe Pb /n
Wt % 69.1205 0.9715 0.3517 0.0100 29.5363
Error (%) 1.0771 0.0358 0.0586 0.0017 0.4962

Effect of Si on Tensile Properties of Cartridge Brass

The tensile test result of the non heat—treated cartridge brass alloyed with Si is presented in
Figure 1. The addition of 0.5 wt % Si to the prepared cartridge brass resulted in an increase in the
tensile properties of the brass.

N

o

o
.

—e— Tensile Strength (MN/m2)

l___.___._/_.\.\—. —=— Yield Strength (MN/m2)

N
o
o

Tensile properties (MN/m2)
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o

0.5 1 15 2 25 3 35 4 45
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o

Figure 1. Tensile properties of non heat treated cartridge brass at varied weight percents of
silicon

The increase was progressive as the Si content increased until peaks of 288.90 MN/m*(1.9 wt %
Si) and 129.40 MN/m’ (2 wt % Si) were attained for the tensile and yield strengths respectively.
There is however a rapid decrease in the properties thereafter up to the 3 wt % Si added to the
brass, this decrease continued steadily after then till the 4 wt % Si added to the brass.

This could be due to an increase in the volume fraction of intermetallic compound of the type
NisSi, or Ni3Si (as observed in Figure 2) with a reduction in strength characteristics as this
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precipitate phase is characteristically brittle with large additions of Si to cartridge brass, hence
the observed loss of strength [6].

g < > et g e b
Figure 2. Microstructures of cartridge brass containing silicon at 400X with (a) 0 wt % (b) 0.5 wt
% (c) 1wt % (d) 2 wt % (e) 3 wt % and (f) 4 wt %

Effect Of Annealing On Tensile Properties Of 70 / 30 Brass Alloyed With Si

Tensile test results on 70/30 brass alloyed with varied amounts of Si from 0 wt % to 4 wt % and
annealed at different temperatures ranging from 250 °C to 450 °C presented in Figure 3 showed
that the highest tensile and yield strengths of 312.50 and 133.20 MN/m” respectively at 2.7 and
2.1 wt % of Si added respectively to the brass matrix were obtained at 300 °C.
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Figure 3. Tensile properties of cartridge brass alloyed with Si at different annealing temperatures
(a) tensile strength (b) yield strength

A rapid drop in the measured properties was however noticed after the peaks with increased Si
addition as the annealing temperature entered into the recrystallization region, that is, above 400
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°C.The observed increase in the tensile properties of 70/30 brass was due to the presence of a
second microstructural constituent formed with Ni impurity located on the a alpha grain
boundaries as shown on the microstructures in Figures 4 and 5 [4].

Figure 4. Mlcrostructures of Cartridge Brass Contalmng (a) 0 wt % (b) 0.5 wt % (c) 1 % (d) 2
wt % (e) 3 wt % and (f) 4 wt % silicon at 250 °C (400X)

Figure 5. M1crostructures of cartridge brass containing (a) 0 wt % (b) 0.5 wt % (c) 1 wt % (d) 2 wt %
(e) 3 wt % and (f) 4 wt % silicon at 450 °C (400X)

Conclusion
The results obtained in this study show that the tensile properties of cartridge brass improved
with the addition of Si as alloying element in the brass matrix. This is attributed to the presence
of intermetallic compounds formed by Si with Ni contaminant in the brass matrix which built
strong barrier to dislocation movement. Also, the combined effect of annealing and alloying with
Si on the yield and tensile strengths of 70 / 30 brass has been shown to be beneficial at stress
relieve annealing temperatures with optimal output at 300 °C.
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Abstract

The effect of lime ratio on phase composition and alumina leaching property of MgO-contained
calcium aluminate clinker were investigated by analytical reagent, the XRD analysis of its
mechanism was discussed. The results showed that: when the sintering temperature was 1350 C,
C/A was 1.4, A/S was 1.3 and the content of MgO was 4%, the increase of the C/A promoted the
formation of Cj2A7 and restrained the formation of Q-phase. The alumina-leaching ratio of the
clinker (A/S was 1.3) was increased from 74.33% to 91.34% when the content of CaO was
5.21%.

Introduction

With the development of steel and aluminum industry, the shortage of iron ore and bauxite is
getting worse[1, 2]. The lime-sintering process can be used to deal with low-grade bauxite, fly
ash and iron-bearing-bauxite, which has become the research focus[3]. The best phase
composition of the clinker obtained by lime-sintering process contains both 12CaO-7Al,03 and
v-2Ca0-Si0,, the former has a better leaching properties of alumina, and the latter could cause
the self-disintegration of clinker[4]. Although there many advantages in lime sintering process,
the lime ratio is comparatively higher. In order to solve this problem, Wei Xiao et al.[5] showed
that the best stoichiometric for formation of C;,A7; was 1.4 rather than 1.71. Zhiying Li and
Nianbing Zhang et al[6] analyzed the effect of C/A (CaO/Al,03, molar ratio, excluding CaO in
2Ca0-Si0Oy)on leaching rate based on intensified sintering mechanism, the results showed that
peak of alumina-leaching ratio appeared when C/A was 1.4, which can reduce the vast
requirement of lime on a certain extent .Wu Zhang [7]considered that the best C/A of clinker was
1.6 when A/S was 1, and the best C/A of clinker was about 1.4 when A/S was 3~5, the alumina-
leaching ratio of clinkers was above 90% with the best C/A.

However, the author found that MgO, which contains in lime, has enormously negative effects
on leaching property of the clinker, the leaching ratio of clinker decreased from 90% to about
70% when the content of MgO was 2%. Because 20Ca0O-13A1,03-3MgO-3SiO; (Q phase) will
be formed by MgO, CaO, AL,Osand SiO,[8-12], whose leaching ratio was only about 70%. A
great deal of research was carried out to increase the alumina-leaching ratio of MgO-contained
calcium aluminate clinker. Bo Wang [13]considered that 3% addition of Na,O could improve the
leaching ratio of clinker from 71.90% to 81.03%. However, the application of this method was
inhibited to some extent since the volatile issue of Na,O.
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There are a lot of alumina contained material phases, calcium aluminates-12Ca0O-7A1,03 (C12A7)
and sulphoaluminate-3Ca0O-3A1,05-CaSO4 (C4A3S, C-CaO, A-ALOs, S-SO;) are two kinds of
phases with good alumina leaching performance. Huilan Sun et al[4] found that alumina-
leaching ratio of Cj»A7 contained in calcium aluminate slag could be up to 92%. Kenneth p.
Goodboy[14] provided that C4A3S formed when limestone was mixed and sintered with bauxite
and calcium sulfate in the correct proportion, the alumina-leaching ratio of C4A3S in sodium
carbonate solution could be up to 90% as well.

Therefore the pure chemical reagents were used as the raw material in this paper. And the phases,
which contained alumina, were transformed from Q-phase to Ci,A7 or C4A3S with the addition
of CaSQy, to achieve the purpose of increasing the alumina-leaching ratio of clinker and
eliminating the negative effect of MgO. The research emphasis on the effect of CaSO4 on
leaching performance, phase composition and self-disintegration of clinker, and the mechanism
was analyzed by XRD.

Experiment

1 Experimental materials and equipment

The raw materials used are CaCOs, Al,O3, MgO, SiO, and CaSO4:2H,0, and all these reagents
are analytical grade in the experiment.

The experimental equipments are electronic balance, SFM-II planetary mixer, KSL-1700X box-
type high temperature sintering furnace, Crusher, SFM-I planetary ball mill , Constant
temperature water bath, Malvern laser particle size analyzer, XRD (MAX-2500/Rigaku Jap).

2 Preparation of calcium aluminate clinker

The raw materials weighed in a certain proportion and mixed for 2h by SFM-I planetary ball mill
at a speed of 250 r'min”'. The mixture was then melted at 1350 °C (10 °C-min™" / <1000 °C,
15 °C'min™ / >1000 °C) in the KSL-1700X box-type high temperature sintering furnace for 2 h.
The clinker was taken out when the temperature was below 200 °C. Malvern laser particle size
analyzer and standard sieve were used to analyze the self-disintegrating properties of clinker.
The powder sample was analyzed by XRD (MAX-2500/Rigaku Jap), voltage: 40 kV, current:
150 mA, Cu Koy (A=0.154056 nm), scanning range: 10 ~70 °, scanning Speed: 2 ° min".

3 Leaching of calcium aluminate clinker

The leaching experiments were carried out in the constant temperature water bath under the
following leaching conditions: leaching temperature was 80°C , leaching time was 30 min, L/S
ratio was 10, stirring rate was 300 r-min”’ and the leaching solution was Na,COs (80 g-L™). 100
mL of leaching solution was accurately measured and was transferred into the flask-3-neck and
preheated to 80 °C. Then 10 g of clinker was poured into the flask-3-neck, stirring and timing of
leaching. Once the certain time was reached, a certain amount of leaching solution was taken out,
drying-filtered and cooled. Chemical composition analysis method was used to analyze the
concentration of Al,Oj3 in filtrate.
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The effect of CaSO, on calcium

The literatures show that Al,Os was mainly existed in the form of CpA3M3S; in clinker[15], and
the alumina-leaching ratio was decreased to about 70%. In order to eliminate the negative effect
content of MgO was set to 4% in this paper. In order to expend
process, the A/S was set to 1.3. The emphasis was laid on the
effect of the addition of CaSO4on calcium aluminate clinker (C/A was 1.4 and 1.7) and alumina
leaching performance under the sintering system, which was described in 2.2. The leaching ratio

of MgO as much as possible, the
the application of lime-sintering

Results and discussions

aluminate clinker system with different C/A

results and XRD pattern of partial clinker are shown in Fig. 1-3.

Fig. 1 Leaching ratio of clinker with different CaSO4 addition
: A/S 1.3, MgO 4%, temperature 1350 C)

(conditions

Fig. 2 The XRD pattern of clinker with C/A=1.4
(conditions: A/S 1.3, MgO 4%, temperature 1350 C)
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1-2€a0°8i0,  3-Mg0
25 2-12Ca0-TALO,  4-CaS

Fig. 3 The XRD pattern of clinker with C/A=1.7
(conditions: A/S 1.3, MgO 4%, temperature 1350 ‘C)

1 The effect of CaSO4 on calcium aluminate clinker system when C/A is 1.4

Fig. 1 shows that the leaching ratio of clinker increases with the increasing content of CaSO4
when the C/A is 1.4. Alumina-leaching ratio of clinker increases obviously when the addition of
CaSO0y is 1.58%, the alumina-leaching ratio of clinker can be up to 91.34%, when the content of
CaSOyis up to 12.65%. Fig. 2 shows that the main phases of the clinker are C,S, C2A7 and Q-
phase when there is no CaSOj in this case. The alumina-leaching ratio of clinker is only 74.33%
since the high content of Q-phase. The peak intensity ratio between Q-phase and C;>A7 decreases
with the increasing addition of CaSQy, because the transformation of Q-phase to C;,A7 makes the
content of C;,A7 increase, the MgO separated from Q-phase exists in free state which increases
the alumina-leaching ratio. The main diffraction peak variation of clinker (C/A=1.4) with
different content of CaSQj, is shown in Table 1.

Table 1 The main diffraction peaks variation of clinker with different content of CaSO4-2H,0
(conditions: A/S 1.3, C/A 1.4, MgO 4%, temperature 1350 C)

The content of Q-phase CiA7 Peak intensity ratio
CaS04,% (d=2.8806A  (d=4.8945A of Q-phase and
) ) Ci2Ay
0 1250 72 17.36
1.58 470 990 0.48
9.49 314 1117 0.28
12.65 0 1191 0

In addition, the XRD results show that there is still no sulfate in the clinker even the content of
CaSO04is 12.65%. So we suspected that the decomposition reaction of CaSO4 during the sintering
process caused the extra addition of lime to the clinker system. A contrast experiment was
carried out, same materials, same sintering conditions, the difference is one experiment includes
CaSO0y, and other includes CaO, to test the suspect. The amount of CaO in other experiment is
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equal to the content of CaO which is generated by decomposition of CaSO, at theoretical
conditions, the results is shown in Fig. 4.

Addition of CaO /%
0 2 3 4
T

Alumina leaching ratio /%

’ ’ :\ddmoneo! CaS;A 1% * “ "
Fig. 4 The comparition of leaching ratio between CaO and CaSO,
(conditions: A/S 1.3, C/A 1.4, MgO 4%, temperature 1350 ‘C)

Fig. 4 shows that the alumina-leaching ratio with CaO is basically the same with the results of
adding CaSO4. When combined with the XRD results, it’s obvious that CaSO4 and CaO have
the same effect mechanism on increasing the alumina-leaching ratio, because both of them
increase the C/A of clinker, restrain the formation of Q-phase, and accelerate the formation of
ChA7.

2 The effect of CaSOy on calcium aluminate clinker system when C/A is 1.71

It can be seen from Fig. 1 that the alumina-leaching ratio increases slowly, and then, decreases
slowly with the increasing addition of CaSO4 when the C/A is 1.71. The alumina-leaching ratio
of clinker is almost the same (85%) under different conditions. The maximum alumina-leaching
ratio of clinker (86.70% ) can be obtained when the content of CaSO4 is 6.33%. Semi-
quantitative analysis based on the XRD results in Fig.3 shows that the main phases of the clinker
are C,S, C12A7 and MgO before CaSOy, is added. Because of the high C/A of clinker, there is no
Q-phase. When the content of CaSOy is continued to improve, the main phases and their contents
are still the same. Restraint of the formation of Q-phase is the key to the high alumina-leaching
ratio. A little of CaS is formed, the content of and C;2A7 reduces and alumina-leaching ratio
reduces slightly when the content of CaSOy4is up to 12.65%. The reduction reaction of CaSO4
and C, which contained in graphite crucible, causes the formation of CaS, the probable reaction
equations are as follows[16]:

% CaSO4+C—>% CaS+ CO,1 )

5 3
CaSOs+= C—Cas+2.COx+ COT (
2)
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The leaching ratio is unchanged when graphite crucible is replaced with corundum crucible, and
there is no CaS any more. High C/A insures the full transformation of alumina to C;,A7 when the
C/A is 1.71. The research (N.I.Eremin)[17] of the effect of MgO on the alumina-leaching ratio
showed that the negative effect of MgO is proportion to the content of MgO, and the lower the
C/A is, the higher negative effect of MgO is, and the negative effect can be reduced greatly
when the C/A is more than 1.8. The CaSO4 has no effect on the alumina-leaching ratio of clinker
when the C/A is 1.71.

The particle size analysis and calculation of these two groups of clinker show that self-
disintegration of two groups are both 100%. This result proves that high content of Ca,;SiO,4
provides good self-disintegration when A/S is low.

Conclusions

The CaSO, can significantly improve the leaching properties of calcium aluminate clinker
containing MgO. The addition of CaSO4 plays a role in providing CaO and promoting the
transformation of Q-phase to C2A7.
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Abstract

The novel technology of calcination to prepare triuranium octaoxide (U3Og) from ammonium
uranyl carbonate in microwave fields was investigated on the basis of the temperature rising
characteristics of ammonium uranyl carbonate, triuranium octaoxide (U3Og), and their mixture.
The result of experiments show that ammonium uranyl carbonate had weak capability to absorb
microwave energy, while triuranium octaoxide has the very strong capability to absorb
microwave energy and the sample temperature increased rapidly with an increase mixture ratio
of triuranium octaoxide. The optimal calcination conditions were as follows: microwave power
700 W, calcination time 10 min and 60 g in this experiments range, respectively. Under these
conditions the value of total uranium and U* of triuranium octaoxide was 84.28% and 31.02%,
respectively. It is feasible to prepare triuranium octaoxide by calcination from ammonium uranyl
carbonate, which mixed with small amounts of triuranium octaoxide under microwave fields.

Keywords

Ammonium uranyl carbonate; Triuranium octaoxide; Calcination; Microwave.

Introduction

Uranium is an important in nuclear fuel and as the complexity of the atomic structure and the
abundance of energy levels [1] Uranium dioxide, due to important uranium-oxygen systems is
widely used as nuclear fuel in light water reactors. They are manufactured by calcinaing (thermal
decomposition) the ammonium uranyl carbonate to triuranium octaoxide, followed by reduction
to uranium dioxide using cracked ammonia at about 700°C[2]. Triuranium octaoxide is currently
Being manufactured by calcination from ammonium uranyl carbonate or ammonium durante etc.
Calcination process is the key process in preparation of triuranium octaoxide, as it determines the
quality of the product and hence the economy of the industry. Currently ammonium uranyl

189



carbonate is calcined in static tunnel kilns or semi-dynamic electric kilns, which has a number of
disadvantages, such as high energy consumption, poor product quality due to the non-uniform
temperature distribution in the same section of the reactor, and longer duration of the process.
Additionally, human contact with uranium and its compounds are highly toxic which can cause
progressive or irreversible renal injury and in acute cases may lead to kidney failure/death, which
necessitates faster and safer processing of these compounds.

Microwaves are a form of electromagnetic radiation with frequencies in rang of 0.3-300GHz.
Microwave processing is an alternative heating method which has the potential to overcome
conduction problems normally faced in the conventional heating process in addition to its
advantage of selective heating. Microwave heating has been accepted to be a promising method
for rapid volumetric heating, higher reaction rates and reduction in reaction times compared with
conventional heating methods [3]. In addition microwave has the potential to heat the materials
directly and at higher heating rates than conventional heating [4]. The heating of industrial
materials by microwaves has been under investigation for many years and has recently been
applied in the field of extractive metallurgy [5-7]. However possibilities of the preparation of
triuranium octaoxide from ammonium uranyl carbonate using microwave induced calcinations
has not been reported in the literature.

The purpose of the present work is to study temperature rising behavior of the ammonium uranyl
carbonate and relative materials in microwave fields. The effects of microwave irradiation time,
power, and weight of sample on the value of total uranium and of triuranium octaoxide were
investigated systematically, to indentify the optimal calcination onditions.

Experimental

Materials and method

Nuclear purity ammonium uranyl carbonate used in the present study was obtained from No.272 Nuclear
industry Factory, China National Nuclear Corporation, which hand particle size less than100um. Triuranium
octaoxide powders were prepared by means of thermal decomposition of ammonium uranyl carbonate, at
temperature of 873 K at atmospheres pressure. The X-ray diffraction pattern of the calcined powder indicated
the composition of U;Og, with the corresponding disappearance of the ammonium uranyl carbonate
ammonium uranyl carbonate-U;Og mixture of composition 0%, 5%, 10%, 15%, 20%, 25% and 30% is
prepared for experimentation by mixing calculated quantities of ammonium uranyl carbonate-U;Og and

grinding the mixture in a stainless steel ball mill for an hour.

Equipment for microwave heating

Microwave reactor employed in the present study is manufactured by Key Laboratory of Unconventional
Metallurgy, Ministry of Education, Kunming University of Science and Technology, which has the ability to
alter the power intensity from 0-3000W and to operate at a frequency of 2.40GHz. The system is equipped
with a water-cooled condenser. Temperature is controlled with the help of the temperature controller which
alters the microwave power to match the set temperature. The crucible that hold the sample material is made of
ceramic, while the temperature is measured using a type K thermocouple. A schematic of the

microwave-heating system is shown in Figure.1.
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Figure.1 Schematic diagram of microwave heating equipment

Microwave heating behavior for the ammonium uranyl carbonate and related materials

It is well known that materials can be categorized into three principal groups [8] according to the
interaction with microwave: transparent which are low loss materials, where microwave pass
through without any losses; conductors where microwaves are reflected and cannot penetrate;
and absorbing which are high loss materials, where microwaves are absorbed depending on the
value of the dielectric loss factor [9] Thus, it is essential to study the capability of ammonium
uranyl carbonate to absorb microwave energy for assessing its suitability to microwave heating
for performing thermal decomposition reaction.

A sample of 10g was placed in the crucible, which is positioned at the center of the microwave
chamber. The tip of the thermocouple is placed at the center of the sample for every test. The
effect of microwave irradiation time on the temperature rise of sample at an applied microwave
power of 700 W, corresponding to different mixture ratios of ammonium uranyl carbonate-U;Og
is presented in Figure.2. It can be observed from the figure that sample temperature increases
rapidly with an increase in the proportion of U3Og, in the mixture, depicting its ability to strongly
absorb microwave energy in presence of a weak absorber, ammonium uranyl carbonate. A
similar observation has been reported be Wei Ming Bao et al., [10]. It is well established that, the
addition of a material which has good microwave absorbing capacity with poor microwave
absorbing capacity, can have significant effects on the microwave absorption characteristics of
the poor absorber [11]. It can be seen that a 20% addition of ammonium octaoxide with
ammonium uranyl carbonate, resulted in an excellent increase in the sample temperature of 1100
K in 220 seconds. This well indicates the process feasibility to prepare triuranium octaoxide by
calcination of ammonium uranyl carbonate, under microwave fields.
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Figure.2. Curve of increasing temperature of ammonium uranyl carbonate and relative materials in
microwave field (P=700 W)
1-ammonium uranyl carbonate; 2,3,4,5,6,7- ammonium uranyl carbonate-U;Og mixture of composition 5%,
10%, 15%, 20%, 25% and 30% , respectively

Results and discussion
With the preliminary experiments showing a significant increase in the temperature rise of the sample, with
addition of 20% U;0Os, in comparison with addition of 15% with ammonium uranyl carbonate, a 20% addition

of U;0s is chosen to assess the effect of other parameters.

The effect of microwave irradiation time in the total uranium and U**

Experiments are carried out to assess the effect of microwave irradiation time on the value of
total uranium and U* of triuranium octaoxide. The calcination is performed with
U;0g-ammonium uranyl carbonate mixture of composition 20%, at 700W for six different
microwave irradiation times of 4, 6, 8, 10, 12, 14 minutes, respectively. Figure.3 shows the effect
of microwave irradiation time on the value of total uranium and U** of triuranium octaoxide.
The results indicated that the value of total uranium and U* of triuranium octaoxide increase
sharply with increase in microwave irradiation time until 6 minutes, and reaches an asymptote
with further increase in the microwave irradiation, indicating complete conversion of ammonium
uranyl carbonate within 10 minutes. Hence 10 minutes of processing time are chosen as the
optimal time for calcination.
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Figure.3 Relationship between microwave irradiation time on the total uranium and U** of triuranium
octaoxide

The effect of microwave power on the total uranium and U **

The calcinations process is a temperature dependent process and the rate of calcinations increase
with increase in the calcinations temperature. In a microwave induced process the temperature of
the calcinations process can be altered with the variation in the applied microwave power. The
effect of microwave power on the value of total uranium and U*" of triuranium octaoxide is
represented in Figure. 4. The Figure. 4 shows that the value of total uranium and U** of
triuranium octaoxide significantly increases with increase in the applied microwave power, with
the rate of increase significantly higher at lower microwave power than at higher microwave
power, with the rate of conversion reaching a plateau at higher microwave applied power. A
significant rise in the value of total uranium and U* is evident from the figure with the value
of total uranium and U*" of triuranium octaoxide reaching 84.10% and 27.43%, respectively
for microwave irradiation time 10 minutes, at a microwave power of 460 W, as compared to the
rise beyond. The increased rate of conversion with increase in the applied microwave power is
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due to the proportional increase in temperature of the sample, which reduces the activation
energy for the thermal degradation which promotes the rate of reaction. As the conversion
reaches an asymptote at a microwave applied power of 700 W, an optimal microwave applied
power is chosen as 700 W in the present study.
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Figure.4 Relationship between microwave power on the total uranium and ¢* of triuranium octaoxide

The effect of weight of the sample on the total uranium and U **

Figure.5 shows that the variation in value of total uranium and U*" of triuranium octaoxide
corresponding to the change in the weight of sample at an applied microwave power 700 W and
an irradiation time of 10 minutes. It can be observed from the figure that the weight of sample of
U;Og-ammonium uranyl carbonate mixture of composition 20%, do not show any significant
effect on the value of total uranium and U* of triuranium octaoxide in the range of test
covered in the present study (30-60g). Although microwave heating is a volumetric heating, for
opaque material, most the microwave will be absorbed on the surface of the material which gets
converted as heat. The difference in temperature at the surface to the inside temperature could
cause the heat dissipation through the mode of conduction heat transfer. As the heat transfer
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barrier increases with increase in the sample size, a marginal variation in the conversion could be
expected. As the variation in the sample weight covered in the present study is not significant the
effect of weight of the sample on the conversion rate is insignificant. In the work, the weight of
sample 60 g was chosen.
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Figure.5 Relationship between weight of sample on the total uranium and U*' of triuranium octaoxide

Conclusions

Ammonium uranyl carbonate has weak capability to absorb microwave energy, while triuranium
octaoxide has the very strong capability to absorb microwave energy and the sample temperature
increased rapidly with an increase mixture ratio of triuranium octaoxide.The value of total
uranium and U* of triuranium octaoxide increases with increase in microwave power and
irradiation time, while the increases in the weight of the sample do not show any significant
effect. The optimal condition is identified to be an applied microwave power 700W, with 10
minutes microwave irradiation time at a maximum sample of 60 g respectively. Under these
conditions the value of total uranium and U* of triuranium octaoxide is 84.28% and 31.02%,
which meet next procedure, indicating the feasibility to prepare triuranium octaoxide by
calcination from ammonium uranyl carbonate under microwave fields.
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Abstract

Molten Si-Al alloy, with the addition of Sn, was used for metallurgical grade Si purification by a
low-temperature solidification method, with the aim of improving the recovery rate of Si. In this
ternary melt, bulk Si was grown with a planar front by a directional solidification process under a
well-controlled thermal gradient and growth rate conditions, thereby reducing the contamination
of solvent metals. Effects of cooling rate, amount of Sn addition, and temperature gradient on the
quality of bulk Si were determined. The criterion for constitutional supercooling for single-phase
growth from multicomponent melts was employed to evaluate the growth process.

Introduction

Continued development of the photovoltaic (PV) industry has led to a high demand for solar-
grade silicon (SoG-Si), and keeping its production cost low is essential for the widespread use of
Si solar cells [1]. Until now, a number of efforts have been devoted to purify metallurgical grade
Si (MG-Si) by metallurgical methods. Si purification by alloy solidification offers several
advantages over other methods, such as a refining temperature lower than the Si melting
temperature (i.e., 1687 K) and an enhanced solid/liquid segregation tendency of impurities;
hence, this method has the potential to further reduce energy consumption and environmental
impact.

When considering the alloy solidification process, one focus is to evaluate the refining efficiency
amongst various solvent metals. In this regard, Cu[2], Ni[3], Sn[4-6], Fe[7,8], and Al[9-12] have
been extensively investigated. Another focus is the method for separating Si from the melt,
which is of great significance ensuring Si purity and reducing metal loss. However, very few
studies on these aspects have been reported to date. Recently, the Morita group proposed a bulk
Si growth method, which was originally used to produce thin layers for semiconductor
manufacturing, known as Liquid-Phase Epitaxy (LPE). This approach can afford high-quality
bulk Si and prevent its contamination by the melt. Nishi et al.[13] obtained bulk Si crystals in
44.7mol%Si-Al melt in the temperature range of 1273-1173 K, which decreased the Al impurity
to the level of its solid solubility in Si (about 200 ppmw at 1173-1273 K). Ohshima et al. and Ma
et al. also applied the same method to successfully produce bulk Si from Si-Cu[14] and Si-Sn[6],
respectively. From these results, Si-Sn alloy, with a moderated liquidus slope, revealed a larger
growth rate, indicating that Sn favored to bulk Si growth. Therefore, the Si-Al alloy with the
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addition of Sn was proposed as a ternary alloy system aimed at improving bulk Si growth by the
directional solidification process.

A basic understanding of Si directional growth from the ternary alloy Si-Al-Sn was investigated
in this work. The criterion for constitutional supercooling, which was a morphological
investigation of the solid/liquid interface, was studied in consideration of G/R (G was the
temperature gradient, and R was the growth rate of bulk Si) and alloy compositions.

Experimental

Bulk Si growth from Si-Al-Sn alloy

High purity Si (99.99999 wt% pure), Al shots (99.9 wt% pure), and Sn particles (99.9 wt% pure)
were used as raw materials. The compositions of the alloys are Si-61.5mol%Al-5mol%Sn, Si-
59.2mol%Al-10mol%Sn,  Si-56.1mol%Al-15mol%Sn,  Si-53.5mol%Al1-20mol%Sn,  Si-50.5
mol%Al-25mol%Sn, and Si-47.8 mol%Al-30mol%Sn, the liquidus temperature of which were
all 1173 K. A total mass of 0.3 g of metals were first weighed and pre-melted by an induction
furnace.
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Hole for thermocouple
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Gas outlet T(K)
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™
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Figure 1. Schematic diagram of (a) graphite crucible, (b) experimental apparatus for a directional

solidification process, and (c) a temperature profile for the center of a hot-zone.

A SiC electric furnace with a stepping motor and Proportional-Integral-Differential control
system was used for the directional growth of Si crystals as shown schematically in Figure 1.
Firstly, the pre-melted alloy in a dense graphite crucible with a lid (99.999 wt% pure, inner
diameter 3.5 mm, height 20 mm) was placed into a mullite tube, and then melted at 1223 K for
30 min. Secondly, the sample was moved downwards and cooled to 1073 K at a constant cooling
rate, which was controlled by the lowering rate of the mullite tube and the temperature gradient
of the furnace. The lowering rate was varied in the range of 0.02-0.08 mm/min under the
temperature gradient of 3.13-4.69 K/mm. Finally, the sample was removed from the top of the
furnace and quickly quenched in water in order to evaluate the state of solidification. A
Pt30%Rh-Pt6%Rh thermocouple was used and positioned in the center of the crucible to
measure the temperature changes during the solidification process. All experiments were carried
out in an Ar atmosphere (99.999 wt% pure) at a flow rate of 200 mL/min, in which the moisture,
CO,, and O, were eliminated by passing successively through silica gel, soda lime, magnesium
perchlorate, and magnesium turnings heated at 823 K.
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After the directional solidification process, the above mentioned samples were cut parallel to the
temperature gradient in two equal parts, followed by a polishing treatment, and observed by
Optical Microscopy (OM, Olympus BX60, Japan).

Results and Discussion

Principle of bulk Si growth from Si-Al-Sn alloy melts by directional solidification method
(b)

(@)

High temperature

Si

Si erystallizing

JustpraE
aunpeaadwag,

Si

Low temperature

Figure 2. (a) Three-dimensional phase diagram of Si-Al-Sn, and (b) schematic image of bulk Si
growth from alloy melt by a directional solidification method.

Figure 2 (a) illustrates a three-dimensional phase diagram of Si-Al-Sn in which Si with a
composition of X could precipitate as a first solid phase from the ternary alloy melt as the
temperature decreases. As shown in Figure 2 (b), when the ternary melt was placed in a
temperature gradient region and moved downward at a low constant rate, the low temperature
melt region at first became oversaturated Si and then overcame any kinetic barriers for Si
crystals nucleation and growth [15]. With continuous fall in temperature, the amount of bulk Si
was further increased, and grew directionally. During this process, the driving force for Si
growth was considered to be the slow cooling of the saturated melt.

For the binary alloy system, the kinetics of Si growth has been discussed by assuming that the Si
growth was mainly controlled by the diffusion transport of Si in the melts, and so the growth rate
of bulk Si has been successfully expressed by the steady-state diffusion equation for Si in binary
alloy system, as shown in Eq.(1),

oX, or

V=D _ .—Sinmls, X
Siin melts aT ax ( )

! ' i i ii 6XSi in melts
Here, the Ds; in melt denotes the diffusion coefficient of Si in the alloy melts, the —=22= and

oT - . . .
P are the liquidus slope and temperature gradient, respectively. Therefore, the growth rate of Si
X

was determined by (1) diffusion coefficient of Si in melts, (2) liquidus slope, and (3) temperature
gradient. The first two terms denote the physical properties of the alloy, and the last is the
performance of the heating equipment. As compared with binary alloy, the ternary alloy system
became complicated because the liquidus was a surface and solute diffusive interactions may
have occurred. The Si growth from Si-Al-Sn melt was then investigated.
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Lowering rate:  (a) 0.02mm/min (b) 0.04mm/min (c) 0.08mm/min
Cooling rate: 0,063 K/min 0.126 K/min 0.252 K/min
Sample No.: J2-3 J4-2 J8-2

Figure 3. Photos of Si-53.5mol% Al-20mol%Sn samples with varying lowering rate
(Temperature gradient of 3.13 K/mm; Temperature range of 1173-1073 K)

In Figure 3 (a) bulk Si with a planar interface was formed under steady growth solidification at a
cooling rate of 0.063 K/min, and the length of the bulk Si was about 1.09 mm. As the cooling
rate increased, the in-between interface was developed with dendritic crystals as shown in Figure
3 (b), while the rough interface was found in Figure 3 (c) obtained at a cooling rate of 0.252
K/min. Analysis by OM of the magnified views of the interface are shown in Figure 4. No
inclusions were found in the bulk Si of sample J2-3, while some metal inclusions were left in the
bulk Si of sample J4-2 and J8-2, indicating that the occurrence of interfacial breakdown at a high
cooling rate was accompanied by trapping of solvent melts. This is because Si atoms near the
interface have enough time to diffuse and solidify in a stable state at a slow cooling rate, forming
a planar interface on a macroscopic scale. A high cooling rate could cause constitutional
supercooling of the melt ahead of the solid Si front, which is able to trigger nucleation on
available nucleating particles, resulting in the instability of the interface and the reduction of
bulk Si. According to these three types of interface morphologies, the criterion for constitutional
supercooling was applied to investigate the effects of G/R and alloy compositions on the bulk Si
growth. Here, R was the growth rate of bulk Si, which was determined by the thickness of the
bulk Si during the duration of directional solidification experiments. This was listed in Table 1.
The value of G/R was plotted against the content of Si in Si-Al-Sn alloy as shown in Figure 5
together with the reported results in the Si-Al system.
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nclusions

Figure 4. OM images of Si-53.5mol%Al1-20mol%Sn with varying lowering rate.
(a) 0.02mm/min, (b) 0.04 mm/min, and (c) 0.08 mm/min.
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Figure 5. Relationship between the solid/liquid interface and growth conditions.

As shown in Figure 5, there are two separate regions according to whether or not constitutional
supercooling occurred. In Region I, stability conditions were provided for bulk Si with a planar
interface growing from melts, and the instability of the interface could be eliminated by the
application of a sufficiently large temperature gradient and sufficiently low growth rate, namely,
a larger value of G/R. With the increasing content of Si, the requirement of G/R was obviously
decreased. In Region I, constitutional supercooling occurred which was produced by rejection of
solvent in front of the growing front, and the interface became increasingly unstable, possibly
forming a coarse interface. Therefore, the constitutional supercooling became more pronounced
in Si-Al-Sn melts with decreasing content of Si, and the unstable growth morphologies occurred

more easily.
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Figure 7. Theoretical solid fraction of Si in Si-Al-Sn, 70mol%Si-Sn and 44.7mol%Si-Al alloy
systems.

Based on the above results, the growth rate of Si in Si-Al-Sn melts under stable growth
conditions was plotted against the temperature gradient in Figure 6, together with the reported
results in 44.7mol%Si-Al and 70mol%Si-Sn alloy systems. The lowering rate in these
experiments was fixed at 0.02 mm/min. For the Si-Al-Sn alloy system, the growth rate of Si has
a linear relationship with the temperature gradient, and it increased with the increasing
temperature gradient. Additionally, with increasing Sn content, Si-Al-Sn alloy with reducing
content of Si showed a lower growth rate, which revealed that the Si growth rate was also limited
by the content of Si. As compared with 70mol%Si-Sn and 44.7mol%Si-Al alloy systems, the
growth rate of Si in Si-Al-Sn alloy tends to be a little lower, but with a similar order of
magnitude. It can be explained using the theoretical solid fraction of Si as shown in Figure 7.
The 70mol%Si-Sn alloy precipitated the highest amount of solid Si at a temperature range of
1633-1603 K. More Si could be precipitated from the melts per time unit, namely, high Si
growth rate. While Si-Al-Sn alloy with liquidus temperature of 1173 K revealed a low solid
fraction of Si at temperature range of 1173-1073 K, therefore resulting in a low Si growth rate.
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Conclusions

Bulk Si was obtained from the Si-Al-Sn alloy system by the directional solidification method,
which could be applied to separate Si from the solvent. Based on the effect of G/R and alloy
compositions on the solid/liquid interface, Si-Al-Sn alloy with high content of Si and/or high
G/R ratio were found to be beneficial for bulk Si growth with a planar interface; otherwise,
constitutional supercooling occurred, resulting in an unstable interface. The Si growth rate
increased monotonously with the Si content and the temperature gradient.
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Abstract

Al-Si alloy, a precursor of solar grade silicon, was prepared by direct electrolysis in cryolite
molten salt at 950 °C using high purity silica as material, liquid aluminum as the cathode and
high purity graphite as the anode. The electrochemical behavior of Si(IV) ion was investigated
using cyclic voltammetry method. The electrolysis products were characterized by XRD,
SEM/EDS and ICP. The results indicate that the reduction process of Si(IV) on tungsten
electrode is a two-step process and there is about 0.6 V gap between the two steps. The contents
of boron and phosphorus in the aluminum-silicon alloy are 3 ppmw and 8 ppmw, which will
make the directional solidification purification effectively and reduce the cost of preparation
solar grade silicon from metallurgical grade silicon.

Introduction

Solar energy as a renewable energy, with inexhaustible potential, and without pollution, attracts
more and more attentions over the world. Using the photoelectric converter in order to convert
solar energy into electrical energy is so far the most common use of the solar cell.”""?! At present,
more than 95% of the solar cells are using silicon as substrate. In the past few decades, demands
for photo-voltaic (PV) cells have significantly increased.” ¥ In photo-voltaic industry, Si
materials have been widely employed for the fabrication of commercial solar cells for decades.
Most of Si raw materials used for solar cells are high-cost solar grade (SOG), which act as
barriers for the cost reduction of cell fabrication. Therefore, up to date, various methods of the
production of solar grade silicon have been proposed.”!

The production technologies of solar grade silicon mostly include Simens process, silane process
and metallurgical process.!) Directional solidification is a usual metallurgical route to remove
impurities from metallurgical grade (MG) Si,!” this approach is very effective to remove metallic
impurities such as Cu, Al and Fe due to their small segregation coefficients (ratio of the impurity
content in solid Si to that in liquid Si), but, this method is useless for the impurity with large
segregation coefficients, such as phosphorus and boron (kp=0.35, kz=0.8).* %

In recent years, the development of an electrochemical reduction technique using molten salt has
been proposed, particularly for the production of metal from its oxide.!'” Molten salt electrolysis
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as new production processes for SOG-Si, which allows reduction of the economic cost and
energy consumption, and probably has a sufficient productivity.''! In these investigations,
10, or K,SiFe"*! dissolved in molten salt electrolyte, like LiF-NaF-KF, LiF-KF, or NaF-
AIF;!'® was used in order to obtained elemental Si. One of the most serious problems of these
attempts, however, was the fact that Si was electrodeposited in the solid form"'”). This makes it
difficult to separate the Si deposit from the molten salt, since the conductive properties of silicon
is poor.

The objective of this paper is to present a molten salt electrolysis for the production of Al-Si
alloy as a precursor of solar grade silicon with the low boron and phosphorus contamination.

Experimental

Silica (S10,>99.99%, mass fraction) was used as raw material. NaF salt was dried before
experiments under vacuum at 473°C for 24 hours to remove moisture. Anhydrous AlF; was
prepared by AlF;*3H,0 using dehydration techniques under the conditions of vacuum at 1050 °C.
NaF-AlF;-Al,O5 salt mixture was used as the electrolyte. Each experiment about 200 g of salt
were brought into high purity graphite crucibles inside the medium-frequency induction furnace
under argon atmosphere and at a constant temperature of 950 °C. The anode was prepared by
connecting a 15 cm height and 20 cm diameter high purity cylindrical graphite to a stainless steel
rod. This assembly was covered with quartz to prevent short-circuiting of electrodes and
undesired interactions with the gases formed inside the cell vessel. Pure liquid aluminum was
used as the cathode. A schematic diagram of the experimental apparatus was shown in Figure 1.

%1

— 2

10

~N O O A~ W

Figure 1. A schematic diagram of the experimental apparatus
1-anode rod; 2-corundum tube; 3-electric furnace; 4-iron crucible; 5-graphitecrucible; 6-
corundum crucible; 7-electrolyte; 8-aluminum liquid; 9-graphite anode; 10-cathode rod.

In the cyclic voltammetry experiment, the electrochemical measurement equipment is
AUTOLAB PGSTAT30 electrochemical workstation by a computer using the research software
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GPES. The schematic view of the measurement cell was shown in Figure 2. Electrochemical
measurements were performed were performed under Ar atmosphere. Tungsten wire (diameter 1
mm) was chosen as working electrode, the counter electrode was the graphite crucible (diameter,
100 mm; height, 105 mm), and the reference electrode was a platinum wire (diameter 0.5 mm).

111
=
g/
«

Figure 2. Schematic view of electrochemical experiment set-up
1-Ar gas; 2-gas conduit; 3-cooling-jacket; 4-reference electrode; S-stainless steel crucible; 6-
thermocouple; 7-Corundum tube; 8-work electrode; 9-graphite crucible; 10-Silicon carbide
heating element furnace.

Scanning Electron Microscope (SEM, SUPERSCAN SSX-550, acceleration voltage was 15 kV)
was used to observe the morphology of the products, and the composition of the sample was
determined by an energy-dispersive X-ray spectrometer (EDS). The phase of the reduction
products was identified by X-ray diffraction (XRD, X pert Pro, PANalytical Co.) using Cu Ka
radiation in the range of 10° to 90° (20) with a step of 5°/min. The boron and phosphorous
content in the products were analyzed by inductive coupled plasma-atomic emission
spectrometry (ICP-AES).

Results and Discussion

Cyclic Voltammetry

Cyclic voltammograms was carried out on tungsten electrode in the NaF-AlF3 (the molar ratio
are NaF/AlIF;=2.2 : 1)-ALL 03 (1.5 wt.%)-SiO; (3.0 wt.%) melts at 950 °C. Before adding SiO,, a
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blank measurement was performed, as shown in Figure 3. The scan potential starts from 0 V to
—2 V with a scan rate 10 mV/s, and the second inflexion potential is =2 V. There are two oxide
current peaks (P,; and P,,) and two reduction current peak (P, and P.;) on the whole cyclic
voltammogram. The cathodic current arising at about —1.4 V is due to Al formation, the current
peak of P, and P, corresponds to oxidation of the deposited aluminum and the reduction of A"
ions, respectively. P,; and P, are the redox current peak of Na.
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Figure 3. Cyclic voltammogram at the tungsten electrode in the NaF-AlF3;-AL,O3 (1.5 wt.%)
molten salt at 950 °C, electrode area 0.316 cmz, scan rate: 10 mVs .
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Figure 4. Cyclic voltammogram at the tungsten electrode in the NaF-AlF3;-AL,Os (1.5 wt.%)-SiO,
(3.0 wt.%) molten salt at 950 °C, electrode area 0.316 cm?, scan rate: 10 mVs .

Figure 4 is a typical cyclic voltammogram at tungsten electrode in NaF-AlF3;-Al,O3 (1.5 wt.%)-
Si0O; (3.0 wt.%) molten salt. The scan potential section is from 0 V to 2 V, and the open circuit
potential is —0.3 V before scanning. The deposition of silicon takes place at potential more
positive than aluminum deposition. Figure 3 shows that the reduction potential of Al is begin at
—1.4 V, therefore, the reduction current peak of P corresponds to the reduction of silicon ions.
It is noted that before the reduction current peak of P, there is a small reduction peak P4 at the
potential of —0.55 V, and the oxidation peak P,4 is corresponding to the reduction peak P4 in the
cyclic voltammogram. The reduction peak P, can be attributed to reduction of silicon step
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reaction: Si(IV) + 2e = Si(Il), the product is soluble Si(Il) ions. Therefore, the reduction peak
P at the potential of —1.15 V corresponding to reaction is: Si(Il) + 2¢” = Si. JIA Ming and LAI
Yan-Qing!'” also pointed out that the reduction process of Si(IV) is a two-step.

Potentiostatic electrolysis

Al-Si alloys were prepared by potentiostatic electrolysis from the NaF and AlF; (molar ratio=2.2 :
1) containing 1.5 wt% of Al,O3 and 3 wt% of SiO, melts at 950 °C under Ar atmosphere. Al,03
was added to stabilize Si(IV) species and to increase the solubility of SiO,. The anode was high
purity graphite. A liquid Al of 99.9 wt% purity was used as the starting material for the cathode,
which could absorb electrodeposited Si up to 45 wt% at the experimental temperature.
Electrolysis was carried out by potentiostatic electrolysis at —1.2 V for 6 hours, which
corresponds to a current density of around 0.5 A/cm?. After electrolysis, Al-Si alloys were held
for 30 min under the melts at the working temperature for sufficient interdiffusion and shaping
up. Then, the mixture was gradually cooled down to the room temperature, spherical bulk alloys
can be obtained.

Characterization of the Al-Si alloy

Figure 5 shows the complicated XRD patterns of Al-Si alloys obtained by potentiostatic
electrolysis. EDX analysis confirmed that atomic composition was Al : Si =87.23 : 12.77 in the
alloy layer. The XRD pattern of the sample confirms the formation of Als »;Sig47 phase. From the
analyses of the electrolyzed samples, the formation reactions of the Al-Si alloys and the
corresponding equilibrium potentials will be summarized.

* AL, Sy

Counts (A. U.)

10 20 30 40 50 60 70 80 90
Diffraction Angle/(20)
Figure 5. X-ray diffraction analysis of the Al-Si alloy obtained by potentiostatic electrolysis at
—1.2 V in the Na3AlFs (CR=2.2)-Al,03 melts for 6 h at 950 °C.

The electrolysis products obtained were analyzed by SEM and EDX as shown in Figure 6. Figure
6(a) shows an SEM image of the cross-section of the Al-Si alloy which was obtained by
potentiostatic electrolysis at —1.2 V. A red dashed circle region in Figure 6(a) was enlarged and
shown in Figure 6(b). It can be seen that the cross-section existed three distinct layers. The EDX
analysis performed simultaneously with SEM observation demonstrates that the white area
consists of Al, Si, and Fe. Iron might be derived from the stainless steel anode rod. The black
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area in the middle is composed of Si crystals. It is well known that during the cooling down of
Al-Si melt, the supersaturated Si is inclined to segregate.
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Figure 6. (a) SEM images of the cross-sectional of Al-Si alloy, (b) Enlarged SEM images of a Si
product embedded in the Al-Si alloy in (a), a red dashed circle, (¢) EDS energy spectrum of point
Py, (d) EDS energy spectrum of point P,, (¢) EDS energy spectrum of point Ps.

The mixture of Al-Si alloy and precipitated Si was dipped in a diluted HCI solution, Al and Fe
can be easily removed by diluted HCI solution leaching. After acid leaching and deionized water
cleaning, the flake-like Si crystals were obtained. The impurity contents of final Si products were
determined by an ICP-mass, as shown in Table 1. It can be seen that the B and P impurities is
very low in the Si products. The level of iron and nickel was found to increase slightly during the
electrolysis due to brought by the oxidization of anode rod.

Table 1 Impurity contents of the Si products (ppmw)

Impurities Si products
B 3.0
P 8.0
Al 1800
Fe 420
Ni 123
C 120
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Conclusion

In this article, preparation of Al-Si alloy using high purity silica as material by electrolysis
reduction was investigated. According to the cyclic voltammogram of molten NaF-AlF;-Al,O;-
Si0,, the reduction process of Si(IV) on tungsten electrode is two-step mechanism involving an
intermediate product Si(Il). The first reduction peak at the potential of —0.55 V corresponds to
the formation of Si(Il), and the second reduction peak at —1.15 V corresponds to the formation of
Si(IV). The product of Al-Si alloy was leached by diluted HCI solution, which make the silicon
purity reaches 99.8 at.%. The content of impurity boron and phosphorus in the silicon are 3.0
ppmw and 8.0 ppmw, respectively, which has already reached the quality requirement of SOG-Si.
It is easy to remove the impurities of Al, Fe, and Ni in Al-Si alloy by directional solidification to
produce solar grade silicon.

Acknowledgements
The authors would like to acknowledge the financial support from the National Natural Science
Foundation of China (Nos. 51322406, 51104042, and 51074046), the Program for New Century
Excellent Talents (NCET-13-0107), Ministry of Education of China, and the Fundamental
Research Funds for the Central Universities (No.N120402009 and No.N120405006).

References

—_

. Parida B, Iniyan S, and Goic R, “A review of solar photovoltaic technologies,” Renewable and
Sustainable Energy Reviews, 15(3), (2011), 1625-1636.

2. Dennis Elwell and Robert S. Feigelson, “Electrodeposition of solar silicon,” Solar Energy
Materials, 6(2), (1982), 123-145.

3. T.M. Bruton, “General trends about photovoltaics based on crystalline silicon,” Solar Energy
Materials & Solar Cells, (2002), 3-10.

4. Miiller Aet al., “Silicon for photovoltaic applications,” Materials Science and Engineering: B,
134(2-3),(2006), 257-262.

5.Gu X, Yu X, and Yang D,“Low-cost solar grade silicon purification process with Al-Si system
using a powder metallurgy technique,” Separation and Purification Technology, 77(1), (2011),
33-39.

6. Braga A F Bet al., “New processes for the production of solar-grade polycrystalline silicon: A
review,” Solar Energy Materials and Solar Cells, 92(4), (2008), 418-424.

7. Su Het al., “Preparation, microstructure and dislocation of solar-grade multicrystalline silicon
by directional solidification from metallurgical-grade silicon,” Transactions of Nonferrous
Metals Society of China, 22(10), (2012), 2548-2553.

8. Ding Zet al., “Boron removal from metallurgical-grade silicon using lithium containing slag,”
Journal of Non-Crystalline Solids, 358(18-19), (2012), 2708-2712.

9. Morita K and Miki T., “Thermodynamics of solar-grade-silicon refining,” Intermetallics,
11(11-12), (2003), 1111-1117.

10. Lee S, Hur J, and Seo C., “Silicon powder production by electrochemical reduction of SiO,
in molten LiCI-Li,O,” Journal of Industrial and Engineering Chemistry, 14(5), (2008), 651-
654.

11. Oishi Tet al., “Process for solar grade silicon production by molten salt electrolysis using

aluminum-silicon liquid alloy,” Journal of the Electrochemical Society, 158(9), (2011), E93-

E99.

216



12. Yasuda Ket al., “Direct electrolytic reduction of solid SiO, in molten CaCl, for the
production of solar grade silicon,” Electrochimica Acta, 53(1), (2007), 106-110.

13. Cho S K, Fan F F, and Bard A J., “Formation of a silicon layer by electroreduction of SiO,
nanoparticles in CaCl, molten salt,” Electrochimica Acta, 65(2012), 57-63.

14. Xiao Wet al., “Rationalisation and optimisation of solid state electro-reduction of SiO; to Si
in molten CaCl, in accordance with dynamic three-phase interlines based voltammetry,”
Journal of Electroanalytical Chemistry, 639(1-2), (2010), 130-140.

15. Cai Jet al., “Purification of metallurgical grade silicon by electrorefining in molten salts,”
Transactions of Nonferrous Metals Society of China, 22(12), (2012), 3103-3107.

16. Haarberg G Met al., “Electrodeposition of silicon from fluoride melts,” Electrochimica Acta,
100(2013), 226-228.

17. JIA Minget al., “Electrodeposition Behavior of Silicon From Nas;AlF¢-LiF Melts,” Acta
Physico-Chimica Sinica, 27(5), (2011), 1108-1115.

217



EPD Congress 2015

Edited by: James Yurko, Antoine Allanore, Laura Bartlett, Jonghyun Lee, Lifeng Zhang, Gabriella Tranell,
Yulia Meteleva-Fischer, Shadia Ikhmayies, Arief Suriadi Budiman, Prabhat Tripathy, and Guy Fredrickson
TMS (The Minerals, Metals & Materials Society), 2015

EFFECT OF TEMPERATURE IN EXTRACTION OF HIGH PURITY
AMORPHOUS SILICA FROM RICE HUSK FOR SILICON
PRODUCTION.

C. E. Ilochonwu', C. O. Nwajagu', I. U.Onyenanu?, E. I. Nwonye'

'Scientific Equipment Development Institute Enugu, Nigeria.
*Department of Mechanical Engineering, Anambra State University, Nigeria.

Keywords: Silica, Rice Husk Ash, Burning
Abstract

This work shows how pure silica was derived directly from rice husks ash (RHA) in different
temperatures for reduction to Silicon (Si). The processes to form Si materials are usually
complex, costly and energy-intensive. The silica in the ash undergoes structural transformations
depending on the conditions of combustion. A high purity silica was produced at 650°C after
burning the rice husk (RH) for up to 7 hours. The purity of the silica was determined by
dissolving the RHA with alkali solution to form sodium silicate solution of pH 11.0. This was
added to hydrochloric acid of pH 1.5 which lowered the pH of the solution to 4.0 to form silica
gels. The silica gels produced were washed and dried to powder and then characterized using
XRD and EDX techniques. This study was done to reduce energy waste and environmental
pollution in Nigeria as silica is used to develop many materials.

1. Introduction

Globally, approximately 550 million tonnes of rice paddy is produced each year. On average
20% of the paddy is husk, giving an annual total production of 120 million tonnes [1]. Rice husk
biomass waste is very much abundant in Ebonyi State, Nigeria and other parts of northern
Nigeria. This waste material can be found elsewhere and oftentimes we can see piles of rice
husks at the back of the rice mill where they are stacked for disposal or some are thrown and
burned on road sides to reduce its volume. This waste can be converted into fuel for domestic
and wealth creation for other applications [2].

Rice husks are one of the largest readily available but most under-utilized biomass resources,
being an ideal fuel for electricity generation. Rice husk is unusually high in ash compared to
other biomass fuels close to 20%. The ash is 92 to 99.99% silica, highly porous and lightweight
with a very high external surface area. Its absorbent and insulating properties are useful to many
industrial applications [3].

The silica in the ash undergoes structural transformations depending on the conditions (time,
temperature etc.) of combustion. At 550°C to 700°C amorphous ash is formed and at
temperatures greater than this crystalline ash is formed. These types of silica have different
properties and it is important to produce ash of the correct specification for the particular end
use. The technology of converting rice husk ash to amorphous silica is to dissolve it in acid/base
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solutions to form precipitate or gels. This can be washed and dried to yield the intended product

[1].
2. Materials and Methods

2.1 Preparation and Burning of Rice Husk

This study was developed by using the facilities and chemical laboratory at the Civil and
Environmental Engineering Department of Worcester Polytechnic Institute Massachusetts, USA.
The rice husk (RH) used in this investigation was supplied by BSG HandCraft USA which they
are using as needed to improve filter bed performance of wheat beer or other high protein mashes
as normal usage up to 5%. The rice husk is not treated with anything before burning it to ashes.
First the rice husk was sieved in a sieving system that collected the retained rice husks in the
USA Standard Test Sieve No.8 of 2.38mm. 30 pieces of rice husk were measured with the
average length of 8.64mm, width of 2.09mm and thickness of 0.17mm.

Based on literature data, amorphous silica is produced when burning rice husks in the presence
of oxygen for a long time at temperature below 700°C [4]. So, an incineration temperature of
550°C, 600°C and 650°C was chosen. The husks were burned inside a muffler furnace. For each
burning 1000g of rice husks was put inside a steel basket and placed inside the furnace under
static air for 7 hours at heating rate of 7.01°C/min. After each burning the rice husk ashes in the
furnace were allowed to cool down overnight and then collected for chemical treatment.

2.2 Silica Extraction

Silica was extracted from rice husk ash (RHA) after each burning at different temperature, 250ml
portions of 1 N NaOH were added to 50g of RHA samples and boiled in a covered 500ml beaker
for 1 hour with constant stirring using magnetic stirrer to dissolve the silica and produce a
Sodium Silicate solution [5]. The solutions were filtered through Whatman No.41 ashless filter
paper after the solution was allowed to cool to room temperature.

Deionized water was added to residue silicate solution to get the pH up to 11. Acidic solution of
hydrochloric was prepared by adding 6M hydrochloric acid to 100ml of deionized water until pH
1.5 was reached. The acidic solution was added with constant stirring to silicate solution of pH
11 until pH 4 was reached and gel formation was promoted by incubating it at room temperature
for overnight [6].

The silica gels produced were crushed inside the beakers, dispersed in deionized water of 100ml
and the slurry was centrifuged at 5000rpm for 10min to remove soluble salt, the supernatant were
discarded and the gels were subjected to washing and then dried at 80°C for 24 hours to obtain
pure powder silica.

2.3 Analyses

X-ray diffraction (XRD) patterns of ground silica powder samples were obtained by using a
Bruker Advanced X-ray Solution D8 Advance at Life Sciences and Bioengineering Center of
Worcester Polytechnic Institute (WPI) MA, USA. Using an acceleration voltage of 40KV and
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current of 40mA. 2-Theta was scanned from 5° to 55°, at a scanning speed of 2sec/step in the
increment of 0.05.

After XRD measurement the silica powder samples were coated with carbon of 15nm in
thickness to aid conductivity for the energy dispersive X-ray (EDX) and scanning electron
microscope (SEM) measurement to characterize the particle morphologies of the sample.

3. Results and Discussion

3.1 Burning of Rice Husk

The table I below summarizes the percentage loss in weight after burning RH at different
temperatures.
Table 1. Different burning temperatures of rice husk (RH).

Rice husk | Temperature Weight of RH Weight after | % loss. | Ash color after
specimen. (°O). before burning (g). | burning (g). burning.

A 550 1000 181.7 81.83 Dull White

B 600 1000 180.3 81.97 | White

C 650 1000 192.6 80.74 | White

3.2 Characterization of rice husk ash

3.2.1 XRD Analysis

The reactivity and health issue of silica is based on its crystal structure. Crystalline silica is less
reactive to chemical treatment and may serve as carcinogenic while the amorphous silica is
rather very reactive and with no harmful effect to human [7]. The comparison of XRD spectra of
the untreated and treated RHA at 550°C, 600°C and 650°C are shown in figure 1, 2, and 3
respectively. While in figure 4 and figure 5 we have XRD spectra comparison for the all
untreated rice husk ash and treated rice ash at temperature of 550°C — 650°C. From the figure 1,
2, 3, 4 and 5 a broad peak spanning 2-theta angle range of 22.75 to 24 degree confirms the
amorphous nature of silica from rice husk. In figure 3 it indicates that RHA at 650°C shows
broad peak of 2-theta of 23.15 degree both on the untreated and treated with a line count
difference of 29.
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Figure 1. X-ray diffraction spectra of rice husk ash at 550°C.
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Figure 2. X-ray diffraction spectra of rice husk ash at 600°C.
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Figure 3. X-ray diffraction spectra of rice husk ash at 650°C.
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Figure 4. X-ray diffraction spectra of untreated rice husk ash at 550°C — 650°C
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Figure 5. X-ray diffraction spectra of treated rice husk ash at 550°C — 650°C.
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3.2.2 SEM Analysis

The untreated RH silica saves the unique 3D porous structure that comes from the outer
epidermis of natural rice husks. SEM image of RH in figure 6 reviews RH silica from outer
surface of a rice husk at low magnification. The image confirms that the nanoporous structure is
well organized. The morphological features of the untreated and treated RHA at 600°C and
650°C are shown in figure 7 and figure 8 respectively. From these figures the RHA shows a
porous and multifaceted particle shape and size. Knowing that the main components of rice husk
includes silica, cellulose, hemi-cellulose, and lignin [3]. The porous and honeycomb morphology
seen in the figure 7 and 8 can be attributed to the burning out of the organic components in the
rice husk during combustion. The solid hydrated silica subsequently polymerizes to form a
skeletal silica network which may explain the flaky and honey comb-like structure in the SEM
picture of figure 7 and 8.

. ——— . — b
Figure 7. SEM of (a). Untreated RHA and (b). Treated RHA both at 600°C with 3 spectra.
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Figure 8. SEM of (a). Untreated RHA and (b). Treated RHA both at 650°C.

3.2.3 EDX Analysis

Burning of RH to RHA at 650°C was more effective for elements (carbon, calcium, potassium,
and phosphorus) removal than at 550°C and 600°C as shown in table I and table II for ash colour
change and compound percentage respectively. The corresponding EDX spectra of points
identified in figure 7 and 8 for RHA gotten at 600°C (untreated and treated) and 650°C (untreated
and treated) respectively are shown in figure 9, 10, 11 and 12. The analysis revealed a high silica
rich solid with porous and sponger or honeycomb morphology. See table II for the percentages of
silica extracted after burning followed by chemical treatment was much higher at 650°C. Before
chemical treatment the ash gotten at 650°C has shown that you can have purity silica as observed
in XRD and EDX and when treated with chemical a much more high-purity amorphous silica is
obtained.
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Figure 9. EDX of untreated RHA at 600°C.
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Figure 10. EDX of treated RHA at 600°C.
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Figure 11. EDX of untreated RHA at 650°C.
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Figure 12. EDX of treated RHA at 650°C.
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Table II. Percentage of compound in the RHA.

Element. | 650 Treated 650 Untreated 600 Treated | 600 Untreated | Formula
RHA. RHA. RHA RHA
C - - - 10.71 CO,
Si 100 95.54 97.89 87.34 Si0,
P - 1.35 - 1.08 P,05
S - - - - SO;
K - 1.89 - 0.88 K,0
Ca - 1.22 2.11 - CaO

4. Conclusions

The authors investigated the effect of temperature in extraction of silica from rice husk and were
able to extract high-purity amorphous silica at 650°C. And from analysis it agreed with literature
that rice husks have lots of silica when burnt in the presence of air. Extensive work is still
required in order to gain sufficient knowledge and understanding in silica extraction by varying
the pH levels and silica reduction to silicon for solar cell production. Also, extensive work on
burning RH at 650°C and varying the burning time should be done knowing fully well that it is
more advantageous to work with amorphous silica than crystalline silica from quartz.

5. Acknowledgments

The authors would like to thank National Agency for Science and Engineering Infrastructure
(NASENI)-WORLD BANK STEP B program and the Africa University of Science and
Technology (AUST) Abuja Nigeria for their financial support. The efforts of technical staff of
Civil and Environmental Engineering, Worcester Polytechnic Institute MA, USA is also
acknowledged.

References

1. Marvin Dodson, “Chemically reactive concrete stains” US Patent No: 6500249B1.
Alexis T. Belonio, Rice Husk Gas Stove Handbook (Central Phillippine University, Iloilo City,
Phillippines 2005), 15-17.

3. D. S. Jung et al., Recycling rice husks for high-capacity lithium battery anodes.
(www.pnas.org/cgi/doi/10.1073/pnas.1305025110).

4. N. Yalcin and V. Sevinc, “Studies on silica obtained from rice husk,” Ceramics International. 27
(2001), 219-224.

5. S. R. Kamath and A. Proctor, “Silica gel from rice hull ash: preparation and characterization,”
Cereal Chem. 75, (1998), 484-487.

226



6. U. Kalapathy, A. Proctor and J. Shultz, “An improved method for production of silica from rice
hull ash,” Bioresource Technology 85, (2002), 285-289.

7. K. K. Larbi, “Synthesis of High Purity Silicon from Rice Husks” (M.Eng. thesis, University of
Toronto, 2010), 50-65.

227



EPD Congress

SYMPOSIUM: SOLAR CELL SILICON

Crystallization and
Mechanical Properties

Arief Budiman,
Singapore University of
Technology and Design



EPD Congress 2015

Edited by: James Yurko, Antoine Allanore, Laura Bartlett, Jonghyun Lee, Lifeng Zhang, Gabriella Tranell,
Yulia Meteleva-Fischer, Shadia Ikhmayies, Arief Suriadi Budiman, Prabhat Tripathy, and Guy Fredrickson
TMS (The Minerals, Metals & Materials Society), 2015

NUMERICAL MODELING OF STRESS DISTRIBUTION IN A BI-GRAIN
SMALL SCALE SILICON INGOT INCLUDING CRUCIBLE
DEFORMATION

Sylvain Gouttebroze', Mohammed M'Hamdi'
' SINTEF MK, Forskningsveien 1, Oslo, 0340, Norway

Keywords: Silicon, Solidification, Stress, Finite Element, Dislocation, Crystal plasticity

Abstract

In a previous work, a small scale Bridgman furnace has been used to study silicon bi-grain
crystallization at different cooling rate. This work expands the analysis by studying the
mechanical interaction between the crucible and ingot during the solidification and cooling. The
thermal model is based on a 2D-axisymetric heat-transfer model. The flux histories are then
transferred to the ingot-crucible 3D-model. Anisotropic Elastic and Crystal Plasticity model are
used to model the silicon deformation. Four different assumptions are applied to model the
mechanical contact crucible-ingot and three grain misorientations are considered. The results
show the strong impact of the alumina crucible contraction on the stresses and deformations in
the silicon ingot.

Introduction

Commercial module efficiencies range from 14% to 21% for monocrystalline Si modules and
from 12% to 18% for multi-crystalline Si modules [1]. The reason for this is the higher defect
content in multi-crystalline wafers produced by directional solidification compared to
Czochralski grown Si ingot. Recently, a novel approach [2-3] has been tested to bridge the
efficiency gap to mono-crystalline Si by using seeded-growth technique in directional
solidification of mc-Si. Mono-like crystalline silicon ingots are then fabricated using a Cz mono-
seed layer with carefully controlled solidification conditions to maintain the mono-like growth.
Unfortunately this technique has resulted in a degradation of the performance for wafers cut from
the top part of the ingot compared to standard crystallization procedures. This new process has a
tendency to generate extra-large dislocation clusters at grain boundaries that expand and
propagate vertically. As a result, the top part of the ingot has a very high dislocation density
leading to lower efficiency. It is, therefore, crucial to understand the stress build-up during
crystallization.

As the interactions between structural defects and impurities during seeded mono-like and multi-
crystalline directional growth processes are still not well understood, a small-scale experiment
has been developed at NTNU [4-5]. In that work, multi-crystalline and bi-crystal silicon ingots
were pulled at different speeds. The analysis of this experiment was complemented by a Finite
Element analysis of the directional solidification furnace [6] including the heat transfer and
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mechanical deformation of the ingot. The aim of this work is analyze the impact of constrains
imposed by the crucible during solidification and their effects on the silicon ingot deformation.
The work presented here extends the previous numerical model by including the deformation of
the alumina crucible.

Model description

The simulations have been carried out using Sisim, a heat and mass transfer model coupled with
thermo-elasto-viscoplastic model [7, 8].

Thermal model

In order to accurately model the crystallization of the ingot (40-mm height and 40-mm
diameter solidified in 7 hours), a two-step approach has been used (see Reference 6 for more
details). In the first step, an axisymmetric mesh is built where all the furnace parts are included.
This global furnace model is used to predict the heat flux history on the external surfaces of the
crucible-ingot reduced model. Then, the computed heat fluxes are applied as boundary
conditions in a 3D thermo-mechanical model for the crucible and ingot system.

Mechanical model

The present work investigates the effect of the crucible deformation on the stresses and
deformation in the ingot. The ingot is modeled either as elastic or plastic material. In both cases,
the constitutive model is based on Crystal Plasticity (see Reference 6 for more details). In the CP
model, the elastic case is retrieved by simply setting the initial dislocation density to zero
(instead of 10* m) in the multiplication law, therefore preventing plastic deformation.

Except for the thermal expansion coefficient (see Figure 1), all mechanical properties (e.g.
anisotropic stiffness matrix for silicon) are assumed constant. But the deformation of the ingot
will lead to dislocation multiplication/propagation. Density, Young's modulus and Poisson's ratio
for the alumina are set to 3800 kg/m3, 330 GPa and 0.22, respectively. Please refer to Ref. 6, 9
for silicon mechanical properties.

P ——Silicon

- - Alumina

DE+O0
0 500 1000 1500 2000
Temperature (°C)

Thermal expansion coefficient (K1)

Figure 1. Thermal expansion coefficient of Silicon [10] and Alumina [11] as a function of temperature.

Mechanical contact between ingot and crucible

The mechanical contact between the ingot and the mold is modeled by a spring with specified
stiffness that can either be constant or vary with gap/penetration distance. A force will therefore
be applied between the two domains which is equal to the normal gap distance (or penetration
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depth) multiplied by the spring stiffness (constant or as given in Figure 2). Four contact
configurations have been investigated:
e crucible treated as a rigid body: weak contact between the bottom of the ingot and the
crucible or sticking contact on all the contact surface crucible/ingot.
e crucible treated as an elastic material: weak or strong contact (distance dependent, see
Figure 2) on all the contact surface crucible/ingot.

Normal Contact Stiffness

Stiffness (N/m)

Surface penstration (m)

Figure 2. Normal contact stiffness between the crucible and ingot as a function of the penetration (or distance
for negative values)

Results and discussion

The analysis of the results will focus on the stresses and deformation in the vertical central cross-
section during solidification (at 21000 s corresponding to a total solidified fraction of 0.5) and at
the end of the cooling stage (T=25°C). The study is divided into three parts: effect of contact
properties with elastic deformation, with plastic deformation and grain misorientation effect.

Effect of mechanical contact properties

The first part of the study is focused on the elastic deformation of the ingot. Four cases are
modeled: (a) with a rigid crucible where the contact is either weak with the bottom of the ingot
or (b) sticky on all contact surfaces between the crucible and the ingot, (c) with crucible treated
as an elastic body with either weak or (d) strong gradual contact as presented in previous section.
The stress distributions in the central vertical cross-section are presented in Figure 3. One can
notice the large differences in the maximum effective stress depending on the kind of applied
contact. The imposition of a sticking contact in case (b) leads to a strong constraint of the
material that uniformly deformed in the axial direction. For cases (a) and (c), the effect is limited
to the periphery of the ingot. Interestingly, when the contact is weak, the crucible deformation
does not significantly modify the stress state during the solidification. Case (d) is a combination
of a strong lateral constraint (as in case b) with large deformation on the lower ingot periphery in
contact with the crucible.

The impact of the type of contact applied is also visible when considering the residual stresses in
Figure 4. The local deformation at the corners is clearly visible due to the amplified deformation
of the ingot. The similarities between cases (a) and (c) are not extended during the cooling phase
as the crucible will compress the ingot and generate high stresses due to the higher thermal
expansion coefficient. This phenomenon has been experimentally observed and leads to fracture
in the ingots. In case (b), the ingot keeps the same shape due to the sticking contact with the
crucible and the effective stress is almost uniform in the domain. Therefore, based on this
thermo-elastic study, cases (b) and (c) will be analyzed in the rest of the study.
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When the plastic deformation is included in the model, one has to consider the initialization of
the stress/strain state at the crystallization front. In the present work, the plastic strain is
initialized to zero while the stress is inherited from the previous layer in order to represent a
material that solidifies perfectly into the lattice structure of the already solid material. This
hypothesis seems reasonable when considering a mono-crystal but might not be adequate for
multi-crystalline material.

1.0
0.0
1.0 6.0
0.0 0.0

<)
Figure 3. Undeformed central cross-section displaying effective Stress (MPa) and the thin line shows the
position of the crystallization front at 21000s for elastic ingot and cases: a) rigid crucible, weak contact,
b) rigid crucible, sticking, c) elastic crucible, gradual weak contact, d) elastic crucible, gradual strong contact

During solidification, as illustrated in Figure 5, the front curvature leads to locally high stresses
for both cases. The coarse grid will adversely affect this local stress concentration. This local
effect is not visible when the residual stress is considered (Figure 6). For the free surface case
(a), a typical stress pattern is observed with higher stresses in the corners and on the upper
surface that solidified last. The stress distribution when the crucible deformation is included is
quite different with high stresses on the external surfaces (with a peak at the bottom corners)
decreasing toward the center. The final dislocation density and deformed shape (Figure 7)
provides additional information on the crucible deformation effect. Due to the contraction the
crucible, the liquid silicon is compressed and pushed upward leading to a slightly elongated ingot
shape (amplified 30 times in Figure 7), as well as the high dislocation densities for case (b). For
case (a), the computed dislocation density is more uniform in the ingot with higher values in the
area slightly above the constrained ingot bottom surface.
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As the mesh is not extremely fine (due to cpu considerations), the discretization of the cylindrical
surfaces of both ingot and crucible implies numerical approximations that will be amplified by
the gradual contact strength. Therefore this work should completed by a more thorough study on
the mesh effect in coupled crucible-ingot deformation. Nevertheless the present results illustrate
the drastic changes in the deformation of the silicon ingot when the deformation of the alumina
crucible is taken into account. Not only the level of stress and dislocation density are increased
but their distributions in the ingot are significantly altered. It is therefore essential to include that
aspect when analyzing experimental results.
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Figure 4. Deformed (amplified 30 times) central cross-section displaying effective Stress (MPa) at T=25°C for
elastic ingot and cases: a) rigid crucible, weak contact, b) rigid crucible, sticking, c) elastic crucible, gradual
weak contact, d) elastic crucible, gradual strong contact
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Figure 5. Undeformed central cross-section displaying effective Stress (MPa) and the thin line shows the
position of the crystallization front at 21000s for plastic ingot and cases: a) rigid crucible, weak contact,
b) elastic crucible, gradual strong contact

Effect of grain orientation

Based on previous results, the model was run only including the crucible deformation with a
strong gradual mechanical contact between the ingot and the crucible. Three crystal
configurations are considered: a reference case with a single grain with <100> orientation, a bi-
grain <100>/<111>, and a bi-grain <100>/<110>. The <100> grain is always located on the left
hand side of the figures.
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Figure 6. Undeformed central cross-section displaying effective Stress (MPa) at T=25°C for plastic ingot and
cases: a) rigid crucible, weak contact, b) elastic crucible, gradual strong contact
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Figure 7. Deformed (amplified 30 times) central cross-section displaying Dislocation Density (m™) at T=25°C
for plastic ingot and cases: a) rigid crucible, weak contact, b) elastic crucible, gradual strong contact
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Figure 8. Central cross-section displaying effective Stress (MPa) and the thin line shows the position of the
crystallization front at 21000s for plastic ingot, elastic crucible and gradual strong contact: a) mono <100>,
b) <100>/<111>, ¢) <100>/<110>
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Figure 9. (;engal cross-section displaying Dislocation Density (m™) at T=25°C for plastic ingot and elastic
crucible, gradual strong contact: (left) mono <100>, (center) <100>/<111>, (right) <100>/<110>

As illustrated on Figure 8, the local stress concentration due to the front curvature is amplified by
a grain misalignment with the growth direction. The bi-grain structure on the right side reaches
higher stresses even during the solidification phase. But it does not seem to affect the stress
distribution on the other side of the bi-grain during solidification. The grain misorientation leads,
however, to a very different dislocation density distribution as presented in Figure9. While the
reference case is dominated by local effects, a clearer pattern is observed for the bi-grain cases.
In both cases, a peak of dislocation density is located close to the bottom right corner, not far
from the surface and the maximum values are 5 to 10 times higher than in the reference case.
The origin of this defect area is still unclear but it obviously reflects a macro-effect very different
from the A-shape observed in the reference case. The observation of the global stresses and
deformation of the ingot (Figure 10) illustrates the constraints imposed by the bi-grain structure
resulting in a curved top and bottom surfaces as well as stress discontinuity at the bi-grain
boundary.
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Figure 10. Deformed ingot (amplified 30 times), effective Stress (MPa) at T=25°C for plastic ingot and elastic
crucible, gradual strong contact: a) mono <100>, b) <100>/<111>, ¢) <100>/<110>
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Conclusion

A 3D mechanical model of the crucible-ingot system has been established including different
mechanical contact properties, elastic and plastic deformations of the ingot. Moreover, three
grain configurations have been considered. The effective stresses and dislocation density have
been analyzed during solidification and at room temperature. The main conclusion is that when
using alumina crucible with high thermal expansion coefficient, it is crucial to include the
crucible deformation as it significantly alter ingot deformation due the compression imposed by
crucible contraction. Introducing bi-grain structures results in a stress discontinuity at the
interface are captured and an altered distribution of computed dislocation densities and ingot
deformation.
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Abstract

Avoiding wafer breakage is a big challenge in the photovoltaic silicon industry, limiting
production yield and further price reduction. Special fracture strength tests suitable for thin
silicon solar wafers and solar cells, to be used in combination with Weibull statistics, finite-
element (FE) modelling and digital image correlation have been developed in order to study the
mechanical stability of solar wafers. The results show that removal of the saw damage
significantly increases the strength of crystalline silicon wafers. Furthermore, it was found that
silicon crystallinity and the location where the wafer is extracted from the cast Si ingot have a
significant effect on the strength, namely samples taken from the bottom of the ingot are 30%
stronger than those taken from the top. The study also showed that there is a decrease in fracture
strength when an anti-reflective SiNy coating is applied, which is caused by high thermal
stresses.

1. Introduction

Increase in silicon wafer size in combination with continuous wafer thickness reduction without
strengthening the wafer leads to a high breakage rate during subsequent handling and processing
steps and results in high costs [1, 2]. It is well known, that silicon is a brittle material that is easy
to break during the in-line production process in which several loads are applied on the wafer
surface and edges [3]. Microflaws generated from wafer sawing, impurity precipitations,
structural defects, and residual stresses are the leading cause of degradation of mechanical
strength in silicon wafers. Therefore, it is not only important to investigate the electrical
properties of silicon solar wafers and cells, but also the mechanical properties, especially the
strength.

The most common method for testing fracture strength of a silicon wafer is by a bending
(uniaxial) test or a ring-on-ring (biaxial) test. However, standard mechanical testing methods are
not capable of stressing a large area of the cell specimen uniformly. In our previous work [4] the
4-point bending test results of both single crystalline (cz) Si and multicrystalline (mc) Si samples
were discussed in detail, however, an important restriction of the 4-point bending test is the
quality of the edge (possible cracks, defects) which might induce premature fracture of the entire
solar cell. The use of a biaxial (ring-on-ring) test is required in order to exclude the influence of
edge defects and thus to more accurately investigate the effects of different processing
conditions, such as surface texturing, and of impurities on the bulk fracture strength of silicon
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solar cells. Furthermore, biaxial stress is more consistent with the actual stress load in the silicon
solar cells in the PV module, either due to snow or wind.

In this work the fracture strength of silicon wafers is measured by ring-on-ring tests in
combination with finite element modelling validated by digital image correlation. Results are
statistically evaluated by a Weibull analysis, which provides information on the flaw distribution
in the sample. In this paper several aspects are described that affect mechanical strength, i.e.
silicon wafer crystal structure, saw damage, and surface roughness.

2. Experimental conditions

2.1. Material preparation

The samples used for the ring-on-ring test were laser cut from 156 x 156 mm? single and
multicrystalline silicon wafers. Laser cutting was selected in order to avoid unnecessary
mechanical loading on the wafer. The standard samples were cut from the wafers into round
shapes with a diameter of 21.44 mm (Figure 1 a). Samples with specific types of crystallinity
were prepared in order to investigate the effect of crystallinity on the mechanical strength of the
silicon wafer. In order to statistically evaluate the results, 10 neighbouring specimens (thus with
the same crystallinity features) were prepared with three different grain morphology types,
namely: one big grain, several large grains and many small grains (Figure 1 b).
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Figure 1. a) Standard Si wafer cut-out pattern; b) examples of tested grain morphologies; left:
one large grain, middle: several large grains, right: many small grains. (Red lines show the edge
of the laser cut sample and black dotted lines indicate the loading ring position).

To analyze the effect of surface roughness three types of specimens were prepared also from

neighbouring wafers. The surface condition of these specimens included:

« the as-cut state, thus including the saw-damage layer.

« a surface textured by etching for 30 s in an HF (10%) + HNOs (30%) + CH3COOH (60%)
solution. This serves two main purposes: to remove the damaged layer and to create a highly
textured silicon surface in order to trap the light.

» achemically polished surface (15 pm removal from both wafer sides in an HF+HNOj bath for
1 min.).

2.2. Ring-on-ring test configuration in combination with digital image correlation

A test configuration has been designed in accordance with ASTM standard C 1499-09 and it was
also made compatible with a digital image correlation (DIC) system [5]. The equipment is shown
schematically in Figure 2 and consists of a supporting ring and a loading ring.
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Figure 2. Schematic representation of the ring-on-ring bending setup.

The ASTM standard allows the use of different sample sizes [5] and the dimensions are
determined using appropriate formula. However, deflections needed to fracture the silicon wafer
specimens are expected to be significantly higher than the ASTM standard limitation of 25 % of
the thickness, which causes a stress concentration at the loading ring. In order to solve this
problem FE modelling using ANSY'S software has been used to calculate the peak tensile stress
at fracture (at the tensile side of the sample under the loading ring) from the applied load at
fracture.

The DIC system was combined with the ring-on-ring test to measure the deformed shape as a
function of the applied load (Figure 3 b), in order to validate the FE model. Digital image
correlation is a technique that can be used to monitor the deformation of a sample by comparing
a reference image with an image in the deformed state [6]. In this research a 2 camera setup was
employed, Tests were performed using a 100 kN Instron 5500R tensile machine equipped with a
10 N load cell. The complete test setup with the ring-on-ring fixture and the two cameras of the
DIC system is shown in Figure 3 a.

7 Ring-on-ring
fixtures

b)

DIC cameras

Figure 3. a) Ring-on-ring test setup with two cameras for the DIC system b) An example of the
fitted DIC profile used to measure the deflection and the deformed shape of the samples.

The geometry of the supporting ring ensures a good visibility for the two DIC cameras during
sample loading. The area visible to the cameras is limited to a square section of 12 x 12 mm® due
to the positioning of the cameras on the tensile machine. The measurement system used in this
research (Limess 3D Digital Image Correlation System with two 5 MPixel cameras) has a
calibration procedure incorporated in the measurement and analysis software. The calibration
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was performed using a Limess A12 10 x 10 mm? calibration grid and a 3D residuum of 0.25 or
lower was achieved for every calibration. The camera signal and analog signals were collected
using a Limess DAQhw data acquisition box. The load and displacement of the tensile machine
have been acquired on a 10 V signal, which corresponds to the load of 250 N and the
displacement of 5 mm. The data acquisition is synchronized to that of the images.

2.3. Fourier Transform Infrared Spectroscopy

Fourier Transform Infrared Spectroscopy (FTIR) measurements were performed in a BRUKER
Vertex 70 spectrometer in the transmission mode in order to measure the dissolved carbon and
oxygen in the silicon wafers. Infrared light is focused onto a photodiode of a liquid nitrogen-
cooled, wide band DLaTGS W/KBr detector with a spectral response of 250 to 12000 cm .
Measurements were taken from a 10x10 mm? area of the sample. Before measuring the samples,
an FTIR spectrum for the background was collected in a temperature-stabilized chamber; this
spectrum represents absorption from the atmosphere in the chamber. Then, one silicon sample
with oxygen and carbon concentration below the detection limit was used as a reference sample.
The output was recorded by OPUS software. Each spectrum is the average from 64 scans. The
spectrum resolution is 0.5 cm™'. During analysis, the background spectrum was subtracted from
spectra of all the samples and the reference.

In order to exclude possible effects of the thickness, the samples and the reference were chosen
with identical thicknesses of 182 pm.

3. Results and Discussion

3.1. Effect of wafer position in the cast mc-Si ingot and of silicon crystallinity on the mechanical
strength

The mechanical properties of mc-Si samples have been tested to examine the influence of silicon
crystallinity (grain morphology) and impurity concentration (qualitatively assessed as a function
of the position within the cast me-Si ingot). The ring-on-ring test results are shown in Table 1.
The concentrations of oxygen and carbon were qualitatively assessed with FTIR for different
positions in the ingot, see Figure 4. As can be seen, only two distinct peaks were found for Si
wafers taken from different ingot positions, namely 1107 cm ' and 605 cm ™. The concentration
of interstitial oxygen impurities corresponds to the peak at 1107 cm ™. There is an increase in this
peak height as the wafers are taken from higher positions from the mc-Si ingot, which points to
an increasing oxygen concentration. The concentration of substitutional carbon impurities
corresponds to the peak at 605 cm™', indicating that the concentration of carbon is higher near the
bottom of the ingot.

Both the grain morphology and the impurity concentration are found to have a significant effect
on the characteristic peak stress at fracture. The average characteristic peak stress shows an
increase from the top towards the bottom of the ingot.

Carbon is one of the most important light element impurities in PV silicon and its concentration
in mc-Si is usually rather high, due to the lower-quality silicon feedstock and the direct contact
with crucible walls, and it is likely that carbon may affect the fracture strength of me-Si wafers.
The results suggest that in samples with many small grains the characteristic peak stress
increases by up to 30% as a result of the increasing carbon concentration from the middle to the
bottom ingot position (Table I). It should be pointed out that the thermal history of the silicon at
the different ingot positions might also play a role., due to residual stresses that develop as a
result of thermal gradients during solidification.
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Figure 4. FTIR measurement showing the qualitative concentration of substitutional carbon (605
cm ") and interstitial oxygen (1107 cm ') as a function of me-Si ingot position; left: samples with
one large grain, right: many small grains.

Table 1. Effect of wafer position in the mc-Si cast ingot and of grain morphology on the
mechanical strength (average specimen thickness 182 pum).

e . . Characteristic | Weibull
Position in me-Si Grain
. peak stress at | modulus
ingot morphology fracture (MPa) “)
many small grains 295 5.7
Top several large grains 323 3.8
one big grain 298 5.7
many small grains 282 3.7
Middle several large grains 320 3.8
one big grain 351 4.3
many small grains 399 6.3
Bottom several large grains 375 7.9
one big grain 361 5.1

Carbon is introduced from crucible graphite parts in the furnace and occupies substitutional
lattice sites in silicon. The dissolved carbon atoms and their associated residual stresses and
defects can affect the fracture strength in two ways: (1) through the formation of cracks during
wire-saw cutting, which can be considered as an indentation process [7], and (2) by changing the
propagation of cracks when a tensile stress is applied. In addition, carbon can enhance the
nucleation of oxygen clusters at structural defects in mc-Si [8]. The presence of high levels of
dissolved carbon atoms and the enhanced oxygen clusters may increase the surface energy of
new surfaces, making cracking more difficult and thus improving the fracture strength.

The top of the ingot shows a decrease in the strength of the tested samples (Table 1), which may
be related to an increase of the interstitial oxygen concentration at the top of the ingot. Point
defects are involved in the nucleation process of oxygen precipitates, represented by the SiO;
phase. The higher oxygen concentration at the top of the ingot is likely to enhance the formation
of Si0,, which would facilitate the nucleation of dislocations at solidification and result in the
lower strength found. A volume mismatch occurs as the precipitates grow in size and a variety
of defects, including stacking faults, are associated with precipitate formation. Furthermore,
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these defects attract fast-diffusing species and thus the concentrations of other (non) metallic
impurities/inclusions are also expected to be higher in the top of the cast, which is expected to
also reduce the strength.

The concentration of impurities is expected to be the lowest in the middle part of the cast ingot.
Thus this middle part is the most representative to study the effect of grain morphology on
mechanical strength. As can be seen from Table I, there is a clear trend in the results, namely the
samples with more grain boundaries tend to have lower strength than samples with fewer grain
boundaries. Hence, grain boundaries seem to represent weak areas where cracks can easily
initiate and propagate. This result is in good agreement with the 4-point bending strength data
from [3, 6].

3.2. Effect of damage layer removal of single crystalline silicon wafers

The effect of the saw-damage-removal depth on mechanical strength was investigated by means
of single crystalline silicon samples with an initial thickness of 195 pm. The ring-on-ring results
for three etching depths are shown in Table II.

It is clear that the strength of the wafer increases when the etch depth is increased. This large
increase in strength can be attributed to removal of more small cracks due to the chemical
polishing process. The results are in good agreement with previous 4-point bending results [6].
The modulus shows a decrease with increasing etching depth, which indicates more spread in the
peak stress at fracture. The wafer with an etch depth of 55 um shows the largest standard
deviation for the sample thickness, which is due to non-uniform etching of certain areas and the
creation of over-etched islands on the silicon wafer surface. Thus it is concluded that damage
etch removal up to 35 um is preferable in view of wafer strength improvement.

Table II. Effect of damage-layer removal on fracture strength.

Etch depth Characteristic peak Weibull Average specimen | Standard deviation
stress at fracture . .
(um) (MPa) modulus (-) thickness (um) thickness (pwm)
15 404 7.2 185 1.6
35 455 6.0 159 6.4
55 491 4.7 138 7.3

3.3. Effect of surface finish of single and multicrystalline silicon wafers

The effect of silicon wafer surface finish (roughness) was investigated for as-cut, textured and
chemically polished conditions. The tests were performed on single crystalline silicon and the
results are shown in Table III. From these results it can be seen that the strength increases when
the surface quality/roughness is improved (thus for smoother surfaces). The lowest strength was
found for specimens with an as-cut surface finish, which is in good agreement with the 4-point
bending results from [7].

The fracture strength increases for specimens with textured surfaces, which can be explained by
the removal of the damaged surface layer. Textured surfaces yield a lower Weibull modulus
compared to as-cut surfaces, which points to a larger spread in the peak stress at fracture. The
highest characteristic peak stress was found for specimens with polished surfaces, probably due
to the smooth surface and further removal of the damaged layer. The Weibull modulus for
polished samples has decreased compared to samples with textured surface.
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Table III. Effect of surface finish of single crystalline wafers on fracture strength.

Surface quality Characteristic peak stress | Weibull modulus Avgrage specimen
at fracture (MPa) () thickness (um)
as-cut 122 8.1 195
textured 347 9.1 176
polished 487 3.5 159

The effect of surface quality has also been investigated for mc-Si samples, the results of which
are shown in Table IV. The same relationship that was found for single crystalline silicon
samples can be seen for the stress at fracture. The magnitude of the difference between the peak
fracture stresses for as-cut and textured samples is however much smaller. This can be attributed
to preferential etching of the grain boundaries, which probably decreases the peak fracture stress
of specimens. As can be seen from Table IV, the stress for polished mc-Si samples is the highest.
The strength of both the textured and the polished mc-Si samples is somewhat lower than the
equivalent single crystalline samples (Table III). The largest difference is found for textured
samples, which is probably due to the damage etching itself. However the as-cut fracture strength
for both types of silicon crystallinity cannot be directly compared due to the differences in
cutting processes for cz-Si and mc-Si wafers. Furthermore, there is a different level of impurities
and residual stresses resulting from solidification of single and multicrystalline silicon.
Nevertheless, it can be concluded that the cutting process itself is the most detrimental
(compared to other surface treatment procedures) for the fracture strength of both silicon
crystallinity types.

Table IV. Effect of surface finish of multicrystalline wafers on fracture strength.

Surface quality Characteristic peak stress | Weibull modulus Ave_rage specimen
at fracture (MPa) ) thickness (um)
as-cut 206 9.8 195
textured 223 9.4 182
polished 349 7.0 173

3.4. Effect of antireflection SiN, layer on mechanical strength

The effect of an antireflection SiN:H coating on the mechanical strength of silicon wafers is
shown in Table V. As can be seen, there is a significant decrease in the fracture strength after the
antireflection coating (ARC) is applied. The Weibull modulus also shows a significant increase,
suggesting a more uniform distribution of flaw sizes. This could be attributed to thermal stresses
in the SiNy coating. It should be noted that the SiNy layer is approximately 100 nm thick. It was
found by Tien et.al. [9], that for a temperature difference of 110 °C a residual tensile stress of
120 MPa is created in the silicon nitride layer. However, the high application temperature of the
SiNy coating used in this study (375 °C), will create even larger thermal stresses in the SiNy
layer, which contribute to the decrease in the stress at fracture. High residual stresses could cause
fracture in the SiNy layer, which consequently could result in a failure of the complete wafer.
Furthermore, it was shown in [9] that during SiN:H deposition itself, hydrogen diffuses into the
silicon substrate, which will distort the Si lattice and introduce further stresses into the silicon
wafer.
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Table V. Effect of antireflection SiN layer on fracture strength.

Surface quality Characteristic peak stress |Weibull modulus|  Average specimen
at fracture (MPa) (-) thickness (um)
textured with ARC 264 14.5 173
textured 347 9.1 176

4. Conclusions

The mechanical strength of multicrystalline (mc) and single crystalline (cz) silicon solar
wafers was investigated using a ring-on-ring test in combination with digital image correlation.
The study of the fracture strength of silicon solar wafers showed that:

e The ring-on-ring test combined with finite-element (FE) modelling developed within this
research provides a new biaxial fracture strength test method for thin solar cell samples. The
FE model was validated by digital image correlation. The use of this ring-on-ring test can be
recommended for those applications where the surface properties of solar cells are of interest,
such as the effects of crystallinity and the impurity concentrations on fracture strength.

e Damage-layer removal by etching significantly increases the strength of both multicrystalline
(mc) and single crystalline silicon wafers.

e [t was found that mc-silicon wafer crystallinity has a significant effect on the mechanical
strength, i.e. the more grain boundaries, the weaker the silicon wafer.

e Samples taken from the bottom of the multicrystalline silicon ingot are up to 30% stronger
than those taken from the top. This effect was most significant for samples with many grain
boundaries. The decrease in strength for the top ingot location could be related to a high
concentration of oxygen and other non-metallic impurities.

e There is a significant decrease in fracture strength when an anti-reflective coating is applied.
The high application temperature of this SiNy coating, 375 °C, induces high thermal stresses
in the SiNj layer, which are thought to be the cause of the decrease in the stress at fracture.
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Abstract

The paper studied the diffusion process of nitrogen and characteristic distribution of
iron impurities in the bottom of cast crystalline silicon ingot along the direction of
crystal growth. According to the dynamics analysis of the decomposition of SizNy4
coating, the diffusion process of nitrogen into multicrystalline silicon ingot during
casting process should be divided into three steps. The diffusion length of nitrogen in
multicrystalline silicon ingot is 700 pm. The results of EDS analysis indicate that the
distribution characteristic of iron in multicrystalline silicon ingot is concerned with
the diffusion process of nitrogen in this length. Based on the above research results,
the distribution model of iron in casting multicrystalline silicon ingot was established
and verified by the experimental results.

Introduction

Recently, using the cast multicrystalline silicon ingot for production of solar cells has
been received more and more attention due to its low cost and simple technology [1].
As we known, the multicrystalline silicon with the minority carrier lifetime larger
than 2 ps can meet the requirements of solar cell preparation. However, the low
minority carrier lifetime area with the length of about 2~3 cm is present at the bottom
of the casting multicrystalline silicon ingot, which greatly reduces the material
utilization ratio and therefore increases the cost of solar cells.

There are many research on affect factors about the low minority carrier lifetime
width, and the results indicates that the larger amount of impurities present in the
bottom of casting multicrystalline ingot leads to the formation of low minority carrier
lifetime area [2]. Naerland et al. [3] found that the low minority carrier lifetime areas
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of the multicrystalline silicon ingot had the higher level of iron impurity amount,
which is the most important reason for reducing the life spans of minority carrier. The
researchers speculated that the high iron area was caused by the iron diffusion form
crucible and nitride coating to the crystal silicon. Gao et al. [4] studied the process of
casting quasi-monocrystalline silicon ingot using the simulation method and the
results indicate that the iron concentrations in the silicon ingot had two peaks values,
one is cause by the iron diffusion from the crucible and nitride coating iron to the
silicon crystal, the other one is caused by the iron diffusion from the melt to the
silicon seed crystal. Yu[5] optimized the two peaks of the iron content in the bottom
of quasi-single-crystalline silicon ingot, but the diffusion distance of the first iron
peak was less than expected.

In order to investigate the formation reason of the low minority carrier lifetime area in
the bottom of the casting ingot, the decomposition of Si3Ny4 coating and the diffusion
process of nitrogen into multicrystalline silicon ingot during casting process were
discussed in this work. According to the dynamics analysis of the decomposition of
Si3sN4 coating, the model of N diffusion was proposed. The iron concentration
distribution in the bottom of casting multicrystalline silicon ingot was studied by EDS,
and which is compared with the N distribution model.

Experimental

Materials and experimental process

The silicon materials with the purity of 6N were used for casting ingot in this work,
the main impurities contents in the raw material were tested by ICP-MS and the
results were shows in Table 1.

Tablel The contents of main impurities in raw material (mass fraction, 10°)
Impurity Fe Al Cu Li B
Content 343.3 327.2 94.3 17.1 664.5

The silicon materials were loaded into the ingot, and the system was evacuated to 1 Pa
to eliminate air, the silicon raw materials was heated to 1500 ‘C under the time of
2.5 h, and then high temperature preservation 3 h for making the silicon materials
completely melt. The second process was the crystal growth. In order to obtain the
excellent columnar crystal, cooling down the temperature to 1440 C and keep about
400 C temperature difference between TC1 and TC2, while keep the heat cover
slow rising at the rate of 10um's™ to the end of crystal growth. The third step is the
annealing process. The furnace body temperature reduced to 1200 ‘C and kept 3 h
for stress relief. The silicon ingot was cooled to room temperature at the fourth stage.
The final ingot had a size of 156x156x56 mm’.

The ingot was cut from the middle along the longitudinal and a 2 mm thick silicon
wafer was selected for sample. The silicon sample was mechanically polished and
then etched under hot concentrated alkaline solution to remove the mechanical
damage layer with the thickness of about 20um on the surface, finally, the impurities
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contamination on the wafer surface was removed by the standard RCA cleaning fluid.
The MWPCD (Semilab model WT2000) was used for measurement of minority
carrier lifetime, and the result was shown in Fig.1.

Lifetima [us]

-30 -20 -10 0 10 20 30
Distance [mm]

Fig.1 Longitudinal section of minority carrier lifetime scan

Results and discussion
Relations between minority carrier lifetime and Fe concentration
From the Fig. 1, one can find that the minority carrier lifetime in the bottom of ingot
is lower than that in the middle. The minority carrier lifetime isn’t continued increase
in the bottom of the silicon ingot, and which shows a peak value at the distance of 5
mm.
The Fe concentration distribution along the direction of crystal growth line can be

calculated according to the formula of [Fe]=C\ypep (/T —1/7,0,) 3

Copep =3.4x10°s /cm’. YU[5] used this formula to draw Fe distribution along the

crystal growth direction of casting multicrystalline silicon ingot. And the Fe
distribution results were corrected with the Fe diffusion coefficient measured at
1050 C
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Fig.2 The Fe concentration distribution in the ordinary multicrystalline silicon
ingot[5]
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The Fe concentration distribution curves were most in conformity with the empirical
experimental values. But Fe diffusion distance is slightly smaller than the expected
values in the bottom of the crucible. YU [5] proposed that the second peak in the
bottom of the crucible was caused by the Fe diffusion from the Si3Ny4 coating into the
silicon melt, but the function of the coating itself is to prevent the spread of the
impurities from crucible to melt. Buonassisi[6] found that tremendous amount of Fe
exist in Si3sN4 precipitation for the multicrystalline silicon ingot. Therefore, the
distribution of Fe in the bottom of the crucible might be associated with the
decomposition of SizNy4 under high temperature. To confirm the conjecture, the Si3Ny
decomposition and diffusion length is simulated, and the Fe content and diffusion
length were detected and recorded with SizN4 decomposition along the direction of
crystal growth in the efficient multicrystalline silicon ingot.

Diffusion of silicon nitride coating
In the phase of crystal growth, argon gas is inlet into casting furnace to promote the
remove of volatilization impurity which is driven to the surface of silicon ingot by
directional solidification effect. [7] Meanwhile, argon gas can promote the nitrogen
converted into the nitrogen atoms, and promote silicon nitride reaction on the surface
of the melt [8]. Under the argon gas protection, the argon gas flow lead to more
evenly distribution of N elements on the surface of the melt which can react with
silicon melt or react with volatile silicon steam to generate Si;N, particles and fall
back into the crucible surface.
Suppose the total surface area of silicon sample is 4: The density of nitrogen is psisna,
nitriding rate can be expressed as:

v = AdNdx / dt (€))
dN is nitrogen volume concentration in the silicon nitride, total nitriding rate can be
expressed as:

b AN d(bw! 4) o

3M, dt
pSi3N4(]_ . )

Si3N4

1) At the beginning of the reaction, the nitrogen released by coating decomposition
reacts with silicon melt, and which is controlled by the chemical reaction. Suppose V.
is the nitride reaction speed on the interface, V' is the total rate of silicon nitride
reaction.

Dynamics equations can be expressed as:

v=v, =ACk, (3
K¢ is rate constant of nitrogen and silicon reaction, C is the nitrogen concentration on
silicon surface, can be represented as:

Aw 2

X
_ AW p(— 4
©= 2™ P37 )
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2) In the intermediate reaction stage, a layer of nitride has been formed on silicon
wafer surface, thus, the only restriction link of the nitride reaction is in existence at
this stage. The nitride reaction rate is controlled by the diffusion and chemical
reaction rates and which shows different control strength at different reaction times.
Suppose interface chemical reaction rate is V,, diffusion velocity is ¥p, D is diffusion
coefficient of nitrogen in the silicon nitride, z is the diffusion thickness at time t.

Bring the equation (2) into (1) and simplify the equation (1) as:

d, ad—<._, (5)
c 2c
aeqnSe, oD, D
d, ad), Tk,

A is the coupling effect of chemical reaction and diffusion, which is close to 1 when
the interactions of chemical reaction and diffusion is relatively weak.

The parabolic equation shows that N diffusion rate would slow with time prolonging,
which is the general equation of direct nitride process and can well explain the nitride
process

3) In the late stage, the nitride layer had been so thick that the diffusion path of N
through SizNy is rather long and the diffusion had become the determining link for the
overall reaction rate, that is ve>>vp (vp is the diffusion rate). Ignoring the influence of
the chemical reaction, then

v=v,=4-C-D-k, (6)
Kp is the rate constant of nitrogen in the silicon nitride thin films.

According to the formula (3), (5) and (6), the N concentration distribution model was
established in the bottom of the crucible, as shown in Fig. 3

Content of N(wt, %)

.
ol Y yvrvvy

5 i L L i L
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Distance to hasie point (jim)

Fig. 3 N concentration distribution model in the bottom of efficient monocrystalline
silicon ingot
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It can be seen from the Fig.3, the limiting spread thickness of N decomposed from
Si3Ny is 700 pum in the silicon ingot at high temperatures, and two peaks are present at
the distance of 350 and 450 um. The peak at the distance of 350 um is caused by a
silicon nitride membrane formed by the reaction of silicon melt and N released from
Si3N4 coating decomposition. Meanwhile, the N and the silicon substrate would be
separated with the formation of the silicon nitride membrane. The reaction between
the N and silicon can continuously occur when they spread to the interface of Si/SizNa,
and which is both controlled by the diffusion and reactivity. The thin film is gradually
growth with the duration of the reaction of N and silicon, and the interface of Si/SizNy
continuously extends into the silicon bulk. The diffusion of N atom should become
more difficult with the formation of thick and dense silicon nitride membrane. In this
case, the reaction is mainly controlled by the diffusion process.

The distribution of Fe in the diffusion layer

Based on the above inference results, scanning electron microscopy (SEM) was used
to observe the contact area with the bottom of crucible, and the result was shown in
Fig.4. It can find that the numerous rod-like materials are existed in the contact field.
The EDS is used to characterize the component of the rod-like matter and it mainly
includes Si and Fe. According to the report by Buonassisi et al.[9], the Fe is existed
with the form of FeSi,. The Fe content distribution in the bottom of silicon ingot was
recorded, as shown in Fig. 5. Within the diffusion distance of 450 pum, the Fe content
is increasing with the increase of diffusion distance, but, which has a dramatically
decrease when the diffusion distance exceeds 450 um and the change of Fe content
trends to flat when the diffusion distance exceeds 700 um.
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Fig.4 SEM and EDS analysis of silicon in the bottom of ingot
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Fig.5 The Fe content distribution in the bottom of silicon ingot

According to the results above, the similar peaks, both for Fe and N content
distribution are observed at the diffusion distance of 450 pm. Thus, we deduced that
the diffusions of Fe and N might have some connection, which is the change of Fe
content is effected by the diffusion of N. The unsaturated bond formed by the N
diffusion and SizNy4 crystal nucleus would promote the Fe deposition. Some of Fe
impurities introduced by the crucible and coating will be deposited on the unsaturated
bond of the silicon nitride particles surface and the internal defects of the SizNy crystal
nucleus.

At the same time, the Si crystal nucleuses are gradually formed with the decreasing
temperature. As we known, the Fe-Si eutectic point temperature (1480 K) is lower
than the melting point (1693 K) of Si, thus, the Fe impurity would be enriched at the
interface of silicon and SisNy4 crystal nucleus and eventually form inclusion in the
grain boundary between Si and Si3N4. Therefore, Fe impurity content and N content
in the coating show same change tendency.

The free Fe would be enriched in the interface of silicon melt because its segregation
coefficient is less than 1. Numerous defects would be caused by the formation of new
Si3N4 crystal nucleus, which leads to the Fe deposition in the intermediate layers
between the silicon melt and bulk. Thus, the diffusion of Fe would be deferred.

Conclusions

Based on the kinetics analysis result of the diffusion of N generated by SizNy4
decomposition, we can obtain that the limit spread thickness of N is 700 um, and two
N content peaks appear at the distance of 350 pm and 450 um, respectively.

The Fe content distribution is analyzed in the bottom of silicon ingot, and the results
show that the Fe content distribution is mainly effected by the N diffusion, and they
distributions is similar. ,
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Numerous defects would be caused by the formation of new SizN, crystal nucleus, it
leads to the Fe deposition in the intermediate layers between the silicon melt and bulk,
and which causes the impediment of Fe diffusion into the silicon ingot.
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Abstract

Cast multicrystalline silicon ingots are widely used in photovoltaic manufacturing. A
key issue to achieve high solar cell efficiencies is to attain an optimized temperature
field during directional solidification (DS) process. This paper reports numerical
investigation of multicrystalline silicon (mc-Si) ingot production using two major
types of DS furnace. Specific examination is made on thermal distribution, interface
shape and stress field. Evaluation is performed for the applicability of thermal system
design to reduce thermal stress, improve crystal quality and enhance energy efficiency.
The effects of procedure parameters and geometric configuration on temperature
distribution are discussed as well to provide the viable solutions for systems
optimization.

Introduction

Silicon in its pure crystalline form is the dominant semiconductor material used in
photovoltaics (PV). Currently, more than 90% of commercial PV modules are made
from crystalline silicon, with the majority share of silicon grown as multicrystalline
ingots. [1,2] DS process is the mainstream technology for production of mc-Si. A key
issue in the production of mc-Si ingots is to obtain a sufficient control of the heat
transport during DS process in order to obtain satisfactory crystal quality as well as
higher energy efficiency. Better control of thermal field will improve the quality and
yield of the mc-Si ingots by influencing the temperature gradient in a beneficial way.
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Numerical simulation is a powerful tool to help understand and depict the temperature
distribution inside the growth furnace and to allow optimizing of the growth
conditions to achieve high quality with a minimum of defects. Bellmanna et al. [3]
established a transient CFD model of the Bridgman furnace, and investigated the
energy changes under different boundary conditions. Shur et al. [4] confirmed that
different cooling paths and coolant flow rates could change the directional
solidification effect during the crystal growth. Black et al. [5] numerically
investigated the Si casting process through DS technology, and proposed an optimized
mono-like Si production method after they studied the relationship of thermal field
and m/c interface. Liu et al. [6-8] performed numerical simulations and reported
several improvement measures of DS furnace from the convection and mass transfer
based on the thermal field. He et al. [9] numerically investigated the temperature field
and grain growth process.

In this paper, we focus on the heat exchange system for crystal growth. Two major
types of casting furnaces, direct solidification system and heat exchange method
system, will be compared from the aspects of thermal field, interface shape and stress
field according to related numerical simulations. Through the results, we estimated
the optimized design in present crystal growth system to get the better solidification
technology and crystal quality. It will help to enhance the application of DS furnace as
well as the mc-Si materials in industry.

Model descriptions and simulation method

Direct solidification system (DSS) and heat exchange method (HEM) are two of the
most widely used methods for multicrystalline silicon growth in the PV industry. The
semi-industrial directional solidification furnace for both types as shown in Fig. 1,
were used in this work. During the growth in a DSS furnace, the side insulation and
heater are moved up at same time to allow heat extraction from the bottom while the
crucible remains stationary. In HEM furnace, the crucible and the heat exchange block
move downwards during growth so that the crucible has a direct radiation path to the
cold wall. Both systems extract heat through the bottom of the crucible in order to
initiate solidification. While the basic functions of the two systems are the same,
nevertheless, the different moving parts and specific geometries of the systems lead to
quite different temperature distributions. Particularly, the different temperature
profiles in the crucible result in significant differences in the shape of the
solidification interfaces, the distribution of thermal stresses and the formation of
defects. Consequently, the characteristics and properties of the ingots grown from
DSS and HEM furnaces as well as the control ways of two furnaces are different.
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Fig. 1 The DS system: (a) DSS furnace and (b) HEM furnace

As shown in Fig. 1, the DSS furnace uses square crucible and the HEM furnace uses
cylindrical crucible, so we established 3D and 2D-axisymmetric simulation models
for the above two furnaces respectively. The height of the ingot is about 0.15 m and
the mass is 4 kg approximately. Heat transfer depends mainly the conduction and
radiation in the vacuum directional solidification process, so the gas flow effect in the
furnace and convective heat transfer of the silicon were ignored. The mathematical
model was developed by considering the conductive heat transfer in all solid
components as well as surface radiation, the effective conductivity coefficients have
been used for approximating the heat transfer by convection, and the treatment of the
latent heat and analysis of thermal stresses in the silicon ingot has been described in
detail in [10], the same method and equations as mentioned are applied to our
research systems. The numerical solutions to the governing equation are realized
using the commercial software COMSOL Multiphysics 4.2a. The materials’
thermophysical properties are provided by manufacturers.

Results and discussion

Temperature distribution and interface shapes

The transient simulation was used to realize DS processes of mc-Si based on actual
operation. The thermal distribution and interface shape of silicon during solidification
process at different solid fractions are shown in Figs. 2 and 3. It is found that the
temperature distribution and interface shape of silicon in two cases are different. For
the DSS furnace, due to the role of square crucible, crucible edges place closer to the
heater, so the edges of the silicon material solidified slower. In addition, the heat
exchange block at the bottom of crucible in this furnace is without cooling water, the
moving-up rate of side insulation and heater is slower to ensure the interface is
relatively flat. While in the HEM furnace, because of the symmetrical structure of
cylindrical crucible and the effect of cooling water at the bottom of crucible, the
interface keep slight convex under faster pulling-down rate.
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Fig. 2 temperature distribution and interface shapes of silicon in DSS furnace: (a) 0.25
solidification fractions, (b) 0.5 solidification fractions, (c) 0.75 solidification fractions
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Fig. 3 temperature distribution and interface shapes of silicon in HEM furnace: (a)
0.25 solidification fractions, (b) 0.5 solidification fractions, (c) 0.75 solidification
fractions
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It is well known that crystal growth proceeds in a direction perpendicular to the
interface, and a slightly convex growth front is desired, strongly convex shapes should
be avoided. The shape of interface depends on the situation of the heat dissipation of
the solidification process. When the heat dissipation from the crucible bottom is
greater than that from the wall, the interface will be convex; otherwise it will be
concave. Thus, it needs proper moving-up rate of the heater and insulator for the DSS
furnace while a combination of pulling-down rate of crucible and flow of bottom
cooling water for the HEM system to control the interface shape.

Thermal stress in the silicon ingot

It expands about 8% in volume during the phase change of silicon from melt to crystal.
The volume expansion is compensated by an upwards movement of the liquid in the
solidification process. So we only comparatively study the effect on thermal stress of
silicon after the complete solidification in the DSS furnace and HEM furnace, as
shown in Fig. 4. Due to uneven temperature distribution inside the silicon ingot,
uneven expansions of adjacent parts of the crystal also induce stresses by mutual
restraints. That is, when temperature changes unevenly, different parts of the silicon
ingot should expand with different quantities. It is found from Fig. 4 that the thermal
stresses value is higher, but it is evenly distributed in square ingot compared with
cylindrical ingot, and the maximal stress and the stress concentration occurred on
upper edge of ingot. This is advantageous to the material quality and utilization, also
indicated that the overall temperature distribution of silicon ingot is more uniform in
DSS furnace.

A asassao’

Fig. 4 The thermal stresses of silicon ingot longitudinal section after completion of
solidification (unit: Pa): (a) in the DSS furnace, (b) in the HEM furnace

Thermal field design and optimization

According to the results of the above, for DSS furnace, the purpose of thermal field
design and optimization is mainly to solve the problem that silicon solidification
slower at the edges and corner of crucible, and the means is to make the interface
more flat. As shown in Fig. 5, we put forward the optimization of the square crucible
suitable for thermal field, which is, the heater and the insulation cover are designed in
the shape of octagon, and every side consistent with same distance to crucible. In this
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case, we can achieve the aim only needing a proper moving-up rate. Similarly, for
HEM furnace as shown in Fig. 6, the distinguished design is conical insulation unit,
which allows a better control of temperature field in the solidification process of
silicon. It provides a growing heat dissipation space, which could effectively control
the lateral heat dissipation. It works as a heat preservator and reduces the silicon's
internal temperature difference for the improvement of the crystal quality, as we have
detailed described in [10].
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Fig. 5 The optimization design of DS system: (a) the DSS furnace and (b) HEM
furnace

Conclusion

The transient simulations were performed to investigate the effects of silicon
solidification in two main types of DS furnace, and put forward the improvement
methods. For the DSS furnace, it needs to raise the temperature of crucible at edges
and corners, making the solid liquid interface more flat; for the HEM furnace, silicon
material could solidify rapidly, but the temperature difference inside the silicon is
bigger and produces larger stress, so it needs to uniform the temperature of the silicon
material. For this reason, we designed a suitable thermal field for crystal growth in
DSS furnace and a modified system with conical insulation is proposed in HEM
furnace. These optimization methods will help to solve the problems of DS device,
improve the quality of silicon, and save energy.
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Abstract

The most critical processing step during the manufacture of screen-printed crystalline solar cells
is firing aluminium and silver contacts, which generates residual stresses and solar cell bowing.
In this paper, an alternative Ag contact formation mechanism is proposed and aspects related to
electrical contact properties, residual stresses and layer delamination are investigated. It is found
that there are two main processing parameters affecting the uniformity and delamination of the
Ag/Si interface, namely the peak firing temperature and the silicon surface roughness. Silicon
surface polishing gives a better wetting of the silicon surface by the glass layer, resulting in a
good contact and lower incidence of large voids, compared to the case of highly textured
surfaces. The non-uniformity in the glass layer and large voids at the Ag/Si interface (in the case
of a textured surface) are expected to have a negative effect on the mechanical strength of the
solar cell.

1. Introduction

Due to pressure from the photovoltaic industry to decrease costs of solar cell production, there is
a tendency to reduce the thickness of silicon wafers. Unfortunately, wafers contain defects,
created by the various processing steps involved in solar cell production, which reduce the
strength of the silicon wafer significantly. A higher breakage rate is to be expected if thinner
wafers are produced with identical fracture strength in combination with the same loading during
processing. The most critical processing step during the manufacture of screen-printed solar cells
is the firing process, during which the screen-printed aluminium and silver layers are
simultaneously fired in order to create electrical contacts. Residual stresses are generated within
the cell due to mismatch of thermal expansion coefficients and different mechanical behaviour of
the materials used in the metallic contacts. The wafer bows and forms a convex or concave body
upon cooling, which mechanically loads the cell and may cause fracture [1].

As the thickness of silicon wafers is reduced, cell bowing becomes more pronounced and poses
more problems during different processing steps. It is important to find a compromise between
electrical properties, strength and costs of the solar cell. To achieve this, it is necessary to have a
better understanding of microstructure, stress development and mechanical properties of the cell.
Front-side Ag thick-films metallization is an important step in standard crystalline Si (c-Si)
industrial cell production. Silver metallization pastes primarily consist of Ag powder, glass frits,
and vehicles for the desired rheological properties of the pastes. Although only a tiny quantity of
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glass frits is added to the Ag paste, these frits enable the electrical connection of the metal film to
the Si wafer during firing. Thus, it is important to understand the effect of firing parameters on
the contact formation.

The main focus of this work is the analysis of silver metallic contact on a macroscopic as well as
on a microscopic level. In this section the experiments and results are presented and summarised
in an improved model of Ag contact formation. The effect of the processing parameters on the
formation and homogeneity of the Ag contact layer is described.

2. Experimental conditions

2.1. Material preparation

Silicon wafers of 156x156 mm® and a thickness of 200 pm were sliced off a single multi-
crystalline (mc) silicon block. In this study, only wafers from the middle of the block contributed
to the results. A standard industrial cell process was used and the screen printing on the rear or
front sides was performed in the conventional H-pattern manner with a 165 mesh screen. The
alloying was performed (after drying the paste) by firing the wafers in a lamp-heated conveyor-
belt furnace. The effect of firing conditions was examined by applying three different peak firing
temperatures (750 °C, 850 °C and 950 °C). Silver contact was applied to the full silicon wafer,
thus covering the entire front side (for these samples the Al back contact was not applied), in
order to increase the surface area tested and to obtain a uniform stress distribution.

To analyse the effect of the silicon wafer’s surface roughness on the Si-Ag front contact

formation, three types of specimens were prepared from neighbouring me-Si wafers and fired at

850 °C. All the samples were taken from the as-cut state and divided into three groups depending

on the pre-processed surface condition:

« the as-cut state, thus including the saw-damage layer.

. the as-cut wafers, which are subsequently textured by an industrial acid texturing/etching
process, that includes a two-step texturing in a HF/HNO3;/CH3COOH acid bath (to remove the
damaged layer and to create a highly textured silicon surface in order to trap the light).

. the as-cut wafers, which are subsequently chemically polished (15 um removal from both
wafer sides in a HF+HNOj3 bath for 60 s).

In order to investigate the Ag/Si interface layer and glass phase distribution within the Ag layer,

the following etching steps were applied: a) no etching and initial configuration: as-fired

condition; b) etching with Aqua Regia (AR): the Ag finger was removed, the glass and the silver
beneath remained; c) subsequent etching with AR and HF: the glass was also removed, but the
silver underneath the glass still remained.

2.2. Microstructural analysis

A JEOL JSM 6500F scanning electron microscope (SEM) with energy-dispersive spectroscopy
(EDS) was used for microstructural analysis.

Phase identification of the as-dried and sintered Ag paste was conducted by X-ray diffraction
(XRD) using a D8-discover diffractometer (Cu K, radiation) equipped with an Euler cradle.
Measurements of the amount of cell bowing resulting from screen printing were made by an
optical method, using a Quick Vision Mitutoyo system. Five cells from neighbouring wafers
were prepared and measurements were performed over the full length of the solar cell (156 mm).
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3. Results and Discussion

3.1. Microstructure and formation model of silver front contact

A layer of conventional Ag paste was screen printed on top of the SiNy antireflection coating and
fired at 850 °C through the SiNy layer onto the emitter surface. Figure 1 shows EDS mapping of
a polished cross section of the fired Ag layer, revealing 3 distinct areas: silver; silicon; ZnO, and
PbO rich phases, which are residues of the initial glass phases.

Between the silicon and the porous bulk Ag structure a continuous layer containing oxide phases
was detected. A closer look into this Ag/Si interface reveals a non-uniform glass layer separating
bulk Ag and Si and large conjugated Ag particles (~150 nm in width) on the silicon wafer, see
Figure 2.
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Figure 1. EDS mapping of a cross section of an as-fired Ag front contact.

Zn and Pb oxides base glass layer Ag bulk layer Zn and Pb oxides base glass layer

Silicon wafer Clusters of Ag crystals
Figure 2. SEM micrograph of Ag paste fired at 850 °C: Ag crystallites and ZnO/PbO-based glass
layer at the Ag/Si interface (left image) and an enlarged view of glass layer and sintered Ag
particles (right image).

Further EDS analysis shows that the Ag/Si interface has Si and Ag as major constituents,
together with Pb and Zn. Therefore, it has the composition of an alloy Ag-Si-M (where M is Zn,
Pb). The glass particles in the Ag paste are expected to etch through the passivation layer into the
silicon surface, facilitating wetting of the Ag on the Si and hence alloying.

In this work, no clear Ag crystallites etched into the Si emitter surface were found. However, it is
believed that, at elevated temperatures (> 550 °C), the glass frit is molten and etches the SiNy
antireflective coating (ARC) [2, 3]. In this way the glass frit brings the Ag particles in direct
contact with the Si. The glass, depending on the grain orientation, etches the silicon isotropically
or anisotropically.

Metal oxides (e.g. PbO, ZnO) present in the glass react with the outer layer of the Ag particles
and create a Ag-solvent metal alloy. This alloy fills the pits etched by the glass on the silicon
surface. Hence, on isotropically etched silicon, it appears as a round shape and on anisotropically
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etched silicon it appears as an inverted pyramid, which can explain pyramidal Ag imprints
observed by other authors [2, 3].

An XRD analysis was performed on the front surface of the cell in order to identify phases
present in the fired Ag contact layer. Measurements were performed for both as-dried and as-
fired Ag paste, Figure 3 a.
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Figure 3. a) XRD spectrum of Ag paste fired on a silicon wafer under different firing
temperatures b) Effect of peak firing temperature on the maximum bowing.

Besides the sharp Ag peaks, two extra phases were detected in the fired Ag layer spectrum,
namely ZnO and PbZnSiO4. The latter two are residues of the initial glass frit present in the Ag
paste to obtain better sintering properties of the contact layer. However, it is known that initially
only two oxide phases were present in the Ag paste, namely ZnO and PbO. It is suggested, that
ZnO and PbO form a complex ceramic crystallite phase due to etching through the SiNy
antireflective coating (ARC) and a reaction with the Si wafer during the firing process, resulting
in crystallization of larsenite (PbZnSiOy).

It is suggested that in the investigated cells Ag crystallites are formed at the paste/Si interface
without the aid of liquid Pb formation. When the Ag particle/agglomerates are in direct contact
with the molten glass, the redox reaction between the PbO in the glass and the Si is suppressed.
The following alternative Ag contact formation mechanism is proposed and is also shown
schematically in Figure 4.

Liquid glass (L) Fired Ag contact
Organic matrix of a binder
Ag particle Pores
Glass frit
Pores Ag particle Si-Ag-M
alloy

SiNx:H ARC ~70nm SiN,:H ARC ~70nm /

n-Si  ~0.2+0.4 um n-Si  ~0.2+0.4 pm

p-Si p-Si p-Si

Dried Ag paste During Firing Ag crystallites/precipitates

Figure 4. Proposed schematic model for the ionic reduction mechanism during Ag front contact
formation under normal industrial firing conditions (850 °C).
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After Ag paste deposition the solvents are evaporated in a drying step, leaving behind the metal
and glass particles embedded in the organic matrix of the binder. In the subsequent firing step the
organics are combusted. As the firing temperature increases above the softening temperature of
the glass frit (613 °C for lead silicate glass), the glass frit becomes fluidized, wets the Si surface
and a thin layer of liquid glass (L) surrounds the Ag particles. Because Ag and L react to form an
alloy of much lower melting point (than Ag), this mechanism leads to the formation of a melt
around the Ag particle. With further heating to the peak firing temperature, some of the Ag
powder dissolves in the glass and sintering of the Ag powder occurs (an example of sintered Ag
particles can be seen in Figure 2).
Ag can dissolve in glass as Ag atoms, however it is a slow process, which can be suppressed by
simultaneously oxidation of Ag to Ag+ ions through an interaction with oxygen from the
ambient atmosphere [4]:
4 Ag (in glass) + 02 (g) —4 Ang (in glass) +20 > (in glass) - (1)
Subsequently, silver and oxygen ions dissolved in the liquid glass (L) formed by reaction (1)
react with the SiNy layer and etches it away:
SiNy st 4Ag+ (in glass) +2027 (in glass) —> SiO » (in glass) + 4Ag° (in glass) +x/2N, (2)- (2)
As a result of reaction (2), the silicon wafer comes into direct contact with the liquid glass and
the silver and oxygen ions diffuse further toward the glass/Si interface and create inverted
pyramidal pits on the Si wafer surface via the redox reaction:
4 Ag+ (in glass) + 2027 (in glass) + Si (s) —>4 Ago (in glass) + SIOZ (in glass) - (3)
In this model, metal oxides (PbO and ZnO) in the glass located close to the silicon wafer could
also be reduced to liquid Pb or Zn (M), leading to the formation of a Ag-M-Si alloy around the
particles. However, some of the liquid Pb or Zn phase (M) may be dissolved back into the glass
via:
4Ag+ (in glass) + 2027 (in glass) +Pb 1) -2 Ago (in glass) +PbO (in glass) - (4)
When during cooling the molten Si-Ag-M alloy solidifies, it is likely to produce a grading in the
composition of the interface between Si and Ag.
As a result of reaction (3), the glass in the etch pits is enriched by Ag atoms and SiO. It is
known, that Ag" ions diffuse faster in fluidized glass than do Ag atoms [4]. Therefore, there is a
steady flux of Ag" ions toward the Si surface that allows reaction (3) to occur continuously,
whereas the Ag atoms reduced via reactions (2) and (4) accumulate in the glass located at the
etch pits on the Si surface.
The Ag atoms reduced by the reaction with the Si substrate can precipitate as Ag particles in the
molten glass during firing or during the subsequent cooling process, normally by air cooling,
precipitate at the apexes of the inverted pyramidal pits. Subsequently, the Ag precipitates grow
into inverted pyramidal Ag crystallites as the Ag solubility of the glass decreases with decreasing
temperature, resulting in the microstructure shown in Figure 2.

3.2. Effect of Peak Firing Temperature

Figure 5 shows SEM images of cross-sectioned samples fired at different peak temperatures.

As can be seen, the cell conventionally fired at 850 °C shows several features:

1. large agglomerates of Ag particles fused together into a region of continuous Ag,

2. some Ag particles separated by regions of glass, and

3. some isolated particles of Ag that have the appearance of precipitates.

At a low firing temperature of 750 °C the Ag layer is porous and there are some discontinuities in
the Ag layer coverage of the silicon wafer. Furthermore, the glass layer is thin and only a small
amount of silver is expected to be dissolved at this temperature. Our investigations showed that
there is no or very weak Ag crystallite formation at 750 °C, which can be explained by the lack
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of a reaction between the glass frit and the SiNy, which in previous studies was found to start at
temperatures of ~680 °C [5]. Hence, the low firing temperature of 750 °C (the actual cell
temperature will be ~650 °C) is most likely not sufficient to fire through (i.e. penetrate) SiNy and
allow the formation of Ag crystallites. This would also explain the relatively low amount of
bowing found after firing (see Figure 3 b), which is probably the result of delamination of the
weak Ag/Si contact interface.

A higher firing temperature promotes Ag particle agglomeration as well as the aggressiveness of
the etching reaction between the glass frit and the SiNy layer. Thus, for the 850 °C and 950 °C
firing condition the SiNy is completely etched, allowing the glass frit with dissolved Ag to reach
and partly dissolve the underlying Si. With increasing firing temperature the amount of generated
glass increases too, since more SiNy is removed and hence more Si from the SiNy reacts with the
glass frit to SiOy. Thus, the thickness of the glass is expected to increase with temperature, as
observed in this work.

750 °C 950 °C

850 °

5um

Figure 5. SEM micrographs of cross sections of Ag paste fired on a silicon wafer of different
firing temperatures.

Firing the cell at 950 °C results in only local coverage of the silicon surface with glass globules,
and hence this non-uniform glass layer could explain low bowing at 950 °C. A substantial
delamination was observed at the edges of the fired cell, which is inherent to a large shear stress
during bowing. Edge delamination and poor glass coverage explain a reduction of bowing as
compared to firing at 850 °C, where a more uniform contact with no delamination is created.

The XRD analysis performed on the samples fired at 750 °C, 850 °C and 950 °C showed
crystallite peaks of Ag, ZnO and PbZnSiOy4, see Figure 3 a. The cell fired at 850 °C seems to
have the largest amount of ZnO phase, according to the peak intensities. Conversely, firing at
950 °C creates more PbZnSiO,, which is consistent with the increase in aggressiveness of the
etching reaction between the glass frit and the SiNy layer. The eutectic reaction of Ag-Si is
expected to start at 835 °C [6]. When ZnO-PbO reaches 850 °C, which occurs at a firing
temperature of 950 °C, Ag precipitation from the molten glass, as shown in Figure 4, can be
suppressed, resulting in a weak mechanical contact (in accordance with the bowing results).

The crystallization of the PbZnSiO, in the glass probably occurred only due to the temperature
rising above 850 °C, as no PbZnSiO4 phase was identified in the 750 °C and 850 °C firing
spectra. The crystallization in the glass during firing can affect the formation of Ag on and
penetration of Ag into the Si emitter.

It is concluded that firing at 950 °C creates a mechanically weak contact, due to the high
crystallization of glass (at temperatures above 800 °C), which prevents the viscous flow of frits
and due to the penetration of Ag into the Si emitter in combination with nearly no glass layer
formed at the Ag/Si interface. Hence, only local Ag crystallites form in the places where Ag
particles make direct contact with the Si wafer. This provides a low degree of bonding between
the layers, resulting in a low bowing of the fired cell.

3.3. Effect of Silicon Wafer Surface Treatment

At temperatures typically above 600 °C, glass frit particles melt and exhibit a sufficiently low
viscosity to allow a significant rearrangement of the particles and their compaction by capillary
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action. As a result, wetting occurs and the underlying SiNy layer is penetrated, allowing
interaction with Si to take place. This leads to the formation of Ag crystallites and a good
mechanical bonding at the Ag/Si interface. Thus, it can be expected that the silicon surface
condition may affect the wettability, the spatial distribution of the glass layer and ultimately the
bonding of the layer.

Figure 6 a shows SEM micrographs of polished cross sections of the Ag contact layer created
with different Si wafer surface conditions: as-cut, textured and polished. As can be seen, a
textured surface creates large voids and inhomogeneities at the Ag/Si interface. However, a
polished silicon surface results in a rather uniform distribution of Ag agglomerates. Finally, there
are cracks visible running from the interface into the as-cut silicon wafer.

In order to investigate the effect of surface roughness on the quality (bonding) of the Ag/Si
interface, the bulk of the Ag layer was etched off using Aqua Regia, leaving behind the glass
layer (Figure 6 b).

As can be seen, for the polished surface the glass layer coverage is higher and much more
uniform compared with the textured surface. Furthermore, for the textured surface the glass layer
is only continuous within the texture valleys. This indicates that melted glass initially fills up the
texture valleys. Any excess glass will spill over the valleys and then build up. However in this
case, the edges between the valleys are too high to cause any spill over.

Polished Textured As-cut

Figure 6. SEM micrographs of: a) cross section of Ag paste fired on different silicon surfaces; b)
Ag layer after etching with Aqua Regia, revealing glass phase distribution underneath; c) Ag
layer after etching with Aqua Regia+HF, that removes the glass layer to reveal the Ag crystallite.

Etching away the glass layer reveals the distribution of the Ag crystallites underneath the glass,
Figure 6 c. For the polished surface, imprints of numerous Ag crystallites can be seen underneath
the glass. This type of Ag/Si interface is expected to create a good mechanical bonding between
the layers. Conversely, the textured surface shows that Ag crystallites have formed underneath
the glass in the texture valleys. The area where Ag particles can be in direct contact with the Si
surface also shows formation of Ag crystallites, but now without the aid of a glass phase. This is
not found on the polished surface, as on this surface the silicon is almost entirely covered with a
glass layer.
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Thus, the glass-wetting behaviour on the Si surface plays a crucial role in determining the glass
layer distribution. Based on the results, a simplified model for the glass layer and Ag crystallite
distribution on textured and polished silicon surfaces is proposed in Figure 7.

Ag crystallites in direct

contact with Ag particle Weak interface
bonding

5
&
<
58

g
5t
EE
g
&} Ag crystallites below glass layer Sintered Ag particles/agglomerates

Figure 7. A schematic of the glass layer and Ag crystallite distribution on textured and polished
silicon surfaces.

In this model polishing of the silicon surface gives a better wetting by the glass layer, resulting in
a lesser incidence of large voids, compared to highly textured surfaces. The non-uniformity of
the glass layer and large voids at the Ag/Si interface are expected to have a negative effect on the
mechanical strength of the solar cell [7].

4. Conclusions

An alternative mechanism for Ag contact formation was proposed, where under an oxidizing
environment Ag dissolves as Ag" ions into the molten glass and there is a redox reaction between
diffused Ag and silicon substrate, which creates inverted pyramidal pits on the Si surface. The
Ag atoms reduced by the reaction with the Si substrate can precipitate as Ag particles in the
molten glass during firing or as Ag crystals in the inverted pyramidal pits during the subsequent
cooling process. This model competes with the previously proposed one [2, 3], where metal
oxides contained in the glass interact with the silicon wafer.

Furthermore, it was found that there are two main processing parameters affecting the uniformity
of the Ag/Si interface, namely the peak firing temperature and the silicon surface roughness.
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Abstract

The purity of the electrolyte has an important influence on the content of the impurities in
electrodeposited silicon. In this paper, effects of electrolysis temperature, current density
and the time on the concentrations of two important impurities: phosphorus and iron in
the electrolyte were investigated during the purification of Na3AlFs-10%K,SiFe-AlF3
melt. It was observed that the concentrations of P and Fe in the electrolyte decreased with
the electrolysis temperature, current density and the electrolysis time increasing. X-ray
fluorescence (XRF) of the electrolyte shows that the concentrations of P and Fe decrease
from 4.2ppmw to 1.3ppmw and 204.0ppmw to 42.6ppmw, respectively. The removal
rates of P and Fe are 69.08% and 79.12% when the electrolysis was performed for the
duration of 3 hours and at a current density of 20mA-cm™ while the operating
temperature was 1225K.

Introduction

Crystalline silicon used in photo-voltaic (PV) cells are typically fabricated from high
purity silicon (>11N) commonly produced by so-called Siemens process or from scrap
electronic silicon (SEG-Si), resulting the purity of silicon usually exceeds actually
required (6N) for solar-grade silicon (SOG-Si). Although the Siemens process is
advantageous for the purity of silicon and is applicable to the SOG-Si production, it is
rather costly and energy consuming, which is the major inhibiting factor to the
widespread adoption of solar power. Therefore, new production processes for SOG-Si,
including modification of the Siemens and past processes for SEG-Si, have been
investigated ['). Among them, the molten salt electrolysis is one of the most extensively
investigated one %1,

It is known that impurities in polycrystalline silicon materials, significantly affect the

[7.8]

stability and efficiency of the photovoltaic cells ''*. For impurities P and Fe, the

maximum admissible contents in SOG-Si should be less than Ippmw and 10ppmw
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respectively (19 Based on the electrode potential difference between the phosphorus (or
iron) and silicon, it is advantageous to adopt the method of molten salt electrolysis to
prepare polycrystalline silicon with low concentrations of P and Fe ['',

As pointed out by previous studies !*"'%, the content of the impurities in the electrolyte
has much effect on the purity of production silicon at the cathode. The results from
reference [13] showed that the purity of electrolyte resulted in the decrease of P content in
the obtained silicon. To ensure the concentration of P in the production silicon was less
than 1ppmw, the allowable highest concentration of P in electrolyte was 3.1ppmw. The
results from Olsen et al !"*'*! showed that there was an obvious decreasing trend of
impurities in the silicon electrodeposited from MG-Si. The concentrations of Fe and P in
electro-deposited silicon were 1.5ppma and 3ppma respectively, if the electrolyte of
LiF-KF-K,SiFs was purified to remove dissolved oxides before electrorefining ['*!. In
addition, with the process of pre-electrolysis for K,SiF¢-Na3AlF¢ melt, the concentrations
of Fe and P in the refining silicon decreased to 95ppmw and 4.3ppmw, while the
concentrations of Fe and P in MG-Si were 1745ppmw and 98.6ppmw, respectively ['®l.
Therefore, it is significant for electrolytic preparation of SOG-Si to remove some
impurities such as P, Fe by the purification treatment of the electrolyte, which their
electrode potentials are more positive than that of silicon.

In this work, the effects of electrolysis temperature, current density and the time on
concentration of impurities P and Fe in the electrolyte were investigated during the
purification of Na3AlF¢-K,SiFs-AlF3; melt when Cu-Si alloy was adopted as liquid anode.

Experimental

Material chemical and bath preparation

The bath was made up of raw materials Na;AlFs, K,SiFg and AlF;. NasAlFs and K,SiFs
were reagent grade. AlF; was purified by sublimation three times and its purity was
above 99.5%. All the components were dried at 120°C for at least 48 hours in the vacuum
oven to remove the water before being used. The mole ratio of NaF and AlF; was 2.2 and
10 wt% K,SiFs was added as the intermedium of electrorefining. The powdered
components were mixed and the initial weight of the electrolyte was 600g.

Cell design and electrolysis procedure

Fig. 1 is the sketch of the experimental cell for the purification of Na3zAlFs-K,SiFgs-AlF3
melt. A hole was drilled at the bottom of alumina crucible and Cu-20 wt% Si alloy was
added. Thus, a steady anode surface could be obtained during electrolysis. A graphite rod
of high purity was used as cathode. Alumina sleeve was set in the graphite crucible and
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about 600g electrolyte was contained. Because the cell could not be thermally
self-sustaining, it was necessary to provide extra heat by placing the experimental cell in
a vertical laboratory furnace and the furnace was heated to the desired temperature.

Figl. The sketch of electrolytic cell for the purification process
A-Stainless steel lead B-Alumina lid C-Graphite cathode
D-Cu-Si alloy anode  E-Alumina tube F-Alumina crucible
G-Graphite crucible H-Electrolyte I-Stainless steel plate

The cell was heated to the required temperature and kept for 2 hours before the current
was supplied. The temperature of the furnace was controlled to +1°C by TCE-II
programmable temperature control unit. The temperature of the melt was measured with
Pt/Pt-10%Rh thermocouple once an hour and maintained over a range of +3°C during
testing. The constant current was supplied throughout the experiment and the cell voltage
was monitored by a Multi-Purpose Potentiostat/Galvanostat (model 273A/10,
Perkin-Elmer Instruments).

The removal rate of impurity was applied to quantify the actual situation of purification
of the electrolyte with respect to the processing parameters as the following Eq. (1).

R="% % 100% (1
Cy

Where, C, and C; are the concentration of impurity in the electrolyte before and after the
purification of the electrolyte with different processing parameters, respectively.

During purification process, the electrolyte was sampled every hour. The concentrations
of impurities P and Fe in the sample were measured by X-Ray Fluorescence spectrum
(Philips 8424 TW2424) (analytic error below 5%).
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Results and Discussion

Electrolysis temperature

Table 1 shows that the concentration of impurity P in the electrolyte decreases with the
temperature increasing at 20 mA-cm™ after being purified by the electrolysis for 3 hours.
At the temperature of 1205K, the concentration of impurity P decreases from 4.2ppmw to
1.6ppmw, and Rp is 61.90%. When the temperature is 1225K, its concentration is
1.3ppmw after electrolysis for 3 hours, which is lower than that at 1205K. And at this
time Rp is 69.05%, which increases by 7.15%. At 1245K, its concentration is 1.2ppmw
after electrolysis for 3 hours and Rp is 71.43% which increases by 2.38% compared with
that at 1225K.

From Table 1, for the impurity Fe, its concentration change caused by the electrolysis
temperature is as same as that of impurity P. After electrolysis for 3 hours, the
concentrations of impurity Fe in the electrolyte are 47.8ppmw, 41.2ppmw and 40.6ppmw
when the temperatures are 1205K, 1225K and 1245K respectively. Accordingly, the
removal rates Rg. are 76.57%, 79.80% and 80.10%.

Table 1. The concentration of impurities in the electrolyte

Electrolysis Before electrolysis After electrolysis Rel.noval‘r.ate

Temperature of impurities
/K Cp/ppmw | Cg/ppmw | Cp/ppmw | Cg/ppmw Rp/% Ree/%
1205 1.6 47.8 61.90 76.57
1225 42 204.0 1.3 41.2 69.05 79.80
1245 1.2 40.6 71.43 80.10

Note: Current density 20 mA-cm™, and the time 3 hours.

The results presented in Table 1 also indicate that the degree of change in the
concentration of impurities P and Fe in the electrolyte is relatively small when the
electrolysis temperature increases from 1225K to 1245K. After electrolysis for 3 hours,
the removal rate of impurity P at 1245K only is increased by 2.38% compared with that at
1225K. For impurity Fe, it is increased by 0.30%. In addition, considering the
evaporation of the electrolyte which will result in the loss of the melt, the temperature of
electrolysis is determined to be 1225K.

Current density and electrolysis time

From Fig.2, it is concluded that the concentration of impurities P and Fe in the electrolyte
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after being purified decreases with the current density increasing when the electrolysis
time is less than 2 hours at 1225K. But the process of purifying is continued until 3 hours,
their concentration is substantially equal.

For impurity P (Fig.2 (a)), after electrolysis for 1 hours, its concentration decreases from
4.2ppmw to 2.6ppmw at the current density of 20 mA-cm?, and its removal rate (Rp) is
38.10%. When the current density is increased to 50 mA-cm™, its concentration is
2.4ppmw, which is lower than that at the current density of 20 mA-cm™. And at this time,
Rp is 42.86%. However, when the processes of electrolysis at the current density of
20 mA-cm?and 50 mA-cm™ lasts for 3 hours, both of the concentrations of impurity P
are 1.3ppmw, and Rp is 69.08%.

For impurity Fe (Fig.2 (b)), its concentrations are 99.7ppmw and 88.1ppmw respectively
at the current density of 20 mA-cm™and 50 mA-cm™ after electrolysis for 1 hours. And
accordingly, its removal rates (Rp) are 51.13% and 56.81%. If the process is continued

until 3 hours, the concentrations of impurity Fe are 42.6ppmw and 43.9ppmw at the
current density above-mentioned.

© % (b)
‘E (2) _m 20mA/em2 g 2101 = 20mA/cm?
£ 41 —e- 50mA/cm? [ 180} —e— 50mA/em?
[ G
5 S 150(
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g 2 120}
< <
E £ ool
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Fig2. The concentration of impurities at the different current densities
(a) Concentration of impurity P (b) Concentration of impurity Fe

A possible explanation for the decrease in the concentration of impurity P in the
electrolyte with the current density rising may be that the increase in the rate of reduction
reaction. The electrode reaction occurs only on the interface of electrode and electrolyte
solution. So, the reaction rate v is related to the area of interface of electrode and
electrolyte solution, as shows in Eq. (2)!'").

L i
nFA nF

(mol/s-cm’) 2)

Where i is current density (A-cm?), F is the Faraday’s constant, n is the number of
exchanged electrons.

281



From Eq. (2), the reaction rate is proportional to the current density. So when the current
density increases from 20 mA-cm? to 50 mA-cm™, the reaction rate which P*" near
cathode is reduced to P increases.

Besides, according to Eq. (3), the mass of a substance altered at an electrode during
electrolysis is directly proportional to the quantity of electricity transferred at that

electrode '8,

M=k-Q=kIt 3)

Where M is the mass of a substance (g), k is electrochemical equivalent (g-A™"h™), O is
the total electric charge passed through the substance (A-h). / is current intensity, ¢ is
the electrolysis time (h).

Because of the same area of electrode, increasing current density leads to the increase of
current intensity. According to Eq. (3), the amount of impurities P and Fe deposited at the
cathode increases. This means that the concentrations of impurities P and Fe in the
electrolyte decreases. However, as long as the electrolysis time is enough, the
concentrations of these impurities in the electrolyte are equal though the current densities
are different. For example, the concentrations of impurity Fe are 42.6ppmw and
43 9ppmw respectively at the current densities of 20 mA-cm™ and 50 mA-cm? after
electrolysis for 3 hours. However, when the electrolysis time is 2 hours, their
corresponding concentrations are 65.8ppmw and 62.4ppmw.

Conclusions

The purification of Na3AlFs-K;,SiFs-AlF; melt with the liquid anode of Cu-Si alloy can
be realized. The concentrations of P and Fe in the electrolyte decreased with the
temperature increasing. An appropriate increase in electrolysis temperature was helpful
for the purification of the electrolyte, and the temperature of purifying
Na3AlFs-K,SiFg-AlF; melt by the electrolysis should be determined to be 1225K. The
concentrations of P and Fe in the electrolyte after being purified decreased with the
current density increasing when the electrolysis time was less than 2 hours. However, as
long as the electrolysis time was enough, the concentrations of these impurities would not
be affected by the current density. X-ray fluorescence (XRF) of the electrolyte shows that
the concentrations of P and Fe in the electrolyte decrease from 4.2ppmw to 1.3ppmw and
204.0ppmw to 42.6ppmw, respectively. The removal rates of P and Fe are 69.08% and
79.12% at 1225K, current density of 20 mA-cm™ when the time reaches 3 hours.
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Abstract

The Dy-Nd-Pr-Ni alloy sample was prepared by cathodic potentiostatic electrolysis at 0.65 V (vs.
Li*/Li) for 1 h using a Ni plate in a molten LiCI-KCI-DyCl3-NdCl3-PrCl3 system at 723 K. The
highest mass ratio (Dy/Nd+Pr) in the alloy sample was observed to be 50 at 0.65 V. Anodic
potentiostatic electrolysis at 2.20 V for 12 h was conducted using the Nd-Fe-B magnet electrode
in a molten LiCI-KCl system. All elements were almost dissolved from the magnet, and the
original form of the magnet disintegrated. After anodic potentiostatic electrolysis at 2.20 V,
cathodic potentiostatic electrolysis was conducted at 1.00 V for 5 h using a Mo plate in order to
remove the dissolved Fe from the bath. Finally, cathodic potentiostatic electrolysis was conducted
at 0.65 V for 12 h using a Ni plate. The mass ratio of Dy/Nd in the alloy sample was determined
to be about 18.

Introduction

The use of rare earth (RE)-iron group (IG) alloys has increased significantly in a number of
industrial fields over the past few decades. In particular, the demand for Dy-added Nd-Fe-B
magnets is rapidly increasing because these magnets are indispensable for high-performance
motors in electric vehicles (EVs) and hybrid electric vehicles (HEVs). These magnets need to
possess sufficient thermal stability for use in such motors in high-temperature environments. The
addition of Dy is necessary to improve the thermal stability of Nd-Fe-B magnets. However, there
is the concern about a shortage of RE metals in general, and Dy, in particular, of the RE resources.
Thus a worldwide need is being increasingly felt to augment the primary production of Nd and Dy
by combining a suitable recycling method in order to reclaim these metals from their recyclable
resources. In this context, it is worthwhile to mention that large Nd-Fe-B magnets are the only
secondary resource materials as far as Dy is concerned. That is why, it is necessary to develop an
inexpensive and environmentally friendly recovery/separation process for the recovery of Nd and
Dy from a variety of scrap/waste magnets.

We are proposing a new separation and recovery process for the recovery of Nd and Dy from
the RE scraps using molten salt and an alloy diaphragm concept in a molten salt system (Figure 1)
[1-3]. This process is based on our previously discovered phenomena, i.e., “electrochemical
implantation” and “electrochemical displantation” [4-6]. RE containing scrap is used as the anode.
A RE-transition metal (TM) alloy is used as the diaphragm, which functions as a bipolar electrode.
During electrolysis, all the RE metals in the anode are dissolved in the molten salt as RE ions. One
or several specific RE ions are selectively reduced to form RE-TM alloys on the alloy diaphragm
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according to their formation potentials and/or alloying rates. Subsequently, the RE atoms
chemically diffuse through the alloy diaphragm and are re-dissolved into the molten salt as RE
ions in the cathode compartment. The re-dissolved RE ions are finally deposited on either Mo or
Fe cathode as RE metals. The RE ions remaining in the anode compartment can be electrodeposited
by employing a second cathode leaving behind the impurities as anode mud/residue.

This new process was first applied to chloride melts, and the separation of Dy from Nd was

investigated using Ni and Cu cathodes in molten LiCI-KCI-DyCI3-NdCl; systems [7-9]. The
highest mass ratio of Dy/Nd in Dy-Nd-Ni alloy sample was found to be 72 by ICP-AES.
The present study was the electrochemical formation of RE-Ni (RE=Dy, Nd, Pr) alloys using Ni
electrodes in a molten LiCl-KCI-RECI3 (0.50 mol% added) at 723 K. Furthermore, the anodic
dissolution of RE (Dy, Nd, etc) using Nd-Fe-B magnet electrodes and electrowinning of Dy using
Ni electrodes were carried out in a molten LiCI-KCl system at 723 K.

Reduction of rare earth ions and alloy

Selective dissolution of rare earth metals formation _
RE ., = RE(II) +3 ¢~ RE(II) +3 e™=RE ),
@ \ Bipolar electrode .
‘ (Rare earth alloy) I

*_
@H‘“ @ ‘_ @3+
Rﬁ* Selective and| @ -

high rate
Cathods Molten salt diffusion Molten salt Anode

Figure 1. Schematic drawing of the process for separation and recovery of rare earth metals.

Experimental

Anhydrous Reagent (AR) grade eutectic LiCI-KCl salt (58.5 mol% LiCl-41.5 mol% KCI)
was placed in a recrystallized alumina crucible, which, in turn, was vacuum-treated for more than
24h at 473K, in order to remove moisture, prior to melting. Both the mixing of the electrolyte
constituents and electrochemical measurements were carried out under dry argon atmosphere. 0.5
mol% DyClz, NdCls and PrCls (99.9% pure, Kojundo Chemical Laboratory Co. Ltd.) was added
to the eutectic salt to prepare the electrolyte. A chromel-alumel thermocouple was used to measure
the temperature. A three electrode set up consisting of Nd-Fe-B plate (dimensions: 20mm long, 10
mm wide and 1.5mm thick, composition, mass%: SDy+20Nd+5.9Pr+65Fe+1B)/Ni wire (99%
pure, Smm long, 1mm dia.) WE, Mo/Ni plate type (99% pure, 20 mm long, 10 mm wide, 0.2 mm
thick) CE and Ag-(1mol%) AgCl RE was used for the electrochemical measurements. The
potential of the RE was calibrated against the in situ Li*/Li electrode, prepared by depositing Li
metal on a Mo wire (during the electrochemical measurements). Potentiostatic electrolysis was
performed at 723K to prepare the electrodeposited samples. The samples were characterized and
evaluated by SEM-EDS, and ICP-AES instruments.
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Results and Discussion

Electrochemical Formation of RE-Ni (RE-Dy, Nd and Pr) Alloys

Figure 2 compares the cyclic voltammograms of DyCls, NdCl; and PrCls. Appearance of a
relatively larger cathodic current (the peak current being at ~0.40 V) at 0.70 V (with a
corresponding anodic peak during the reverse scan) indicated the selective removal of Dy (from
Nd and Pr). In contrast, both Nd and Pr exhibited cathode current responses at 0.60 V. Besides,
the appearance of smaller cathodic current peaks at ~0.65 V were probably due to the occurrence
of Nd(IIT)/Nd(II) and Pr(III)/Pr(II) reactions. The CV suggests that the application of a voltage in
the range 0.60-0.70 V can potentially remove Dy from the mixture of Nd and Pr.

=
—
(=)
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Current density / A cm™

—0.05

0.0 0.5 1.0 1.5 2.0
Potential / V (vs. Li*/Li)

Figure 2. Cyclic voltammograms with Ni electrodes in a molten LiCIl-KCI-DyCls/ NdCl3/PrCls
(0.50 mol% added) at 723 K. Scan rate: 0.05 V s°!. Surface area: 0.16 cm?.

Based on the CV response (Figure 2), we have already reported the possibility of separation
of Dy from Nd, using a Ni electrode, from the LiCI-KCI-DyCl3-NdCls electrolyte system [8]. In
the present studies, the specific focus was on the possibility of removal of Dy from Pr and Nd from
Pr. Further experiments were carried out, at 0.55-0.70 V for 1 h using Ni plate-type cathode, to
examine the extent of removal of Dy from the mixture of Dy, Nd and Pr. Figure 3 shows the Dy/Pr
mass ratio in the electrodeposited alloy samples, measured by ICP-AES. The highest value for the
ratio was observed to be formed at an operating voltage of 0.70 V. When the studies were extended
to examine the separation efficiency between Nd and Pr, it was observed that no separation could
be possible as the mass ratio stayed unity at all operating voltages (Figure 4). Experiments aimed
at separating Dy from a mixture of Nd and Pr revealed that a highest separation quotient
(Dy/Nd+Pr) of 50 could be achieved at an operating voltage of 0.65V (Figure 5).

These results indicated the possibility of separating Dy from Nd and Pr by controlling
electrolysis potential in a molten LiCl-KCl-DyCl3-NdCl;3-PrCl; system.
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Figure 3. Potential dependences of the amounts of deposited Dy and Pr, and of the mass ratio
of Dy/Pr, in a molten LiCl-KCI1-DyCl3(0.50 mol% addd)-PrCl3(0.50 mol% added) at 723 K.
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Figure 5. Potential dependences of the
amounts of deposited Dy, Nd and Pr,

Figure 4. Potential dependences of the
amounts of deposited Nd and Pr, and of the

mass ratio of Nd/Pr, in a molten LiCI-KCl-
NdCl13(0.50 mol% addd)-PrCl3(0.50 mol%
added) at 723 K.

and of the mass ratio of Dy/Nd+Pr, in
a molten LiCl-KCI-DyCl3(0.50 mol%
addd)-NdCl3(0.50 mol% addd)-

PrCl3(0.50 mol% added)at 723 K.

Recovery of Dy under Potentiostatic Electrolysis Condition

A combination of anodic dissolution (at 2.20 V for 12 h) and cathodic deposition (at 1.00 V
for 5 h) was carried out to deposit the dissolved Fe (from the electrolyte) onto a Mo plate prior to
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the separation of Dy from the RE mixtures. Fe, from the Nd-Fe-B magnet, quickly dissolved in
the electrolyte upon anodic polarization. The Fe removal was followed up by another potentiostatic
experiment, at 0.65 V for 4 and 12 h (Figures 6 and 7 respectively), to remove Dy from the
electrolyte and form of Dy-Ni alloy in situ at the Ni plate. The EDS measurements showed the
Dy/Nd ratio to be 11 (after 4 h of electrolysis, Figure 6) and 18 (after 12h of electrolysis, Figure
7). As predicted, Pr was observed to be present in both the (Dy-Nd) alloy deposits. These results
further confirmed that the separation of Dy, from a mixture of Dy, Nd and Pr, can be achieved
under a set of optimum operating conditions.

In order to recover residual Nd and Pr from the electrolyte (after the removal of Dy), further
electrolysis was carried out at 0.65 V for 4 h and 12 h respectively. Figure 8 shows the cross-
sectional SEM image of the sample obtained at 0.60 V and 1.5 h. The mass ratio of Dy:Nd:Pr in
the alloy was determined to be 11:8.4:1. This analysis clearly indicated that quantitative recovery
of Dy could not be achieved even after carrying out electrolysis at 0.65 V for the duration of 16 h.
A mass ratio of Dy:Nd:Pr as 1.9:4.7:1.0 indicated that it was possible to deposit Nd and Pr onto
nickel cathode at an operating voltage of 0.55 V and an electrolysis duration of 3 h (Figure 9).

= Rl
3,000 5,00V COMPO  SEM WO 7. 9mm

Figure 6. Cross-sectional SEM image of the sample prepared by cathodic
potentiostatic electrolysis using a Ni electrode at 0.65 V for 4 h in a molten
LiCl-KCl system at 723 K.

Figure 7. Cross-sectional SEM image of the sample prepared by cathodic
potentiostatic electrolysis using a Ni electrode at 0.65 V for 12 h in a molten
LiCl-KCl system at 723 K.
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Figure 8. Cross-sectional SEM image of the sample prepared by cathodic
potentiostatic electrolysis using a Ni electrode at 0.60 V for 1.5hina
molten LiCl-KCl system at 723 K.
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Figure 9. Cross-sectional SEM image of the sample prepared by cathodic
potentiostatic electrolysis using a Ni electrode at 0.55 V for3hina
molten LiCIl-KCl system at 723 K.

Anodic Dissolution Behavior of the Nd-Fe-B Magnet

The Nd-Fe-B magnet was wrapped in a nickel wire and then subjected to anodic dissolution
at 1.70-2.20 V for 12 h. Figure 10 shows the cross-sectional SEM image of the sample retrieved
after dissolution at 1.70 V. The EDS analysis showed a variation in the dissolution pattern. It was
observed that the Nd, present in the outer layer underwent preferential dissolution leaving the Nd
present in the inner layer untouched. This might have happened because of the large cracks, found
between inner and outer layer, generated during the electrochemical dissolution process. When the
anodic dissolution was carried out at a comparatively higher voltage (2.20 V), all the three
elements underwent complete dissolution and there was hardly any magnet sample left in the
nickel wire.
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Figure 10. Cross-sectional SEM image of the sample prepared by anodic potentiostatic
electrolysis using a Nd-Fe-B magnet electrode at 1.70 V for 12 h in a molten LiCI-KCl
system at 723 K.

Conclusions

The electrochemical formation of RE-Ni (RE=Dy, Nd, Pr) alloys using Ni electrodes was
investigated in a molten LiCI-KCI-RECI3 (0.50 mol%) at 723 K. Furthermore, the anodic
dissolution of RE (Dy, Nd, etc) using Nd-Fe-B magnet electrodes and electrowinning of Dy using
Ni electrodes were carried out in a molten LiCl-KCl system at 723 K. The results could be
summarized as follows:

1. The alloy sample was prepared by potentiostatic electrolysis at 0.65 V for 1 h using a Ni
cathode in a molten LiCl-KCI-DyCl3-NdCI3-PrCl; system. The highest mass ratio of
Dy/Nd+Pr in the alloy sample measured by ICP-AES was determined to be 50 at 0.65 V.

2. Anodic potentiostatic electrolysis at 1.70 V and 2.20 V for 12 h were conducted using Nd-
Fe-B magnet electrodes wrapped Ni wires. It was found that RE in the outer layer was
selectively dissolved but RE in the inner layer remained undissolved from the EDX analysis
of the cross-section of the sample obtained at 1.70 V. The sample obtained at 2.20 V was
almost dissolved, and the original form of the magnet disintegrated.

3. After anodic potentiostatic electrolysis at 2.20 V for 12 h using the Nd-Fe-B magnet and
cathodic potentiostatic electrolysis at 1.00 V for 5 h using a Mo plate, cathodic potentiostatic
electrolysis was conducted at 0.65 V for 12 h using a Ni plate. From the EDX analysis of
formed alloy, the mass ratio of Dy/Nd in the alloy sample was about 18.
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Abstract

The production of titanium oxycarbide — a consumable anode material used in molten-salt
processes for electrowinning titanium — from heavy mineral concentrate, such as a high-titania
leucoxene and natural rutile is described. The oxycarbide is prepared by carbothermic reduction
of the oxide at elevated temperature. Particle size distribution (of the titanium oxide raw
material) and temperature have large effects on the kinetics of the reaction, which seem to follow
a “shrinking-core” model. It is anticipated that low porosity (in the anode pellets) would be
advantageous during electrolysis. Particle size distribution, extent of reaction during
carbothermic reduction, and sintering temperature are expected to affect pellet porosity after
sintering, and are being tested experimentally.

Introduction

Many groups have been working on an electrochemical process to develop an alternative process
to Kroll reduction for the production of titanium [1]. The process developed by Materials and
Electrochemical Research (MER) Corporation, more commonly referred to as the MER process
[2] (or the similar Chinuka process [1,3]), is one such method that is currently being investigated.
The MER process begins with a source of relatively pure TiO», which also can include grades as
low as titania-rich slags [2]. This source of titania is then reduced by carbon to form a TiO-TiC
solid solution, referred to as titanium oxycarbide (approximately Ti,OC), by the carbothermic
reaction shown. Titanium oxycarbide is assumed to be a regular solution of TiO and TiC with a
heat of mixing of -24.7 kJ/mol [4].

2TiO,+4C > Ti,OC+3CO (T=1400-1600 °C, AG®° =-0.518*T(K)+764.16 kJ) (1)

Ti,OC > 2Ti+CO (T=800 °C, cell potential = 1.17 V) 2)
Table I. Half-cell potentials for possible reactions in the Chinuka/MER process
Half-cell reaction Potential relative to Cl, evolution (V)

2 TiCl, + CO +4 ¢ — Ti,0OC + 4 CI (anode) -0.61
FeClLb,+2e > Fe+2Cl” -1.11
SiCly+4e > Si+4Cl -1.35
MnCl,+2e¢ — Mn+2Cl” -1.79
TiCl, +2 ¢ — Ti+ 2 Cl (cathode) -1.79

Oxycarbide, so produced, can be used as an anode in a molten salt electrochemical cell (such as
eutectic NaCl-KCI) to produce titanium metal. Eqn. 2 describes the overall electrochemical
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transformation of the Ti,OC into Ti metal. The presence of some of the impurity elements (such
as Fe, Si, Mn), can also initiate some additional electrochemical reactions, listed in Table I.

Table I suggests that as the reduction of impurity elements (Fe, Si, Mn) would occur at less
negative potentials (than the reduction of Ti), clearly there is a need to remove them from the
anode feed prior to its electrochemical reduction to titanium metal. The current practice has been
to use an acid leach to remove the impurities [3].

Although inclusion of an extra processing step prior to electrochemical treatment of iron-rich
titania may not be entirely in favor of the process economy, these materials have an inherent

advantage of being inexpensive raw materials (Table II) [S].

Table I1. Cost of various titanium ores in 2012.

Concentrate C(gjttétno)n %TiO; [6] T%:t(/$:(l§g)
Ilmenite 300 54 0.56
Titaniferous slag | 637.50 88 0.73
Natural rutile 2650 95 2.79

Although some of the iron-rich ores are being used by the Kroll process in order to prepare
titanium (TiCly being the feed stock in the Kroll process, separated from iron during the prior
step of carbochlorination), the Becher process can be adopted to effectively reduce the Fe
content from low grade ilmenite (FeTiO3) and lecoxene (geologically weathered ilmenite with up
to ~90% Ti0O,) and upgrade the TiO, content to a value as high as ~95%. In the Becher process,
carbon is used as the reductant to chemically convert ilmenite to metallic iron and TiO, (Eqn. 3).

FeTiOs(s) + C(s) — Fe(s) + TiOx(s) + CO(g) 3)

The iron, so produced, can be removed from the mixture by treating the reduced mass with an
aqueous solution of ammonium chloride. Such a treatment removes bulk of the iron from the
mixture. Under optimized conditions, a sufficiently pure TiO, can be produced by this process
which then can be directly chlorinated to prepare TiCls, without taking recourse to any other
purification process.

A slight modification of the Becher process can be adopted to prepare relatively pure titanium
oxycarbide (Ti,OC) from ilmenite for its subsequent electrochemical conversion to titanium
metal (Eqn. 4).

2 FeTiOx(s) + 6 C(s) = TixOC(s) + 5 CO(g) + 2 Fe(l) (T = 1600 °C) @)

Equation 4 shows that the resulting iron will be molten at the reaction temperature. Given molten
iron’s propensity to dissolve other elements such as silicon, manganese, carbon, and chromium,
molten iron can be used as a sink for other impurities that are reduced in the course of the
reaction. Upon cooling, this molten iron will solidify, following which the solid iron may be
removed by magnetic separation from the rest of the oxycarbide anode precursor, along with any
other impurities that are dissolved in the iron. Other than magnetic separation, this process does
not require any additional processing step(s) or costly equipment to prepare relatively pure
Ti,OC. Besides, unlike acid dissolution process, this preparative method does not generate large
quantities of liquid waste.
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Because of the relatively coarser size ranges, associated with the naturally occurring leucoxene
and ilmenite, the unprocessed raw materials can pose challenges in terms of the overall reaction
kinetics. However, given the higher density of the intermediate phases and reaction product
(4.17, 4.49, and 4.94 g/crn3 for rutile, Ti,O3, and Ti,OC, respectively), the reaction product is
expected to be porous. This porosity allows gas to reach the reaction front deeper within the
particle. The main byproduct of the oxycarbide reaction shown in Equation 1 is carbon monoxide
(CO), which is itself a reducing agent that can participate in the reaction. Equation 1 is rewritten
as the set of reactions Equation 5(a-c), reflecting the role of CO as the reducing gas. A reaction
mitigated by rate-limiting gaseous diffusion of a reducing gas through a porous product layer is
called the “shrinking-core model” [7].

C+CO, -2 CO (52)
2 TiO, + CO — Ti,05 + CO, (Sb)
Ti,03+4 CO — Ti,OC + 3 CO, (5¢)

Given the high reaction temperature required by the oxycarbide production, the CO, produced in
Reaction 5b and 5c will react with carbon to form CO, although its propensity to do so depends
on temperature and the extent of reaction, as illustrated in Figure 1. The newly reduced CO can
either participate in the reaction again or leave the system; there is a net production of gas (2
moles of CO produced per 1 mole of CO,), so some CO must leave the system.

3 Effect of reaction extent on X,
x 10 2
1 T T T T T T T T T
0.8 1
Ti,O4 + Ti(O,C) Ti(0,C) Ti(O,C) + C
& o 0.6 i
of,©
=1 04l ]
Boudouard
0.2 equilibrium -
0 I I I I I I I I I
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
C
c+0

Figure 1. Effect of reaction extent on equilibrium CO, concentrations at T = 1600 °C, P =1 atm.
Methods

The raw materials used in these investigations were leucoxene mineral sand (Iluka, Eucla HyTi
90 Grade, 100 pum particle size), natural rutile (Iluka, MB Rutile 95, 100 pum particle size), and
carbon black (Fisher Chemical), mixed in the molar ratio 1:2.2 molar ratio (TiO:C, 1-10 grams
total). An alumina crucible was used for the reduction experiments.

The crucible, containing the powder mixture, was lowered into a vertical furnace and the
furnace, in turn, was heated to 1600 °C at a rate of 5 °C min™ under continuously flowing Ar
(99.995% pure) gas at a rate of 0.435 dm® min". The furnace off gas, generated during the
reduction reaction, was analyzed by an IR gas analyzer. The reduced mass was evaluated and
characterized by powder XRD (PANalytical X’Pert Pro x-ray diffractometer) and SEM-EDS
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(Phillips XL-30/FEI Quanta 600) instruments. The x-ray data was used to compute the lattice
parameters of the TiO:TiC mixture as per the procedure given in literature [8]. SEM-EDS
measurements were primarily focused on identifying the regions richer in heavier impurities,
such as iron. Leucoxene sand (Table III) was extensively used to prepare the oxycarbide. To
examine the effect of particle size distribution, the leucoxene was ground into smaller size
fractions in a “ring and puck type” tungsten carbide grinder (SPEX SamplePrep ShatterBox
8530). The ground powder was divided into three size ranges (>63um, 50 pm and <38 pm).
Some of the impurity elements, picked up during grinding operation, were removed from the
ground powder by a magnetic separator.

Table III. Composition of the leucoxene (Eucla HyTi 90 Grade)
Constituents with wt.% < 0.1 not shown

Constituent | Composition (wt.%)
TiO, 91.0
Fe203 2.17
AlLO; 0.56
CI‘203 0.144
SiO, 2.22
y4{0)} 242
Results

In our early experiments, titanium oxycarbide was successfully produced by using pigment-grade
TiO, at 1400 °C. However, similar results with either leucoxene or natural rutile could not be
obtained even at temperatures as high as 1600 °C. Powder XRD patterns of these samples
showed Ti,Os as the major phase. Small oxycarbide peaks were found to be formed but were
mostly hard to distinguish them from the background noise. Also the appearance of very small
peaks indicated the formation of insignificant quantities of oxycarbide. Analysis of the mass loss
data suggested that the conversion of Ti,0; to Ti,OC, under these conditions, was < 25%.

Figure 2. SEM images (backscatter image, 20 kV) of (a) an unreacted leucoxene particle, and (b)
a leucoxene particle subjected to normal oxycarbide reduction conditions
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SEM images (Figs. 2a and b) suggested that although the reduced powder appeared to have some
porosity it nevertheless maintained its original overall shape. The particle core was observed to
be more dense (with an approximate composition resembling Ti,O3) while the less dense outer
layer was observed to have a relatively lower oxygen concentration and hence is most likely the
oxycarbide phase. SEM image (2b) further suggested that the reaction pattern seemed to have
followed the shrinking-core model with a moving reaction front.

For shrinking-core reduction, particle size strongly affects the reaction rate. To test this, ground
leucoxene particles with an approximate size of 50 pm (38 um < d < 63 um) were reacted with
carbon at a peak temperature of 1600 °C. X-ray diffraction on this sample showed almost
complete reduction to titanium oxycarbide, as shown in Figure 3.

PXRD Pattem of Sample FF23A

200 . . T . T
FF23B
150 o To,C, ||
ivd T|2[)3
2
2 100 i
@
£
50 -
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26 (degrees)

Figure 3. X-ray diffraction pattern of an oxycarbide made from ~50 pm leucoxene particles
(after removal of magnetic particles)
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Figure 4. X-ray diffraction patterns of the magnetically separated particles.
Pattern is subtracted by the titanium oxycarbide pattern from Figure 3.

One of the characteristics, associated with the shrinking core reaction model, is the strong
dependence of the reaction rate with the particle size distribution. The reduction reaction of the
50 um size fraction (of leucoxene) at 1600 C indicated the formation of oxycarbide as the major
phase (Fig. 3), which confirms the assumption of a shrinking core model to appropriately
describe the mechanism of the reduction reaction. Peak broadening at higher angles (20 > ~60°)
indicated the presence of relatively larger volume of the oxycarbide phase with a smaller fraction
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tending towards larger lattice parameters (an indication of relatively higher oxygen content).
Further, SEM images suggested the formation of uniformly porous powder with Ti,O3 in the
core in relatively coarser size fractions (~60 um). The reduced oxycarbide powder was subjected
to magnetic separation and the XRD profile of the removed powder indicated the presence of
two major phases (FesSiz and SiC respectively) (Fig. 4). It is interesting to note here that none of
the peaks in Figure 4 matched that of o-Fe.

Backscattered SEM images of the magnetically separated powder were seen to have oxycarbide
phase present (Fig. 5). Also, the presence of non-porous powder in the mixture indicated phases
other than oxycarbide (bright phases, Fig. 5). SEM image also revealed the segregation between
brighter and darker phases. EDS measurements showed the compositional variation between
these phases (Table 4). While Si was found in all the phases, the grey/dark regions had very little
iron (Table 4).

100pm
Figure 5. SEM image of magnetically separated particles.
Locations of analyzed EDS spectra also shown (see Table IV).

Table IV. EDS measurements of regions shown in Figure 9. Concentrations in wt.%

C Si |Cr |Mn| Fe
Spectrum1| - [244(39| 0 |71.7
Spectrum2 | - (244 (22| 0 |734
Spectrum 3 | 34.1 [ 652 ] 0 0 ]07

Discussion

Particle size distribution was observed to influence the carbothermic reduction of leucoxene
sand. While the reduction was observed to be incomplete in coarser fragments, in finer fragments
a concentration difference, between the unreduced oxide and the moving reaction front, was
found. The composition at the moving reaction front was determined to be a combination of
oxides and carbides of titanium. The reduction reaction in presence of product gases (CO and
CO») can be thought of to have proceeded in the following manner.

CO reacted with TiO; to form Ti,O; and to Ti,OC (Equations 5b and c). The CO, released
during this process diffused through the product layer to react with the excess carbon to form CO
(via Boudouard reaction, Eqn. 5a). As the oxycarbide phase forms at a comparatively high
temperature, the Boudouard reaction is not expected to be the rate determining step. The rate
determining step, in the present study, is a combination of diffusion of CO into the reactant
particles and out-diffusion of the CO, from the product layer. Relatively higher CO, partial
pressure in the vicinity of Ti,O3-Ti,OC phase region (calculated to be 0.9x10” atm., Fig. 1) as
compared to that generated by the Boudouard reaction (estimated to be ~0.05x10” atm., Fig. 1)
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suggests that diffusion of CO; out of the product layer might have provided the driving force for
the occurrence of the reduction reaction.

Looking back at Figure 3, neither FesSi3 nor SiC are evident in the x-ray pattern of the full
sample. It is likely that many of the impurity oxides present in the leucoxene were reduced by the
carbon and dissolved in the molten metal, where they precipitated out along with the iron. FesSi3
is a high temperature phase which is only stable down to 825°C (under equilibrium conditions),
but can also exist as a metastable phase at room temperature. This phase has a Curie temperature
around 373 to 385 K [9].

The source of the silicon carbide is likely to be the molten iron itself, which was expected to be
high in dissolved silicon and carbon. As the molten iron cooled, silicon carbide precipitated out
first, lowering the silicon content of the iron, forming FesSis, rather than another Fe-Si phase,
such as FeSi. This is fortuitous, due to the fact that the SiC is physically attached to the FesSis,
which is magnetic, allowing both impurities to be removed. There is no SiC evident in Figure 3,
so if there is any SiC present, it would only be present in trace amounts. There are also no visible
peaks corresponding to FesSis.

Conclusions

It is possible to produce titanium oxycarbide from leucoxene and remove the bulk of the iron and
silicon impurities. The silicon was reduced along with the iron, as was chromium which formed
magnetic particles that were removed via magnetic separation. The remaining impurities Al,Os
and ZrSiOy4 are expected to be inert in the electrochemical reaction and would not significantly
affect the quality of the electrodeposited titanium. The successful reduction of titania-rich
mineral sands is strongly dependent on the particle size. This is due to the shrinking core
behavior exhibited by the reaction.
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Abstract

In this paper, the standard thermodynamic properties of AgiSb and AgeSb intermetallic
compounds have been studied by the solid state EMF-method, using Ag" ion conducting p-
alumina and Agl. The intermetallic compounds were synthesized from pure substances in
evacuated silica ampoules and their formation were confirmed by the SEM-EDS analyses. The
EMF measurements were made on electrochemical cells of the type [Ag | B-alumina | Ag-Sb] and
[Ag | Agl | Ag-Sb]. The usage of B-alumina electrolyte, in this study, enabled thermodynamic
measurements of the Ag-Sb-intermetallic compounds above 710 K, hitherto unreported. Based
on the new experimental data, thermodynamic properties of the Ag-Sb-intermetallic compounds
have been determined. The obtained experimental values have been compared with the available
literature data.

Introduction

Pb-Ag-Sb-Te, in general, and Ag-Sb-Te based intermetallic alloys, in particular, offer several
advantageous features in pyrometallurgy, geochemistry and materials science related
applications and as a result these materials are being investigated extensively for a variety of
applications, mostly as thermoelectric materials [1-4]. Some of the other applications of silver
antimonides include as anode in lithium ion batteries [5-7] and fabrication of lead-free solder
alloys [8-11]. Both from the standpoints of their recovery, from silver and copper ores and anode
slimes, respectively [12], as well as evaluation of their properties, it is important to obtain precise
key thermodynamic parameters.

Both calorimetric and electrochemical techniques have been extensively used to estimate the
thermodynamic parameters of the intermetallic alloys in the Ag-Sb system [13-17]. Wallbrecht et
al have reported the temperature dependence of heat capacities of Agg77Sbp23 and AgyoSby; in
the temperature range 250-800 K [18]. Kleppa used calorimetric technique to estimate the heat of
formation of Ag-Sb intermetallic compounds in liquid tin at 723 K [19]. Although Oh et al, on
the basis of available literatures data, have assessed high temperature thermodynamic data, their
studies lack the estimation of low temperature (<500 K) thermodynamic data [11]. In order to
construct the complete binary equilibrium phase diagram, it is imperative to determine the
experimental thermodynamic data over a relatively wide temperature regime. The objective of
the present research was to experimentally determine the thermodynamic parameters of two
different alloy compositions in the temperature range 425.86 — 752.64 K, hitherto unreported.
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Phase Relations in the Ag-Sb System

The Ag-Sb system consists of two intermetallic phases known as the minerals allargentum
(AgeSb) and dyscrasite (AgsSb) [13,20,21]. According to the Ag-Sb phase diagram proposed by
Feschotte et al. [20], there exist solid solutions of antimony in silver, AgsSb and Ag;Sb. The
solubility of silver in antimony is extremely low [22]. The binary compounds form peritectically
at temperatures of 975.65 (Ag + L = AgeSb) and 835.15 K (AgeSb) + L = Ag3Sb). They have
considerable homogeneity ranges of 7 and 5 at.%, respectively, at low temperatures. The solid
solubility of antimony into silver is 7.2 at.% at T = 975.7 K and decreases to 5.5 at.% at T = 573
K. At T=757 K and xs, = 38 at.% there exist one eutectic point, i.e. L = AgzSb + Sb [22].

Experimental Section
Several electrochemical cells were prepared with different materials to determine the most
efficient cell arrangement and improve the accuracy of the experiments. The methods used to
prepare the electrodes are described in the following sections. The provenance and mass fraction

purity of the materials used are listed in Table I.

Table I. Provenance and purity of the materials used in this study.

Substance Manufacturer Country of manufacture ~ Mass fraction purity

Ag (plate) Alfa Aesar Germany 0.999
Ag (powder) Alfa Aesar Germany 0.9995

Sb Alfa Aesar Germany 0.99999

Agl Alfa Aesar Germany 0.99999
B-alumina ITonotec United Kingdom 0.9978

Ar AGA Finland 0.99999

Re Alfa Aesar Germany 0.9997

Pt Johnson-Matthey Noble Metals England 0.9999
0-Al,O3 Friatec Germany 0.995

Preparation of the pelletized electrodes

The binary phases were synthetized separately in evacuated quartz glass ampoules.
Stoichiometric amount of fine powdered elements were mixed and pressed into pellets (460 MPa
pressure) of different composition. Each pellet was inserted into different ampoules, which were
flushed ten times with argon before the final evacuation and sealing. The sealed ampoules were
heated above the melting point of antimony inside a Lenton chamber furnace and annealed at
723 K for two days. The homogeneity of the synthetized compounds was confirmed by SEM-
EDS analysis.

The synthetized compounds were ground in an agate —mortar and mixed with other fine powders
to form experimental sample electrodes (in test electrodes of cells (A) and (B), the Sb content
was 30 at.% and 17.5 at.%, respectively). The test electrodes were finalized by pressing each
sample into different pellets. In case of Pt-lead wire connection to the test electrode, the test
electrode was pressed together with the contact Pt—lead wire. After the press, the end of the Pt
wire was gouged out so that the second end of the wire remained inside the pellet with an
unrestrained electric connection to the electrode. The Ag powder reference electrodes were
pressed into a pellet with Pt lead wire as well. When Re contact was used, the electric contact to
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the electrode was formed by pressing a spiral like shape of Re-wire towards the electrode during
the experiments. There was no noticeable difference in the EMF values when different contact
lead wire materials were used.

Preparation of solid electrodes

The solid electrodes were prepared by measuring substances to a quartz ampoule with such ratio
that two phases coexisted in the test electrode in equilibrium (in test electrodes of cells (A) and
(B), the Sb content was 30 at.% and 17.5 at.%, respectively). The ampoules were flushed with
argon, evacuated and heat treated as described in the previous topic. The solid electrodes were
finalized by grinding the contact surfaces of the electrode to improve the electric contact to the
electrolyte and to the contact wire. The composition of a small piece of the sample was
determined by the SEM-EDS. In case of solid pieces as the test electrode, the electric contacts to
the electrodes were formed by pressing a spiraled shape of Re or Pt -wire on the electrode during
the experiments. The pressing force was produced by steel springs outside the furnace.

The reference electrode was made of powdered or plate type Ag. Pt contact wire was attached to
the Ag plate by bending the Ag plate twice around the Pt wire and squeezing the end of the Pt
wire between Ag sheets.

Experimental apparatus and measurements

In most of the EMF cells B-alumina plates were used as a Ag" ion conducting electrolyte. p-
alumina electrolytes were in a form of 0.5 mm thick disc with 10 mm diameter. To prove the
functionality of the B-alumina for Ag-Sb systems as well as to extend the themodynamic
measurements to low temperature region, solid Agl electrolyte was used. Fine powder of Agl
was pressed into pellets. The pellets were either pressed with the test electrode or with both
electrodes to form unrestrained connections between electrodes and the electrolyte.

In the present study, measurements were carried out on the cells (A) and (B):
()Pt or (+)Re, Sb, Ag;Sb | (Ag)B-alumina or Agl | Ag, Pt(-) (A)
(H)Ptor (H)Re, Ag;Sb, AgsSb | (Ag)B-alumina or Agl | Ag, Pt (-) (B)

Each cell arrangement was compressed between two spring loaded alumina tubes during the
experiments. Both closed end alumina tubes held resistance thermometers for temperature
measurements, at both ends of the experimental cell. With the help of real time temperature
readings from the two resistance thermometers, temperature gradient over the EMF cell was
reduced to less than +0.2 K. A symmetrical cell with two Ag electrodes was measured to
determine parasitic voltages contribution to the overall EMF as a function of cell temperature
and the temperature gradient over the experimental cell. The measured data of the symmetrical
cells did not exceed 0.133 mV or go under -0.296 mV in the experimental conditions.

The electrochemical cell was placed in a quartz tube, which, in turn, was lowered into the Lenton
resistance furnace. All of the experiments were carried out in protective Ar atmosphere. The
EMF produced by the experimental cell was measured using Keithley 6517B electrometer. The
temperature measurements were accomplished with two Keithley 2000 DMMs connected to the
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calibrated resistance thermometers. All of the measurement devices were connected to a PC,
which collected data of all the devices every 5 seconds.

The only collected data point by experimental cell (III) was measured to examine the lower
temperature limits of the pure ionic conductivity of B-alumina. Despite remarkable scatter in the
measured data, the average of the collected data corresponded very well with the data observed
by the other cells with identical sample electrode set up.

Results and Discussion

The obtained EMF data with the experimental cells (A) and (B) and experimental uncertainties
were compiled in Table II. The equilibrium was considered reproducible when the heating and
cooling curves coincided and the measured data was consistent with that of the congruent
experimental cells.

Table II. The measured experimental data of this study presented with the estimated uncertainty.
Experimental cells containing Ag;Sb-Sb —electrode (cell (A)) are in the left side of the table and
cells with AgeSb-Ag;Sb electrodes (cell (B)) are in the right side of the table.

TIK U(T)K* E/mV U(E)mV* TIK U)K E/mV U(E)/mV*
I. (PPt Sb, Ag;Sb [ B-alumina | Ag, Pt(-) 1. (+)Pt, AgSb, Ag;Sb | B-alumina [ Ag, Pt(-)
752.64 0.134 58.10 0.065 727.58 0.171 21.68 0.012
742.62 0.056 57.37 0.049 707.53 0.044 20.98 0.013
732.54 0.035 56.49 0.044 677.17 0.028 19.45 0.031
I (H)Pt, Sb, AgSb | B-alumina | Ag, Pt(-) 697.44 0.043 20.42 0.018
737.12 0.023 56.74 0.111 717.66 0.033 21.39 0.013
727.02 0.024 55.88 0.086 737.99 0.045 22.07 0.010
716.93 0.021 55.02 0.082 2. (+)Re, AgsSb, Ag;Sb | Agl | Ag, Pi(-)
706.83 0.047 54.19 0.099 524.79 0.052 12.93 0.009
676.52 0.030 51.61 0.074 545.07 0.049 13.91 0.010
IL  (+)Pt, Sb,Ag;Sb | B-alumina | Ag, Pt(-) 565.46 0.060 14.84 0.011
483.65 0.406 37.24 1.933 585.79 0.046 15.69 0.009
IV. (PPt Sb, Ag;Sb | B-alumina | Ag, Pt(-) 606.09 0.041 16.54 0.009
674.79 0.024 50.82 0.091 626.34 0.039 17.39 0.009
684.86 0.017 51.94 0.071 646.52 0.024 18.12 0.008
694.92 0.025 52.83 0.071 666.74 0.028 18.90 0.008
704.98 0.115 53.70 0.069 3. (+)Re, AgsSb, Ag;Sb | Agl | Ag, Pi(-)
720.08 0.028 54.89 0.075 535.29 0.044 13.32 0.005
710.02 0.011 54.05 0.066 575.67 0.069 15.20 0.007
674.79 0.023 50.82 0.092 616.29 0.056 16.79 0.008
732.15 0.026 55.80 0.064
699.95 0.019 53.25 0.054
727.10 0.022 55.29 0.060
722.06 0.014 54.92 0.066
709.98 0.069 53.89 0.117
V. (H)Pt, Sb,Ag;Sb | Agl | Ag, Pt(-)
665,15 0,019 51,35 0,012
644,93 0,007 49,68 0,007
425,86 0,005 32,52 0,005
VI.  (H)Re, Sb,Ag;Sb | Agl | Ag, Pt(-)
573.59 0.041 4422 0.009
624.40 0.055 48.26 0.010

* U=3u,, where u, is standard deviation. Level of confidence is greater than 0.99.
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The presented values are averages of 1000 measured data points after reaching equilibrium.
Temperatures are averages of measured values of temperatures at both ends of the EMF cells.
Isothermal equilibrium EMF values were achieved after continuous measurements between 2
hours and 14 days.

As the electronic conductivity of both Agl and B-alumina, under the given experimental
conditions are negligible, their transference numbers being > 0.99 [23,24], the experimental EMF
values of the virtual electrochemical cell reactions can be expressed as follows:
3Ag+ Sb = Ag;Sb, (1)
3Ag+ AgzSb = AgeSh. (ii)

Thermodynamic Functions

Thermodynamic functions of electrochemical cell reactions (i) and (ii) were calculated by the
following thermodynamic equation:

AG®=-zFE (1)

where E is the EMF produced by a galvanic cell, z is the number of electrons involved in the
virtual cell reactions (i) and (ii), F is the Faraday constant 96487 C-mol .

In the experimental cells, the virtual cell reactions can be written as:
aA +bB +cC...=mM, (iii)
where a, b, ¢ and m indicates the stoichiometric coefficients of the substances A, B, C and M in

the reaction where m moles of M-compound has been formed. Therefore, the standard Gibbs
energies of formation of the virtual cell reactions take form:

Af(;o = Gopmducts - Goreactants = mGOM - aGoA - bGOB - CGOC- “ee (2)
The standard Gibbs energies of formation of Ag;Sb saturated with antimony were calculated
directly from the measured EMF vs. T relations according to equation (1). The standard Gibbs
energies of formation for antimony saturated AgeSb have been calculated by combining
equations (1) and (2):

AtG°pgssb= ArinyG° + AtGCpg3sp, 3)
where A;)G° is the standard Gibbs energy of reaction (ii). The obtained results are shown in

Figure 1 and compared with the literature data. The coefficients of determinations (R?) for the
least square expressions are 0.9999 and 0.9953 for cell (A) and cell (B), respectively.
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Figure 1. A summary of the obtained results together with the results of Voronin and Osadchii
[25] and Verduch and Wagner [14], the least squares fitting of the experimental data in this work
are shown with solid lines.

Conclusions

In this study, standard Gibbs energies of formations of Ag;Sb and AgsSb have been determined
by the solid electrolyte EMF technique using two different Ag" conducting solid electrolytes p-
alumina and Agl. The experimental cell temperatures were measured at both ends of the
electrochemical cells, accurately, and the temperature gradient over the cell was controlled to be
less than 0.2 K. The reliability of the study has also been proven by the symmetric cells, which
confirmed that in the experimental conditions parasitic thermo-EMF was between -0.296 and
0.133 mv.

The standard Gibbs energies of formations of Ag;Sb and AgsSb which are derived from the cells
above are described as linear functions of temperature as:

AGagsp(kI/mol) = (-0.06800.2104) - (0.0220£0.0003) - T(K), (484 < T/K < 753)
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AfG® pgesp(kT/mol) = (2.7056+0.0649) - (0.0345+0.0001) - T(K). (525 < T/K < 738)
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Abstract

LiMng sFe(2PO4/C composite was prepared by an improved solid-state method and the effect of
calcination temperature on properties of the obtained materials was investigated. The results
showed that increasing calcination temperature from 600 to 700 °C improved the performance of
the LiMngsFeo2PO4/C due to enhanced crystallinity and increased conductivity, but further
increase in calcination temperature to 800 °C led to degraded performance due to particle growth
and decrease in porosity. Therefore, the LiMnggFeq,PO4/C composite prepared at 700 °C
exhibited the best electrochemical performance, and could deliver a high capacity of 152 mAh
g'at0.1C, 147 mAh g at 1 C and 114 mAh g ' at 10 C. In addition, the performance of the
LiMn sFe2PO4/C and LiMnggFep 19Mgo01PO4/C was compared when they were obtained at the
optimum calcination temperature.

Introduction

As a cathode material for lithium ion batteries, olivine structured LiMnPO, has received
increasing attention because of its good cyclic performance, excellent chemical and thermal
stabilities, low toxicity and low cost. It offers a redox potential of 4.1 V vs. Li'/Li, which means
a higher energy density as compared to that of LiFePOy (3.4 V vs. Li'/Li) [1]. However, previous
studies showed that the kinetic behavior of LiMnPOy is too poor to show any reversible capacity
[2]. Several approaches have been adopted to improve the performance of LiMnPOy: preparing
smaller particles [3-9], carbon coating [10-12] and cation substitution [13-16]. However, no
matter whichever approach is used, the improvement of the performance is critically dependent
on synthesis method. Recently, we have developed an improved solid-state method to synthesize
both pure LiMnPO./C and substituted LiMnPO4/C where Mn was substituted by Zn, Mg and
Mg+Fe. The resultant materials showed good electrochemical performance. In the year of 2010
we reported that the Fe&Mg co-substituted LiMnPO4/C showed better electrochemical
performance than the Fe substituted LiMnPO4/C when they were prepared by the same method at
the same calcination temperature (800 °C) [17], but more recently we found out that the optimum
calcination temperature may be different for substituted LiMnPOy4 even if they were prepared by
the same method. For example, the Zn or Mg substituted LiMnPO4/C showed the best

* Corresponding author. Tel. / fax: +86 871 65107208.
E-mail address: hsfang1981@hotmail.com (H.S. Fang), kgyb2005@126.com (B. Yang).
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performance at 700 °C [18], while the Fe&Mg co-substituted LiMnPO,/C had the optimum
performance at 800 °C [19]. Now the question arises as to whether there is a difference in the
optimum calcination temperature between Fe and Fe-Mg substituted LiMnPO4/C and if so does
the latter show better performance over the former when both are synthesized at the same
(optimum) calcination temperature? If this is the case, then the question is whether the
performance of the Fe&Mg co-substituted LiMnPO./C is still better than that of the Fe
substituted LiMnPO4/C when they are obtained at the optimal calicination temperature. The
paper describes a new solid state synthesis process for LiMnggFeo,PO4/C and how the
calcination temperature helped improve its performance characteristics. Moreover, the
performance of the LiMng sFeg,PO4/C and LiMng gFeg 10Mgo01PO4/C is compared when they are
obtained at the optimal calicination temperature. The objective of this investigation was two-
fold: to verify if the (i) new preparative approach can yield high performance LiMn, gFeq,PO4/C
and (ii) Fe&Mg co-substitution is better than just the Fe substitution!

Experimental

High purity LiH,PO4, MnC4H¢O4:4H,0, HoC,04:2H,0 and FeC,04:-2H,0 in the mole ratio of
1:0.8:0.8:0.2 were mixed and homogenized with ~7 wt.% sucrose in a ball miller for 6 h. During
ball-milling process, the oxalic acid induced a room temperature solid-state reaction with
MnC4HgO4-4H,0O to form nanosize MnC,0O4:2H,0O. The milled mixture was dried and then
heated (heating rate: 2 °C min™") to 600-800 °C for 10 h under Ar atmosphere.

Powder XRD (D/MaX-3, Rigaku) technique was used to identify the product phases. Lattice
parameters of different phases were determined by the refinement of the XRD patterns using
silicon (99.9% pure) as the internal standard. Powder morphology and particle size distribution
were measured by SEM (XL30, Phillips) and TEM (Tecnai G2 F20, FEI) respectively. The total
carbon content was determined by a carbon analyzer (VarioEL III elementar). The surface area
and pore size distribution were estimated by a surface adsorption analyzer (NOVA2200e,
Quantachrome instrument) using nitrogen as the carrier gas. The electronic conductivity was
determined by a four-point resistivity measurement probe (RTS-8, Four Probes Tech.). The
samples for the conductivity measurement were prepared in the form of discs by manually
pressing the powder under an applied load of 20MPa. Electrochemical measurements were
carried out with CR2025 coin cells and lithium metal as the anode. The cathode was prepared in
the form of a slurry by mixing the synthesized powder, super P (that is conductive carbon black),
and polyvinylidene fluoride (PVDF) (in the ratio 8:1:1) in N-methyl pyrrolidinone (NMP). The
slurry was coated with an aluminum foil using a doctor blade coater. The diameter and active
mass of the cathode were 1.3 cm and ~2.3mg respectively. IM LiPFq in EC/DMC (1:1 ratio) was
used as the electrolyte. The electrochemical cell was assembled in an argon-atmosphere glove
box and the measurements were carried out under both constant current as well as voltage modes
during charging and constant current mode during discharging, using a battery test system (Land
CT2001A) at 30 °C.

Results and discussion

Fig. 1 shows the XRD pattern of the synthesized LiMngsFeo,PO4/C at different temperatures.
All samples were observed to have similar patterns that can be indexed into an orthorhombic
structure with a space group of Pmnb. The diffraction peaks become more intense with
increasing temperature, indicating enhanced crystallinity of the samples at higher temperatures.
The refinement of XRD patterns revealed that the lattice parameters of these samples varied
negligibly with the temperature, and all were around a = 6.0822 A, b = 10.4253 A and ¢ =
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47318 A. Besides, the absence of carbon peak in the XRD patterns indicated the formation of
amorphous residual carbon by way of pyrolysis of sucrose. Relatively higher temperatures led to
an apparent decrease in the carbon content in the composite. However, electronic conductivity
increased with an increase in the temperature, which can be attributed to the enhanced electronic
conductivity of the residual carbon since raising pyrolysis temperature above 700 °C can
dramatically increase the electronic conductivity of the carbon film [20]. These observations
suggest that the quality of carbon is more important than its quantity. The carbon content and
electronic conductivity of the LiMng gFe(2PO4/C prepared at different temperatures are listed in
Table 1.
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Figure 1. XRD patterns of LiMng sFey ,PO4/C synthesized at different temperatures. The asterisk
(*) denotes the internal silicon standard.

Table 1. Carbon content and electronic conductivity of LiMng sFeg,PO4/C synthesized at
different calcination temperatures.

Calcination temperature (°C) Carbon content (wt.%)  Electronic conductivity (S cm™)

600 9.05 1.3x10™
700 7.32 1.1x107
800 6.64 2.5%107

Fig. 2 presents the SEM images of LiMng sFe(,PO4/C synthesized at different temperatures. All
samples showed a similar morphology with primary particles being agglomerated together.
Increased (from 600-700 °C) did not cause obvious coarsening of primary particles, but
temperatures > 800 °C led to an apparent increase in the primary particles size. The TEM images
(Fig. 3) of LiMnggFe(,PO4/C samples showed a porous structure of aggregate particles which
have also been observed by others for LiMnPO4 composites, prepared by the same route [21-22].
Formation of such a porous structure has demonstrated to be crucial for the electrochemical
performance [21]. Moreover, the coarsening of primary particles was observed for the samples
prepared at 800 °C, which is similar to the SEM observation.
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Fig. 4 represents N, adsorption and desorption isotherms of LiMnysFeq,PO4/C synthesized at
different temperatures. All isotherms are of type IV with type H3 hysteresis loops at the higher
P/P, ratio [23], indicating the existence of non-uniform and slit-shaped mesopores. The surface
area of the samples, synthesized at 600, 700 and 800 °C were estimated to be 51.5, 45.1 and 25.8
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m’ g ', respectively. The dramatic decrease of the surface area of the sample prepared at 800 °C
meant a rapid growth of primary particles. Interestingly, our previous study showed that there
was no evidence of the growth of the particles for Fe&Mg co-substituted LiMnPO4/C prepared
by the same method in the temperature range 600-800 °C [24]. Considering the particle-size
dependent performance of LiMnPO, based material, such a difference may result in a different
optimal calcination temperature between the Fe substituted LiMnPO4/C and the Fe&Mg co-
substituted LiMnPO4/C. Besides the particle size change, the N, adsorption measurement also
revealed a variation in the porosity of the three samples. Based on the Barrett - Joyner - Halenda
(BJH) method, the derived surface area of the samples synthesized at 600, 700 and 800 °C was
determined to be 52.8, 45 and 35.1 m* g, respectively. The measurement of the BJH surface
area was determined based on the capillary condensation in pores and thus this result indicated
that the porosity of samples decreased with the increase in calcination temperature. Indeed, the
pore volume of the samples synthesized at 600, 700 and 800 °C decreased to 0.185, 0.160 to
0.133 m®> g!, respectively. These results are consistent with the SEM and TEM observations.
Our previous work has proved that the presence of sufficient porosity is essential to achieve high
performance of LiMnPO4 based material [21].

V(STP) fem® g

00 0‘2 GI4 OIG 0‘8 IlG
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Figure 4. N, adsorption and desorption isotherms of LiMng gFe(2PO4/C synthesized at different

calcination temperatures.

Fig. 5a shows the typical charging and discharging curves obtained for LiMnggFey,PO4/C
synthesized at different calcination temperatures. Cells were charged at 0.2 C (equal to 30 mA
g ) to 4.5V, held at 4.5 V until the current decreased to 0.02 C, and then discharged at 0.2 C to
2.5 V. As can be seen in Fig. 5a, the charging-discharging plateaus around 4.1 V are related to
the Mn®"/Mn*" redox couple, and the plateaus around 3.4 V are related to the Fe*'/Fe”" redox
couple. Although all samples exhibited similar charging/discharging profiles, it is clear that the
LiMng gFe(,PO4/C synthesized at 700 °C showed a much higher reversible capacity as compared
to other two samples. The specific discharge capacities at 0.2 C were 139 mAh g ', 150 mAh g '
and 128 mAh g71 for the LiMng gFey,PO4/C synthesized at 600, 700 and 800 °C, respectively.
Moreover, all samples exhibited good cycling performance as shown in Fig.5b, and only tiny
capacity loss was observed after 50 cycles, especially for the LiMng gFe,PO4/C prepared at 700
°C.
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Figure 5. (a) Charging/discharging curves of LiMngsFeo,PO4/C synthesized at different
calcination temperatures cycled at 0.2 C (equal to 30 mA g ). (b) Cycling performance of
LiMn gFe,PO4/C synthesized at different calcination temperatures cycled at 0.2 C. Cells were
charged at 0.2 C to 4.5 V, held at 4.5 V until the current decreased to 0.02 C, and then discharged
at0.2Cto2.5V.
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Figure 6. Rate performance of LiMngsFe(,PO4/C synthesized at different calcination
temperatures and LiMn sFep 19Mgo 01PO4/C synthesized at 800 °C. Cells were charged at 0.1 C to
4.5V, held at 4.5V until the current decreased to 0.01 C, and then discharged at various rates to
2.0V.

Fig. 6 depicts the rate performance of LiMnggFe(,PO4/C synthesized at different calcination
temperatures. Cells were charged at 0.1 C to 4.5 V, held at 4.5 V until the current decreased to
0.01 C, and then discharged at various rates to 2 V. It is evident that the LiMnggFeo,PO4/C
synthesized at 700 °C showed the best rate capability. The reversible capacity could reach 152
mAhg'at0.1C,147mAhg'at1C,142mAhg'at2C, 138 mAhg 'at3C, 131 mAh g ' at
5 C and 114 mAh g! at 10 C. There have been many reports on the synthesis of
LiMngsFeo,PO4/C. For example, Martha et al. communicated that carbon-coated
LiMng sFeg2PO,4 nanoparticles synthesized by a solid-state reaction could deliver a reversible
capacity of 165 mAh g ' at 1/20 C and 100 mAh g ' at 10 C [24]. Huang et al. reported a carbon
coated mesoporous LiMng gFep POy solid solution which could discharge a capacity of 140 mAh
¢ 'at 1/20 C and 80 mAh g at 2 C [25]. Du et al. reported that a reversible capacity of 151.1
mAh g at 0.1 C, 98.4 mAh g at 5 C and 82 mAh g ' at 10 C could be achieved for
LiMng sFe(,PO4/C prepared by a co-precipitation method [26]. Evidently, the LiMn, gFe,PO./C
prepared at 700 °C by us exhibited better performance than all the values reported in literatures
thus far.
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Thus all the above experimental studies indicated that the better performance characteristics of
LiMng gFeo,PO4/C could be achieved with increasing calcination temperature from 600 to 700 °C
because of the enhanced crystallinity and increased conductivity at 700 °C. The degradation in
the performance of the sample, prepared at 800 °C, could be correlated to the coarsening of the
particle resulting in a decrease in the porosity. Studies also revealed that the particle size
distribution and higher conductivity (because of amorphous carbon coating) are two important
parameters responsible for the improvement in performance. Besides, careful experimentation
revealed that while the optimum temperatures for (i) LiMnggFe(,PO4/C, and (ii) Zn/Mg
substituted LiMnPO,/C) to be 700 °C, the value for Fe&Mg co-substitution was determined to be
800 °C [19]. It was also observed that the Fe&Mg co-substitution (LiMnggFeg 19Mgp01PO4/C
with ~7 wt.% C) showed somewhat lower capacity than the compound without Mg
(LiMng sFeg,PO4/C) when the rate was < 5 C but almost has the same capacity at 10 C. This
suggests that the Fe&Mg co-substitution can demonstrate superior performance characteristics,
over just Fe substitution, at higher rates.

Scale up studies may be performed to establish the superiority of the co-substitution (Fe with Mg)
with a view to designing the LiMnPO, based cathode materials for high power lithium ion
batteries.

Conclusions

LiMn sFeg2PO4/C composite was prepared by a solid-state method at different calcination
temperatures. The lattice parameters of LiMnggFeo2PO4 changed slightly with calcination
temperature, but the conductivity, particle size and porosity of the LiMngsFe(2PO4/C were
strongly dependent on the calcination temperature. The LiMnggFey,PO4/C obtained at 700 °C
had the best electrochemical performance with a discharge capacity of 152 mAh g™ at 0.1 C and
114 mAh g7l at 10 C. However, the LiMng sFe,PO./C still showed a relatively faster capacity
fade at high rates as compared to the LiMng sFep 19Mgo.01PO4/C.
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