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PREFACE

This is a collection of manuscripts presented at the 2nd International Congress on 3D Materials 
Science, a conference organized by The Minerals, Metals & Materials Society (TMS), the Advanced 
Characterization, Testing and Simulation Committee, and the six congress organizers, and held in 
Annecy, France, on June 29–July 2, 2014. 

Building on the great success of the first event in 2012, the 2nd Congress on 3D Materials Science 
convened researchers and engineers to assess the state-of-the-art in 3D materials science and 
determine paths to further the global advancement of this field. More than 150 presenters and 
attendees from all over the world contributed to this congress in the form of presentations, lively 
discussions, and manuscripts presented in this volume.  The international advisory committee 
members, representing 11 different countries, actively participated in selecting the contributions, 
reviewing the manuscripts, and promoting the congress.

The congress consisted of 2 keynote presentations from international experts, 96 contributed 
presentations (in two parallel sessions), 75 poster presentations, and 1 panel discussion. From the 
poster sessions, outstanding posters were selected for awards, which were presented to the authors 
at the congress dinner. The event concluded with a closing panel of experts focusing the discussion 
on the evolution of 3D materials science in the period between the two congresses and the future 
directions.

The 20 papers presented in this proceedings publication are divided into 6 sections: (1) Acquisition 
and Handling of 3D Data; (2) Microstructure/Property Relationship in 3D: Characterization and 
Simulation; (3) Microstructure/Property Relationship in 3D: Deformation and Damage; (4) New 
Experimental Techniques; (5) Analysis at the Nanoscale; (6) Dynamic Processes.  It is our hope 
that the 2nd International Congress on 3D Materials Science and these proceedings will further 
the implementation of three-dimensional materials science and broaden its variety of applications.
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EQUILIBRIUM GAP REGULARIZED RADIO-BASED DIGITAL 
VOLUME CORRELATION

T. Taillandier-Thomas1, A. Bouterf1, H. Leclerc1, F. Hild1 and S. Roux1

1 LMT-Cachan (ENS Cachan/CNRS/PRES UniverSud Paris)
61 avenue du Président Wilson, F-94235 Cachan, France

Keywords: Digital Volume Correlation, Reconstruction, Tomography

Abstract

The measurement of 3D displacement fields experienced by a sample that has been
reconstructed in its reference state can be achieved from much less projections than
needed to image the sample itself. The principle of the approach is discussed together
with proposed extensions.

Introduction

Tomography has grown to an impressive level of maturity, impacting many domains from
medicine and biology to materials science. A sign of this maturity is the progressive shift
from a qualitative imaging technique (already very precious) to what is now quantitative.
Stressing this fantastic evolution, the very recent review by Maire and Withers [1] draws
fascinating perspectives for the future.

Among those various directions, following the time evolution of samples, namely tack-
ling 4D imaging, is a natural trend. This can already be achieved through Digital Volume
Correlation (DVC) introduced 15 years ago [2]. This technique has been reviewed re-
cently in Ref. [3]. It consists of estimating the displacement field from 3D image pairs
acquired before and during a transformation to be characterized (e.g., mechanical load-
ing, chemical reaction, setting, drying). DVC is based on the analysis of two successive
3D images that are reconstructed with the same resolution.

However, because DVC is by nature an ill-posed problem, the kinematic parameters
used to quantify the transformation are much fewer than those needed to reconstruct
a full 3D image. Therefore, the details of the microstructure that are generally weakly
deformed (so as to be tracked from the reference image to the deformed one) are recon-
structed in the deformed image as if they were unknown. The principle of the proposed
approach is to avoid a second full reconstruction, and hence work with a limited number
of projections. The difficulty is then to estimate the displacement field directly from
these few projections (and the initially reconstructed volume).

Principle

Tomography consists of reconstructing a 3D image of a sample from a series of radio-
graphs (projections) of the object rotated about a fixed axis (z). The cologarithm of
the intensity reduction in the projection at position (r, z) for an angle of rotation θ, is
called p(r, θ, z). Well-mastered algorithms exist to perform an inverse-Radon transform
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and obtain the 3D image (of the X-ray absorbtion coefficient) of the sample, f(x, y, z)
(see Ref. [4] for a review). This linear reconstruction operator is denoted R, so that
f = R[p]. The direct operator, i.e. the projection P, such that p = P[f ], is the inverse
operator.

The situation that is considered is the following: a sample in its reference state
has been imaged at full resolution and is denoted f0(x, y, z) = f0(x) (where boldface
characters such as x denote vectors (x, y, z)). After deformation, the same sample would
be imaged as f1(x). Assuming that the only transformation is a mere displacement
field (with no alteration of absorption), the two images are related by the (Eulerian)
displacement field

f1(x) = f0(x− u(x)) (1)

Classical DVC consists of measuring u from f0 and f1. However because of the ill-
posedness of the problem, u is regularized by limiting its spatial variability. A common
way of reaching this goal is to look for a decomposition of the field u in a vector space
generated by a library of chosen displacement fields φi(x) for i = 1, ..., N . Hence, the
unknowns are the amplitudes ai such that

u(x) = aiφi(x) (2)

and the number of these unknowns, N , is much lower than the number of voxels in
the images f0 or f1. The spirit of DVC is thus to determine the unknown amplitudes,
gathered in vector a, from the minimization of the quadratic norm of the difference
between the reference image convected by the displacement field and the deformed image

a = Argmin
[
‖f1(x)− f0(x− aiφi(x))‖2

]
(3)

Recently, an alternative strategy, referred to as projection-based DVC (or P-DVC)
has been proposed [5], which formally only consists of choosing a different metric. Let
us denote r = (r, θ, z) the radiographs coordinates and P[f1(x)] = p1(r) the projections
of the deformed image. Using the fact that the reconstruction operator is linear, the
principle of P-DVC is to evaluate a from

a = Argmin
[
‖P[f1(x)]−P[f0(x− aiφi(x))]‖2

]

= Argmin
[
‖p1(r)−P[f0(x− aiφi(x))](r)‖2

] (4)

It is worth noting that p1(r) is a direct acquisition and does not involve the reconstruction
processing. It is also important to stress that since f0 is the texture of the sample
the overall functional to be minimized is highly nonlinear in a, both for standard and
projection-based DVC. Therefore, it is not possible within this approach to avoid the
reconstruction steps of the reference image f0.

There are a number of advantages to use the latter formulation:

• First, as mentioned above, because the number of unknowns N is much less than
the number of voxels, the determination of the unknowns a is much less demand-
ing than the reconstruction of f1. Therefore, in the above quadratic norm, a
sub-sampling of the angles θ may be used. This sub-sampling constitutes a very
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significant gain in acquisition time. Just to give an order of magnitude for the real
case treated hereafter, where the data have been collected to perform a classical
DVC analysis, the number of processed projections was 600 for reconstruction, and
it could be cut down to 2 for the determination of a displacement field decomposed
over a mesh made of tetrahedra. A gain by more than two orders of magnitude is
quite remarkable.

• Second, because the projection p1(r) is a direct measurement, it is not affected by
well-known reconstruction artifacts, and in particular noise, which is typically white
in the images, can easily be processed, whereas after reconstruction, it displays
long-range correlations and is not even stationary. Similarly, most of the long-range
correlations introduced in f0 are unscrambled when projecting back the warped
f0(x−u). Thus, although not strictly white, this colored noise is much less harmful
than in the reconstruction step.

The limit to this approach is that it is much more demanding computation-wise in
terms of the numerical solution to an inverse problem. The effect of each transformation
parameter is distributed over the entire set of radiographs and thus has to be disen-
tangled. Ironically, as the number of projections used in the minimization of the DVC
functional (see Eq. (4)) is reduced, so does the computation time.

Test Case

To illustrate the proposed methodology, a test case has been carried out considering a
tensile test on nodular graphite cast iron performed in situ at the European Synchrotron
Radiation Facility, in Grenoble. More details on this example can be found in Ref. [5].

(a) (b)

Figure 1: (a) Microstructure of nodular graphite cast iron as obtained from a full to-
mography, f0. (b) Mesh composed of 303 T4 elements used to describe the kinematics

The sample was imaged from 600 projections, with a voxel size equal to 5.1 μm.
Figure 1 illustrates the microstructure of the sample and shows the mesh being used to
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capture its kinematics. Figure 2 shows the displacement field along the tensile axis (z)
as obtained from T4-DVC (a) and from the proposed procedure based on only two
projections (b).

(a) Classical DVC (b) P-DVC using 2 projections

Figure 2: Displacement field along the tensile axis uz expressed in voxels as estimated
(a) from T4-DVC using the full reconstruction of f1 based on 600 projections, (b) from
the projection-based DVC algorithm using only 2 projections. The voxel size is equal to
5.1 μm

A GPU implementation of this algorithm has been performed [5]. For a 200× 340×
400-voxel volume, a full reconstruction based on a classical filtered back-projection al-
gorithm, implemented on the same GPU, requires 3.2 s. The proposed analysis depends
very much on the number of projections used, but for two projections the displacement
field is obtained in 31 s. A CPU (not GPU) version of global DVC computed over the
same volume and mesh requires 37 s to compute the same displacement field.

Extensions

The present discussion focuses on two variants aiming at more robust and more accurate
transformation determinations.

Mechanical regularization

Digital image or volume correlation may be regularized in the spirit of Tikhonov regular-
ization [6] through the addition to the image registration functional (i.e. the norm used
in Eq. (3)), TDV C [u] = ‖f1(x) − f0(x − u(x))‖2 another functional, TReg[u], the “equi-
librium gap” that penalizes deviations from a solution to a linear elastic problem [7, 8]

a = Argmin (TDV C [aiφi(x)] + αTReg[aiφi(x)]) (5)
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where α is a parameter discussed farther down. One advantage of this regularization is
that it is physically relevant (for linearly elastic homogeneous materials). It describes
both the bulk and traction-free boundaries. This feature is particularly attractive as
the kinematics has to describe the entire sample volume (Figure 1(b)). Hence, when a
finite element description is used to parameterize the displacement field, the mesh has
to contain entirely the sample, and hence free surfaces have to be accounted for. These
boundary elements are naturally fragile as they are the most prone de fluctuations (X-
ray scattering close to interfaces, or phase contrast, presence of noise, lack of constraints
from missing neighboring elements). Thus an extra regularization is welcome for those
elements. It has been shown [5] that they exhibit higher uncertainties than inner nodes.

Moreover, the equilibrium gap is a quadratic form on the displacement field so that
its introduction in Eq. (5) does not introduce any extra difficulty. It can be shown that
through the weight α in Eq. (5), a characteristic regularization length scale ξ is introduced
(proportional to α1/4) below which the regularization constraint is dominant and above
which image registration is the most important criterion [5]. Thus regularization can be
seen as a low pass filter whose cut-off frequency can be easily and continuously tuned.
When a progressively decreasing regularization length scale is chosen, it is possible to
control the number of relevant degrees of freedom in a continuous fashion and to benefit
from prior determinations to speed up convergence and make it more robust.

Multiscale

One difficulty to be faced with in DVC is the initialization of the computations. When
the initial displacement is close to the actual solution, relaxation is fast and efficient.
However, when the displacement is too remote, there is a chance of getting trapped in
(spurious) secondary minima of TDV C [u]. Although this difficulty is reduced when using
a mechanical regularization, it remains an issue.

To alleviate this danger, one useful implementation is to use a multiscale algorithm [9].
It consists of first solving for image registration on coarse images. The latter ones are de-
duced from f0 and f1 by averaging the gray levels of 2×2×2 voxels to form a super-voxel.
This coarsening step can be repeated as many times as needed. After achieving image
match on the coarsest level, a robust but inaccurate estimate of the displacement field is
obtained. It can thus be used as an initial starting point for performing registration on
one step finer images, and this recursively performed down to the finest image definition.
This multiscale procedure has revealed very convenient and powerful [10]. Moreover the
small size of the coarsened images (as compared to original ones) makes them handy for
DVC.

A nice property of tomographic reconstruction is that it can handle such multireso-
lution procedures. Reconstruction from a coarsened projection yields a “blurred” recon-
structed image, and thus if enough microstructural details are present in the sample, the
same strategy used for solving Eq. (3) can be used for Eq. (4).

Last, it is worth emphasizing that both approaches can be combined, so as to deal
with arbitrary unstructured meshes for the displacement field representation. (It is
important to rescale the regularization length as the voxel scale is changing, so that the
same physical size of ξ is used if the same displacement field is expected. Otherwise a
progressive decrease of the physical size of ξ as one tackles finer scales may also be a
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convenient convergence strategy.)

Conclusions

Projection-based digital volume correlation is a strategy that may save considerable
amounts of tomographic acquisition time (several orders of magnitude) as shown in
Ref. [5]. It is suggested herein that mechanical regularization and multiscale strategies
could be used to further enhance the stability and robustness of such an algorithm. This
saving can be reinvested to enhance time resolution.
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Abstract 

Plastic deformation generates cellular/subgrain structures in many types of metals, and these 

features have a pronounced influence on mechanical behavior as well as subsequent recovery 

and recrystallization processes. These features can be observed by electron backscatter 

diffraction (EBSD) but are challenging to identify automatically. For example, no threshold 

misorientation angle may adequately capture gradual orientation transitions without noise 

dominating the result. A more robust technique, fast multiscale clustering (FMC), partitions a 

data set with attention given to local and global patterns. With FMC, individual data points are 

combined iteratively into clusters. To determine similarity of clusters during the aggregation 

process, the method requires an appropriate distance metric. We have adapted FMC to EBSD 

data, quantifying distance with misorientation and using a novel variance function to 

accommodate quaternion data. This adaptation is capable of segmenting based on subtle and 

gradual variation as well as on sharp boundaries within the data, while maintaining linear run 

time. The method is useful for analysis of any EBSD data set for which the structure of grains or 

subgrain features is required, and it has been incorporated into the open-source quantitative 

texture analysis package MTEX. The sensitivity of a segmentation is controlled by a single 

parameter, analogous to the thresholding angle. To balance the desired identification of subtle 

boundaries with erroneous oversegmentation, a method to quantitatively optimize this free 

parameter has been developed. Since the FMC process does not depend on the spatial 

distribution of points, data can be in either 2D or 3D and organized with any geometry. In fact, 

the data points may have arbitrary placement, as is the case after correcting for instrument drift. 

Often investigation of the relationship between structure and formation mechanisms requires 

extraction of coherent surfaces from cluster volumes.  FMC has been further modified to group 

closed 3D boundaries into distinct surfaces based on local normals of a triangulated surface. We 

demonstrate the capabilities of this technique with application to 3D EBSD data with subtle 

boundaries from a deformed Ni single crystal sample. In addition, a recrystallizing steel 

microstructure with three magnitudes of boundaries is analyzed to show how FMC can be used 

to characterize both sharp grain boundaries and more subtle features within the same data set.  

Introduction 
Motivation and Background 

A study of the geometric and crystallographic features of microstructures generated by 

deformation, annealing and phase transformation can shed light on their mechanisms of 

formation and how they relate to key properties of the material. A significant feature of many 

types of deformed metals and alloys is its subgrain structure, which is regularly investigated by 
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electron backscatter diffraction (EBSD) based on local crystallographic orientation.  Unlike high 

angle grain boundaries, the features of subgrain structures are more subtle in magnitude (low 

total variation in orientation) and spatially gradual (low point-to-point variation). This makes the 

identification of subgrain boundaries challenging and, hence, creates a significant challenge with 

generating reliable data of the spatial distribution of subgrains within the overall deformation 

substructure for understanding the mechanisms of subgrain formation.  

 

The identification of features in a 3D EBSD data set may be done by grouping points that are not 

separated by a boundary with misorientation higher than a user-defined threshold. This is a 

common method in commercial software but fails when applied to subgrain data since there is no 

threshold angle that identifies the boundaries of interest without being dominated by noise. 

Figure 1a-c shows an artificially constructed volume of orientation data and thresholding with 

two angles that illustrate this problem. We present a robust solution to segmenting 3D EBSD 

data, which identifies the proper boundary geometry shown in Figure 1d. 

 

 

Figure 1: (a) A constructed data set with 25 voxels per side and 9° corner-to-corner 

misorientation, indicated by color change. The transition occurs linearly along the middle third 

of the cube diagonal. Noise with average misorientation of 0.5° is added to make the data more 

realistic. (b) A misorientation threshold angle of 0.5° finds many superfluous boundaries, and (c) 

a misorientation threshold angle of 0.9° finds very few boundaries.  In both cases noise 

dominates. (d) Segmentation using fast multiscale clustering produces two clusters with a 

diagonal boundary. Coloring does not have physical significance, contrast shows noise and 

segmentation boundaries. 

 

Fast Multiscale Clustering 

Fast multiscale clustering (FMC) is a segmentation technique developed for 2D image 

processing [1]. The method creates a hierarchy of scales from groupings of data, starting with 

individual data points at the finest scale and iteratively coarsening to combine groups. At each 

scale in the hierarchy every group is then scored based on the similarity of points it contains and 

distinction from neighboring groups. The highest-scoring groups form the final segmentation of 

the data. Determining similarity of data requires a metric for measuring distance. For simple 

color images, this can be a scalar difference between colors, but for application to EBSD data, 

the metric is based on misorientation. Here, we adapt FMC to work with a quaternion 

representation for orientation data. A detailed description of FMC and its modifications for 

EBSD data is provided in [2]. A segmentation with FMC of the artificially constructed data set is 

shown in Figure 1d. 

 

At each scale in the hierarchy, groups inherit properties from the finer scale below, down to the 

individual data points [3]. This allows FMC to segment an entire data set with awareness of local 

and global trends. Another advantage is the freedom to decide neighbors of points, since the 
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method does not depend on spatial distribution of the data. Thus FMC is not only applicable for 

2D situations but is easily applied in 3D. Furthermore, since there are fewer groups at coarser 

scales, FMC has a runtime linear with the number of data points, a necessity for methods applied 

to large data sets with more than two dimensions.  

 

Misorientation is not useful on its own when comparing coarse groups containing many data 

points. Thus, Mahalanobis distance, where the distance between the average aggregated values is 

divided by the group’s variance, is used. This gives groups with low variation in orientation 

naturally less similarity to their neighbors than groups with high variance. A novel variance 

aggregation method was developed since the elements of quaternions are not linearly correlated. 

While this Mahalanobis distance lacks physical significance, it can be scaled at the aggregation 

step to give sense to closeness and farness, depending on the nature of the data set. The scaling 

parameter, CMaha, determines the sensitivity of the segmentation [1]. FMC requires several other 

user-defined values, but fixed values for the rest have been effective for all data sets examined. 

Hence, FMC has the benefit that it is controlled with a single parameter for application to 

different data, analogous to the cutoff angle for a thresholding method.  

 

Methods 
Preprocessing  

Some spatial preprocessing must be carried out since the data is taken in two-dimensional 

sections. Measurement skew and instrument drift are corrected with a bilinear interpolation on 

each slice [4]. The data are then globally realigned but points have arbitrary location. Points then 

may be interpolated to a regular grid for computational efficiency, but FMC can be performed 

with any data distribution. 

 

Implementation of FMC 

The sensitivity of the segmentation, controlled by CMaha, should be different based on the nature 

of the data. Polycrystalline data should be clustered on the distinct grain boundaries without 

consideration for variation within grains, but subgrain features are only captured with a more 

sensitive segmentation. There is no ground truth available for such a segmentation, so the user is 

responsible for deciding which segmentation to use. Thus, an automated method for determining 

the optimal value of CMaha has been developed, inspired by similar clustering problems in 

machine learning [5]. Oversegmentation is characterized by low marginal variance change from 

splitting existing clusters. Therefore, an ‘elbow’ in a plot of a global variance measure as a 

function of CMaha indicates a shift from creating clusters that should be distinct towards 

erroneously breaking these clusters further. Once this elbow is identified, the segmentation 

created using the associated value of CMaha is selected as optimal. 

 

Surface Extraction 

When analyzing grain or subgrain boundaries, it is often useful to isolate separate faces of an 

irregular feature. These faces may be defined as regions having similar normal vectors, and as 

the FMC method developed operates on orientations, only a small further modification is needed 

for application to normal vectors.  With this modification, FMC has been used to extract faces 

from the set of points on the exterior of a cluster.  A triangulation of the boundary surface is 

performed to estimate local normal vectors, and segmentation produces coherent boundaries. 

FMC is a powerful tool for this application since it can form a full surface from similar 

components that are separated by a sharp step in the estimated normal vectors. Two large 

surfaces from a subgrain feature are shown in Figure 2. 
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Figure 2: (a) A microband from a deformed nickel single crystal sample (discussed below), (b) 

with surfaces found with the second application of FMC. Two surfaces, red and blue, are 

extracted for further analysis, with smaller clusters in the irregular region joining them discarded. 

Scale is in microns.  The colors do not have physical significance. 

 

Results and Discussion 
Microbands in Deformed Nickel Single Crystal 

Microbands have been isolated in a 3D EBSD data set from a channel die compressed (35% 

strain) Goss-oriented nickel single crystal with more than 1.3 million data points [6]. The data 

have a standard deviation from the average orientation of only 0.7°. Figure 3 shows the 

segmented microbands. Identification of these subgrain features would not be attainable with 

thresholding  

 

 
Figure 3: 3D view of the nickel data set (a) EBSD data with inverse pole figure (IPF) coloring, 

(b) segmentation with the optimal CMaha value of 6, (c) segmentation with a CMaha value of 7, 

showing the identification of more subtle features. Scale is microns. All orientations are near the 

original single crystal {110}<001> orientation. 

 

Recrystallized Grains in Partly Recrystallized Steel 

Segmentation of a partly recrystallized extra low carbon steel sample containing 350,000 data 

points [7] illustrates the ability of the FMC method to identify boundaries of different magnitude 

in the same data set (Figure 4). Here, there are subtle subgrain features, distinct grain boundaries, 

and a high angle boundary separating �- and �-fiber regions. The presence of the high angle 

boundary separating the regions does not affect the detection of boundaries with smaller 

misorientation because variance comparisons are done with each neighboring segment, rather 

than globally.  
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Figure 4: 3D view of the partly recrystallized ELC steel data set (a) EBSD data with IPF coloring 

and (b) FMC segmentation showing grains and subgrain features containing at least 50 points. 

Scale is microns. 

 

Surface Analysis 

As an example of a quantitative problem that can be solved with FMC segmentation,  

we investigated the hypothesis that local spatial irregularity in microband boundaries is 

associated with higher misorientation across the boundary.  Figure 5 shows a surface of a 

microband from the nickel data set showing local curvature and pointwise misorientation. 

Indeed, some correlation can be seen and warrants further study.  

 

 
Figure 5: Subgrain surface in deformed nickel showing correlation between local curvature 

(coloring) and local misorientation across the boundary (dot size). 
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The foregoing examples illustrate that fast multiscale clustering is an effective tool for 

segmenting 3D EBSD data set containing subtle and gradual variations in orientation. To 

facilitate its use in the materials science community, we have incorporated FMC modified to 

operate on orientation data into the free open source texture analysis software package MTEX 

[8], thereby allowing users to take advantage of its existing methods for importing and 

manipulating data. All EBSD segmentation and plotting described herein have been done with 

this package. The ability of the method to segment data based on a wide range of boundary 

magnitudes with linear runtime make FMC a robust method for both 2D and 3D segmentations.  
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Abstract 

A comprehensive three-dimensional (3D) stochastic model for simulating the evolution of 

dendritic crystals during the solidification of binary alloys was developed.  The model includes 

time-dependent computations for temperature distribution, solute redistribution in the liquid and 

solid phases, curvature, and growth anisotropy. 3D mesoscopic computations at the dendrite tip 

length scale were performed to simulate the evolution of columnar and equiaxed dendritic 

morphologies and compared then with predictions obtained with 2D mesoscopic computations.  

Introduction 

A two-dimensional (2D) stochastic model was developed for the modelling of the evolution 

of dendritic morphologies during solidification [l].  Favorable comparison of predictions with 

measured microstructures requires the 2D stochastic model to be extended to 3D.  Several 3D 

models for simulating dendritic growth have been proposed in the literature including phase field 

approach [2, 3] and Lattice Boltzmann and Cellular Automaton approach [4].  To be efficient, 

these models require parallel computations and can be used only for relatively small domains.  A 

3D Cellular Automaton approach for modeling the evolution of dendritic grains has also been 

developed [5].  This 3D dendritic grain model is relatively fast but it cannot simulate the 

evolution of dendrites and of microsegregation patterns at the dendrite tip level.  Thus, main goal 

of the current contribution is to develop an efficient 3D stochastic mesoscale dendritic growth 

model based on the previously developed 2D stochastic mesoscale dendritic growth model 

presented in [1].  Comparisons of 2D and the 3D predictions in terms of microstructure evolution 

are also provided.  

Stochastic Dendritic Solidification Model 

The mathematical representation of the dendritic solidification process of a binary alloy is 

considered in a restricted 3-D domain (��).  A cross section of this 3D domain is shown in Fig. 1.

Here, n
�

 is the interface normal vector, K  is the mean curvature of the interface, and the curve �
represents the solid/liquid (S/L) interface which evolves in time and has to be found as part of 

the solution.  The solidification of binary alloys is governed by the evolution of the temperature (

� �t z,y,x,T ) and concentration ( � �t z,y,x,C ) fields that have to satisfy several boundary 

conditions at the moving S/L interface as well as the imposed initial and boundary conditions on 

3D STOCHASTIC MODELING OF MICROSTRUCTURE EVOLUTION DURING 
THE SOLIDIFICATION OF DENDRITIC ALLOYS
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the computational domain. The equations that describe the physics of the solidification process in 

3-D Cartesian coordinates are as follows (see the 2D equations in [1, 6-8]).  

� Temperature (T) in �� (heat transfer equation):  
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where t is time, � is the density, K is the thermal conductivity, cp is the specific heat, L is the 

latent heat of solidification, fL is the liquid fraction, fS is the solid fraction, and x, y and z are the 

domain coordinates.  
� Concentration (C) in � (solute diffusion equation):  

In the liquid phase (CL):  
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In the solid phase (CS):  
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where DL and DS are the interdiffusion coefficients in the liquid and solid, respectively.  

 

 
 

Figure 1. A 3D-domain for dendritic solidification. 

 

Local equilibrium at the S/L interface on �(t) (here, “
*
” means at interface): 

*
L

*
S CkC �            (4) 

� Solute conservation at the S/L interface:  
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where *
nV  is the normal velocity of the interface and n�  denotes the normal to the S/L interface 

that is pointing into the liquid (see Fig. 1).  

� The interface temperature (T*
) is defined as (assuming local equilibrium with both phases): 

� � � �θφ,fΓmCCTT κL0
*
L

EQ
L

* ����         (6) 
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where 
EQ

LT  is the equilibrium liquidus temperature of the alloy, mL is the liquidus slope, K is the 

mean curvature of the S/L interface, � is the Gibbs-Thomson coefficient, and � �θφ,f  is a 

coefficient that accounts for growth anisotropy, where � is the growth angle (i.e., the angle 

between the normal and the growth axis) and � is the crystallographic orientation angle.  

In Eq. (6), second term in the right side is the constitutional undercooling and the last term in 

the right side is the curvature undercooling (that reduces the total undercooling at the dendrite 

tip, that is, has a stabilizing effect on the S/L interface). The interface temperature is also 

affected by the kinetic undercooling. The kinetic undercooling is not accounted for in this model 

since its effect becomes significant only at very high solidification velocities (i.e., in the rapid 

solidification regime). Also, the coefficient � �θφ,f  in Equation (6) assumes an axisymmetric 

approximation where the anisotropy and the interface shape are independent of the polar angle 

��in the x-y plane perpendicular to the growth axis [2]. 

The solidification process is governed by Eqs. (1) to (6) and a stochastic model for nucleation 

and growth. The numerical procedures for calculating the nucleation and growth, temperature 

and concentration fields as well as the growth velocity of the S/L interface are described in 

details in [9]. It consists of a regular network of cells that resembles the geometry of interest. The 

model is characterized by (a) geometry of the cell; (b) state of the cell; (c) neighborhood 

configuration; and (d) several transition rules that determine the state of the cell. In this work, the 

geometry of the cell is a cube.  Each cell has three possible states: “liquid”, “interface”, or 

“solid”. The selected neighborhood configuration is based on the cubic von Neumann's definition 

of neighborhood, that is the first order configuration and it contains the first six nearest 

neighbors. Solidification behavior depends to a great extent on the transition rules. In this model, 

the change of state of the cells from “liquid” to “interface” to “solid” is initiated either by 

nucleation or by growth of the dendrites.   

An explicit finite difference scheme is used for calculating the concentration fields in the liquid 

and solid phases. Zero-flux boundary conditions were used for cells located at the surface of the 

geometry. The solution algorithm includes the “interface” cells by multiplying the concentration 

in the liquid by the liquid fraction and the concentration in the solid by the solid fraction of the 

particular interface cell. Also, during each time-step calculation and for each “interface” cell, the 

previous values of the liquid and solid concentrations are updated to the current values of the 

interface liquid and solid concentrations calculated with Eqs. (4), (5) and (7). The calculation of 

the interface liquid concentration, *
LC  can be obtained from Eq. (6) as  
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The procedures for calculating K  and � �θφ,f  are described below.  

The average interface curvature for a cell with the solid fraction fS is calculated with the 

following expression:  
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where N is the number of neighboring cells.  In the present 3D calculations, N = 26, that contains 

all the first order neighboring cells (including the diagonal cells).  Equation (8) is a simple 
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counting-cell technique that approximates the mean geometrical curvature (and not the local 

geometrical curvature). An improved curvature model is presented in [8]. A comparison of 2D 

simulations obtained with these curvature models was also provided in [8].  

The anisotropy of the surface tension (see Eq. (6)) is calculated as [2]:  
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where �  is  the angle between the normal direction to the solid-liquid interface and the [100] 
direction (growth axis), V is computed with Eq. [12] in [10], θ is calculated with Eq. (7) in [10] 

and � accounts for the degree of anisotropy. For cubic symmetry, � = 0.047 [2].   

The algorithm is presented in [10]. The simulation software was written in Visual Fortran 

90. The output of the model consists of screen plotting at any chosen time of C, T, or color 

indexes of all cells. Also, the final values of C, T, and color indexes of all cells are saved at the 

end of computations on the computer disk.  

 

Results and Discussion 
 

Thermo-physical properties of the alloys used in simulations are presented in Table 1. The 

dimensions of the 2D and 3D simulation domains are 2 mm x 4 mm and 2 mm x 4 mm x 1 mm, 

respectively.  The grid size is fine enough to approximately resolve the dendrite tip radius under 

the current solidification conditions.  Newton cooling boundary condition was applied only to the 

bottom of the computational domain. All other boundaries were perfectly insulated.   

The surface heat transfer coefficient used in the present simulations is h = 10
3
 W m-2 K-1.  

Zero-flux solute boundary conditions were applied at the boundaries of the computational 

domain (i.e., a closed system was assumed). The initial melt temperature was 1400 °C. Also, an 

initial concentration equal to Co was assumed everywhere on the computational domain.  
 

Table 1. Thermophysical properties of IN718-5Nb used in simulations [9, 11]. 

Property 

 

C
Nμ  

[m
-2

 K
-2

] 

E
Nμ  

[m
-3

 K
-2

] 

L 
[J/kg] 

� 
[kg/m3] 

K 

[W/m/K] 

cp 
[J/kg/K] 

TL 

[°C] 

 
Value 

 
1x106 

 
5x108 

 
2.9x105 

 
7620 

 
30.1 

 
720 

 
1336 

Property Co 
[wt.% ] 

Ceut 
[wt.% ] 

ko 
- 

DL 
[m2 s-1]

DS 
[m2 s-1]

mL 
[°C %

-1
] 

� 
[K m] 

Value  
5.0 

 
19.1 

 
0.48 

 
3x10-9 

 
1x10-12 

 
-10.5 

 
3.65x10-7 

 

In Fig. 2, a comparison of 2D (a) and 3D (b) simulated microstructures (columnar dendritic 

morphologies) in unidirectional solidification of IN718-5 wt. % Nb alloy is presented.  The 2D 

computations were done by using the 2D stochastic dendritic model presented in [1, 6-8]. The 

3D simulation results are taken from the middle of the simulated sample (x-y plane with z = 0.5 

mm).  The competition between nucleation and growth of multiple columnar dendrites is evident 

in both 2D and 3D cases. The strong growth competition from the sample bottom (>20 dendrites) 

to 1/4 of the sample height (10 dendrites) to 1/2 of the sample height (5 dendrites in 2D and 7 

dendrites in 3D) to 3/4 of the sample height (3 dendrites in 2D and 4 dendrites in 3D) can be 

observed.  For 3D computations, more dendrites are observed toward the top of the sample 
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because more nucleation sites are available in 3D than in 2D and also because some dendrites 

that are visualized are cut from a different plane.  Note also that the columnar morphologies look 

different in 3D than in 2D.   

Figure 3 shows a comparison between 2D and 3D computations in terms of equiaxed 

dendritic morphologies.  The legend in Figs. 2 and 3 shows the 256 color indexes (CI, illustrated 

here in 16 classes, where each class contains 16 different color indexes) that is used for 

displaying the preferential crystallographic orientation angle.   
 

 
(a) (b)    CI 

Figure 2. Comparison of 2D (a) and 3D (b) simulated microstructures (columnar dendritic 

morphologies) in unidirectional solidification of IN718-5 wt.% Nb alloy.  
 

 
(a)    (b)      CI 

Figure 3. Comparison of 2D (a) and 3D (b) simulated microstructures (equiaxed dendritic 

morphologies) in unidirectional solidification of IN718-5 wt.% Nb alloy   
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The orientation angles (θ) can be extracted from the legend in Figs, 2 and 3 by using the 

following equation: θ = �/2*(CI/255)-�/4.  Thus, when CI/255 varies from 0 to 1, θ ranges from 

-�/4to �/4.   

The equiaxed grain density was fx10
8
 nuclei/m

2
 in 2D and 10

12
 nuclei/m

2
 in 3D.  The 

conversion factor f = �/4 [12].  Similar equiaxed morphologies can be observed from Fig. 3 for 

both 2D and 3D cases, implying that 2D computations can be used and then the grain size can be 

converted to 3D by using the “1/f” conversion factor.  

A RAM memory size of 100 bytes/cell is needed in the present 3D computations.  CPU-time 

is related to the domain size and the time-step and, for the simulation problems presented in Figs. 

2 and 3, is of the order of few hours on a Dell Precision T7500 desktop.   

 

Conclusions 
 

An efficient 3D mesoscale stochastic model was developed. The model was applied to 

simulate 3D microstructures using PCs with reasonable amount of RAM and CPU time and 

therefore no parallel computations were needed.  

It was observed that the 3D columnar dendritic morphologies look different than the 2D 

columnar dendritic morphologies. This is due to the fact that, for a 2D geometry, the grain 

growth is constrained in the x-y plane while for the 3D case it is free in the third (z) direction.  

Nevertheless, the predicted 3D equiaxed dendritic morphologies look similar to the 2D 

equiaxed dendritic morphologies.  A simple conversion factor (4/�) can be used to convert the 

2D grain size to 3D grain size. 
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Abstract

This poster presentation gives an overview of the great potential of X-ray micro computed 

tomography (CT) to cast light on the evolution of the microstructure in construction materials. 

Prevention of damage is of major economic and social importance in the development of suitable 

construction materials such as concrete and asphalt. Therefore a non-destructive testing method 

such as CT is an appropriate tool for visualization of the inner structure. Its combination with 

other test methods allows understanding the damage processes such as crack propagation or 

corrosion. We show examples of internal structure analyses on a wide range of materials: 

Automatic 3D crack detection and the visualization of corrosion products inside of steel 

reinforced concrete, pore and shape analysis of lightweight aggregates and the visualization of 

deformation of high-pressure loaded aerated concrete specimens, distribution of aggregates 

inside concrete, and determination of the surface of porous asphalt core samples. Segmented 

structures serve, e.g., as input data for simulation of transport phenomena or virtual load tests. 

Introduction

In order to extend the lifetime of buildings and constructions at the macro scale it is necessary to 

understand the damage processes of building materials at the micro scale. The most commonly 

used measurement methods to assess the damage processes inside of building materials either 

provide information on only one property, or no depth information is generated. X-ray computed 

tomography allows us to analyze the whole volume of the measured specimen non-destructively. 

3D image data of the inner structure can be generated after different damage levels or in-situ on 

the same test object. On the following pages we show a part of the extensive possibilities of CT 

on the basis of three different examples.  

Measurement principle

The object to be examined is positioned on a turntable between X-ray tube and a flat panel detector. 

A series of radiographic images are recorded during a 360 degree turn of the object. From these 2000 

or more X-ray projections a 3D image matrix is reconstructed. Each single volume element (voxel) in 

this data represents the linear absorption coefficient of the material. 

All measurements presented here have been performed on a μCT device assembled at BAM with 

a 225 kV μ-focus X-ray tube and a 2kx2k flat panel detector (see Fig. 1). The CT data was 

reconstructed using the standard filtered-backprojection algorithm for cone-beam CT data. 
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Analysis of ASR-Induced Damage Processes in Concrete

Alkali-silica reaction (ASR) is the reaction between calcium hydroxide in the alkaline cement 

paste and reactive forms of silica in the aggregate. The resulting expanding gel of calcium 

silicate hydrate is one of the reasons for initiation and development of cracks in concrete. 

The alkali-reactive potential of aggregates is assessed according to the German guidelines by two 

different test methods [1-2]. These are the 40°C fog chamber storage and as an alternative 

method the 60°C concrete prism test. In both tests, the discontinuously measured expansion of 

ASR-generating stored concrete prisms is used as criterion for the internal damage process. The 

crack formation was temporally and spatially visualized by discontinuously applied CT 

measurements, which were performed at the concrete sample with a diameter of 70 mm, placed 

inside the fog chamber storage, by using the CT scanner described above.  

Figure 1: μCT setup for analysis of ASR- 

induced damage processes in concrete 

According to the sample diameter of 70 mm a voxel size of 41.3 μm was realized under common 

μCT setup conditions which does allow visualizing larger ASR-induced cracks. For additional 

analysis of small cracks we therefore switched to a ROI-CT setup without the fog chamber 

storage by moving the sample as close as possible to the X-ray tube, resulting in a voxel size of 

9.7 μm (see Fig. 2).  

Figure 2: ASR-induced cracks in 2D vertical slices with common and ROI-CT setup

10 mm

4 mm
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ROI-CT reconstruction has been performed using standard filtered back projection techniques 

with a constant value for the free beam.

Figure 3 shows a 3D view of the ASR-induced cracks with isosurface, center point, and 

bounding box together with a 2D orthoslice of the data set. A tool for automated crack detection 

in 3D-CT data was developed by the Zuse Institute Berlin (ZIB) in cooperation with BAM [3].

Different crack detection methods are available in this software tool (template maching, Hessian-

driven percolation). Moreover, quantitative parameters are evaluated according to the crack size 

(3D voxel volume), crack surface, and crack orientation which will serve as a basis for further 

statistical evaluation and FEM analysis.

Figure 3: ASR-induced cracks in 3D view with isosurface (yellow), center point

(red dot) and bounding box shown together with a 2D orthoslice of the data set

Corrosion Processes inside Steel Reinforced Concrete

The main reason for damages of steel reinforced concrete structures is corrosion. The structural 

steel, embedded in alkaline concrete, is normally protected against corrosion by a passivation 

layer. Carbon dioxide and chloride can destroy this protective layer and thus lead to corrosion. 

The damage process boosts itself due to the additional cracks which are induced by the greater 

volume of the corrosion products [4]. In order to develop suitable protective measures it is 

necessary to understand the entire mechanism of damage. CT is well-suited to study damage 

processes on a laboratory scale. Either drilling samples from old concrete buildings or test 

samples produced in concrete laboratories can be used.

Different drilling samples with a diameter of 40 mm were examined with CT to study the 

distribution of corrosion products induced by chlorides inside concrete (see Fig. 4 left). The X-

ray tube was running at a voltage of 205 kV with a current of 110μA. For beam hardening 

reduction, 0.5 mm Cu and 0.5 mm Ag were used as pre-filter. Inside of the CT voxel data, the 

corrosion products can be segmented according to the density differences (see Fig. 4 right). 

Splitting the 3D voxel data into smaller evaluation areas allows analyzing the distribution of the 

corrosion products inside the concrete specimen. 
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Figure 4: Concrete drilling sample (left: original, middle: 3D-CT with embedded 

steel bar (yellow) and rust (brown), right: histogram of the three phases)

Also the different damage stages of ongoing degradation processes can be analyzed. The mass 

loss of the steel bar and the surface, which is involved in the corrosion process, can be 

determined after each induced damage stage (see Fig. 5).

Figure 5: Increasing damage area of the same embedded steel bar 

(10 mm in diameter) at different stages after chloride induced corrosion

Asphalt

A focus in the development of modern road-building materials lies on the reduction of traffic 

noise. A typical asphalt road consists of multiple layers with differing mixtures and different 

properties. One possibility to influence the traffic noise is the creation of a top-layer with a well-

defined void-space which is connected to the road-surface. For durability of the pavement, the 

porosity must not allow water to penetrate to the interface between top and binder layer.

The structure of real pavements is studied at drill cores. The shares of the different phases are 

traditionally determined by measuring the outer size of the drill core and afterwards decompose 

the specimen into its constituents. The missing volume is interpreted as the integral porosity.

With CT it is possible to get information from the core non-destructively and to measure the 

porosity spatially resolved [5]. 
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Figure 6 shows an asphalt drill core of 70 mm diameter during the CT-measurement. The 

acceleration voltage was 210 kV, a pre-filter of 0.5 mm copper and 0.75 mm silver was used.

The resulting voxel-size was ~60 μm. For a correct segmentation, the beam-hardening was 

corrected using a lookup-table described by a polynomial. As one is interested in the structure of 

the pavement with respect to the distance from its surface, the data-set was aligned to a plane 

fitted onto the surface of the pavement (“reference-plane”) before further analysis. To get rid of 

disturbances of the structure by the specimen-preparation, a cylindrical region-of-interest (ROI) 

was defined in the data-set with a distance of a few millimeters to the specimen’s surface at the 

sides and the bottom.  

Inside this ROI the void fraction in each horizontal slice and the over-all porosity was 

determined (green in Fig. 8).  The main interest of the analysis is focused on the structures 

relevant for the noise behavior. Thus the voids connected to the pavement’s surface were 

segmented by region growing (red in Fig. 7)

e s

. An evaluation of this void-fraction with respect to 

height is shown blue in Fig. 8.  As can b een, below ~15 mm from the surface the voids have 

no connections to the surface. Apart from the impact on the noise behavior, this property is 

crucial for the durability of the pavement, because the top-layer shall be watertight to prevent 

cracking by ice forming at the layer boundary. 

Figure 6: Asphalt drill core during 

CT measurement

Figure 7: Volume rendering of the CT-data for the 

drill core: gray: drill core, red: voids connected to 

the surface, yellow: all remaining voids
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Figure 8: Height-dependent volume fraction of the voids in the drill-core

Conclusion

X-ray micro computed tomography supports the study of micro structure and damage processes 

in construction materials. It provides among other things information about cracks in concrete 

specimens induced by ASR or corrosion. Damage processes, like hidden corrosion of steel inside 

concrete, could be described at different stages. Additionally, CT data serves also as a basis for 

simulation models, for example numerical flow simulation of water in open porous asphalt. 
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Abstract 

New composites based on a matrix of silica aerogel grains are currently being developed to 

answer the expectations of thermal renovation. One of the key parameters for their commercial 

use is the control of their porous network. In this study, we aim to propose a three-dimensional 

characterization from the nanometer to the millimeter scale of the silica aerogel particles 

themselves. Transmission electron microscopy (TEM) is used to characterize the mesoporous 

network within the aerogel grain. The arrangement in three dimensions of the grains and the 

voids within the aerogel grain pileup is investigated at the micron scale by X-ray tomography.  

Introduction 

The reduction of energy demand has become a global concern together with the development of 

green energies and the increase of energy efficiency. In France, to meet the national requirements 

on the reduction of the rejections of greenhouse gases, 75 % of the French buildings will need a 

thermal renovation. As the threshold stated for old and new buildings by standards keeps 

increasing, designing thinner and more efficient insulation materials is of great interest. 

New insulating materials with thermal conductivities lower than the static dry air  (25 mW / (m. 

K)), such as the recently developed silica aerogel-based products (15 mW / ( m.K )) [1], are an 

interesting choice to answer those new functionalities. Indeed, silica aerogels exhibit 

simultaneously a high porosity (>80%) and small pores (<70nm). The Knudsen equation 

indicates that a material with pores smaller than the free path of molecules in the static air 

(70nm) will have smaller gas conductivity than air at ambient pressure: 

�g = �g0/ (1+2A lm/�) 

Where �g0 is the thermal conductivity of the gas in molecular regime, A the gas characteristic 

constant, lm the mean free path of the molecules (air: lm = 70nm), and � the material pore size. 

Silica aerogels are available as granular materials. The grains have to be bound to each other, so 

that the material can be handled by professionals of thermal renovation. It has been previously 

shown that latex can be used as binder for the fabrication of stiff composite boards  [2]. The 

binder used to design and shape the composite leads to a stronger mechanical behaviour 

(cohesion of the grains of silica aerogels between them). However, the binder has a tremendous 

conductivity and it will induce an unwanted increase of the overall thermal conductivity even at 

low volume fractions. An optimization of the proportions and the respective morphologies of 

both phases must thus be proposed to reach simultaneously the targeted thermal and mechanical 
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properties. The first step to reach the required low thermal conductivity lies in the control of the 

pore distribution of the silica aerogel grains. The second one is to finely tailor the porous 

network tortuosity so as to design an adequate fractal dimension. Once the grain itself is 

optimized, one has to ensure that the grain pileup is as dense as possible to reach the target 

thermal conductivity. 

 

In this paper, we will study the pore distribution within the silica aerogel grains and pileups.  

First, Transmission Electron Microscopy (TEM) will provide information on the pores in an 

aerogel grain. Then, the grain pileup will be characterized by X-Ray Tomography.  

 

 

 

 
Experimental 

TEM  

 

The transmission electron microscopy (TEM) analyses were performed on a Jeol 2010F 

microscope equipped with a field emission gun (FEG). Electron tomography was performed 

employing a JEOL 2100F microscope customized with a post-column GATAN Tridiem energy 

filter and a FEG. The sample under the form of a powder was dry deposited on a microscopy 

grid previously prepared for electron tomography. A droplet of suspension colloidal gold 

particles of 5 nm was previously played in the grid as fiducial markers. The tilt series were 

recorded automatically, using the GATAN tomography software in low dose bright field mode. 

Each tilt series were recorded in an angular range starting from -71° to +71° with an increment of 

2.5° in Saxton scheme
  
[3]

 
during a total time of 45 minutes resulting in 81 images of 2048×2048 

pixels with a pixel size about 0.16 nm. The alignment was performed whit IMOD software
 
[4] 

and the volume was computed employing 15 iterations of algebraic reconstruction technique 

algorithm (ART)
 
[5]

 
implemented in TOMOJ/EFTETJ software

 
[6]

 
obtaining 512x512x512 

pixels volumes. Finally the 3D visualization, surface rendering, pores size and silica particles 

quantification were performed combining different tools implemented in the software ImageJ, 

3D Slicer and Chimera. 

 

X-ray Tomography  

 

Very detailed descriptions of this technique can be found in [7]. X-ray tomography is based on 

X-ray radiography, which allows the three-dimensional internal structure of a specimen to be 

determined non-destructively. When a X-ray beam passes through a sample, a radiograph can be 

formed, which is a projection of the absorption coefficients of the structures within the sample. 

Tomography involves rotating the sample about an axis perpendicular to the incident beam, and 

acquiring a series of radiographs at a sequence of angles. A filtered back-projection algorithm [8] 

can then be used to reconstruct the distribution of absorption coefficients within the volume of 

the sample. The result obtained after reconstruction is a regular array of the value of μ, the local 

attenuation coefficient of the X-rays measured for a cubic element of matter called a voxel 

(extension of the term pixel in 2D imaging). μ varies with the local composition and thus the 

internal structure of the sample can be determined without sectioning from this 3D regular map 

of μ. The resulting data can be analyzed to obtain 3D information about the microstructure. 

As the final composite is composed of two grain sizes (D50 = 800 μm and 80 μm), in the first 

part of this paper, two grain sizes are considered (D50=800μm and d50 = 350μm) to be relevant 
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with the resolution of X-ray tomograph used. A Phoenix X-ray tomograph is used and the 

measurements are done on a stack of 1000 images.  

Several parameters can be used to characterize a porous network and hence the quality of the 

pileup. Tortuosity can be defined as:  

  

As two phase are of concern within a super-isolant material, we have to measure on the hand 

pore or static air network tortuosity, and on the other hand skeleton (i.e aerogel grain network) 

tortuosity. 

 

 

 

Results and discussion 
 
Porous network in a single aerogel grain 
Figure 1a shows a projection at 0° extracted from the tilt series acquired in TEM. The silica 

particles appear in dark grey. It is noteworthy that, compared with the images acquired with X-

ray tomography and shown in the next part, the contrast is reversed and silica grains are dark in 

TEM. The signal-to-noise ratio (SNR) is clearly poor. This is due to the fact that the silica 

aerogels are very beam sensitive and employing an intense electron beam would considerably 

damage the sample. Anyway the signal is strong enough to provide a good volume and a cross 

section trough the XY plane is showed in Figure 2b. By selecting the grey levels, the volume was 

segmented and a silica surface rendering is showed in the Figure 2c. The resolution, in the range 

of a few nanometers, allows the observation and quantification of the porous structure of the 

grain. A bimodal distribution is evidenced, with pores of 10 nm and 30 nm in diameter. Those 

sizes are in agreement with the results obtained from BET measurements.  The tortuosity of the 

pore network was measured equal to 1.27.  

 

 

 

 

 
a)

 

b)
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c)

Figure 1: Silica particle a) Projection extracted 

from the tilt series at 0° ; b) Cross section 

extracted from the calculated trough the  XY

plane; c) 3D model of one silica aerogel 

particle

Characterization of the grain pileup
Figure 2 displays slices of the tomograms obtained on granular arrangements with different grain 

sizes. As the reconstructed image represent the absorption coefficient of the material observed, 

the aerogels grains are in light grey and the air is dark grey (small or no absorption). Some of the 

grains are lighter than others (white grains), which may due to various densities of the aerogels 

grains, caused in turn by the lack of hydrophobous particles on silica surfaces during synthesis.

These different densities may arise from the quite complex sol-gel drying process. These 

different densities are confirmed with the naked eye also as most silica aerogel grains are 

transparent but some are white or translucent. As the volume fraction of those non porous grains 

was   small (<10%), the properties of the whole pileup was not affected. 

a) b)

Figure 2: tomographic slice for the two samples of silica aerogel grains  

a) Aerogel grain size D50 = 800μm, resolution = 15μm image size=15 mm*15 mm  

b) Aerogel grain size D50=350μm, resolution = 4,3μm, image size =  4.3mm*4.3 mm                                         
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X-ray tomography allows observing the morphology and geometric features of the silica aerogel 

grains. As expected by the preparation process (sieving) they are not spherical but exhibit 

polyhedral shapes with sharp edges. 

Static air tortuosity is measured on segmented 3D images. It is equal to 1.2 for the pileups 

composed of either  small grains (figure 1b ) or large grains (figure 1a). In such calculations, the 

aerogel grains themselves are considered as airtight since the tortuosity inside the grains has not 

be taken into account.    

 

Moreover, considering the polyhedral shape, the compacity of the pileup – parameter defined as 

the volume ratio between silica and the air - cannot be as high as if the grains were spherical. The 

compacity measured on both images on figure 1 is around 60% and the thermal conductivity is 

18mW/(m.K) (mean value).  This compacity is not as high as expected. To increase this value, 

one could consider the addition of smaller silica aerogel grains with the biggest grains. The 

compacity of such pileup (not shown here) has been measured around 80%. This should 

undoubtedly increase the tortuosity of air as well since the thermal conductivity is lowered 

around 15 mW /(m.K). 

 

 

 

 

 

 
Conclusions 

 

In this study, tomography was used to characterize the porous structure of single silica aerogel 

grains and pileups. X-ray and electron tomography clearly give complementary pieces of 

information. The observation and quantification of the porous structure inside a single grain have 

been carried out by electron tomography. The grain pileup has been characterized by X-ray 

tomography and values of tortuosity and compacity have been deduced from the tomograms. 

Such methodology will permit a better modeling of the insulation properties of aerogel based 

materials. 
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Abstract

Micro-computed tomography (μCT) yields three dimensional reconstructions of the microstruc-

tures of materials down to a spatial resolution of about 1 μm. Based on the resulting image

data, many mechanically relevant geometric parameters can be computed using three dimen-

sional image analysis. These parameters include fiber density, orientation, homogeneity and

thickness. We show how to fit stochastic fiber models to this image data. Such models take

into account fiber densities, orientations, radii and inhomogeneities. These geometries can be

realized, thus enabling numerical homogenization methods based on the Lippmann-Schwinger

equations in elasticity. These yield the full elastic tensor and even nonlinear elastic behavior.

With appropriate damage models, the material strength can be characterized. Such an approach

has various advantages over mechanical testing. For example, it characterizes a material in ev-

ery direction, instead of only the direction in which a tensile test was performed. Furthermore,

material models open the path to virtual material design, where one can use computer exper-

iments to identify the microstructural geometry which best fulfills the requirements in some

given application. In this contribution, we demonstrate the entire chain consisting of image

analysis, geometric and mechanical modeling for glass fiber-reinforced thermoplastics.

Introduction

Many modern materials possess complex microstructures, which can be characterized using

various imaging techniques. Apart from classical sectioning techniques, especially the use

of micro-computed X-ray tomography (μCT) has fostered the developed of highly specialized,

three dimensional material characterization algorithms. These methods encompass the analysis

of open and closed foams (e.g. [1, 2, 3]) and of fiber-reinforced materials (e.g. [2, 4, 5, 6, 7])

and are available for routine use in software packages such as MAVI (Fraunhofer ITWM,

Germany). Based on these analysis tools, suitable models for microstructures are also available

for many material classes like open and closed foams (e.g. [8]) and fiber-reinforced polymers

(e.g. [9]). These are stochastic geometrical models which capture the essential properties of

a microstructure using only few parameters, and which can be fit using results from image

analysis based on tomographic reconstructions. Starting from realizations of such models,

FFT-based methods can be used to predict e.g. macroscopic mechanical behavior depending

on the geometrical model’s parameters. We show how to combine these tools into one chain.
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(a) Volume rendering (b) Slice at interface

Figure 1: Centrally in the investigated material, there exists an inner layer, where fibers are

oriented away from the injection direction. Some fibers cross the interface between the regions.

Material

For the present paper, we focus on an injection molded specimen with 30 wt% glass fiber

content in a polypropylene (PP) matrix, see Fig. 1. The average fiber length is 7 mm with a

diameter of about 16 μm. The specimen was injection molded to a type 1A shouldered test bar

with an injection rate of 10 mm/s. Mechanical tests have been performed in accordance with

DIN EN ISO 527-1 to -5. Furthermore, a CT-reconstruction with 4 μm pixel distance was pro-

duced, which we have previously analyzed to describe the micostructure of this specimen, see

[7] for details. The following table summarizes the main known properties of this specimen.

Fiber weight content 30 wt% Mean fiber length 7 mm

Fiber volume content 13 vol% Matrix PP

Tensile modulus 6 GPa Elongation at break 2.5 %

Image Analysis

The fiber directions were obtained from the CT-scan using MAVI 1.5 beta (Fraunhofer ITWM)

as described in [7]. In brief, let B ⊂ R3 denote the set of pixels belonging to the fiber system,

which can be estimated by a simple image binarization. For every point x ∈ B, the Hessian

matrix of second partial derivatives was computed, and the eigenvector v(x) to the smallest

eigenvalue of that matrix was used as an estimate for the local fiber direction. This results in

a three dimensional vector field on B. By averaging over these points, we can estimate the

second order fiber orientation tensor [10] of the fiber system as

T =
∑
x∈B

v(x)⊗ v(x). (1)

In [7], we evaluated T for different regions of the specimen and found that the material consists

of several regions with different fiber direction distributions. In the outer layers, the fibers are

well aligned with the injection direction, but there also exists a misoriented fiber layer centrally

in the specimen. This area has a thickness of 2 mm [7].

36



Stochastic geometric modeling

To model the fiber system in this material, we will use a stochastic process of non-overlapping

cylinders. We will show how almost all parameters of this model (with the exception of the

fiber length) can be fit either from the results of our image analysis outlined above, or from

known material parameters. We start with the fiber directions. The direction distribution of the

fibers is modelled by the parametric density

f(θ, φ) =
1

4π

β sin θ

(1 + (β2 − 1) cos2 θ)3/2
,

where (θ, φ) ∈ [0, π) × [0, 2π) are the spherical coordinates of a unit vector in R
3. The

parameter β > 0 is an anisotropy parameter: β = 1 results in a uniform distribution on the

sphere, β > 1 describes a girdle distribution with principal plane in the xy-plane, and β < 1
describes a bipolar axial model whose principal axis is the z-axis. Other principal directions

can be obtained by suitable rotation of the direction vectors.

The parameter β can be estimated from a sample of unit vectors using a maximum likeli-

hood (ML) approach. Since no closed form solution of the maximum of the likelihood function

exists, the ML estimator has to be computed numerically, see [11] for details. As input to this

ML estimator, we used the local fiber direction vectors {v(x)|x ∈ B} as described above, and

fit three different direction distributions for the two outer layers and for the inner, misoriented

layer in the specimen. The estimated parameters are given in the following table.

Top layer (β̂top, θ̂top, φ̂top) = (0.17, 1.68, 1.57)

Central layer (β̂central, θ̂central, φ̂central) = (0.34, 0.12, 0.13)

Bottom layer (β̂bottom, θ̂bottom, φ̂bottom) = (0.16, 1.64, 1.58)

Random sequential adsorption (RSA) of cylinders has previously been proposed as a suit-

able model for fiber-reinforced polymers. Yet, the material investigated here is inhomoge-

neous, i.e., the fibers do not follow the same distribution everywhere in the specimen. Specif-

ically, the fiber direction distribution changes in the inner layer of the material. Therefore,

we propose a modification of the original RSA algorithm to account for such spatial inhomo-

geneities while still guaranteeing non-overlapping objects and an unbiased representation of

the model’s parameters. To this end, let Wi ⊂ R3 denote i = 1, 2, . . . , n non-overlapping re-

gions. For our purpose, we use cuboidal regions. The region-RSA algorithm works as follows:

1. Choose a region k probability pk according to the volume of the regions, i.e., pk =
vol(Wk)/

∑
i vol(Wi).

2. Draw a direction v ∈ S2 from the direction distribution fit to the region k as described

above. Also, draw a fiber length l and fiber radius r from previously chosen distributions

(which may differ between regions). Together, this defines a cylinder in the origin.

3. Independently draw a coordinate x ∈ Wk from a uniform distribution in Wk. Shift the

cylinder from step 2 to x.

4. Test if the shifted cylinder from step 3 intersects any previously inserted cylinder. Note

that here, we test against all cylinders, not just those with center in Wk. If no overlap is

detected, insert the cylinder into the model and proceed to step 1.
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(a) Interface of two stacked RSA (b) Interface of region-RSA (c) 3-layered region-RSA model

Figure 2: In thin slices (200 μm), the advantages of our new region-RSA over stacking two

conventional RSA realizations are visible. To model the material in this contribution, we

modeled 3 layers, where each layer’s parameters were fit to the results from image analysis.

5. Repeat steps 3 and 4 for a maximal number of T > 0 trials. If the cylinder from step 2

could not be inserted in Wk after T trials, stop.

In this variant, the algorithm runs until reaching the maximal filling limit for the given

value of T . In practice, of course, we also add a check for the current volume density, which

allows us to stop the modeling when reaching the desired density. Note that our region-RSA

inherits all properties from the original RSA since once an object was realized in step 2, it will

either insert it into the model, or terminate. Furthermore, since we test against all objects in

the model, not only those in the current region Wk in step 4, this algorithm results in natural

interfaces between adjacent regions, see Fig. 2.

Effective elastic properties

For the homogenization of a heterogeneous, periodic medium with local stiffness C(x) we

solve periodic boundary value problems (BVP) for the displacement fluctuations u∗ on a rect-

angular cuboid Td = R/L1Z × · · · × R/LdZ which is often called unit-cell, statistic or

representative volume element:
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

div σ(x) = 0, x ∈ Td,

σ(x) = C(x) : ε(x), x ∈ Td,

2ε(x) = 2E + grad u∗(x) + (grad u∗(x))T , x ∈ Td,

u∗(x) periodic, x ∈ ∂Td,

σ · n(x) anti− periodic, x ∈ ∂Td.

For all constant strains E, this problem is uniquely solvable in the space [H1
#(T

d)]d. With the

use of the energy equivalence principle

1

2
〈εi(x) : C(x) : εj(x)〉Td =

1

2
〈εi(x)〉Td : Ceff : 〈εj(x)〉Td (2)

it is possible to determine the effective (homogeneous) stiffness Ceff by solving the BVP for

any basis of the six dimensional space of macroscopic strains E.
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Lippmann-Schwinger equation By introducing a reference material of homogeneous stiff-

ness C0 and the polarization τ(x) = (C(x)− C0) : ε(x), the constitutive equation for the

stress σ(x) = C(x) : ε(x) can be transformed as follows σ(x) = C0 : ε(x) + τ(x). For known

residual stresses τ(x) the solution of div σ(x) = 0 can be expressed by using the nonlocal

elastic Green operator Γ0 for strains associated with the reference material C0, i.e. ε(x) =
E − (Γ0 ∗ τ) (x), where the convolution is defined by (Γ0 ∗ τ) (x) =

∫
Td Γ

0(x− y) : τ(y)dy.

By combining the previous equations we obtain the Lippmann-Schwinger equation [12]

ε+ Γ0 ∗
((
C − C0

)
: ε
)
= E.

This equation is numerically solved by the so called basic scheme [13] which relies on fast

Fourier transformations (FFT).

Results

In this section, we put together all tools introduced above to present a chain which we call

“virtual material design”. First, we verify our mechanical model using the CT image data: We

binarized the CT-reconstruction such that the volume fraction of the foreground (fiber com-

ponent) reached the specimen’s theoretical fiber content of 13 vol%. There, we first compare

Young’s modulus in fiber injection direction (x2) between results from mechanical testing and

simulation as outlined above. Next, we studied a preliminary geometric model, which con-

sisted of three layers of fibers oriented as in the CT-reconstruction and with approximately 13

vol% fiber fraction (Fig. 2(c)). As noted above, we cannot model the fibers at their original

lengths, and therefore generated two models with 1 mm and 0.75 mm fiber length, respectively.

Mechanical test E2 = 5.99 GPa ± 0.19 GPa

Simuation (binarized μCT-image) E2 = 5.68 GPa

region-RSA model (3 layers, 0.75 mm fiber length) E2 = 4.06 GPa

region-RSA model (3 layers, 1.00 mm fiber length) E2 = 4.09 GPa

In contrast to the prediction based on the binarized CT-image, the mechanical properties of

our region-RSA model are far off the true material’s properties – for both tested fiber lengths.

Discussion

We have summarized tools from image analysis, stochastic modeling and mathematical ho-

mogenization, and we have proposed an extension of the random sequential adsporption (RSA)

algorithm. This extension (region-RSA) allows to realize models of structures with different

statistical properties in different areas. Based image analysis results, we were able to demon-

strate how to fit such a region-RSA model to a μCT-reconstruction. The stiffness computed on

this model realization was not close to results from mechanical testing. One possible reason

is our simple three layer model: The true material has an inner core with a thickness of about

2 mm, just as the model realization. But, in the GF30-specimen, this inner misoriented layer

does not span the entire width – in contrast to our model geometry, cf. Fig 2(c). Another pos-

sibility is that the anisotropy of the fiber system is under-estimated due to noise and missing

resolution. A study using a larger model is currently under way.
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Abstract 
 

Characterization of the internal microstructure of paper, consisting of a dense network of wood 

fibres, is an important tool for determining the properties of paper and for optimizing the 

papermaking process. A novel two step approach for segmentation of wood fibres in high 

resolution micro CT images of paper has been developed that is able to isolate the individual 

wood fibres even with cracks and openings in their fibre walls, and is thus a first step in 

quantifying the fibrous microstructure of paper. The approach uses an extended 2D connected 

components method to track the lumen or hollow within the fibre in a fully automated manner, 

followed by labeling of the fibre walls using a distance transform. The result is a robust 3D fibre 

segmentation that preserves the surface topology of the papermaking fibres.  

 

1. Introduction 
 

Paper, consisting of cellulose pulp derived from wood, is one of the most common natural 

materials used in daily life. A key step in papermaking is the refining process, which modifies 

the fibre morphology. During processing, the fibres are refined to increase their specific surface 

area and flexibility through the imposition of a cyclical force in rotary devices called refiners. 

The resulting fibre network and the inter-fibre void spacing constitute the paper architecture and 

determine its final properties. Most end-use properties of paper, including tensile strength, 

opacity, and printability, depend on the uniformity of the paper structure described by the mass 

distribution in the range 1 μm to 10 mm [1]. At present, relatively few studies of paper structure 

have been carried out at the micro-scale on material in the post-refined state. This is because the 

measurement techniques are limited and tedious. Much of the previous work (e.g. [2]-[4]) has 

involved the use of optical microscopy, scanning-electron microscopy, or confocal microscopy. 

The results have demonstrated the benefits of characterizing the structure of paper, such as 

measurement of the surface profile, porosity, mass, and coating thickness (in the case of coated 

papers). Confocal microscopy has been particularly revealing to show the connectivity and 

entanglement between fibres, although the work has been limited to a depth of ~ 50 μm below 

the surface [4]. Unfortunately, these techniques are either not capable of viewing the entire 3D 

structure, or they change the structure during sample preparation and/or visualization. 

 

X-ray tomographic microscopy is a novel direct and non-invasive visualization technique for 

acquiring high-resolution 3D images in order to precisely characterize the internal microstructure 
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of a wide range of materials. At present, only a few limited studies have been carried out using  

μCT to investigate paper structure [5-11]. These works have illustrated the need for good post-

processing capabilities owing to the complexity of the paper structure. Advanced image analysis 

techniques are required to characterize the dense network of wood fibres, i.e. fibre orientation, 

length, and connectivity, in μCT images of paper. One of the major tasks is the segmentation of 

individual fibres. Papermaking fibres are thin, hollow structures with varying cross sections and 

the fibres have holes in the walls to enable fluid transport. Moreover, the fibres may be kinked, 

curled, twisted, and/or otherwise damaged, making segmentation extremely difficult. 

Segmentation of papermaking fibres has been previously attempted [7-11] using manual or semi-

automatic methods including Gradient Vector Flow (GVF) snakes [12], 3D vector path 

estimation [7], and Ordered Region Growing [13]. While these methods have shown an ability to 

segment individual paper fibres, they all require the user to initiate the segmentation by selecting 

seed points in one or more slices. The sheer size of data makes such semi-automatic techniques 

impractical for identifying the thousands of fibres within a paper specimen. In this work, a new 

approach for automated segmentation of wood fibres in μCT images is presented. 

 

2. Image Acquisition  
 

3D images of paper samples known as handsheets have been acquired using an Xradia 

MicroXCT-400 X-ray tomographic microscope at a spatial resolution (voxel size) of 0.58 �m. 

Unlike many other engineering materials, cellulose fibres offer extremely low attenuation to X-

rays, resulting in poor contrast at the fibre-air interface. To offset the poor contrast, an exposure 

time of 30 s for each of the 2500 radiographs was utilized, leading to high signal-to-noise ratio. 

The total scan time was 24 hours. In initial scans, sample instability was observed, due to either 

fluttering caused by the stage rotation and/or fibre expansion due to temperature and humidity 

changes, resulting in streaking artifacts. Flutter was minimized by imaging only a tiny cross-

section of paper (~1 mm
2
) resulting in a dataset of 1932x1946x364 voxels. Thermal and 

humidity stability were achieved by placing the sample inside the chamber a few hours prior to 

the scan.  

 

 

 

 

Fig.1: Initial Segmentation (a) 2D Cross-section view of a handsheet; (b) Binarised slice with 

white pixels corresponding to the fibre walls; (c) Volume rendering of the binarised data. 

 

c a 

b 
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3. Image Analysis 
 

3.1 Initial Segmentation 

 

A typical cross-sectional slice of as-scanned data is shown in Figure 1(a). It can be seen that the 

image is characterized by poor contrast and streaking artefacts. The ring shaped objects are the 

fibre walls, the hollows inside are called lumens, and the rest of the space is filled with air. There 

is no intensity difference between the lumen and air and the fibre walls also have only a slightly 

higher gray scale value. Poor contrast makes de-noising challenging, as there is a high risk of 

smoothing and joining of individual fibres. Thus, only a simple non-linear diffusion filter [14] 

was applied to efficiently reduce noise while maintaining the fibre boundaries. 

 

To segment individual fibres, the 3D images must first be segmented into two phases- fibre and 

pore; known as binarisation or initial segmentation. Although the diffusion filter sharpens the 

histogram as shown in Figure 2(a), selecting a hard threshold for binarisation is challenging due 

to poor contrast at the fibre-pore interface.  Statistical methods cannot be relied upon for 

calculation of the fibre wall thickness, a critical parameter of study, since it is highly sensitive to 

the value of the threshold. Instead, the physical basis weight (i.e. the weight of fibres per unit 

surface area) was used as a measure of the best estimate for a hard threshold. This eliminates the 

need for complex statistical analysis and also provides a reliable estimate of the fibre wall 

thickness. The threshold T is estimated by comparing the calculated basis weight of the 3D 

image for a given value of T against the measured experimental value of ~70 g/m
2
. As can be 

seen in Figure 2(b), a low (high) value of T leads to an over (under) estimation of fibre wall 

thickness and in turn the basis weight. A cross-section view of the best-case binarisation is 

shown in Figure 1(b) and a volume rendering of the binarised data is shown in Figure 1(c). 

 

   
 

Fig. 2: (a) Histogram after Anisotropic Diffusion Filtering. Basis weight is calculated for each 

value of T within the range denoted by the rectangle; (b) Plot of calculated basis weight as a 

function of T. 

 

3.2 Fibre Segmentation 

 

Lumens are used as markers for fibre segmentation since direct segmentation of the fibre walls 

appears impractical due to the considerable fibre-fibre contacts. Axelsson [11] presented a novel 

method for segmentation through tracking of the lumen by growing them in the direction of their 

local orientation. Although efficient, this method required user initiated seeding points. Given 

the enormity of data (~20,000 fibres per image), there is a need for a segmentation technique that 

a b 
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has low computational complexity and autonomy. The major challenges relate to the fibre wall 

discontinuities, since standard methods will fail by merging the lumens with the background. 

The new fibre segmentation process is divided into two steps: lumen tracking followed by fibre 

wall extraction.  

 

Lumen Tracking: The lumen tracking algorithm is an extension of the standard Connected 

Component (CC) labeling technique. CC labeling is a low-level segmentation technique that 

groups regions in an N-dimensional image on the basis of their connectivity. Given a binary 

image, CC labeling groups the white region into disjoint blobs such as there is no path of 

connecting white elements between any two blobs. Ideally, 3D CC labeling on the volume 

should be able to isolate the lumens; however, even a single pore throughout the length of a 

lumen will merge it with the background. Moreover, fibres are open at the beginning and 

termination, also allowing for merging with the background. A 3D CC labeling on the volumetric 

data is thus only able to segment those lumens that have no pores and run the length of the 

volume. This renders the 3D CC labeling impractical for the purpose of segmenting papermaking 

fibres. 

 

The proposed methodology takes advantage of the fact that although the 3D lumen geometry is 

not closed, the lumen cross-sections are closed 2D shapes in most of the slices; the lumen will 

only merge with the background on slices where pores are located. A 2D CC labeling process is 

applied to each slice, individually labeling all the lumen cross sections separately except for 

those lumens which have a pore in the fibre wall in that slice. The labels from adjacent slices are 

then connected together based on their location in order to create the 3D structure of the lumen. 

The major challenges are in defining the end point of a lumen and preventing leakage through 

the pores. This is realized by using information from adjacent slices as follows. While tracking 

the lumen, if the size of its cross section appears to have increased significantly and suddenly in 

one of the slices, the lumen may either have a pore in that slice or may have ended in the 

preceding slice. If, after a few slices, the cross section regains its shape, it was a pore and the 

slices in between are filled through averaging. If the cross section does not regain its shape 

within a few slices, the lumen is deemed to have ended. The algorithm is thus able to track 

lumens despite discontinuities in their fibre walls, providing a significant advantage over 3D CC.  

  

Fibre Wall Extraction: The lumen-tracking algorithm presented in the previous section provides 

a complete three-dimensional segmentation of the lumens in the volume. These segmented 

lumens are then used as markers for extracting the fibre walls. The fibre wall surrounding each 

segmented lumen is assigned the same label as the internal lumen. A distance transform (DT) 

[15] is used to separate fibre walls from two adjoining fibres that are in contact. Since DT 

automatically finds the lumen closest to each pixel, the boundary between touching fibres can be 

easily defined. Through use of this methodology, a robust segmentation of the fibre walls is 

achieved while preserving the surface topology of the papermaking fibres.  

 

4. Results and Validation 
 

The segmentation algorithm has been implemented in MATLAB, and the output is a structured 

array containing the coordinate information of all the segmented fibres. Visualization of the 

structure has utilized the tools available within the Avizo. An example result is shown in Figure 
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Fig.3 (a) 2D section showing segmented lumen (colored regions) overlaid on the original slice 

(grey); (b) Segmented Fibres overlaid on the original slice; (c) 3D image showing separate labels 

for each fibre; (d) Validation of the code via segmented aluminum tubes. 

 

3. Segmented lumens and fibre walls are overlaid on top of the original data in Fig. 3(a) and (b) 

respectively while Fig. 3(c) is a volume rendering of the segmented fibres where each color 

represents a different lumen. As can be seen, the newly developed technique is able to 

individually identify large numbers of papermaking fibres that have variable lengths with holes, 

kinks and other features. This segmentation was performed in a fully automated process, taking 

approximately 3.5 hours for identifying ~1000 fibres in a 1 mm
2
 paper specimen. However, as 

can be seen, not all fibres can be segmented. The fibre fragments that have been crushed and 

squeezed against each other during processing, resulting in their lumen becoming collapsed, are 

almost impossible to separate one from the other. 

 

In comparison to previous lumen tracking methods (e.g. [10]), the new method is considerably 

faster. The technique has been validated by demonstrating successful segmentation of aluminum 

tubes in a pseudo paper like network structure. 136 hollow aluminum tubes (2 mm. in diameter 

and 10±0.5 mm. long) were embedded in epoxy and imaged using μCT to obtain 3D data similar 

to that of paper. The algorithm is able to successfully segment the tubes and calculate the length 

of each tube. The segmented data is shown in Fig. 3(d) where each color denotes a different tube. 

The average length of the segmented tubes is found to be 9.5 mm. (  = 1 mm.), a value that is 

close to the true length of the tubes within limits of numerical error.  

 

5. Conclusions 
 

A method for fast, efficient and robust segmentation of hollow fibrous structures has been 

presented and successfully applied to high-resolution μCT images of papermaking fibres. The 

technique is extendable to any problem involving segmentation of complex, elongated shapes. 

The segmented fibres will be used for calculating fibre parameters such as their lengths, 

orientations, along with network parameters such as the coordination number of fibre-fibre 

intersections. The 3D geometry thus obtained can be directly used for numerical modeling. 

b 

a c 

d 
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Future work will involve validation of the algorithm by segmentation of aluminum tubes of 

known length with pores, cracks, and twists that approximate wood fibres. 
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Abstract 

The modelling of three-dimensional composite carbon fibers-resin materials for a multi-scale use 

requires the knowledge of the carbon fibers localization and orientation. We propose here a 

mathematical method exploiting tomographic data to determine carbon localization with a 

Markov Random Field (MRF) segmentation, identify carbon straight cylinders, and accurately 

determine fibers orientation. 

Introduction 

X-ray computed tomography is a powerful non-destructive technique allowing to see inside an 

object without destroying it. This method uses a series of two-dimensional radiographic images 

rotated around an axis of rotation to get a three-dimensional image of the object with 

reconstruction algorithms. In particular, this technique can be used to obtain three-dimensional 

views of composite materials to study their structure and properties.

Problem and Purpose 

Figure 1. 3D rendering (ESRF synchrotron, voxel size: 0.7μm) of a fibers-resin composite X-

tomography. Light-gray areas are carbon fibers (and a pore), and dark areas are resin. 

In order to model macroscopic structures of composite materials with small characteristic 

dimensions, it is necessary to replace them by homogeneous materials with similar properties. 
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This allows to describe structures by fewer variables and leads to fast computation codes. We 

consider the case of a carbon fiber-resin composite (Figure 1.) and look for a well-scaled thermal 

equivalent homogeneous material. For that purpose, two different datasets are required namely 

properties of each component (experimentally measured) and their repartition (localization and 

orientation) in composite material. To get relevant structures of composite material, we use 3D 

X-tomographic images. However, the segmentation process for each component is not 

straightforward (as shown on Figure 3.). 

 

Chosen Approach 

 

We present here processing methods to obtain segmented images that we use next to search the 

orientation of carbon fibers. We use a homemade Markov Random Field (MRF) software [1,3] to 

perform segmentation with a global fitting data term and a local interaction term as well. We first 

use the Potts model [4] with and without parameter optimization. These methods have the 

advantage to be easily computable and parallelizable, with linear complexity, and provide good 

results. 

The considered material is a carbon fiber/phenolic resin composite, whose fibers can be 

approximated by cylinders. Fibers are spatially connected in yarns, composed of fibers with the 

same orientation and separated by a resin zone. Yarns form a non-dense weaving into resin 

matrix. 

We propose a method for lines recognition which consist in considering a closed surface section 

and gathering cylindrical sections comparing pixels between them with a component-connected 

labelling algorithm [2]. Finally, a method for reconstitute yarns is proposed with a K-means 

clustering algorithm [8] and a Delaunay triangulation [9,10]. 

 

Image Segmentation using Markov Random Fields 
 

Markov Random Fields Model 

 

Images spatial properties may be considered from global and local points of view. MRFs give a 

convenient way to model local informations such as pixels grey level and/or correlation between 

them. For that, MRF distributions are used to quantify contextual informations in images. 

 

Let  be the considered label set for our problem, and  the set of voxels values for our 

image. Let  be a family of random variables indexed by , every variable  taking 

its value  in . Such a family  is called a random field and is a configuration of . 

We similarly define  with values in . Moreover, we consider a neighborhood system 

 the power set of , and we define a clique as a subset of sites for 

which every pair are neighbors. We assume that  is a MRF if it satisfies: 

� Positivity: . 

� Markovian condition:  [3,5]. 

The Markov field associated probability density function is a Gibbs distribution according to 

Hammersley-Clifford theorem [1]. Thus 
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where  is a normalizing constant called partition function, and  is an energy of the 

form 

which is a sum of clique potentials over all possible cliques.

Potts Model 

The Potts Model uses an energy function  with single-site and double-site cliques only. Single-

site cliques contribution consists in data connection, which depends on a conditional probability 

density function associated to every label. These functions deal with the probability for a site 

with label  to have a given voxel value . Double-site cliques contribution expresses 

spatial correlation between labels, increasing energy if neighbors have different labels and 

decreasing it otherwise. The energy function with Potts model writes 

where  the Kronecker function and  a weight parameter adjusting local contribution. It can be 

optimized with a pseudo-likelihood maximum method [6,7].

The goal of MRF method is to find the configuration  minimizing the energy for a known 

configuration .

Figure 2. Base image (top left-side), image with initialization areas in black and white (top right-

side, highlighted by arrows), black area histogram and approximate probability density in red 

(bottom).
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We note that this method is supervised. Indeed, we have to know probability density functions 

 to reckon energy. For that, we search small “representative zones” for each label  

in our image. In other words a zone whose sites have the same label  and voxel values histogram 

is close to expected histogram for the entire region of label . Then the histogram is modelled 

with a density probability function (Figure 2.). 

 

Straight Lines Detection and Orientation Search 
 

Straight Lines Detection Method 

 

Assume now that we have a binary image , resulting from the MRF method segmentation for a 

carbon fiber-resin image. To get fibers, we used their properties: fibers are straight cylinders 

whose cross section is a circle with same radius . In addition, a straight line intersects two time 

cube boundaries if it is not included in them. 

Moreover intersection centers between image boundaries and our cylinders are points on the 

cylinder generating line. Thus the proposed method is: 

� Calculating  the ensemble of intersections between extern boundaries and cylinders. 

� Deducting the ensemble  of associated centers. 

For every pair , a -radius cylinder connects them if and only if every voxel inside the 

cylinder has the same label. 

 

For defining , we will use a component-connected labelling algorithm. Indeed, if a cylinder 

links  and , then they belong to a connected region whose have the same value. 

We give a tolerance  to the cylinders research, i.e. for every pair , a -radius cylinder 

connects them if and only if more than  of the sites  verify the condition. 

A fast method for calculating connected region on an image has been used in this algorithm [2]. 

 

Global orientations Search 

 

Assume that we have now a set of cylinders characterized by a unique radius  and a triplet 

 which describes the generating line in a given basis. We aim to 

cluster theses cylinders in different regions according to their angles  first, and to their 

spatial localization after. In this way we gather the cylinders of the same yarn, and then we 

obtain the localization of the yarn. For this, we assume that we know the yarns number  in the 

image. 

We use a K-means clustering algorithm to gather cylinders according to angles  [8], and 

then a Delaunay triangulation [9,10] for spatial clustering. 

Finally, to get yarns, we choose the orthogonal plane to the yarn mean direction and calculate its 

intersections with the yarn fibers. We compute this convex hull set assuming that associated 

straight lines constitute the convex hull of yarn. Then, if we suppose yarns are convex, we get the 

yarn itself [11]. 

 

Results 
 

Markov Random Fields Segmentation 

 

Figure 3. shows the difference between the MRF segmentation algorithm and a median-threshold 

filtering. The algorithm has a complexity of  where  are respectively 
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the width, height, length and total size of the image. This algorithm is easily parallelizable thanks 

to the energy form, which depends only of neighbors. The maximal speedup obtained is around 

 (for a image, the calculation time is s for 1 processor, and s for up to 

10 processors) 

Figure 3. Difference between MRF segmentation (right-side) and “classic” median + threshold 

filtering (left-side). Arrows highlight defects for “classical” filtering.

Straight Lines Detection Algorithm 

Figure 4. shows the result of the straight lines detection algorithm for the same image. This 

algorithm has a complexity of for a constant cylinders number, but for a constant 

cylinders density. Table I. summarizes the calculation time explosion with size ( is

around ). Table II. shows reliability of the method. This algorithm is parallelizable too, but 

calculation time is still very high for big data. Therefore we use methods to cut images, use 

algorithms on each part, and then gather the results with interpolation and matching method. 

Table I. Time results of straight line recognition algorithm for different images size (for 10 

processors). 

Size 100³ 400³ 1000³
Calculation time (s) 1.4 637 103 332

Number of iterations 41 1464 7624

Figure 4. Base image (left-side), segmented image (center) and lines recognition algorithm result 

(right-side). 
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Table II. Method reliability for different tolerances (for a 400³ image). 

Tolerance 0 0.25 0.3
Percentage of detected
straight lines 

50 % 80 % 90 %

Number of aberrant lines 0 2 ≤ 10 (for 1600 lines)

Conclusions 

We propose a fast method for lines recognition in some particular cases. The algorithm can 

provide a high number of cylinders, even if most of them are close one to another. We succeeded 

in identifying spatially close cylinders with similar orientation so that we may represent fibers 

packs by only one homogeneous area. Finally, we can recover the structure at a scale allowing 

thermal transfer simulation. 
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Abstract 

The dynamic deformation of metallic polycrystalline materials leading to ductile damage and 

failure events involves a complex series of physical processes which are poorly understood.  This 

lack of understanding prevents us from properly formulating and offering the appropriate 

physically based theories for accurate and robust representation of the ductile damage and failure 

response of ductile materials.  This paper briefly describes and illustrates a coupled experimental 

and computational methodology to develop greater physical insight linking the structural details 

of the material to its formation of damage sites.  Results from examinations of both tantalum and 

copper are presented to illustrate the types of methodologies that will be needed in the future to 

better understand the critical physical processes occurring in polycrystalline metallic materials 

leading to their catastrophic failure. 

Introduction 

The characterization and modeling of damage and failure of metallic materials under extreme 

loading conditions are important scientific and technological problems in a variety of practical 

applications such as high velocity impact, explosive working, and defense. Extensive previous 

work indicates that microstructure plays an important role in the damage and failure process, and 

this complex physical process is substantially affected by material anisotropy and the presence of 

both intrinsic and extrinsic defects and heterogeneities [1-5]. We are mainly considering high 

purity materials, therefore second-phase particles, impurities and initial porosity are virtually 

non-existent. However, the influence of crystallographic features such as grain size, preferred 

orientation, the formation, interaction, and ultimately the effect of deformation features on the 

material behavior occurs over many different length scales. This remains as a substantial 

computational challenge to predictively represent the ductile damage and failure process.  

To add to the complexity of this problem, microstructure is an inherently three-dimensional (3D) 

construct and its complete description requires 3D characterization and analysis. This is 

especially important to advance the understanding of phenomena historically described in 

probabilistic terms, i.e. void damage.  In particular, nucleation of damage is a statistical process 

where the distribution of sizes and strengths of defects in 3D, along with the basic physical 

mechanisms of damage nucleation, play a fundamental role. Within the context of our present 

macro-scale representation of ductile damage, based on experimental observations, void 

nucleation is where microstructural imprint can be best represented. Microstructure 

characterization of shocked tantalum samples indicates that voids nucleate at specific 

microstructural features. For example, in a soft recovered plate impact tantalum sample shocked 
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at 5.6 GPa with a square wave, voids nucleate at grain boundaries. The 3D reconstruction from 

serial sectioning of the kernel average misorientation maps (KAM) around the void network 

(Figure 1) reveals contiguous and complex 

plastic linkages in 3D. This process is 

extremely complex, stochastic and inherently 

dependent on loading path and rate. While 

crystal plasticity-based simulations have been 

successful in predicting the average 

crystallographic texture and development due 

to deformation, they generally fail to predict 

the nature and extent of the local intergranular 

misorientations due to deformation [6]. In 

general, it is unlikely that we will successfully 

predict damage and failure events in materials 

without mesoscale aware modeling tools.  

The work presented here supports the 

developing of successful predictive damage 

capabilities by capturing real distributions of 

microstructural features from the starting 

material using emergent stereological methods 

and implementing them as digitally-generated 

microstructures in the damage model 

development. The interaction of these statistical distributions will determine where failure will 

occur in the 3D microstructure. On-going research is also concentrated on providing insight on 

the progression of deformation, validating critical deformation and damage mechanisms, and 

identifying those microstructural features that might initiate damage first.  

 

Material 
 
The material used for this study is rolled and 

annealed high-purity tantalum plate obtained 

from Cabot Corporation. The plate 

composition was high purity, with O, N, C, 

and H contents <50, 10, 10, and 5 ppm, 

respectively. Other impurities were below 

the resolution limits of 5 ppm, or 25 ppm in 

the case of W and Nb. The material’s 

average grain size is approximately 33 μm as 

measured from crystallographic orientation 

data acquired by Electron Backscatter 

Diffraction (EBSD). The microstructure and 

texture of the tantalum are shown in Figure 2. Grains are equiaxed and the material exhibits a 

weak texture. A Philips XL30 SEM was used to acquire many 1 �m step-size orientation maps 

encompassing approximately 30,000 grains, which captured more than 70,000 boundary 

segments. Grain size, orientation distribution function (ODF) and grain boundary misorientation 

parameters were determined using the TSL Orientation Imaging Microscopy (OIM) software. 

Figure 2. Grain structure and texture for the 

rolled and annealed tantalum material. 

Figure 1. 3D reconstruction of KAM maps in 

tantalum shocked at 5.6GPa and 1.1μs pulse. 

Black and orange represent void damage and 

deformation affected material respectively. 
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Statistically Equivalent Microstructures 
 

The approach for the proposed work is to use the dream.3d software package 

(http://dream3d.bluequartz.net/) to incorporate relevant statistics in digitally generated 

microstructures for use in polycrystal calculations. Dream.3d is a novel open and modular 

software package that allows for the reconstruction, instantiation, quantification, meshing, and 

visualization of microstructures digitally. The tantalum microstructure studied here is equiaxed 

and the grain size distribution is similar in all three plate directions. The parameters of the 

matching normal distribution for the grain size, the mean � and the standard deviation   of the 

variables’ natural logarithm, were 3.5 and 0.55 

respectively. The ODF was extracted from the 

EBSD data and uploaded into the statistical 

generator. The statistics file exported from 

dream.3d was used to generate digital volumes 

of various sizes. A series of runs was 

performed, generating between 20 and 3000 

grains each. For each run, the grain size data 

was fitted with a lognormal distribution and 

compared to the starting grain size 

distribution. Figure 3 presents a digitally 

generated tantalum microstructure containing 

about 1500 grains. Quantile-quantile (QQ) 

plots were used as an exploratory graphical device to check the validity of the grain size 

distributional assumption for each data set. Values for the resulting � and   were within 1-2% 

compared to � and    of the input distribution.  

 

Connections to Damage Nucleation under Shock Loading 
 

Grain boundaries play an important role in damage development. Grain boundary energies are 

anisotropic and relative energies determine the properties of a material. In addition, boundaries 

can be relatively more or less plastically accommodative based on their structure.  Given the 

importance of the boundary plane in influencing properties, it is important to measure orientation 

distributions of boundary planes in polycrystals, not merely boundary misorientations. Aspects 

of the five-parameter distribution in tantalum were examined in detail via observation of the 

plane distributions for specific misorientations using the method described in [7]. The 

distribution of the grain boundary planes can be plotted on a stereographic projection at specific 

misorientations. Results for tantalum are shown in Figure 4. The plane distributions on the [110] 

misorientation axis indicate that, for the majority of the misorientations, the density distribution 

is clustered around the [110] zone, meaning that boundaries with a twist character are preferred. 

An exception is the case of low misorientations where [111] symmetric tilt boundaries also occur 

several times more than random. The peaks are broad, indicating that many boundaries have a 

mixed character. For misorientations around [111], boundaries with twist character are preferred 

at lower misorientations, while mixed boundaries are adopted for higher misorientations. For 

misorientations around [100], grain boundary plane orientations in the [111] zone are preferred 

for low angle boundaries, and mixed boundaries are adopted for higher angle misorientation. The 

Figure 3. Digitally-generated tantalum 

microstructure: volumetric representation (left) 

and QQ plot for grain size distribution (right). 
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grain boundary plane distribution is important by providing real material information that we can 

introduce into the damage models. In addition, knowing the type of boundaries that exist in a 

material helps in interpreting materials’ response to deformation. Boundary character 

distributions, such as the ones presented in Figure 4, are extracted from EBSD data in dream.3d 

and incorporated into the statistics file for synthetic microstructure generation. Work on 

connecting these highly occurring boundaries to damage nucleation will be presented elsewhere.  

 
Figure 4. Grain boundary plane distribution for misorientations around the [110], [111], and 

[100] axes. The misorientation axis is indicated by a green dot. 

 

Towards the Development of Dynamic Damage Models 
 

As previously discussed, the challenges to understand and represent the complex physical 

processes involved with the ductile damage and failure process in polycrystalline metallic 

materials are many.  Although we know in general that structural details of the material are a 

significant factor in determining how a material deforms, there is only limited physical 

experimental information available concerning the relevant physical processes for dynamic and 

shock loading conditions. There is a strong need to supplement the information which is 

available experimentally with computational studies on dynamic material response.  In this 

section we outline a brief example of how structural information as presented above can be used 

in computational studies to lend greater insight into the dynamic ductile damage behavior of 

metallic materials. In general, simple plate impact experiments are conducted to study and 

quantify the shock loading response of metallic materials.  The free surface velocity of the shock 

loaded sample measured during the experiment is the most readily available quantity for such an 

experiment, with the occasional recovered sample.  The latter is less common since for all but 

mild loading conditions, there is little left of the sample to recover unless means of soft capture 

are utilized. The interpretation of physical behavior is then done by comparing experimental 

versus calculated free surface velocity responses by including hypothesized mechanisms within 
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the theoretical model used to conduct the simulations.  We have done this for a high purity 

copper sample which was loading by a z-cut quartz flyer with an impact velocity of 110 m/s.  

 

Figure 5. 64 grain Voronoi tessellated structure used to probe the micromechanical response to 

dynamic loading:  Structural topology (left), von Mises stress (center), and pressure (right). 
 

Through the use of a rate-dependent macro-scale damage model [8] we have calculated the time 

in the experiment at which the model suggested that the progression of pore growth begins.  At 

that point in time we have extracted the calculated stress profile within the sample. This profile is 

non-uniform as can be expected with a peak stress near the center of the sample: 1.01 GPa in the 

axial loading direction, and 895 MPa in the radial and circumferential directions. We have 

applied this stress condition to the three principal faces of a 64 grain polycrystal cube shown in 

Figure 5 to probe the heterogeneous stress state which might drive the initiation of damage.  

 

Figure 6. Stress distributions for the calculations shown in Figure 5.  Left is the von Mises stress, 

center is negative pressure, and right is stress triaxiality. 

The single crystal model used in these calculations is based upon thermally activated motion of 

dislocations [9]. The statistical distribution of von Mises stress, pressure, and stress triaxiality are 

shown in Figure 6 for the results shown in Figure 5. The results shown in Figures 5 and 6 are 

approximations to what one might expect the local stress state to be in polycrystalline metallic 

samples under realistic loading conditions leading to the initiation of void development. In the 

future we will use the coupling between experimental and computational results to develop a 

richer picture of the physical state of the material and also evolutionary processes involved in the 

ductile damage process. Clearly, statistically accurate 3D topologies of material structure will be 

critical to the accurate portrayal of material response in this computational methodology.  

The statistics file generated in dream.3d is utilized to generate large polycrystalline volumes 

matching grain size and shape, grain orientations and grain boundary distributions. Reduced 
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volumes, such as the one shown in Figure 7a are cropped form larger 3D models and used for 

method development. The synthetic volumes are surface-meshed to allow the models to be 

moved into FEM or other simulations. In this case, we successfully imported the tantalum 

dream.3D geometry files into the ABAQUS pre-processor as shown in Figure 7b. The strategy is 

to mesh each grain independently, reconstruct 

the volume, and either fully tie the boundaries 

together or allow for grain boundary 

deformation or separation under loading 

conditions. This will in general enable 

detailed linkages between material structure 

and the available dynamic experimental data. 

Final computations will be performed on large 

statistically representative synthetic 

polycrystals and will use a model in which the 

defect density and dislocation motion are 

involved in the void nucleation process, and 

captures effects of interfaces, neighbor 

interactions and local fields. 
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Figure 7. Tantalum virtual microstructures: 

(a) Virtual tantalum polycrystals generated in 

DREAM.3D, and (b) Tantalum grains 

reconstructed in the ABAQUS preprocessor. 
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Abstract
 
The multi-phase-field (MPF) method has attracted attention as a very promising tool for 

simulating microstructure evolutions in polycrystalline materials. However, because of the heavy 

computational cost incurred by three-dimensional (3D) MPF simulations, simulating realistic 

microstructure morphology in three dimensions has been difficult. In our research, we developed 

a multiple-GPU computing technique and an overlapping method that facilitate efficient 3D MPF 

simulations. Using the technique developed, we performed 3D MPF simulations of 

polycrystalline grain growth on a GPU-cluster and on the TSUBAME2.5 supercomputer at the 

Tokyo Institute of Technology. The results obtained indicate that our multiple-GPUs computing 

technique combined with the overlapping method significantly reduce the elapsed time of 

simulations and easily facilitate the performance of very large-scale 3D simulations with up to 

1024
3
 computational grids. 

Introduction
 
The mechanical properties of metallic materials are strongly influenced by the distribution and 

morphology of their underlying microstructures. Therefore, it is essential that numerical tools

that can predict microstructure evolutions in materials via numerical simulations be developed.

Recently, the multi-phase-field (MPF) method has attracted much attention as a very promising

technique for simulating microstructure evolutions in polycrystalline materials [1–3]. The MPF 

model has been widely employed in numerical simulations of microstructure evolutions during

solidification, grain growth, recrystallization and phase transformation [4, 5]. However, as is well

known, very small computational grids have to be used in order to obtain quantitative results

from such MPF simulations because the simulation result depends on the size of the

computational grid [6]. Consequently, performance of quantitative MPF simulations in realistic

three-dimensional (3D) space incurs very heavy computational costs. In previous studies, parallel 

computing of 3D MPF simulations using various computing techniques, such as OpenMP and 

message passing interface (MPI), have been performed [7]. However, in order to evaluate more 

realistic microstructure evolutions using MPF, it is essential that the size of the computational

domain be increased. We have accelerated MPF simulation using a graphics processing unit 

(GPU) that was originally developed for high-speed computer graphics processing [8]. However, 

although we previously demonstrated that GPU computing enables us to accelerate MPF 

simulation more than ten times faster than conventional CPU computing, unfortunately, the

amount of memory on a conventional GPU is not enough to perform realistic large-scale 3D
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simulations.

 
Thus, in our research, we consequently developed an efficient and high-speed computing 

technique that uses multiple-GPUs to perform efficient large-scale 3D MPF simulations. Using

the developed computing technique, we evaluated the acceleration performance of 3D MPF 

simulation of polycrystalline grain growth on a GPU-cluster computer. Comparing the results

obtained for multiple-GPUs and multiple-CPUs computing, we discovered that the multiple-

GPUs computing technique is much more effective for acceleration of 3D MPF simulations than

conventional parallel CPU computing. Further, we implemented the multiple-GPUs computing 

technique on the TSUBAME2.5 GPU-supercomputer at the Tokyo Institute of Technology,

where we were able to perform very large-scale 3D MPF simulations.
 

Multi-Phase-Field Model 

In order to simulate the polycrystalline grain growth driven by minimization of interfacial 

energy, the generalized MPF model proposed by Steinbach et al. [2] is predominantly employed.

When we consider a system of N crystal grains, N phase-field variables, i (i=1, 2, …, N), are 

defined. Here, i describes the local volume fraction of the ith grain and varies smoothly across 

an interface from i = 1 in the ith grain to i = 0 in another grain. Using the phase-field variables, 

the total Gibbs free energy of the system, G, is defined as follows:  
 

G = Wij i j( )
j=i+1

N

i=1

N

V
+

aij
2 i j

j=i+1

N

i=1

N

dV

                                     
(1) 

 
where aij and Wij are the gradient coefficient and the height of the energy barrier, respectively. 

These parameters are related to the interfacial energy between the ith grain and the jth grain, ,

and interfacial thickness, . 
 
Assuming that the total free energy decreases monotonically with time, the evolution equation of 

the phase-field variables can be derived as

 
i

t
= 2

n
Mij

G

i

G

jj=1

n

(2)

where n is the number of phase-field variables at an arbitral point andMij  is the mobility of the 

phase-field variables related to physical interfacial mobility, M. Substituting Eqn. (1) into Eqn. 

(2), we obtain the final form of the evolution equation of the phase-field variables as follows:

i

t
= 2

n
Mij Wik Wjk( ) k +

1

2
aik
2 ajk

2( ) 2
k

k=1

n

j=1

n

(3)

We performed the calculation defined by Eqn. (3) in a numerical simulation using a second-order

finite difference scheme for space with a first-order forward Euler-type finite difference method 

for time on a regular 3D computational grid. Further, we employed the active parameter tracking 

(APT) method proposed by Kim et al. [9] to reduce the computational load and memory 
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consumption.

Multiple-GPUs Computing Technique 
 
In our study, we used the NVIDIA Tesla K20X GPU. This GPU contains 2688 CUDA cores

constituted from 14 streaming multiprocessors (SMX), each of which comprises 192 CUDA 

cores as single instruction, multiple data stream units. In CUDA, onboard device memory is

called global memory, and the amount of global memory on the GPU is 6.0 GB (GDDR5

SDRAM). In order to perform computations on the GPU, we developed program code using the 

CUDA Fortran language released by the Portland Group, Inc. [10].

To conduct parallel computing of the MPF simulation using multiple-GPUs and CPUs on the 

GPU-cluster computer and on the TSUBAME2.5 supercomputer, we decomposed an entire

computational domain into subdomains. Then, we assigned the computation in each subdomain

to one compute node. The entire computational domain can be partitioned in 1D, 2D, or 3D.

When the whole computation domain is decomposed in 3D, as shown in Figure 1, the 

computation in each subdomain requires data on the surface of the neighboring subdomains

(boundary region). Therefore, similar to conventional multi-CPU computing with MPI, we have 

to conduct data communication among the nodes to exchange data between neighboring

subdomains. However, because data communication decreases parallel efficiency, we developed 

an overlapping method that masks the time taken for data communication by conducting both the

computation on the GPU and the data communication simultaneously [11].  
 

 
Figure 1. 3D domain decomposition of computational domain.

 
 
Figure 2 depicts the computational diagram used to calculate the MPF simulation with the

overlapping method. Our computational method primarily comprises four steps: (1) Computation

of the MPF simulation on the GPU, (2) data communication between CPU and GPU via CUDA 

APIs [12], (3) computation of the APT method on the CPU, and (4) data communication between

the nodes with MPI. First, the GPU starts to compute the inside region and the boundary region, 

concurrently. After the computation for the boundary region is finished, the calculated data on

the global memory is transferred to the CPU (host) memory, while the GPU computes the inside 

region. Then, the CPU performs memory operations for the APT method and the data 

communication among the nodes with MPI. To perform the memory operation for the APT 

method and update the data for the next time step in the GPU, the data on the host memory is 

returned to the global memory. Although the data communication with MPI and the data transfer
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from GPU to CPU tend to be bottlenecks, most parts of these data communications can be 

masked by the computation on the GPU by choosing an optimum number of subdomains. 

 

 
Figure 2. Computational diagram illustrating the overlapping method.

Figure 3. Comparison of the acceleration performances obtained by multiple-GPU and multiple-

CPU computations.  

Performance on GPU-cluster Computer 

We first evaluated the performance of the multiple-GPUs computing technique developed on a

GPU-cluster computer installed in our laboratory. The GPU-cluster computer used comprises

four computational nodes, with two GPUs and two Intel Xeon E5-2690 CPUs with eight cores 

mounted. Thus, eight GPUs are installed on the cluster. The data communication was performed

using QDR InfiniBand.

 
Using the GPU-cluster computer, we performed 3D MPF simulations of polycrystalline grain 

growth. The size of the whole computational domain was 144 × 144 × 144 m
3

and it was 
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discretized by a regular finite difference grid of dimension 288 × 288 × 288. The initial 

microstructure was composed of 1000 crystal grains, and the number of computation steps and

the time increment were 400 and 0.51 s, respectively. Other parameters used in the simulation 

were as follows: temperature T = 800 K, interfacial energy = 0.5 J/m
2
, physical interfacial 

mobility M = M0exp(-Q/kT), where pre-exponential factor M0 = 6.2 × 10
-6

m
4
K/J, activation 

energy Q = 2.1 × 10
-19

J, and interfacial thickness  = 3.5 m. 
 
Figure 3 shows the total elapsed time for the MPF simulation utilizing multiple-GPUs computing 

with and without the overlapping method. The result obtained using multiple-CPU computing is 

also indicated in the same figure. It can be seen that the elapsed time for multiple-CPUs

computing reduces as the number of CPU cores increases, whereas for GPU computing without 

the overlapping method, the elapsed time is decreased very significantly. Furthermore, we found

that multiple-GPU computing with the overlapping method further improved the performance, 

because the overlapping method can completely mask the data communication time with the 

computation time. These results demonstrate that the multiple-GPUs computing technique with 

the overlapping method facilitates efficient 3D MPF simulations performances.

Large Scale 3D Multi-phase-field Simulation on TSUBAME2.5 Supercomputer 

In the preceding section we demonstrated that the multiple-GPUs computing technique is very 

efficient. We implemented the technique on the TSUBAME2.5 supercomputer at the Tokyo 

Institute of Technology [14]. The main part of the TSUBAME2.5 supercomputer consists of 

1408 computational nodes, and each node is equipped with three TESLA K20X GPUs. Thus, the 

total number of GPUs in the system is 4224. Each node also has two Intel CPU Xeon 5670, 54 

GB DDR3 main memory and two QDR InfiniBands.

Figure 4 shows polycrystalline grain growth obtained using a grid size of 1024 × 1024 × 1024 

grids on 256 GPUs of the TSUBAME2.5 supercomputer. In this simulation, we took into 

account 32768 crystal grains in a cubic region 0.512 × 0.512 × 0.512 mm
3
. Performing this same 

simulation on a single CPU core would require approximately one month of running time. In 

contrast, using the multiple-GPUs computing technique for large-scale 3D MPF simulation on 

the supercomputer, the running time required was less than two hours.

 
Figure 4. Polycrystalline grain growth on 1024 × 1024 × 1024 grids using 256 GPUs of the

TSUBAME2.5 supercomputer.
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Conclusion

In this paper, we discussed our multiple-GPUs computing technique that facilitates efficient 

performance of large scale 3D MPF simulations, and our overlapping method that facilitates high 

performance using a large number of GPUs by masking the data communication time with the 

computation time. We demonstrated that this overlapping method significantly reduces the 

elapsed time for 3D MPF simulations. We also showed that very large scale 3D MPF simulations 

of polycrystalline grain growth with up to 1024
3
 grids can be successfully performed using 256 

GPUs. The realistic 3D morphology of microstructures obtained by large scale MPF simulations 

such as this are useful for comparing experimentally observed microstructures and understanding 

the microstructure evolution mechanism.

Acknowledgement

This research was supported by the “Joint Usage/Research Center for Interdisciplinary Large-

scale Information Infrastructures” and “High Performance Computing Infrastructure” in Japan, 

KAKENHI, Grant-in-Aid for Scientific Research for Young Scientists (A) 25709002, and 

Challenge Exploratory Research 25630322 from the Japan Society for the Promotion of Science 

(JSPS).

References
 
1. I. Steinbach, F. Pezzola, B. Bestler, M. See elberg, R. Perieler, G.J. Schmiz, and J.L.L. 

Renzende, “A Phase Field Concept for Multiphase Systems,” Physica D, 94, 135-147, 1996. 

2. I. Steinbach and F. Pezzola, “A Generalized Field Method for Multiphase Transformations

using Interface Fields,” Physica D, 134, 385-393, 1999.

3. D. Fan and L-Q. Chen, “Computer Simulation of Grain Growth using A Continuum Field 

Model,” Acta Materialia, 45, 611-622, 1997. 

4. I. Steinbach, “Phase-field Model for Microstructure Evolution at the Mesoscopic Scale,”

Annual Review of Materials Research, 43, 89-107, 2013. 

5. I. Steinbach and O. Shchyglo, “Phase-field Modeling of Microstructure Evolution in Solids: 

Perspectives and Challenges,” Current Opinion in Solid State and Materials Science, 15, 87-

92, 2011. 

6. M. Ohno and K. Matsuura, “Quantitative Phase-field Modeling for Two-phase Solidification

Process Involving Diffusion in the Solid,” Acta Materialia, 57, 5749-5758, 2010. 

7. Y. Suwa, Y. Saito, and H. Onodera, “Parallel Computer Simulation of Three-dimensional

Grain Growth Using the Multi-Phase-Field Model,” Materials Transactions, 49, 704-709,

2008.

8. A. Yamanaka, T. Takaki, T. Aoki, and T. Shimokawabe, “Multiphase-field Simulation of 

Austenite-to-Ferrite Transformation Accelerated by GPU Computing,” Journal of
Computational Science and Technology, 6, 182-197, 2012. 

9. S.G. Kim, D.I. Kim, W.T. Kim, and Y.B. Park, “Computer Simulation of Two-dimensional

and Three-dimensional Ideal Grain Growth,” Physical Review E, 74, p. 061605, 2006.

10. The Portland Group Inc., CUDA Fortran Programming Guide and Reference, (2012) 

11. M. Okamoto, A. Yamanaka, T. Shimokawabe, and T. Aoki, Transactions of JSCES, 2013, pp.

20130018, 2013. (In Japanese)

12. G. Ruetsch and M. Fatica, CUDA Fortran for Scientists and Engineers, (Elsevier, 2013).

13. Tsubame, http://www.gsic.titech.ac.jp/en/tsubame 
 

64



Microstructure/Property 
Relationship in 3D: 

Deformation 
and Damage 



2nd International Congress on 3D Materials Science 
Edited by: Dominique Bernard, Jean-Yves Bu.ffih'e, 1Tua Pollock, Henning Friis Poulsen, Anthorl)l Rollelt, and Michael Uchic 

TMS (TMMinooh, Metst. &Mutmsh &dety), 2014 

FINITE ELEMENT SIMULATION AND EXPERIMENTAL ANALYSIS ON 
FATIGUE BEHAVIOR OF SiC0 /Al CO-CONTINUOUS COMPOSITES 

Yu Liang1
,2, Kun-Peng Yani, Xiao-Dong Noni, Yan-li Jiang1

,2*, Nan-nao Ge3, Ming Fang3 

1 Guangxi Scientific Experiment Center of Mining, Metallurgy and Environment, Guilin, 543004, 
China 

2Key Laboratory ofNew Processing Technology for Nonferrous Metals & Materials, Ministry of 
Education, Guilin University of Technology, Guilin, 543004, China 

3Zhejiang Tianle New Material Technologic Co. Ltd, Shengzhou, 312400, China 

Keywords: Fatigue behavior, Finite Element, SiCJ AI alloy, co-continuous composite, 

Abstract 

The co-continuous ceramic/metal composite (referred to as C4 composites) are becoming an 
important class of materials as the result of the development of a number of new techniques for 
fabricating composites with interpenetrating macrostructures. In this paper, the fatigue endurance 
behaviors of three three-dimensional (3-D) continuous SiC ceramic network reinforced ZLlll 
AI alloy composites (T6-treated SiCJZLlllAI) were simulated by the fmite element method 
(FEM). The finite element simulation showed that the stress concentration, due to the presence of 
continuous SiC ceramic network reinforcements, produces controlled crack growth and higher 
stresses, which are related to regular energy release by the material during fracture. The need for 
higher stresses for a crack to propagate reveals the material's microstructural strength. 
Experimental analysis showed fatigue life for specimen was 4.8xl05 cycles for 200 MPa, R=-1.0, 
and 6.5xl05 cycles for 95 MPa, R=-0.05. The number of cycles to failure predicted numerically 
is higher than the experimental one. This difference is attributed mainly to an upper stage of 
fatigue crack growth, particularly, the interaction between fatigue crack growth and growth that 
cannot be accounted for in the numerical model. 

Introduction 

AI metal matrix composites (Al-MMCs) have highlighted a commercially competitive advantage 
largely owing to their relatively low cost and ease of processing. Among Al-MMCs, the co­
continuous ceramic/metal composites (referred to as C4 composites), also called the 
interpenetrating phase composites (IPCs) have aroused extensive interest [1-5]. The C4 

composites can provide the desirable mechanical properties including high specific stiffness, 
high plastic flow strength, creep resistance, good oxidation and corrosion resistance, due to their 
three-dimensional (3-D) network structure having two, distinct, interconnected phases, namely 
one of a soft metallic alloy (generally Al alloy or an intermetallic) and one of a hard ceramic 
phase (generally Ah03 or SiC). It is reported that the unique arrangement of matrix and 
reinforcement provides high strength-to-weight and stiffness-to-weight ratios which are ideal 
for use in the dry friction and wear applications [6-10]. Our previous experiment shows that the 
C4 SiCJ AI (n means network structure) can be used as brake disk material for China Railway 
High-speed trains (CRH) for its excellent wear properties [11,12]. Numerical calculations have 
been done to predict the behavior of compression, stiffness, strength, and energy dissipation of 
the C4 composites [ 13, 14]. In the literature, fatigue studies on metal~eramic composites are 
generally based on particle-reinforced alurninium[15,16] or, more rarely, fibre-reinforced 
alurninium[18]. To the authors' knowledge, to date only studies based on static 
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tensile/compressive stress[14] or crack propagation[13] have been performed on C4 composites, 
while a high cycle fatigue characterisation has not been undertaken. In this paper, the 3-D finite 
element model is developed to simulate the elastic and plastic behavior of the SiCJ Al 
composites based on their macrostructure&. The relationship between macroscopic mechanical 
response and the macrostructures are discussed. 

Crystal structures and ealculation details 

The SiCn/Al composites were prepared by infiltration of a molten ZLlll AI alloy liquid (ZLlll 
Al alloy that had the following chemical composition (in ~/o, 8.80Si /1.30Cu /0.30Mn /0.30Mg 
/0.20Ti /0.3Z~ balance AI) into the SiC porous preform struts using a low-pressure casting. The 
processing and physical properties of the composites were described in greater depth in Ref [9--
12]. Fig.l (a) shows the typical macrostructure of SiCJ AI composite, where the brighter phase is 
Al alloy matrix and the darker phase is SiC struts. It can be seen that the molten Al alloy is 
completely infiltrated into the SiC struts. The volume fractions of the phases are approx. 75% AI 
and 25% SiC. The appearance of the phases suggests that the macrostructures are in agreement 
with the c4 composites SiC/A! constituent described in Ref [1-8]. In the production of metal 
matrix composite, one of the subjects of interest when choosing the suitable 
matrix/reinforcement is the interaction in its interface. In some cases, reactions that occur in the 
interface between a matrix and its reinforcement have been considered harmful to the final 
mechanical properties and are usually avoided. In others, the interfacial reactions are 
intentionally induced when the new layer formed at the interface acts as a strong bonder between 
the phases.Many works aimed to obtain a suitable matrix/reinforcement system, that provides 
minimum and controlled reaction and fine and thermally stable ceramic struts dispersed 
uniformly in the metal matrix. The present works led to the development of the in situ 
composites, in which the SiC struts are embedded in a metal matrix during the composite 
fabrication. As a result of the process the interface between the materials is clean and a strong 
interfacial bonding is obtained. The simple two-phase-interpenetrating cell geometry is used to 
represent the composites for the simulation. The SiC struts have pore diameters of 3 mm. In 
order to represent the SiC struts microstructure, previous structural foam researchers have 
successfully used space filling Kelvin cells [15]. A Kelvin cell is a tetrakaidecahedron, a 14-
sided polyhedron comprised of six squares and eight hexagonal faces. In the present work, initial 
modeling of a Kelvin cell is done using solid modeling software SOLIDWORK. The space 
inside and outside this cell is filled withAl alloy, assumes to be a macroscopically homogeneous 
for modeling purposes. A schematic diagram is shown in Fig. 1 (b). 

Constrained surface 
Fig.l (a) Macrostructure of SiCJ Al composite; (b) Simulated model of SiCJ Al composite; 

We make some assumptions for simulating the mechanical properties of composites as follows: 
the SiC struts, ribs are continuous and their size is the same; The actual cross-section of ribs of 
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the SiC struts used in experiments is close to a rounded shape and hence is approximated as an 
rounded; The impurities is nonexistent at the interface of SiC struts and A1 alloy in the 
simulations for simplicity. The cosssectional area of the ribs is decided such that the overall 
volume fraction of the SiC struts in the composites is approximately 25%, same as that of the 
preform used in the experiments. Finite element analyses are carried out using ANSYS/standard 
structural analysis software. A four node tetrahedron element with linear interpolation is used to 
discretize the unit cell. The unit cell model has a total of91523 elements and 16937 nodes. The 
elastic constants of Al alloy and the SiC struts (from experiments) are assigned to the two phases 
of the composites. The mechanical properties of SiC struts. elasticity modulus=450 GPa. v=O.l 0, 
density=3.15 g/cm3

, yield limit=14 MPa, shear modulus=192 MPa. The stress-strain response of 
Al alloy (Young•s modulus =68.9 GPa, v =0.33, yield stress =245 MPa at 0.2% strain, ultimate 
stress=330 :M:Pa (at 6% strain). The A1 alloy is regarded as visco--plastic material described by a 
new cyclic constitutive model provided in Ref [ 11-13]. Simulate mechanical properties under 
tensile, under compressive loads, cyclic load/unload, by displacing the nodes uniformly on the 
top face of the cell in the Z-direction shown in Fig.1 (b). The xy plane is constrained and the 
opposite plane is required to displace as a plane during defonnation. 

Results and discussions 

Microstructure of the SiCJAI composite 

Fig.2 shows the microstructure of interface of SiCJ AI composite. Micrograph of porous SiC 
performs before infiltration is shown in Fig. 2(a). It can be seen that the pores are similar 
hexagonal holes, interconnected and uniform in size and distribution. The porosity of the SiC 
preform measured by mercury porosimetry is -45% (volume fraction), average diameter of pore 
is 1.5-2.5 mm, and average diameter of the ribs is -o.s mm. 

(b) "' . . . .. , 

10 

Fig. 2 (a) SiC struts ;(b) interface of SiCn and Al alloy; (c) surface of SiC struts; (d) line scanning 
analysis of primary elements in interface ofSiCn/Al composite. 

Micrograph Fig.2 (b) shows the typical SEM image, from which the molten Al alloy completely 
infiltrats the SiC struts perfo~m; density measurements shows that the composites are >99% of 
theoretical one. The appearance of the phases suggest that these microstructures were in 
agreement with the co-continuous SiC/ AI micro constituent described in the articles mentioned 
in the introduction, but in present work their morphology is finer as Y, Sr elements are used to 

69 



reduce the surface tension of the molten AI alloy liquid to improve the wettability of the SiC 
struts and AI matrix. From Fig.2 (b)~ no bulk second phases can be observed in the composites. 
and a Si02 thin film may be seen at localized positions on the AI grain boundaries in the 
infiltrated cells. Fig.2 (c) shows a continuous Si02 layer on the SiC struts. It will protect the 
inner SiC from the attack of molten AI. Line scanning analysis suggests the Si02film is 1-4 J.liD. 
in thickness> forms at the AI--siC interface shown in Fig.2 (d). So the interface between the AI 
and SiC struts is clean and a strong interfacial bonding is obtained. 

Stress-strain and Fatigue Behavior 

Static tensile tests were performed on at least ten specimens manufactured from the SiCJ AI 
composites. Fig.3 (a) shows representative experimental and simulated stress-strain curves for 
composites. The non-linear behaviour of the composites is in agreement with observations of 
Daehn et al and F. Scherm [14~ 15]. This behaviour can be explained by the combination of an 
elastic deformation of the SiC preform accompanied by a plastic deformation of the metal at 
higher stresses. It is difficult to determine a yield stress for these materials with good enough 
reproducibility. The 0.2% yield stress was determined using the Young's modulus measured with 
acoustic resonance technique. The ultimate tensile strength (UTS) of these composites reached 
values beyond 375 MPa with a fracture strain around 0.5%. Depending on casting conditions, 
unreinforced ZL111 Al alloy has an UTS from 300 to 350 MPa and a fracture strain from 0.5 to 
3% [16]. Hence, all composites are considerably stronger and slightly less ductile than the 
unreinforced AI alloy. The samples were loaded in the first cycle until a stress of 100 MPa. then 
unloaded to a stress of 15 :MPa. In the following cycles the max applied stress was increased in 
20 MPa steps. The stress-strain curves of these cyclic experiments is shown in Fig. 3(b ). The 
failure of the sample occurred in cycle number 16 at 307 MPa s1ress and 0.90/o strain. Hysteresis 
loops for cycle number 5, 10 and 15 are marked. They broaden with increasing cycle numbers 
and stresses. Pseudo elastic modulus decreases from the first cycles to the last cycle. This 
tendency gives hints for an increasing an elastic effect of the material at higher loads. A possible 
explanation can be seen in the growth of micro-cracks with increasing cycle number. The 
number of cycles to failure predicted numerically is higher than the experimental one. 
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Fig. 3.Experimental and simulated curves for SiCJAI; (a) Stress-strain curves; (b) Stress-strain 
curves for cyclic load/unload; (c) curves under tensile and compressive load; (d) Stress versus 
cycles to failure curves( room temperature, stress ratio R =0.05 and -1); 
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Fig. 3(c) shows the tensile behaviour of the composite in comparison to its compression 
behaviour. Measured values for compressive strength were approximately 710 MPa with 2% 
compressive strain. The ultimate compressive strength is thus about 2 times higher than the UTS 
410 MPa, the strain to failure for compression is about 3 times higher than for tension. The non­
linear stress-strain behaviour was also found in the compression tests. Cyclic fatigue tests were 
carried out at room temperature and at 150 °C. The ratio of applied maximum and minimum 
stress R:=amir/arDI/JitJ. was either R =0.05 or R- 1. The stress versus cycles to failure curves is shown 
in Fig. 3(d). Compared the ~N curves for tension-compression and tension-tension cycle types 
on the basis of maximum stress, it can be found that the two S-N curves have nearly the same 
slope. Fatigue life for specimen is 4.8x105 cycles for 200 MPa, R =-1.0, and 6.5xtef cycles for 
95 MPa, R=-0.05. This was in agreement with previous observations, concluding that the SiC 
struts reinforcement strongly affects both the static properties, and the failure mechanisms during 
quasi-static tension-compression loading [ 13-15]. The displacement, stress and strain of the 
model under compression load are shown in Fig 4. The maximum stress occmred at the 
interfacial boundary between SiC struts and Al matrix. From Fig 4( a, b) the elastic deformation 
in the ceramic is accommodated by plastic deformation in the metal phase. The properties 
suggest C4 composites as excellent energy dissipative elements in advanced structures or armor 
by controlling volume fraction and tailoring geometric arrangements to meet different 
requirements. It should be noted that different mechanical behavior between SiC struts and Al 
matrix, difference of elasticity modulus of two constituents occasion difference of generated 
deflection. Additionally, the deformation behavior of material shows a great difference in near 
interface of two constituents. This is caused due to the 3-D connected structural characteristic of 
the material, the force on each rib affects other adjacent rib of the SiC struts, stress intensity is 
related to ribbed-orientation. The degree of stress concentration shows that a suitable interfacial 
bonding can improve the material performance. Compared to the conventional composites, the 
C composites are 3-D multi-directionally reinforced, are less dependent on material distribution, 
and simultaneously provide relatively high stiffness, strength and energy absorption in all 
directions. The large deformation appears inside A1 matrix. A1 alloy matrix and SiC struts can 
restrict each other to prevent from producing the strain under the load. Namely, the SiC struts 
change the distribution of stresses of composites, which can restrict the extraneous stretch or 
compression, and this structural has the tensile or compression strength [ 13-16]. 
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Fig. 4 Stress and strain ofSiCn/Al composites under compression load 1.5 MPa; (a) Von Mises 
stress on SiC struts, max 2.07 MPa; (b) strain on Al matrix, max URES displacement -5.0xHr5; 

Conclusions 

SiCJAl composites fabricated by infiltration of SiC preforms with melted Zl111 AI alloy with 
T6 heat treatment exhlbit high mechanical properties. The ultimate tensile strengths of the 
composite is up to 375 MPa at a failure strain up to 0.6%. The com~sion strength is up to 710 
MPa with 2% strain to failure. Fatigue life for specimen was 4. Sx 10 cycles for 200 MPa, R- 1.0, 
and 6.5x105 cycles for 95 MPa, R- 0.05. Simulated data shows there is different mechanical 
behavior between SiC struts and Al matrix. A suitable interfacial bonding can improve the 
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composite performance; Due to structural characteristic of SiC, the force on each rib affects 
other adjacent rib, AI and SiC restrict each other to prevent from producing the strain. 
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Abstract 

Aluminum alloy automotive parts produced by the Lost Foam Casting (LFC) process have 

coarser microstructure and porosity defects than parts produced with conventional casting 

processes at faster cooling rates. This coarse microstructure has a major influence on the fatigue 

properties and crack initiation. In order to study its influence upon the mechanical behaviour, an 

experimental protocol has been set up using X-ray tomography and 3D Digital Volume 

Correlation (DVC). The present work focuses on the use of this protocol to study the influence of 

the casting microstructure upon the tensile behaviour. The 3D cracks were observed to initiate at 

large pores and microshrinkage cavities and then to propagate along the hard inclusions towards 

the free surface when cracks originate from a subsurface pore. The validated experimental 

protocol is presently applied to in-situ fatigue tests realized with synchrotron tomography and a

newly developed DVC platform in order to analyze the damage micromechanisms of this alloy 

subjected to low cycle fatigue test.

1. Introduction 

In the automotive industry, the conventional die casting process is progressively being replaced 

by the Lost Foam Casting (LFC) process for the purpose of geometry optimization, cost 

reduction and consumption control. However, aluminum alloy automotive parts produced by the 

LFC process have a coarser microstructure and more porosity defects than parts produced with 

conventional casting processes at faster cooling rates. This microstructure has a major influence 

on the fatigue properties. Above a critical size, pores [1] play a decisive role by providing 

preferential crack initiation sites. However, an influence of oxides [2], iron-based intermetallics 

[3] and Si particles [4] is also observed. The cracks can initiate at defects present in bulk of the 

material and, in low cycle fatigue, the failure often results from multicracking rather than from a 

single crack. In order to study the influence of this microstructure upon the mechanical 

behaviour in bulk, an experimental protocol, which allows following the cracks initiation and 

propagation in 3D, has been set up using X-ray tomography and Digital Volume Correlation 
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(DVC). The present work focuses on the use of this protocol to study the influence of the casting 

microstructure upon the tensile behaviour. 

 

2. Experimental procedure 
 

The alloy used in this study is an A319 Aluminum Silicon alloy (Table I), which is used for 

manufacturing of cylinder heads and is casted by a LFC process. Small specimens (Figure 1 (a)) 

were extracted from automotive cylinder heads provided by PSA Company by electro discharge 

machining. The screening of specimens was realized prior to the tensile test using a laboratory 

computed X-ray tomography system V-Tomex (MATEIS laboratory, Lyon, France) in the fast 

scan mode, i.e. the scan lasts about 5 minutes, at a 4.5 μm voxel size; these medium resolution 

images allow revealing the size and shape of the large pores inside the specimens gauge length 

rapidly. The chosen specimens have no large defects near the shoulders while they have defects 

with a size compatible with the specimen cross-section in the gauge length.  

 

Table I: Chemical composition of LFC A319 Al-Si alloy (mass percentage) 
Al Si% Mn% Fe% Mg% Cu% Zn% Ti% Ni% V% Zr% Sr(ppm) P(ppm) 

bal. 7.18 0.15 0.43 0.32 3.17 0.19 0.05 0.010 0.020 0.006 0.002 0.010 

 

The selected specimens were then polished on both faces up to a ¼ μm surface finish. The matrix, 

i.e. the material without pores, of these specimens was segmented from the X-ray tomography 

3D image and a geometric model with a volumetric tetrahedral grid was created using Avizo 

software. The model was then used for finite element simulation using Abaqus software in order 

to predict the most strained region under tensile loading and to focus the subsequent in-situ 

observation by high resolution X-ray tomography on this small volume. 

 

The in-situ tensile test was performed at the MATEIS laboratory. A 80kV acceleration voltage 

was selected to enable for at least 10% transmission of incoming X-ray beam. The specimens 

were placed on the rotating stage in the tomography chamber between the X-ray source and the 

detector. A set of 900 radiographies was recorded while the specimen was rotating over 360° 

along its vertical axis. An acquisition time per image of 500ms yields a scan duration of 45 min. 

An in-situ test rig [5] was installed in the tomography chamber in order to load the specimen 

(Figure 1 (b)). First, the specimen was scanned under minimum load with a voxel size of 1.7 μm 

and 1.695 μm separately in order to later assess the uncertainty of DVC [6]. The obtained image 

at 1.695μm was further used as a reference for DVC and for the 3D characterization of the iron-

based intermetallics and Al2Cu phase. Then the specimen was loaded step by step until fracture 

and a scan was performed at each step with a 1.695μm voxel size. Loading procedure is 

illustrated in Figure 1(c); the stresses for the 6 steps correspond to 147, 165, 176, 188, 192 and, 

198 MPa respectively.  

 

Besides, a larger sample of the same material was scanned with a voxel size of 3 μm in order to 

characterize the pores distribution in a much larger, hence more representative, volume, i.e. 70 

mm
3
 vs. 8.2 mm

3 
for the studied tensile specimen. 
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Figure 1. In-situ tensile test with: (a) specimen geometry (dimensions in mm), (b) in-situ test rig 

inside the tomography chamber and (c) the loading procedure 

 

The images processing and pores analysis were performed with Avizo software. Feret diameter, 

which is the distance between the two farthest points on the surface of an object, was used to 

characterize the size of pores. The granulometry analysis, which allows calculating the thickness 

distribution of interconnected phases such as iron intermetallics and Al2Cu phase, was performed 

with the “Analysis_3D” plugin in Fiji software [7].  

 

The displacement field was measured with the DVC technique [8], which is an extension of the 

well-developed Digital Image Correlation (DIC) method, using the Mechanical Image 

Correlation (MIC3D) algorithm developed by J. Réthoré. The numerous and finely dispersed 

microstructural features inside the material, i.e. iron intermetallics and Al2Cu phase, were 

successfully used as natural markers.  

 

3. Results and discussion 
 

3.1 3D characterization of specimens 

 

An example of 3D rendering of pores in the bulk of a selected specimen is shown in Figure 2(a). 

Numerous large pores were found in the central part of the specimen and some of them having 

sharp shape produce large stress concentration. The volume fraction porosity in the studied 

tensile specimen is 0.88%, which is close to that measured in a larger volume of the material 

(1.17%). Distributions of pores in the small tensile specimen and in a larger volume are shown in 

Figure 2(b): the green (resp. red) curve and histogram stand for the pores distributions in the 

tensile specimen (resp. studied material) with a voxel size of 4.5 μm (resp. 3μm) in number and 

volume frequency, respectively. While the first peak in the number distribution corresponds to 

small rounded gas pores, the peak in the volume distribution corresponds to large microshrinkage 

cavities, which are fewer in number but do represent most of the pores volume fraction. The 

small difference between tensile test and the material for the first peak in the number distribution 

may be caused both by the different resolutions used, which controls the detectability of small 

pores, and by the scattering in microstructure. Figure 2(b) shows that the selected tensile 

specimen is representative of the studied cast material in terms of the size distribution of small 

pores and most importantly of large pores, which are believed to play the most important part in 

damage initiation, all the more so as they present sharp edges, which induce stress concentration. 

Consequently, all the in-situ observations during mechanical tests were performed with a higher 
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resolution but in a smaller volume, which was focused on a zone of interest where cracks were 

more likely to initiate, i.e. in the neighbourhood of large pores.  

 

The 3D rendering of iron intermetallics and eutectic Al2Cu phase in the studied alloy (Figure 3 

(a) and (b)) explains why only a granulometry analysis could be used to characterize the 

thickness distribution of these highly interconnected phases (Figure 3(d)). As shown in Figure 

3(c), although the average thickness of the interdendritic phases is almost the same, the 

maximum thickness of iron intermetallics is much larger. However, the maximum size of pores 

being more than 10 times larger than that of iron intermetallics, pores were assumed to be the 

most critical defects and the present analysis will focus on their influence upon tensile damage 

initiation. 

        
Figure 2. (a) 3D rendering of pores in the tensile specimen (Zone of interest is delimited by a 

white box) and (b) size distributions of pores for tensile and large specimens 

 

 
Figure 3. 3D rendering of (a) iron intermetallics. (b) Al2Cu phase and (c) their thickness 

distributions in volume fraction  

 

3.2 Full field measurements of in-situ tensile tests 

 

An isotropic element with a 16 voxel edge was used for DVC in a zone of interest of 688 × 768 × 

768 voxels
3 

inside the specimen. 
 
3D displacement field and longitudinal strain field along the 

loading direction at 198 MPa, which is the last step before failure, are shown in Figure 4 (a) and 

(b). A good correlation is observed between displacement discontinuities and strain localization 

in the measured field and the cracks. The correlation residual error is found to be, maximum at 

the cracks locations in Figure 4(c), thus it provides a less arbitrary way to extract the cracks than 

greyscale thresholding from the tomography image. The correlation between the cracks and 

pores and hard inclusions can be observed in Figure 4(d). Applying this method to the 6 loading 

steps, the 3D cracks are observed to initiate at large pores and microshrinkage cavities and then 
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to propagate along the hard inclusions towards the free surface when cracks originate from a 

subsurface pore. 

(a)  (b)  (c) (d)  
Figure 4. (a) 3D displacement field (in voxels) along loading direction (z-axis) and (b) εzz strain 

field with pores shown in grey and cracks shown in purple color; (c) comparison of residual error 

in yellow and cracks segmented (roughly) in red color; (d) correlation between cracks and pores 

and hard inclusions.  

 

The strain field along the loading direction (εzz) was averaged over the whole volume at each 

loading step in order to determine the stress-strain curve in Figure 5(a). Compared with the 

experimental curve of the same material obtained from a conventional test, i.e. with appropriate 

extensometry measurement on larger specimens, the curve derived from DVC can be considered 

reliable. This stress-strain curve deduced from DVC is then used for FEM simulation of the 

porous matrix, and the strain field is shown in Figure 5(b). In the areas where large deformations 

around pores are observed, a good correlation is observed between the strain field measured from 

DVC (Figure 4(b)) and that computed from Abaqus; this emphasizes the influence of pores on 

strain localization under monotonic tensile loading. The displacement field measurement 

uncertainty [6] was calculated in order to assess the feasibility of DVC for A319 alloy, and DVC 

was considered reliable as the uncertainty was only 0.218 voxel for an element size of 16 voxels. 

(a)  (b)   
Figure 5. (a) Stress-strain curve, (b) 3D strain field (εzz) along the loading direction from FEM 

simulation with pores shown in yellow color and cracks shown in red color 

 

4. Conclusions 
 

In order to study the influence of the microstructure of a cast Al-Si alloy upon its mechanical 

behaviour, an experimental protocol has been set up and applied using X-ray tomography and 

digital volume correlation. The most suitable specimens were screened and characterized in 3D 

to reveal defects and hard inclusions in the interdendritic space with X-ray tomography. The 

correlation residual error, which is maximum at the cracks locations, constitutes a non-arbitrary 

way to extract the cracks. Cracks were observed to initiate at large pores and microshrinkage 

cavities and then to propagate along the hard inclusions towards the free surface. The stress-

strain curve derived from DVC was considered reliable by comparison with an experimental 

curve obtained with conventional extensometry method. In the areas where large deformations 
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around pores were observed, a good correlation was observed between the strain field measured 

from DVC and that computed from FEM using Abaqus. This emphasized the influence of pores 

on strain localization under monotonic tensile loading. The validated experimental protocol 

presented here has already been applied to in-situ fatigue tests using synchrotron tomography 

and a 2D/3D image correlation platform based on C++ newly developed at LML laboratory and 

designed to process large data volumes in a limited amount of time. Preliminary results are 

presented in another paper in this conference. 
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Abstract 

Inhomogeneous deformation in polycrystalline material is important matter, because the 

concentration of deformation relates with the origins of yield, fracture and recrystallization. 

Plastic strains in three-dimension during tensile deformation have been investigated by using the 

marker tracking method in synchrotron X-ray microtomography. Three-dimensional position of 

grains was detected by grain-boundaries visualizing method. The variation of deformation was 

measured for each grain. We investigated how much external deformation deformed grains 

heterogeneously. 

Introduction 

The plastic deformation of metallic material is caused by slip deformation. The slip system 

depends on crystal lattice. In polycrystalline materials, crystallographic orientations differ in 

each grain. Therefore, direction of slip system also varies. Grains deform inhomogeneously,

because slip deformation is not continuous on grain boundary. The crystal plasticity model can 

relate slip deformation with deformation of the whole specimen. Furthermore, crystal plasticity 

model enables to connect deformation and microstructural evolution because the model can 

estimate lattice rotation caused by the plastic deformation. This has developed as deformation 

texture prediction model. The model developed by Taylor [1] is the most classical. The 

predictions that are brought by the Taylor model are generally analogous with actual texture 

development. However, the model has a tendency in which texture becomes sharper than that in 

experiment. Taylor model assumes that grains deform homogeneously by the strain identical to 

the whole specimen in order to keep continuous strain condition. As mentioned above, actual 

polycrystalline materials cannot deform homogeneously due to difference of crystallographic 

orientation. Therefore, prediction of deformation of texture evolution has been performed by 

modified models [2, 3] that allow strain relaxation thereafter. Here, the strain relaxation means 

effect of local inhomogeneous deformation. Various modified models have been developed and 

more successful predictions of deformation texture were achieved by them. These models are 

very useful for texture design and engineering. However, it is necessary to customize strain 

relaxation parameters to alloys. Unclear point exists in the models, i.e. why is such level of strain 

relaxation necessary for this alloy? The parameters of strain relaxation set up to the model seem 

to be related with a state of local deformation within grain. However, there is almost no 

information of local deformation about grain microstructure, because measurement of 

inhomogeneous deformation is difficult in actual grain microstructure. We can only measure 

deformation on the sample surface, even if we can. Disappointingly, most of the result of a 

measurement makes no sense, because stress condition is quite different between the surface of 

sample and the inside of sample. 
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Recently, three-dimensional strain mapping became possible by synchrotron radiation 

microtomography (SR-CT) [4]. The microtomography, which achieved 1 �m resolution by 

utilizing synchrotron radiation, is non-destructive inspection. Therefore, it is the only method for 

measuring time-dependent evolution of local strain in grain structure by tracking microstructural 

features that exist in sample like particles and pores step by step. This microstructural tracking 

technique based on microtomography has been utilized for studies of ductile fracture [5], crack 

propagation [6], and so on. In this study, inhomogeneous deformation in grain microstructure in 

aluminum alloy was investigated using this technique. Especially, the variation of deformation 

was measured for each grain. We investigated how much external deformation deformed grains 

heterogeneously. 

 

Experimental procedure 
 

Sample 

A 2024 aluminum alloy heat-treated is used in this study. Large-size grains and spherical 

precipitates on grain boundaries are obtained by heat-treatment. The grain sizes are about 100-

150 �m on rolling plane and about 30-80 �m on the cross section of roll normal direction. The 

precipitate size is approximately 3-8�m. Match-stick-like tensile specimens, whose size 

corresponds to field of view (�948 �m ! 626 �m) of microtomography, were cut from the sheet 

by electrical discharge machining. The cross section of specimens is 0.6 mm ! 0.6 mm square 

and the gage length is 19 mm. 

 

In-situ observation of tensile test by SR-CT 

Synchrotron radiation experiment was carried out at beamline BL47XU in synchrotron radiation 

facility, SPring-8 in Japan. X-ray energy used in this study was 20 keV considering linear 

absorption coefficient in aluminum alloy. Compact material testing rig, which was designed for 

SPring-8 beamline and was driven by compression air, was installed in high-accuracy rotation 

stage. Prepared specimens were set up to the testing rig. The distance of 55 mm between sample 

and detector was used to enhance image by phase contrast. The detector system consists of a 

cooled CCD camera (Hamamatsu photonics, C4880-41S: focus = 105 mm 4000 ! 2624 pixels, 

5.9 �m ! 5.9 �m, 2 ! 2 binning mode), an optics lens (! 20) and a scintillator (Lu2SiO5:Ce
+
). 

The pixel size of detector system was (0.5 �m)
2
 from the combination of CCD camera and optics 

lens. The sample was scanned by taking 1500 radiographies from 0 to 180 degree with a 0.12 

degree step.  

 
Fig. 1 Schematic illustration of experimental procedure 
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The scanning time was about 30 minutes. Schematic illustration of experimental procedure is 

shown in Fig. 1. First, tomography scan was performed at non-load situation (Load 0). Load was 

applied to the specimen step by step. The scan was conducted from Load 1 (29 N) to Load 5 (43 

N). Before fracture occurs, we stopped increasing load. Liquid gallium, which penetrates 

aluminum grain boundary preferentially, was applied to the tensile deformed specimen. And then 

tomographic scan was performed again to visualize grain boundaries position. 

 

3D extraction of grains 

Three-dimensional images were reconstructed by convolution back projection method [7]. The 

voxel size of reconstructed volumetric image was (0.5 �m)
3
. Grains in three-dimension were 

extracted from CT image obtained after gallium application, which makes grain boundary 

position clear, by using 3D image processing as shown in Fig. 2. Registration was performed 

between CT images before and after gallium application. This process includes an image 

contraction of sample that was expanded by gallium penetration into grain boundaries. A part of 

gallium, which corresponds to grain boundary, was taken out from gallium-applied image by 

binarization. However, all grain boundaries cannot be detected by the binarization. Grain 

boundaries became disconnected. Sometimes, particles that have high linear absorption value as 

similar to gallium were also picked up. So, grains were detected by applying the image 

processing as follows. (1) Binarized objects that are a volume less than 1000 voxel were 

removed as a noise. (2) Gray level image that indicates distance from binarized object was 

produced by the distance transformation. (3) The local minimum was adjusted by the H-minima 

transformation. (4) Grain area was segmented by Watershed transformation. 74 grains were 

found in this study. Grain that was cut into pieces with (1)-(4) process was merged into one, and 

then volume and position of gravity center were re-calculated.  

 

 
Fig. 2  Procedure of 3D grain extraction. 

 

Measurement of plastic strain within grain 

3D strain components of individual grains are estimated from displacement of particles that exist 

in the detected grain area. A grain contains the number of 10 - 100 particles. The displacement of 

these particles was measured by tracking them backward from load 5. The matching parameter 

method [8] was utilized for the particles tracking. The weight parameters for distance, volume 

and surface area were set up as � : " : � = 0.8: 0.1: 0.1. The grain was divided into many 

tetrahedrons whose vertex is gravity center position of particle, by utilizing 3D Delaunay 

tessellation algorithm. Strain of a tetrahedron was calculated from displacements of particles that 
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constitute the tetrahedron. The tensile strain in the whole sample was measured from the number 

of slices by counting 1 pixel as 0.5 �m.  

 

Result and discussion 
 

The global strain along the tensile direction in Load 1, 2, 3, 4 and 5 was 0.94 %, 1.89 %, 3.52 %, 

5.32 % and 8.32%, respectively. Figure 3 shows maps of strain components in Load 5. Strain 

concentration and dispersion are seen in Fig. 3 due to polycrystal grain microstructures. Normal 

and shear strain distributions in the whole sample at 3.52 % (Load 3) is shown in Fig. 4.  

 

 
Fig. 3 Maps of strain components in Load 5, whose global tensile strain is 8.32%, on the y-z 

section at x = 300 �m 
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Fig. 4 Distribution of strain components in the whole of sample at Load 3, whose global 

tensile strain is 3.52 % 
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The distribution of #x, #y and #z shifted with increasing load step. The average strains of #z in the 

local strain measurement were 2.5 % and 6.0 % at Load 3 and Load 5, respectively. The average 

strains of #z roughly correspond to tensile strain, i.e. 3.25 % and 8.32%. The shape of strain 

distribution did not change, and the distribution of shear strain almost was constant without 

depending on load step. Although typical distribution of strain components within a grain 

obtained in this analysis seemed to be similar to that in Fig. 4, it was found that absolute values 

of average of shear components are relatively large and the distribution width is wide in �xy and 

�yz. It was considered that anisotropy of deformation caused by own orientation and restriction of 

deformation caused by the neighbor grain exist. 

Table I.  Strain components of neighboring grains at 8.32% global tensile strain (Load 5). 

#x #y #z �xy �yz �zx
Average in all grains -0.021 -0.036 0.059 0.001 0.004 -0.001

Grain A -0.044 -0.063 0.117 0.022 0.019 -0.002

Grain B -0.013 -0.061 0.082 -0.001 0.009 -0.028

Grain C -0.012 -0.050 0.063 -0.033 0.007 -0.004

Grain D -0.024 -0.075 0.060 -0.054 0.011 -0.002

Grain E -0.010 -0.051 0.051 -0.056 -0.007 0.002

Grain F -0.001 -0.093 0.014 -0.079 -0.034 0.020

Grain G -0.021 -0.056 0.112 0.011 -0.017 0.012

Strain components in neighboring grains at 8.32% global tensile strain (Load 5) are listed in 

Table I. We can recognize local inhomogeneous deformation relative to the average value of 

strain components in all grains. As for #z strain, amount of deformation is different. Although 

grain A and grain G deformed, grain F deformed little. The direction of shear deformation seems 

to be different in individual grains. Therefore, the ratio of shear direction distinguished by plus 

and minus sign was investigated in individual grains. The ratios of shear deformation with plus 

sign were 41.9 %, 60.8 % and 47.3 % in �xy, �yz and �zx, respectively. As for the shear strain in �zx,

the ratio of plus and minus sign was almost half. However, some deviation was observed in the 

shear �xy and �yz. In addition, relatively small scattering was confirmed in �zx. In contrast, a 

tendency of large scattering was observed in �xy and �yz. This seemed to be related with pan-cake 

like grain microstructure caused by a rolling in sample production process. The z-x plane 

corresponds to rolling plane. In addition, grain size in the z-x section is a little larger than that in 

other sections. 
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Fig. 5  Dependence of shear strain on z-position. 

Scattering of shear strain in grain is shown in Fig. 5. The shear strains are plotted along the z-

position. It is found that the scattering does not have any tendency depending on grain position. 
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It is suggested that shear deformation with the same direction doesn’t occur among grains as if a 

group. The direction of shear deformation of a grain may be decided by neighbor grains so that 

shear strain is canceled among the grains. Moreover, no difference of shear direction was found 

in grain size on strain distribution. 

 

Summary 
 

Inhomogeneous deformation in grain microstructure of aluminum alloy was investigated 

using synchrotron radiation microtomography. The variations of deformation were measured for 

each grain. The shape of strain distributions didn't change in all strain components with 

increasing macroscopic tensile strain. Development of inhomogeneous deformation wasn't 

confirmed in the whole sample. With regard to individual grains, shear strains vary more widely 

than normal strains. Shear strain in individual grains was uneven and the shear direction was 

different. In the sample in this study, relatively small scattering was confirmed in �zx. In contrast, 

tendency of large scattering was observed in �xy and �yz. This reason may be grain microstructure 

caused by a rolling of sample production process. There was no tendency that neighbor grains 

deform to the same shear direction. Therefore, it is suggested that each grain deforms keeping 

boundary condition with neighbor grains and canceling shear-deformation. 
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Abstract 

Creep failure of materials under service conditions strongly rely on the formation and growth of 

cavities, encouraging the characterization and modelling of the cavitation process. In the present 

work pre-existing pores from manufacturing process are investigated in 9Cr steel creep loaded 

for up to 9000 hours. Scanning electron microscopy (SEM) is used for 2D analysis while 

Computer tomography (CT) is employed for 3D exploration. Nearest neighbours distances in 3D 

are calculated from 2D measurements and are decreasing with creep exposure time. The pore 

growth is studied applying a physical growth model, and experimental results are compared with 

numerical simulation. From this research it is deduced that damage occurs by agglomeration and 

growth of pre-existing cavities. The developed model can predict the growth of pores as a 

function of temperature and load at service. 

Introduction 

P91 belongs to the family of 9-12 wt-% Cr steels, widely used by the power plant industries to 

manufacture components such as boiler tubes, super heater tubes and turbine rotors. The 

microstructure of this 9 wt-% Cr steel consists of tempered martensite having M23C6 carbides 

distributed along prior austenitic grain boundaries, lath and packet boundaries. Furthermore MX 

type fine carbonitrides are dispersed throughout the matrix. When the material is exposed to high 

temperature loading, coarsening of precipitates, formation of new phases (Laves phase, Z-phase) 

and decrease of the dislocation density within laths due to recovery take place [1]. The 

precipitation of Laves phase drops the Mo content in the matrix, reducing solid solution 

strengthening. Precipitation of coarse Z-phase occurs at the expense of finely distributed MX 

type carbonitrides. Therefore, the density of restraining particles inside the matrix decreases [2]. 

The synergistic effect of these processes weakens the material and promotes cavitation/pore 

formation. The cavity nucleation, growth and interlinking are the leading failure mechanism in 

this material [3]. If macro cavities/pores exist in the material from the manufacturing process, 

they will be responsible for the final rupture [4]. These pre-existing macro cavities can grow 

either by diffusion, plasticity or by coupled diffusion and plasticity depending on temperature 

and applied stress [5].
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The main objective of the present research is to characterize and model growth of pre-existing 

cavities/pores. Scanning electron microscope (SEM) and computed tomography (CT) are 

employed for characterization while standard stereological method is used for quantification.  

 
Experiments and Methodology 

 
Material and Creep Test 

 

The chemical composition of P91 steel is given in Table 1. The material was supplied by RWE 

power AG in the form of a pipe with a wall thickness of 21 mm and a diameter of 250 mm. The 

creep samples were machined from the pipe with an aspect ratio of five. These specimens were 

creep loaded for 7000 hours and 9000 hours, at 650 ºC with an initial tensile stress of 60 MPa. 

The elongation was measured using the interrupted strain measurement technique. Mechanical 

polishing was employed up to 1 μm with silicon carbide polishing paper followed by vibrational 

polishing with neutral OPH solution for investigation. 

 

Table 1 Chemical composition of used P91steel 

 

Characterization 

 

The pores produced from the manufacturing process having size larger than 1 μm were detected 

in as received condition by the means of SEM in BSE mode. SEM images using BSE detector 

were used for 2D measurements. The open source Image J software [6] was used to analyse the 

images in 2D and features like equivalent diameter, circularity and area were calculated.  

X-ray computed tomography (CT) was used to get the 3D localization of the pores within the 

sample. A GE nanotom m was applied for the present investigation. The sample was positioned 

between an X-ray tube and an X-ray-sensitive flat panel detector to obtain CT scan. A number of 

radioscopic images were taken and three-dimensional volume was reconstructed by means of a 

mathematical algorithm [7]. Due to the high density of the P91, a smaller sample of about 

560×340 μm was inspected with a resolution of about 2 μm. The quantitative analysis of defects 

within the sample was not possible due to artefacts within the CT data set which come from 

scattered radiation, which leads to highly blurred edges in the data [8].  

 

Number Density and Nearest Neighbours Distance 

 

A standard stereological method [4, 9] is used for estimation of number density and volume 

fraction, assuming that cavities are spherical. The number density in particular size class of 

cavity having diameter ) is given as: 

 

    (1) 

 

Where i = 1, 2, 3…k and n ≤ k. In above equation  is, number of sections of particular size 

per unit area from all possible sizes and  the probability that a random plane intersecting the 

cavity of diameter i produces a section diameter i. The details about the derivation can be found 

elsewhere [4]. The nearest neighbour distance is a key parameter for the modelling of pore 

Material C Si Mn P S Cr Mo Ni Al Nb V N Fe 

Wt-% 0.12 0.31 0.45 0.013 0.003 8.23 0.98 0.13 0.014 0.06 0.22 0.041 balance 
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growth. In terms of number density, the nearest neighbour distance [10-11] of cavities ) in 

3D from the 2D measurements, is given as, 

     (2) 

Growth Modelling of Cavities 

The present model was developed to describe the growth of pre-existing cavities, which can 

grow by addition of vacancies to their surface, under the influence of the local stress.  The cavity 

growth rate is derived in terms of vacancies diffusion flux, which depends on the gradient of 

chemical potential [5, 12].

     (3) 

In above equation , is the grain boundary diffusion coefficient,  the 

gradient of chemical potential,  the Boltzmann constant, Q the activation energy, R the gas 

constant and  is the temperature of loading. The chemical potential at grain boundaries is given 

by , while the chemical potential at a cavities surface is given as

, where  is the local normal stress, Ω is the atomic volume, γ the cavity surface 

tension and rmean is the mean radius of cavities [13]. The calculated chemical potentials in as 

received condition are 1.41×10
-21 

and 7.72×10
-23

 J/kg at the grain boundary and at the cavity 

surface, respectively. Thus cavities act like a sink for vacancies and grain boundaries as sources, 

triggering the growth of cavities. In the present model it was assumed that the vacancies which 

are produced in the regime where the local stress is about 10% percentage of the applied stress 

will diffuse to the cavity surface and contribute to growth (see fig. 1).  

 

Figure 1. Surface tension at cavity surface and local stress away from cavity 

The rest of the produced vacancies, other than in this region, have the tendency to agglomerate 

elsewhere and form a new cavity. The gradient of the chemical potential can be derived as: 

     (4)  
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Here, is the nearest neighbour distance calculated from equation (2) and is a constant. The 

numerical simulation was carried out by MatLab software package taking the mean radius of 

cavities as 1.28 μm in as received condition as input parameter. The activation energy was taken 

as Q = 290 kJ/mol and the following values have been chosen for the calculation: Ω = 2.35×10
-29 

m
3 

; γ = 2.1 J/m
2

[14-15]. The simulation was performed for three different temperatures, 

including the experimental tested one.

Results and Discussion  
Creep Data  

The creep curves of specimens creep loaded for 7000 and 9000 hours with an initial tensile stress 

of 60 MPa at 650 ºC have shown [4] that the 9000 hours crept specimen has just started moving 

towards tertiary creep while the 7000 hours crept specimen still is in the secondary creep region. 

The specimens have shown, steady state creep rate of 8.3×10
-10

s
-1

. 

Cavities  

The pores are almost circular in shape and have a size range of 1 to 6 μm in the as received 

condition. The size was increased into the range of 2 to 11 μm, while the mean circularity was 

reduced from 0.86 in as received condition to 0.62 after 9000 hours of creep loading (see fig. 2). 

Figure 2. SEM micrograph (in BSE mode) of (a) as received material (b) specimen crept for 

9000 hours 

The number density of pores was estimated by a stereological method in as received and creep 

loaded condition. Although, it has been reported that stereological method overestimates the 

number density [4]. Before creep it was 4.95×10
4
 mm

-3
, while it decreased to 3.95×10

4 
and 

2.77×10
4
 mm

-3
 for 7000 and 9000 hours creep exposed samples, respectively. The mean diameter 

was 2.56 μm in as received state, which was raised to 5.42 μm after 9000 hours of loading. The 

initial volume fraction was 0.11% which was upraised to 0.47% after 9000 hours of creep 

exposure. The increase in mean diameter and volume fraction while the lessening of number 

density with exposure time suggests growth and agglomeration of pre-existing pores. 

The nearest neighbour distance was estimated from equation (2) assuming a random distribution 

without preferential nucleation sites. Investigation reveals that the distance is found 14.95 μm for 

as received material while increasing to 16.12 μm and 18.14 μm for 7000 and 9000 hours creep 

exposed samples, respectively. The nearest neighbour distance between pores is increasing with 

the creep loading time, which can be attributed to the agglomeration of the pores. 

The CT measurement gives an overview of the 9000 hours creep loaded specimen (see fig. 3). 

The CT data set clearly showed a number of pores within the sample. The pores are represented 

as dark areas within the brighter volume. As can be estimated from the scale bar at the bottom of 
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the three slices, pores having size range of 6 to 10 μm could be visualized. Figure 3 shows three 

orthogonal slices and a 3D view of the sample. One specific pore is marked in the slice views as 

well as in the 3D views. The observation reveals the pores agglomeration which is in accordance 

with 2D measurements. The spatial distribution shows a heterogeneous spread of the pores 

throughout the reconstructed volume.  

 

 
Figure 3. Three orthogonal slices and 3D reconstructed volume (850×789×2398 voxels) of 9000 

hours crept specimen 

Growth of Cavities  

 

Figure 4 depicts the evolution of the mean radius of cavities with exposure time at three different 

temperatures. The numerical simulation was carried out assuming that the local stress is 10% of 

the applied stress. The model shows a good correlation with the experimental results at 650 ºC up 

to 7000 hours in the secondary creep stage while deviate at 9000 hours. The underestimation of 

the cavity mean size at 9000 hours is attributed to the macro volume interaction such as cavity 

agglomeration. After 9000 hours of loading the related specimen is in the tertiary creep stage and 

thus agglomeration of cavities take place. 

 

 
Figure 4. Growth of pre-existing cavities with loading time and temperature using a load of 60 

MPa 
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Summary and Conclusions 
 

This work characterizes the pre-existing pores in a P91 steel employing SEM and CT. The 

quantification was done using stereological methods. A cavities growth model was developed 

based on local stress levels. This research reveals that the pre-existing pores are growing 

followed by agglomeration with creep exposure time.  
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Abstract 
 

The fatigue crack propagation behavior in an Al-Zn-Mg-Cu alloy was investigated by 

amalgamating X-ray diffraction (XRD) with grain boundary tracking (GBT). The integrated 

technique, Diffraction-Amalgamated Grain Boundary Tracking (DAGT), provides new 

possibilities for mapping grain morphologies and crystallographic orientations in three-

dimension (3D). 3D crack morphologies at different propagation stages in the bulk of metallic 

materials were successfully obtained by using Synchrotron Radiation X-ray Microtomography 

(SRCT). Using 2D slices of the 3D crack, the crack length increment was measured to calculate 

the crack growth rate which varies significantly. Typical crack morphology, such as crack tilt, is 

detected by the observation of 2D tomographic slice image. The observed interaction between 

fatigue crack and polycrystalline microstructures can be analyzed in 3D. Through this synthesis 

of techniques, DAGT, a detailed direct assessment of microstructure and crack propagation 

behaviors has been achieved.  

 

Introduction 
 

Fatigue crack propagation behavior within polycrystalline materials has been investigated for 

several years. It has well been documented that the crystallographic microstructure could be one 

of the key factors that control the fatigue crack propagation process. Zhai et al. [1] studied the 

effects of grain orientation on the crack propagation behavior of short fatigue cracks in high 

strength Al-Li 8090 and AA 2026 aluminum alloys. The results showed that the twist and tilt 

angles of the crack plane deflected by a grain boundary are the key factors controlling 

transgranular crack growth.  

High resolution Synchrotron Radiation X-ray microtomography (SRCT) technique has been 

utilized for in situ visualization of 3D fatigue crack propagation behavior in the bulk of metallic 

materials. Three-dimensional X-ray diffraction (3DXRD) microscopy is a new experimental 

method which provides the possibility of non-destructive 3D crystallographic analysis. For 

example, Nielsen et al. [2] utilized the 3DXRD microscope for the study of the rotation history 

of individual grains during the tensile straining.  
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In this study, a novel method has been utilized to obtain the accurate information about grain 

morphologies to 1 micron level and individual grain orientation from near field XRD analysis by 

amalgamating the X-ray diffraction (XRD) microscopy with grain boundary tracking (GBT) [3]. 

The crystallographic orientation of individual grains is determined directly from the position of 

the diffraction spots recorded on the detector, using the information from all the rotation angle  

settings. Hereby, the measurements by DAGT [4] of the grains surrounding a fatigue crack allow 

us to discuss and interpret the fatigue crack propagation behaviors. 

 

Experiment 
 

Material and specimen preparation 

 

The material used in this work was a 7075 aluminum alloy which is used as an aerospace 

material. It is an Al-Zn-Mg-Cu alloy and its chemical composition is given in Table I. Hot rolled 

plate of Al alloy was solution heat-treated at 773K for 36 ks followed by cold water quenching 

and artificial aging under the T7 condition at 453 K for 108 ks. A three-point bending (TPB) 

specimen was machined obliquely at about 45° along the rolling direction from the plate. A 

notch with a radius of 0.45 mm was introduced by electrodischarge machining to allow easy 

precracking. After that, a small match-like parallelepiped specimen (square cross-section of 0.6 × 

0.6 mm
2
) containing a fatigue crack tip was carefully machined from the TPB specimen by 

electrodischarge machining, and Al tabs were glued to the two ends of the small specimen for the 

subsequent in situ loading of the specimen into the testing machine [5].  

 

Table I. Chemical compositions of 7075 Al alloy (mass %) 

Si Fe Cu Mn Mg Cr Zn Ti Zr + Ti Al 

< 0.40 < 0.50 1.6 < 0.30 2.5 0.23 5.6 < 0.20 <0.25 Bal. 

 

Grain orientation measured by Pencil-beam XRD 

 

A pencil beam X-ray diffraction experiment was performed using the X-ray imaging beamline, 

BL20XU, of the synchrotron radiation facility, SPring-8, in Hyogo, Japan. A 10 × 10 μm
2 
pencil 

beam was obtained with a photon energy of 35 keV from a Si double crystal, which was scanned 

across the specimen at intervals of 10 μm across the horizontal direction at 70 different points, 

and down the axial direction at intervals of 10 μm at 21 points. The specimen was rotated 

through 180° at each point with an exposure time of 100 ms per degree. A Powder P43 

(Gd2O2Si:Tb) scintillator was used in combination with a 2048 × 2048 element CMOS camera to 

collect the data with a pixel size of 5 m.  

 

In situ X-ray microtomography and fatigue testing 

 

A highly coherent monochromatic X-ray beam, with an energy of 20 keV, was obtained from a 

Si double crystal. A Ce-doped scintillator was used in combination with a 4000 × 2624 element 

charge-coupled device (CCD) camera to capture the visible light while the rotation stage is 

rotated over 180°. The specimen-to-detector distance was set at 60 mm in the in situ test. The 

fatigue test was carried out with a stress ratio R of 0.1. During fatigue cycling, the maximum and 

minimum loads were 50 N and 5 N, respectively. Once a crack extension was detected, the 
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fatigue cycling was stopped at 2,000 and 3,000 cycles and a tomographic scan was performed. A 

total of 1,500 radiographs were obtained for each tomographic scan while the specimen was 

rotated 180° along the specimen axis. The isotropic voxels in the reconstructed image were 

(0.497 m) 
3
 in size. After the fatigue testing, the gallium wetting procedure was adopted for the 

visualization of the grain boundaries [6].  

 

Crystal orientation analysis by DAGT 

 

 
Figure 1. Schematic illustration of diffraction spots cluster found by clustering algorithm at a 

specific  angle. (b) Schematic diagram depicting the cross-section of a grain with positions of 

scanning pencil beam and points of intersection. (c) P2 is based on the distance between where a 

diffraction spot originated (  ) and mid-point of the grain/beam interaction (  ). 

 

The groups of diffraction spots were arranged by the rotation angle , as shown in Figure 1a. 

When the beam intersected the grain, the first probability (P1) was calculated by the relationship 

between the total number of times the beam intersected the grain and the groups of diffraction 

spots. The second probability (P2) was based on the difference between the center of mass (CCM) 

of the beam interacting with the grain and the calculated origin of the diffracted beam. Both P1 

and P2 had been calculated, as shown in equation (1) and (2). The schematic diagram of P1 and 

P2 is shown in Figure 1b-c. P1 and P2 are then combined to generate Pfinal (equation 3).   

 

P1 = (Ndiff) / (NGBT) 

 

P2 = e
-d

  

 

Pfinal = ( 1 × P1 + 2 × P2) 

 

where 1 and 2 were weighting values determined according to the relative accuracy of each 

previously determined probabilities. If Pfinal is below a pre-determined threshold value, it is 

rejected for that grain. Crystallographic orientations were then systematically calculated by 

pairing up each of the retained diffraction spots. The orientation for each pair diffraction spots 

was derived from the scattering vectors of each diffraction spot. 

(1) 

(2) 

(3) 
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Results and Discussion 
 

Crystal orientations determined by DAGT 

 

 

  

 

Figure 2 shows all of the crystal orientations which are calculated by the groups of diffraction 

spots assigned to the crystal grain A labeled in Figure 3 and plotted on a histogram. 34 pairs of 

points, their misorientations with Z-axis within 1° tend to integrate into one point. Groups of 

diffraction spots from the adjacent grains will also be included. The orientation related to the 

highest frequency density was assigned to the grain related to the previously retained diffraction 

spots. Figure 3 shows that the crack path on planes clipped within the volume as they would 

appear on observations made by the section of the sample. In some cases strong deflection of the 

crack is clearly correlated with the presence of grain boundary with the large misorientation of 

59.07° (e.g. arrow 1), but the deflection can also be observed within a grain (e.g. arrow 2). 

 

Observation of the crack in 2D 

 

Figure 4 shows a 2D tomographic slice image of the reconstructed volume for a sample after 

3,000 cycles showing the fatigue crack, intermetallic particles and micropores. It corresponds to 

slice number 378 labeled by a black line in Figure 5c. The complex crack morphology can be 

seen at the centre of the image, with relatively spherical micropores (black) and complex 

intermetallic particle groups (white) in the surrounding matrix. The crack was segmented by a 

simple grayscale threshold. Manual separation of some connected objects was necessary. The 

stack of 2D images was segmented to reconstruct a 3D rendering of the fatigue crack as a 

function of the number of cycles. The extracted cracks were projected onto a plane perpendicular 

to the loading axis for different stages of fatigue, as shown in Figure 5. Areas where the 

background color can be seen (white) indicate the existence of crack closure, or ligaments in the 

crack wake, or a crack opening too small to be detected. 

To provide quantitative information on crack growth, the apparent crack length increment as a 

function of loading cycles was measured by using 2D slices of the 3D crack. This was divided by 

the number of cycles to obtain the crack growth rate, da/dN, as shown in Figure 6. Since a 

projection of the crack (Figure 5) is used, some effects of crack deflection on crack growth rate 

Figure 3. 3D rendering of the grains

intersecting the fatigue crack. 

Figure 2. Polar figure depicting relative

orientations and the resulting histogram. 
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are not included in the calculation. Note that the crack growth rate varies significantly and 

appears to be inhomogeneous. At the initial step, crack propagation is relatively fast. In the final 

1,000 cycles, the crack growth rate decreases. 

 

 
 

 

 

Observation of the crack front profile revealed several features of crack propagation. It is noted 

from the second fatigue stage (Figure 5b) that the crack propagation is retarded by fatigue 

cycling, which corresponds to slice number in the range 300-430, as indicated by region A. The 

crack growth rate of region A is relatively slow at the first step as shown in Figure 6. 

 

 
Figure 5. Projection of fatigue crack volume on a plane (X-Y) perpendicular to the loading axis. 

The crack front profiles at different stages of fatigue cycling from 0 cycles (a) to 3000 cycles (c) 

are highlighted. 

 

Observation of the crack in the bulk of the sample 

 

The crack path in the interior of the sample is more complex than the relatively linear 

propagation observed on the 2D slice image. A better understanding of the crack morphology 

can be obtained when looking directly at a 3D representation of the crack surface. Figure 7a 

shows a 3D rendering of the crack in the 3,000-cycle sample, highlighting the crack geometry 

and the crack front profile. A typical crack tilting region was labeled A, magnified in Figure 7b. 

In the central part of the crack front, one can also distinguish the bifurcation shown previously in 

Figure 4. The abrupt change in inclination of the central crack segment suggests that the crack 

front in the crack propagation direction propagates from one grain (G1) into a new grain (G2) 

with the large misorientation of 59.07° between these adjacent grains and the crack path changes 

as a consequence. In order to check this assumption, the information of the 3D shape of the 

grains along the crack path could be used, as shown in Figure 7c. The analysis of the strongly 

inclined central segment with respect to the surrounding grain structure clearly revealed that the 

deflection of the crack is related to a new grain on the crack front.  

 

Figure 4. Reconstructed slice image showing 

typical fatigue crack and microstructure. 

Figure 6. Variations of the crack growth rate

at different fatigue cycles.  
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Figure 7. Three-dimensional rendering of the crack volume extracted from the 3000-cycle 

sample. The crack abrupt tilting is labeled A. (b-c) Magnified views of crack tilt region A in (a) 

and the grain that caused the sudden deviation.  

 

Conclusion 
 

A novel method that can provide crystallographic analysis of polycrystalline materials has 

recently been utilized by combining GBT with XRD. This combination of techniques, 

Diffraction-Amalgamated Grain-Boundary Tracking (DAGT), provides individual grain 

orientations from XRD analysis, whilst GBT accesses 1 m level analysis of grain morphologies 

in 3D. The three-dimensional analysis of the crack with respect to the grain structure indicates 

that the growth of the crack into a new grain occurs preferentially from regions on the grain 

boundary, where the growth can be accommodated by tilting of the crack plane. 
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Abstract 

In cast aluminum alloys used in the automotive industry the microstructure inherited from the 

foundry process has a strong influence upon the fatigue behavior. In the cylinder heads produced 

by the Lost Foam Casting process, the microstructure consists of hard intermetallic phases and 

large gas and microshrinkage pores. In order to study the influence of this complex 3D 

microstructure on fatigue crack initiation and propagation, an experimental protocol using 

laboratory and synchrotron tomography, Finite Element simulation and 3D Digital Volume 

Correlation has been used. Full field measurements at the microstructure scale were performed 

during a low cycle fatigue test at room temperature performed in situ under synchrotron X-ray 

tomography (TOMCAT beamline, SLS). Synchrotron tomography allowed characterizing the 

eutectic Al–Al2Cu, iron based intermetallics phases and above all eutectic Si, which could not be 

distinguished with laboratory tomography; these constituents were proved a suitable natural 

speckle for Digital Volume Correlation.  

The 3D cracks were observed to initiate at large pores and then to propagate along the hard 

inclusions towards the free surface. The DVC of in-situ fatigue tests allows observing the relations 

between cracks and displacements discontinuities and strain localizations in measured field. The 

experimental protocol proposed will be further improved for a validation at a temperature 

characteristic of in-service conditions of cylinder heads (250°C). 

1. Introduction 

In the automotive industry, economical constraints together with environmental requirements have 

led into process modification of some engine parts like cylinder heads. Nowadays, the Lost Foam 

Casting process (LFC) replaces the conventional Die Casting (DC) process due to cost reduction 

and geometry optimization goals. Even if this process seems promising, there are some drawbacks 

such as a coarsening of the microstructure, which consists in hard second phase particles (eutectic 

Si, eutectic Al–Al2Cu, and iron based intermetallics), large pores and microshrinkage cavities. 

Above a critical size, pores [1] play a decisive role by providing preferential crack initiation sites. 

However, an influence of oxides [2], iron-based intermetallics [3] and Si particles [4] are also 

observed. The cracks could initiate at any large defects present in bulk. In order to study the 
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influence of this casting microstructure upon the fatigue behavior of the A319 Al–Si–Cu alloy, an 

experimental protocol using synchrotron tomography and 3D digital volume correlation has been 

set up.  

 

2. Experimental procedure 
 

The material studied was an A319 aluminum silicon alloy (Al bal.– Si 7.18 wt.% – Mg 0.32 wt.% 

– Mn 0.15 wt.% – Cu 3.17 wt.% –Fe 0.43 wt.% – Ti 0.05 wt.%). Specimens with a 2.6x2.6mm2 

cross section were cut out from a cylinder head in the fire deck area by electro discharge machining. 

X-ray microtomography was realized prior to the low cycle fatigue test to screen ten specimens 

not presenting large defects away from the specimen’s shoulders and with a maximum size of 

defects compatible with the specimen cross-section. Laboratory X-ray microtomography was 

performed at the MATEIS laboratory (Lyon, France) in fast scan mode with a 80 kV acceleration 

voltage to ensure a 10% transmission of the X-ray beam through the cross-section of the sample. 

The scan was made at a medium resolution with a voxel size of 5μm and an acquisition time per 

image of 500 ms; this medium resolution images allow revealing the size and shape of the large 

pores in the bulk of the specimens gauge length rapidly. 

 

The aim was first to obtain 3D characterization of pores in the ten selected samples which were 

then mechanically polished on all faces using SiC paper and diamond suspension. The matrix, i.e. 

the material without the pores, of these specimens was segmented from the 3D image obtained 

from X-ray tomography and a geometric model with a volumetric tetrahedral grid was created 

using Avizo software. The model was used for elastic finite element simulation using Abaqus 

software in order to predict the most strained region under tensile loading and to focus the 

subsequent in-situ observation by high resolution X-ray tomography on this small volume. 

 

The low cycle fatigue tests were realized at room temperature and monitored by synchrotron X-

ray tomography on TOMCAT beamline at the Swiss Light Source. The coherence of the 

synchrotron monochromatic X-ray beam (25keV) allowed performing absorption contrast 

tomography in edge enhancement mode with a voxel size of 1.625 μm. 1500 radiographs were 

taken while the specimen was rotating over 180° along its vertical axis. With an exposure time of 

300 ms per image, one scan lasted about 7 min. A specially designed fatigue machine was used to 

load the specimen in situ. The fatigue test (R 0.1, σmax ≈ 151MPa) was performed step by step, 

only a few cycles were launched between each step. The test was conducted until crack initiation 

or failure with periodic interruptions to acquire tomographic scans under minimum and maximum 

load of the considered cycle in order to detect and follow fatigue crack initiation and growth. All 

the 3D images were reconstructed by using the reconstruction platform [5] developed by SLS. 

Then, they were binned to reduce the amount of data and the time needed to process them; this 

results in an effective voxel size of 3.25μm. 

                  

Synchrotron tomography allowed to visualize the eutectic Al–Al2Cu, iron based intermetallics 

phases and above all eutectic Si, which could not be distinguished with laboratory tomography; 

these constituents were proved a suitable natural speckle for Digital Volume Correlation. The 3D 

displacement field was measured with the Digital Volume Correlation (DVC) technique [6], which 

is an extension of the well-developed Digital Image Correlation (DIC) method. In the present study, 

a 2D/3D image correlation platform newly developed at LML laboratory (Lille, France) has been 
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used. This correlation platform is based on C++ and it has been optimized to process large 3D 

volumes in a limited time. For a 780x725x1080 voxels image the calculation lasts about 40min 

with an isotropic element of 16 voxel edge on a 32Go RAM laptop. The correlation calculation is 

a sequence of optical flow integrated and finite element methods using regularization with a 

median filter [7] to compensate for poor microstructural textures avoiding thus the extremes values. 

3. Results and discussion 

The analysed specimen, as well as all the ten selected samples contains rather large number of 

pores in the gauge length volume (Figure 1(a)).  

Figure  1. (a) Rendering of pores in the fatigue test specimen, (b) Specimen microstructure before 

failure (c) Specimen microstructure after failure (d) crack zone 

The distribution of Feret diameter of these pores shows a peak around 70μm with a maximum 

Feret diameter of 940μm. Although scarce in number, the largest pores represent most of the pores 

volume fraction; this implies that large pores may have a significant influence on fatigue behaviour. 

The displacement and strain fields were computed by DVC zone of the sample (779x724x1030 

voxels3) containing the largest pores fraction (upper of the block shown in Figure 1(a). The pore 

shown with the arrows in Figure 1(b) has led to progressive crack growth (Figure 1(d)) until final 

failure (Figure 1(c)). 

Figure 2 and 3 show the displacement and corresponding strain field along the loading direction; 

the image of the microstructure was superposed to these fields to allow comparison of the crack 

path with local deformation. 

The fields were studied at different steps of the fatigue cycles. The figures 2 and 3(a) show 

respectively displacement and strain fields between 300 cycles and 500 cycles (300c-500c), the 

crack initiation was detected at 500 cycles and sample broke after 2500 cycles; the figures 2 and 3

(b) show fields between 500c and 1000c where the propagation of the crack is observed, the figures 

(d)(a) (c)(b)
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2 and 3 (c) are the last steps before the failure between 1000c and 2500c where crack growth is 

the most important. The figures 2 and 3 (d) allowed a better visualization of the microstructure in 

the crack neighbourhood. A good correlation is observed between the crack location, the 

displacement discontinuities and the strain localizations. 

 

 

Figure 2. 3D displacement field (in voxels) along z with the microstructure shown in     

transparency between (a) 300c-500c, (b) 500c-1000c, (c) 1000c-2500c  

and (d) the fracture surface  

 

The results show that the 3D crack initiated first at large subsurface pores and then propagated 

along the hard inclusions towards the free surface.  

 
 

(a) (b) 

(c) (d) 
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Figure 3. εzz strain field with the microstructure shown in transparency between (a) 300c-500c,                     

(b) 500c-  1000c, (c) 1000c-2500c and (d) the fracture surface  

 

The Finite Element results showed a large strain concentration at the pores cluster; where crack 

initiation was indeed observed. As a result, in the present case crack initiation were porosity 

driven while propagation was correlated with the presence of hard intermetallic phases. 

 

4. Conclusions 
 

The efficiency of the experimental protocol using laboratory and synchrotron tomography, FE 

simulation and 3D digital volume correlation to study the influence of the casting microstructure 

upon the mechanical properties of an Al-Si alloy has been proved. By prior screening the fatigue 

samples, it was to focus the X-ray tomography on a volume where cracks are likely to initiate. The 

synchrotron tomography permitted to increase the volume fraction of visible natural markers 

compared to laboratory tomography and thus allowed to enhance the spatial resolution and 

precision of the field measurements [8]. The DVC analysis of in-situ fatigue tests emphasized the 

relations between cracks, displacements discontinuities and strain localization in the measured 

fields.  The results obtained at different steps of the fatigue cycles allowed the observation of crack 

(a) (b) 

(c) (d) 
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initiation close to the largest pores and of the crack propagation along the hard inclusions towards 

the free surface. The method illustrated here will now be systematically used to analyze the fatigue 

behavior of the 4 samples broken during the SLS fatigue experiment in order to make correlations 

between initiation sites and crack path and the local microstructural features. In a second step, 

similar fatigue test will be carried out at temperature around 200°C which are more representative 

of the service temperature of the cylinder heads.  
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Abstract 

In-situ time- and temperature-resolved synchrotron radiation techniques like ultrafast synchro-

tron X-ray tomographic microscopy and powder diffraction are unique tools for the dynamic 

characterization of materials processing by microwave heating. The absorption of microwave 

energy is typically a very fast process, with heating rates of the order of hundreds of degrees per 

second being no exception. The microwave energy absorption efficiency changes significantly 

with increasing temperature. Another unique feature of microwave heating is the intrinsic 

dielectric and/or magnetic selectivity, which often translates into the preferential deposition of 

microwave field energy only into specific specimen regions. For inhomogeneous materials in 

particular, complex patterns for the dynamic electromagnetic and temperature field distributions 

can be expected thus making the use of 3D monitoring methods not only meaningful but also 

necessary. We report on our recent progress with the in-situ characterization of microwave 

heating of metallic, ceramic and composite materials at very high heating rates. Experimental 

methods with subsecond temporal resolution, in particular high-temperature time-resolved X-ray 

scattering and time-resolved X-ray microtomography using synchrotron radiation, are discussed. 

Examples include microwave-assisted structural phase transitions and sintering in Al-alloys, 

foaming of construction materials, microwave processing of ceramics and composites.

Introduction 

During the recent few years, the interest in using microwave fields for the solid-state synthesis 

and processing of complex materials increased dramatically [1-3]. In order to better understand 

and exploit the unique advantages of microwave heat processing, in situ neutron [4-6] as well as 

X-ray [7,8] small- and wide-angle diffraction experiments were performed in the past. At high-

brilliance synchrotron radiation sources, time-resolved synchrotron radiation powder diffraction 

(SRPD) experiments with sub-second resolution could be performed in conjunction with in situ 

microwave heating of various materials, including metals and alloys [3,9-14]. Progress was also 

reported concerning the time-resolved investigation of microwave sintering processes by in situ 

synchrotron-based X-ray tomographic microscopy (SRXTM) [15,16]. We report on our recent 

results with the in-situ characterization of microwave heating of Al-alloys and polymer-matrix 

composites using SRPD and SRXTM techniques.
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In-situ 3D monitoring of microwave heating of Al-Cu-Fe alloy powders by X-ray tomography 

using synchrotron radiation 

 

The discovery that microwaves are able to heat metallic powders [17] resulted in a widespread 

interest in processing and sintering of particulate metals using microwave radiation. In spite of 

the growing experimental knowledge, the phenomenology of microwave heating of metals yet 

remains to be fully understood. Several models were developed [18-20] however for different 

scales and with different levels of complexity. For the case of microwave heating, finite-

difference time-domain (FDTD) models exist that incorporate both electromagnetic and thermal 

models, allowing to account for convective and radiative losses, the power absorbed by the 

powder bead, as well as for the temperature dependence of the physical, thermal and dielectric 

properties of the material. However, solid-state diffusion processes (needed in the description of 

microwave sintering) are seldom taken into consideration. For conventional sintering, the 

individual contributions of the surface, grain-boundary and volume diffusion transport into 

sintering kinetics during the various stages of sintering can be estimated [21-23]. Moreover, for 

the case of spherical rigid particles, the 3D sintering problem can be reduced to a 2D mass 

transport problem if effective diffusion coefficients are introduced [23]. Microwave metal 

sintering models thus obviously benefit from experiments on nearly monosize spherical particles 

of well-characterized materials. 
The SRXTM experiments were performed at the TOmographic Microscopy and Coherent 

rAdiology experimenTs (TOMCAT) beamline at the Swiss Light Source (SLS). Recently, the 

TOMCAT beamline [24] has established itself as a state-of-the art hard x-ray tomographic 

microscopy endstation for experiments ranging from the fields of biology to materials science. It 

routinely performs absorption as well as phase-contrast imaging with an isotropic voxel size in 

the sub-micron range. Typical acquisition times are on the order of a few minutes, depending on 

energy and resolution. In addition to further developments in phase-contrast imaging, scientific 

activities focus on pushing spatial and temporal resolution by orders of magnitude, aiming at 

nanoscale [25] and "real-time" [26] tomography. In the present fast-tomography experiments 701 

views were accumulated (exposure time 225 ms, field of view 1.5 mm, voxel size 0.7 �m). 

 

  
 

Figure 1. Multiparticle necking and coalescence events (see for ex. the blue regions) 

observed during microwave heating of Al65Cu23Fe12 particles at 650°C. Particle sizes 

range from 25 to 45 microns. Left: initial state. Right: final state. 
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The in-situ microwave heating SRXTM experiments were performed on Al65Cu23Fe12 (at.%) 

particles kindly provided by Prof. D. Sordelet (Ames Laboratory, Iowa State University, U.S.). 

For particles between 25 to 45 microns, microwave heating at approx. 650°C results in particle 

necking and coalescence (Fig. 1). Additional in-situ microwave heating SRXTM experiments 

were performed on larger (100 �m) spherical Al65Cu23Fe12 particles (Fig. 2), for which the 

microwave absorption properties is expected to differ. In these experiments the alloy powders 

were exposed to higher temperatures, namely ranging from 700 to 870°C.  

Figure 2. Time sequence of X-ray tomographic images (from left to right, top to 

bottom) collected on Al-Cu-Fe during microwave heating above 700°C. First and last 

images were taken at ambient temperature (see also Fig. 3).  

Figure 3. XTM images collected at room temperature before (left) and after the 

microwave treatment (white scale bar 100 microns). Arrows indicate metal particles 

that undergo full volumetric transformation, except at the surface.  
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Unusual microwave effects were observed for 100 μm alloy particles at temperatures above 

700°C, namely a disruptive action of the microwave field leading to rapid changes of the particle 

inner structure and porosity, which nevertheless sometimes leaves the near-surface regions intact 

in size and shape (Fig. 3). Indeed, some particles seem to be emptied out through channels in the 

surface, with only shells retaining their initial shape upon cooling. An explanation of these 

microwave effects might involve e.g. structural phase transformations or partial melting, 

however this requires a more careful analysis (in progress).

In-situ monitoring of selective microwave heating of metal particles in a polymer matrix by 

synchrotron radiation powder diffraction

In particular for polymer-matrix composites, new opportunities for improved material properties 

are sought through the use of advanced powder processing technologies. For example in the field 

of biomaterials for acetabular cup prosthetics, ultra-high molecular weight polyethylene 

(UHMWPE) composites comprising Al-Cu-Fe quasicrystalline alloy particles were recently 

shown to exhibit significantly improved wear loss properties compared to pure UHMWPE, 

without compromising the excellent biocompatibility of the untreated UHMWPE matrix. Further 

improvement of the wear resistance of such composites is nowadays sought in the better 

anchoring of the metal particles to the polymer matrix. Towards this objective, a novel rapid 

thermal processing approach was explored that exploits the selective absorption of microwave 

field energy by the metal particle constituent of the composite material, with further advantages 

coming from the ultrafast volumetric microwave processing ability and the potential fine-control 

of the polyethylene (PE) regions solely-modified around the metal-particle inclusions, so as to 

preserve to a maximum extent the optimal biomechanic performance of the initial polymer. In 

this new approach, metallic Al particles act as local internal heaters that absorb the microwave 

energy, then release it as heat to a limited volume of the polymer matrix surroundings. 

Figure 4. WAXS diffracted intensity map collected during the microwave heating of  

Al/UHMWPE composite at 2.45 GHz. The (110) and (200) X-ray diffraction lines of 

orthorhombic polyethylene are located at low 2� scattering angles. The (200), (220),

(311) and (222) diffraction lines of face centered cubic Al are also visible. 
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First results were obtained on microwave heating of model powder specimens of UHMWPE 

with various contents of pure aluminium (Fig. 4). The preferential heating of Al particles by the 

2.45 GHz microwave E-field was monitored in-situ by simultaneous small- and wide-angle 

scattering SAXS/WAXS of synchrotron radiation. The experiments were performed at the MS 

X04 SA beamline at the SLS, using monochromatic synchrotron radiation (� = 0.0708 nm) and 

Mythen II detectors. This state-of-the-art method may reveal the energy flow from the high-

frequency electromagnetic field selectively to the UHMWPE-embedded metal particles and 

further to nearby polymer matrix regions by the in-situ monitoring of dynamic thermal expansion 

effects of the individual constituent phases. Since UHMWPE is a poor microwave absorber, the 

microwave heating of the polymer-metal composites is not granted a priori. Indeed, pure 

UHMWPE and low-Al content specimens could not be heated this way. It therefore appears that 

a minimum fraction of Al (less than 10%) is needed for the microwave coupling. The present 

results nevertheless demonstrate for the first time the feasibility of this novel microwave 

processing approach. 

 

 
 

 

Figure 5. 3D X-ray intensity map showing the (110) and (200) diffraction lines of orthorhombic 

polyethylene (left). Notice the significant attenuation of the Bragg peak intensities during the 

‘isothermal’ treatment at T % 85°C (region B-C), which translates into a lower PE crystallinity 

(right). Upon cooling, the degree of crystallinity is improved by 3% compared to the initial state.   

 

Indeed, microwave heating seems promising for promoting local structural modification of the 

initial orthorhombic polymer structure around the metal inserts via controlled thermal treatments 

below the melting point (Fig. 5). The crystallinity degree of PE was evaluated as the ratio of the 

Bragg diffracted intensity – comprising the (110) and (200) PE diffraction lines – and the total 

X-ray intensity both recorded within the same 2� scattering angle range between 9 to 12 degrees 

(the total intensity includes an additional broad amorphous peak). The re-organization of 

UHMWPE chains during the quasi-isothermal treatment at 85°C favours a higher degree of PE 

crystallinity upon subsequent cooling (Fig. 5). This is expected to assist in better anchoring of 

the Al particles in the UHMWPE matrix. 
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Abstract 

The variant distribution and three-dimensional (3D) configurations of the 

heterogeneously formed S (Al2CuMg) precipitates at dislocations were studied by means of 

high resolution transmission electron microscopy (HRTEM) and high angle annular dark field 

scanning transmission electron microscopy (HAADF-STEM) tomography. The preferred S 

variant pair along dislocation was proved to be S1 & S4 or its counterparts, and the inherent 

characteristic of the crystal structure of the S phase, i.e. the symmetry of pentagonal subunit, 

was considered to be the fundamental factor determining the preference of variant pair. The 

obtained 3D reconstructions of the S precipitates formed at helical dislocations can clearly 

reveal both the morphology of individual S precipitates and the overall configuration of the S 

precipitates nucleated at these dislocations.

Introduction 

Precipitation in Al-Cu-Mg alloys during artificial ageing can usually take place in either 

homogeneous or heterogeneous manner. In the case of homogeneous precipitation, the main 

strengthening phase S (Al2CuMg) precipitates with needle/rod-like shapes uniformly nucleate 

in the Al matrix and mainly grows along its [100]S direction [1]. The orientation relationship 

(OR) between S precipitate and Al matrix is [100]S//[100]Al, (001)S//(012)Al, which has 12

equivalent variants and four of them, S1~S4, can be seen edge-on in [100]Al direction (Fig. 1) 

[1,3]. In the case of heterogeneous precipitation, the S precipitates can form at some intrinsic 

defects such as dislocations, grain boundaries as well as dispersoid/Al interfaces [4]. 

Specifically, the heterogeneous precipitation of S precipitates at dislocation shows many 

novel crystallographic and morphological features, hence attracts increasing research concern. 

By using conventional transmission electron microscopy (TEM), previous researchers have 

revealed the precipitation process, variant distribution and strengthening effect of S 

precipitates at dislocations [1,3-7]. To date, however, some major issues, such as the selection 

criterion for the favorable S variant pair at dislocation, and the spatial distribution 

characteristics of S precipitates along different morphologies of dislocations, are not yet fully 
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understood.  

In this study, we applied high resolution transmission electron microscopy (HRTEM) 

and high angle annular dark field scanning transmission electron microscopy 

(HAADF-STEM) tomography to achieve atomic scale and three-dimensional (3D) 

characterization of the variant distribution of the heterogeneously formed S precipitates along 

dislocations, with an attempt to establish the selection rule for favorable variant pair from the 

crystallographic perspective.  

Fig. 1. Schematic illustration of four S variants observed from [100]Al//[100]S1,3//[1
—

00]S2,4

direction (edge-on). 

Experimental 

An Al-4.2Cu-1.5Mg-0.6Mn-0.5Fe-0.5Si (wt%) alloy was solution-treated at 495  for 

45 min, water quenched and then aged at 195  for 9h. Two states of the alloy, before and 

after ageing treatment, were focused on in the present research. Samples for TEM observation 

were prepared using twin-jet electropolishing in a 30% nitric acid and 70% methanol solution 

below -25  at 15V. 

TEM observations were performed on a 300kV field emission TEM, Tecnai F30 G
2
,

equipped with a fully automated STEM tomography system. A single-tilt holder (Fischione 

model 2020) and the Xplore 3D software were employed to acquire several tilt series of 

HAADF-STEM images focusing on the S precipitates at dislocations from -70° to +70°, with 

an increment of 2° at low angle range (<50°) and of 1° at high angle range (>50°). The 

tomography data was aligned and reconstructed using Inspect 3D software. The 3D 

visualization was finally performed using AMIRA 5.2 software.

Results 

Fig. 2a shows the microstructure of Al-Cu-Mg alloy after rapid quenching in water from 

solution temperature, which is characterized by uniformly distributed rod-like T (Al20Cu2Mn3) 

dispersoids. Besides, lots of dislocations, especially helical dislocations, can be observed 

throughout the Al matrix. With further artificial ageing at 195  for 9h, high density of 

needle-like S precipitates aligning along [001]Al and [010]Al directions can be detected in Al 

matrix, and the helical dislocation lines seem much wider and clearer than their before-ageing 

state (Fig. 2b), indicating that the heterogeneous precipitation of the S phase has occurred 

along these dislocations. 

Fig. 3 shows a representative HRTEM image of S precipitates at a helical dislocation 
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Fig. 2. TEM images showing the microstructure of Al-Cu-Mg alloy (a) before and (b) after 

artificial ageing at 195  for 9h. 

Fig. 3. HRTEM image corresponding to the rectangular region in the bottom-right inset, 

showing the distribution of S precipitates along a helical dislocation segment. S precipitates A, 

D, E, G and I belong to variant S3, while B, C, F and H belong to variant S2. 

segment, corresponding to that within the rectangular region of the bottom-right inset. The S 

precipitates A~I, with different cross-sectional shapes but a common [100]S growth direction, 

arrange side by side along the original dislocation line. As indicated in the corresponding fast 

Fourier transformation (FFT) patterns, these precipitates belong to variant S2 or S3, and the 

only variant pair is S2 & S3. 

To further reveal the spatial distribution characteristics from a 3D perspective, 

HAADF-STEM tomography was performed on several precipitate helices, both perfect and 

imperfect, to reveal the 3D configurations of the S precipitates along helical dislocations. In

the tilt series of HAADF-STEM images of a perfect ‘precipitate helix’, we can see that the 

‘precipitate helix’ seems like a bandolier-like wavy folded ribbon, in which the S precipitates 

line up parallel and side by side along the original helical dislocation line (Fig. 4a and 4b).

Despite of a little extra diffraction contrast in some HAADF-STEM images, the wavy 

precipitate bandolier folds can still be seen remarkably in the corresponding 3D 

reconstruction. Nonetheless, the individual S precipitates can not be clearly distinguished 

(Fig. 4c), probably due to the poor contrast of such precipitate with a thickness of a few 

nanometers especially at high tilt angles. In the tilt series of HAADF-STEM images of an 

imperfect ‘precipitate helix’ (Fig. 4d and 4e) and the corresponding 3D reconstruction (Fig. 

4f), separate S phase precipitates can be observed at several sites as labeled by arrows. All 
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these S precipitates show needle-like morphology and have a common elongation direction. 

Based on HRTEM observation (Fig. 3) and HAADF-STEM tomography, a schematic 

drawing showing the distribution of needle-/lath-like S precipitates along helical dislocations 

is illustrated in Fig. 4g.  

Fig. 4. Two tilt series of HAADF-STEM images and the corresponding 3D tomographic 

reconstructions showing the distribution of S precipitates along helical dislocations. (a,b) and 

(d,e) are representative HAADF-STEM images from the respective tilt series while (c) and (f) 

are tomographic reconstructions of the full dataset corresponding to the rectangular regions in 

(a) and (d). Note that the needle-like S precipitates all point in a <100>Al direction with the 

individual precipitates labeled by arrows. (g) Schematic illustration showing the distribution 

of S precipitates along helical dislocations. 

Discussion 

As representatively shown in Fig. 3, S precipitates along a dislocation line always have a 

common [100]S growth direction, and the only favorable variant pair is S2 & S3 or their 

counterpart S1 & S4, with relevant (001)S planes having a relative angular separation of 

36.87° (Fig. 1). Such phenomenon has been proved by many previous investigations [2-4]. To 

elucidate why the variant pair of S2 & S3 or their counterpart S1 & S4 is the most favorable 

for S precipitates along dislocations, former researchers tried to relate the intrinsic 

characteristics of dislocation (line direction, Burgers vector) with those of precipitates (habit 

plane, maximum misfit vector) [2,3,8]. However, these selection criteria of variant pairs are 

still in dispute, mainly because neither the morphology or the Burger vector of the original 

dislocation on which the S precipitate forms can be observed or determined any more after 

long time elevated ageing and precipitate nucleation. In fact, the variant pair of S1 & S4 or

their counterpart S2 & S3 is prefered not only for S precipitates along dislocations, but for 
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those at grain boundaries and phase interfaces [4]. Accordingly, the selection criterion for 

favorable variant pair of S precipitates needs to be revisited with consideration of the

nucleation resistance and the inherent characteristic of the crystal structure of the S phase.

Generally, to form an energetically favorable variant pair, two conditions should be 

satisfied as much as possible: (i) each S variant keeps the classic OR and coherent interfaces 

with the Al matrix, i.e. (001)S//{021}Al, and (ii) S variants in the same pair share an interface 

with the lowest energy to utmostly reduce the nucleation resistance. Fig. 5 schematically 

illustrates the spatial distribution and crystal structure of three possible S variant pairs in 

[100]Al//[100]S1,3//[1
—

00]S2,4 direction (edge-on view) according to the classic OR between S 

precipitate and Al matrix. Every S variant contains a 2×2 unit cell of the S phase. From the 

perspective of crystallography, when looking down the [100]S direction, several pentagonal 

subunits can be observed within the unit cell of the S phase (black line pentagons). The 

adjoining pentagons share the same edge and are centrosymmetrical about the center of the 

sharing edge. To our knowledge, regular pentagon always goes together with the 36° angle. 

The twinning operation to a regular pentagon is actually equivalent to a 36° rotation. As 

shown in Fig. 5a, for S1 and S4 (equivalent to S2 and S3) with classic OR with Al matrix, 

theoretically we can calculate that the angle between (001)S1 and (001)S4 is 36.87°, which is 

very close to the rotation angle required to form a twin of a regular pentagon. In this sense, 

S1 and S4 can be considered as twins. With a slight rotation (0.87°), the adjoining pentagonal 

subunits can share the same edge and form a coherent twin interface, which can significantly 

reduce the nucleation energy of the correlative S variants. However, for variant pair of S1 and 

S3 (equivalent to S2 and S4), to form such a coherent twin interface, at least a 18° rotation is 

required but the coherent relationship of (001)S//{021}Al will be destroyed (Fig. 5b),

indicating the nucleation resistance increases for S precipitates. The variant combination of 

S1 and S2 (equivalent to S3 and S4) is not common since a much larger rotation angle (54°)

is necessary to make the adjacent pentagons edge-sharing and form a coherent twin interface 

(Fig. 5c), thus the nucleation resistance to form this variant pair of S precipitates will be even 

larger. In a word, the variant pair of S1 and S4 or their counterpart is energetically favorable, 

and the inherent characteristic of the crystal structure of the S phase, i.e. the symmetry of the

Fig. 5. Schematic illustration showing the spatial distribution and crystal structure of three 

possible S variant pairs in [100]Al//[100]S1,3//[1
—

00]S2,4 direction. Every S variant contains a 

2×2 unit cell of the S phase, and the black line pentagon outlines the subunits in the S phase 

structure. (a) S1 & S4; (b) S1 & S3; (c) S1 & S2. 
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pentagonal subunit, may be the fundamental factor determining the preference of variant pair.

With the help of HAADF-STEM tomography, we successfully obtained 3D 

reconstructions of the S precipitates along helical dislocations, in which both the wavy 

feature of these S precipitate groups and the needle-like morphology of an individual S 

precipitate can be clearly observed (Fig. 4c and 4f). This, together with the HRTEM 

observations, fully reveals the spatial distribution of the S variants along helical dislocation 

lines. HAADF-STEM tomography was proved to be a promising technique for studies of 

nanoscale precipitates, or their assembly, with complex morphology or configuration in 

metallic alloys.

Conclusions 

HRTEM and HAADF-STEM tomography was applied to systematically investigate the 

variant distribution and 3D configurations of the heterogeneously formed S precipitates at 

dislocations in an Al-Cu-Mg alloy. The favorable S variant pair along dislocations was 

revealed and the underlying selection rule was discussed from the crystallographic 

perspective. In the 3D reconstruction of the S precipitates formed at helical dislocations, both 

the morphology of individual S precipitates and the overall configuration of the S precipitates 

nucleated at these dislocations can be clearly observed, which provided new evidence for 

variant distribution of S precipitates along dislocations. 

Acknowledgements 

Financial support from Excellent Doctorate Foundation of Northwestern Polytechnical 

University and the 111 Project (B08040) of China is gratefully acknowledged.  

References 

1. S.C. Wang and M.J. Starink, “Precipitates and intermetallic phases in precipitation 

hardening Al-Cu-Mg- Li alloy,” International Materials Reviews, 50 (2005),193-215. 

2. R.N. Wilson and P.G. Partridge, “The nucleation and growth of S' precipitates in an 

aluminium-2.5% copper-1.2% magnesium alloy,” Acta Metallurgica, 13 (1965), 1321-1327.  

3. Z.Q. Feng et al., “Variant selection and the strengthening effect of S precipitates at 

dislocations in Al-Cu-Mg alloy,” Acta Materialia, 59 (2011), 2412-2422. 

4. Z.Q. Feng et al., “HRTEM and HAADF-STEM tomography investigation of the 

heterogeneously formed S (Al2CuMg) precipitates in Al-Cu-Mg alloy,” Philosophical 
Magazine, 93 (2013), 1843-1858. 

5. P. Ratchev et al., “Precipitation hardening of an Al-4.2wt% Mg-0.6wt% Cu alloy,” Acta 
Materialia, 46 (1998), 3523-3533.

6. A. Tolley, R. Ferragut and A. Somoza, “Microstructural characterisation of a commercial 

Al-Cu-Mg alloy combining transmission electron microscopy and positron annihilation 

spectroscop,” Philosophical Magazine, 89 (2009), 1095-1110. 

7. Z.Q. Feng et al., “Precipitation process along dislocations in Al-Cu-Mg alloy during 

artificial aging,” Materials Science and Engineering A, 528 (2010), 706-714.  

8. A. Kelly and R.B. Nicholson, “Precipitation hardening,” Progress in Materials Science, 10 

(1963), 151-391. 

118



 

METROLOGY OF THREE-DIMENSIONAL TECHNIQUES IN 
FOCUSED ION BEAM MICROSCOPY 

H G Jones
1
, K P Mingard

1
, D C Cox

1,2
, B Winiarski

3
, A Gholinia

3

1
 National Physical Laboratory, Hampton Road, Teddington, Middlesex, TW11 0LW, UK 

2
 Advanced Technology Institute, University of Surrey, Guildford, Surrey, GU2 7XH, UK 

3
 School of Materials, University of Manchester, Grosvenor Street, Manchester, M1 7HS, UK 

Keywords: focused ion beam, 3D reconstruction, slice geometry 

Abstract 

The use of focused ion beam (FIB) microscopes to characterise the microstructure of 

materials in three dimensions, by reconstruction of serial sections, has rapidly grown during 

the last decade. This is due to improved capabilities in material characterisation and more 

effective control of the ion beam to cut cross sections in a wide range of materials. It is easy 

to assume that a visual reconstruction of a stack of images produced by FIB is a fairly 

accurate representation of the true 3D structure and subsequently carry out measurements 

based on these data. However, it will be shown that this is not straightforward and in practice, 

errors or uncertainties in the sectioning, imaging or mapping, and reconstruction can combine 

to produce misleading results. This paper discusses the metrological challenges faced, but 

often disregarded, in measurement of the errors and uncertainties that occur throughout FIB 

3D characterisation of materials. This was done by studying image stacks and 3D 

reconstructions from purpose-made structures of known geometries and composition. 

Introduction 

In dual beam microscopes with ion and electron columns, electron images of the FIB milled 

cross sections are acquired, building a stack of image data. These images are reconstructed 

into a volume to recreate the milled away volume in three dimensions. Consecutive slice 

alignment in X and Y directions can be made either manually or using automated software 

routines. In the Z direction, correcting for the real slice thickness over the whole volume is 

much more challenging. The programmed slice thickness is commonly taken as the depth to 

be used with the XY pixel size to create the voxels in 3D reconstruction. 

The use of the set slice thickness for Z ignores the possibility of errors in the actual slice 

thickness achieved. Inaccuracies could arise from errors in calibration, giving a constant error 

in all slices, or from variations between slices, caused by effects such as charging, beam 

heating, stage movements, or instabilities in the ion beam. Measurement of slice thickness 

can be difficult, even at the top surface; therefore slice thicknesses are often reported as a 

nominal value, taken as the programmed value eg: [1] or an average of total material removed 

eg: [2]. However in [3], extensive corrections were made to account for slice tilt and during 

3D data acquisition and distortion in mapping, as well as fidicual lines on the top surface. 

This paper describes the direct measurement of slice thickness variation and misalignments 

for the full depth the slices during FIB milling on artificial reference structures, and considers 

the accuracy and repeatability of measurements taken. The examples shown are for the case 

of standard image slice and view routines as supplied by the microscope manufacturer only to 

illustrate the measurement method, but are being translated to 3D EBSD geometry and 3D 

EDX and EBSD mapping in further work. 
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Experimental method 
 

Fiducial lines to measure slice thickness 

 

Full details of the slice thickness measurements using this technique are described in [4]. The 

principle of using diagonal fiducial lines is based on the geometry shown in Figure 1. When a 

slice of thickness t is milled away, the markers on the milled face are imaged. If the patterned 

lines are at 45° to the milled surface, the difference between the two x positions of the lines in 

two sequential images will equal the slice thickness (b-a). To check the parallelism and allow 

for measurement of drift, tramlines were milled perpendicular to the milled surface. This was 

done for the markers on each slice and averaged across the layer. Repeating this pattern over 

a multilayer stack enabled thickness measurements to be taken at different heights on the 

milled section, enabling more accurate measurement of the slice profile. 

 

 
Figure 1: Diagram of the structure with fiducial lines, with markers in cross section. 

 

To make the artefact, alternate layers of carbon and platinum approximately 14×14×1 μm in 

dimension were deposited on a silicon substrate. The fiducial lines were milled between each 

deposition. Figure 2 shows the initial flat face before the slices were carried out, showing the 

markers in cross section on each layer. For slicing, the stack in Figure 2 was milled using a 

30 kV: 4 nA ion beam using the standard slice and view program (with no drift corrections) 

supplied with the microscope software. Slice thickness was set at 100 nm and the milling 

depth was 10 μm (for silicon), but a depth of ~15 μm was actually obtained. This depth was 

intentionally set to attempt to only just mill to the bottom of the stack, so that the full 

geometry of the slices could be studied. For reconstruction of real samples, a much larger 

depth should be milled and only the top few microns imaged; this means the acquired images 

are as flat as possible. 

 

 
Figure 2: Cross section through stack and markers before slices were taken. 
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Secondary electron images were taken after each slice. The images were taken at 3 kV and 

corrected for specimen tilt to enable accurate vertical as well as horizontal measurements. At 

the magnification and resolution used this gave a pixel size of 7.19 nm. 

 

Metallic spheres to measure distortions in reconstruction 

 

A second structure was made using metallic powder copper and nickel spheres ranging 

between approximately 1 and 10 microns in size (Figure 3a) suspended in polystyrene 

(Figure 3b). This creates contrast between the two phases, which can be used for calibration 

of slice and view routines, with or without EDX mapping. Using spherical particles allows 

visualisation of any elongation in the reconstruction when using the assumed voxel size, due 

to real slice thickness variation, drift between slices, or effect of the interaction volume of the 

electron beam. Figure 3b shows an SEM image of a milled section through the sample. It can 

also be used in 3D EBSD routines, where only the spheres will be indexed. This will show 

distortion or drift in the EBSD maps due to slower map acquisition times and stage 

movements. 

 

  
Figure 3: Secondary electron image of metallic spheres a) loose and b) in polystyrene matrix 

 

A 30 kV: 2 nA ion beam current was used to mill slices at an arbitrary position in the bulk 

sample. Material was removed in front of the cross section before the sequential slicing 

commenced to avoid shadowing due to redeposition or sample geometry. SEM images of the 

slices were captured with an acceleration voltage of 3 kV, the slice thickness was 100 nm and 

the image pixel size was 16.9 nm. 

 

Results and analysis 
 

Slice thickness using fiducial lines 

 

Figure 4a shows the results for the average slice thickness of the stack for slice and view. Not 

all the layers were measured, due to poor markers on some layers; layer 1 corresponds to the 

markers nearest to the top of the stack and layer 8 to those on the substrate. 

 

The average slice thickness for each height was used to construct a slice by slice 

representation showing how the slices would appear if viewed from the side. Figure 5 shows 

that the initial few slices were relatively uniform and perpendicular to the top surface. 

However, it can be seen that the milling accelerates at the top, producing a significant taper 

from top to bottom. This is also observed in SEM images of the slices, where the milling 
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leaves an un-milled ledge at the bottom of the slice, which then is removed in the next slice. 

Subsequently, the milling proceeds in a relatively consistent manner, but the milled surface is 

always at a small angle to the perpendicular and the thickness variation of the bottom layer is  

greater than the upper layers but with the same general periodicity, reflecting the effect of 

dwell time on the amount of material milled at greater depths. 

 

a) b)  

Figure 4: a) Average slice thickness at different heights on the stack during slice and view, 

b) slice thickness of a single layer with error bars showing measurement range for each slice. 

 

 
Figure 5: Side view of slices in milled stack (stretched in Z direction to show shape) 

 

The maximum deviation of the average total slice thickness from the target of 100 nm was 

+50%/-43% at the top of the stack and +221%/-85% at the bottom. The variation was largest 

at the start of the run but even when the slice shape and thickness became more consistent 

later in the run, as shown in Figures 4 and 5, variation of up to 20% of the slice thickness was 

still present. Figure 4b shows that the measurement error for individual slices was much less 

than the overall slice thickness variation. 

 

Distortions in reconstruction using spheres 

 

Using the 100 nm slice thickness and 16.9 nm pixel size, secondary electron images were 

used to reconstruct the 3D volume of the metal powders in polystyrene. A number of slice 

registration routines were performed in Avizo Fire 6 software to attempt to align the slices. 

The resultant volume was cropped on each side to view the particular region shown in Figure 

6. The axes are labelled such that the XY planes are the original image slices and the Z 

direction views the slices from the side. 
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The distortion of the sphere at the corner in the middle of Figure 6 shows the automated 

registration is still not correct. It shows there is still drift in the +Y direction, where the 

sphere appears to be pulled upwards. There is also some elongation in the +Z direction, 

implying the slice thickness was lower than the target value on average. The region circled in 

white on the XZ face is a pore in the polystyrene, causing brighter contrast. 

 

 
Figure 6: Reconstruction of images from routine with spheres sample (cube side 

approximately 10 μm) 

 

Discussion 
 

In the fiducial marker method, confidence that the measurement produces realistic values is 

seen in Figure 4b where there is excellent agreement between the four slice thickness 

measurements across the width of each slice; therefore the measurement range averages 1.1 

pixels, or 8 nm. This is much less than the slice to slice variation, which even after the initial 

20 slices varied by up to 5 pixels. 

 

From top to bottom of the stack there is a consistent variation with the deviation from the 

vertical, increasing towards the base of the stack after the first few slices. This type (but not 

necessarily magnitude) of profile or taper is expected and is due to the effects of significant 

beam tails from the Gaussian beam profile. For the majority of the milling process, the 

overall taper from top to bottom of the measured stack is approximately 300 nm or 2.5°, but 

the geometry and depth of focus of the SEM means this taper is not visible in the images. 

 

A possible explanation for the cause of the initial transient and continued slice thickness 

variation is that initially there may be a build-up of positive charge from the Ga ion beam on 

the sample; Ga ions are implanted, which will initially deflect the beam from the milled 

surface. Eventually the electron imaging occurring between milling and charge leakage from 

the milled region will reduce the positive charge build up and lead to a steady state. Arguing 

against this, is that similar behaviour to the reduced milling at the base followed by a rapid 

removal has been observed to repeat itself [4]. 

 

Conclusion 
 

The use of fiducial lines milled in layers with high contrast between them enables 

measurement of individual slice thicknesses during a sequential “slice and view” operation in 
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focused ion beam microscopes. The imaging pixel size and resolution must be chosen to be 

sufficiently small relative to the slice thickness. By making a 3D artificial structure of 

fiducial lines it is possible to reconstruct the actual slice profile from measurements of the 

thickness across the width of the stack.  

 

The slice thickness variation in this study, even under relatively stable conditions close to the 

top of the stack, was up to 20% from the target, except at the base of the stack where it was 

even greater, at up to 60%. The largest variation was seen in the first 20 slices, where a large 

taper was introduced and persisted throughout the milling sequence with an overall slope 

from the vertical of about 2.5°. Reasons for the variation of thickness and the change in 

geometry of the taper are unclear. It is possible that charging of the sample by the ion beam 

causes deflection of the ion beam until a charge balance is established. 

 

Finally it is apparent that great care needs to be applied to any results carried out with 3D 

reconstructions of FIB produced image stacks, and that effort should be made to state likely 

errors associated with these types of operations. A simple surface fiducial marking system 

should be employed as a minimum as it is clear that without such a system the errors can be 

both large and undeterminable, and only the very top part of a milled surface should be used 

for the reconstruction to minimise the effect of taper in the region of interest. 

 

This slice thickness uncertainty is confirmed in the spheres reconstruction, where the 

spherical particles appear slightly stretched in the Z direction of the assembled volume. It 

should also be noted that drift corrections and slice registration is not trivial, and alignment 

issues, if not done correctly, also contribute to distortion of the structure. This may not be as 

noticeable in real samples, such as steel or other metallic alloys, with more irregular or less 

well defined grain boundaries; therefore any artificial distortions cannot necessarily be 

detected. Using the spheres as a calibration or illustrative sample means that at least the most 

obvious errors can be identified beforehand and this knowledge applied to the procedure with 

real structures. 

 

Further work to follow is 3D EDX of the spheres structure to measure distortions due to 

interaction volume and noise, and 3D EBSD of the layered structure to measure the slice 

thickness and the spheres to measure distortions in EBSD mapping and stage movements. 
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Abstract 

In the present work we analyze the growth history of individual grains and grain boundary 

junctions. Based on a mean-field theory this enables us to calculate from stochastic fluctuations 

of individual junctions during grain growth the average growth law of the ensemble of grains, 

which we find to be in very good agreement with the growth law simulated by the Monte Carlo 

Potts model. 

Introduction 

It is well-known that the temporal evolution of a polycrystalline microstructure of a three 

dimensional bulk material during curvature driven grain growth (compare Fig. 1a) can be 

characterized by a parabolic growth law, where the average size &'R  of all grains of the 

polycrystal increases with time t according to 

tbRR nn ��&'�&' /1
0

/1 .          (1) 

Here the grain size R is defined as the radius of a grain volume equivalent sphere and the growth 

factor is given by b. The growth exponent n has a theoretical value of 0.5 (see, e.g., [1, 2] and the 

literature within). It can be shown that three-dimensional grain microstructures simulated by the 

Monte Carlo Potts model follow this theoretical prediction after an initial period of time very 

well yielding a growth exponent of nearly exactly 0.5 and a growth factor of b = 0.2417 

MCU
2
/MCS as it is shown in Figure 1b. Details on the actual implementation of the simulation 

can be found in, e.g., [3].

On the other hand, grain growth is first and foremost a consequence of the migration of 

individual grain boundaries and their junctions. In recent years new experimental techniques, 

such as high voltage transmission electron microscopy, hot stage microscopy in a scanning 

electron microscope and 3D X-ray diffraction [4, 5] permit a direct measurement of the growth 

kinetics of individual grains in situ during recrystallization and grain growth revealing, in 

particular, also the stochastic nature of the motion of triple and quadruple grain junctions.

In the present paper, we show that the stochastic motion of individual boundary junctions can be 

linked to the average growth law of the ensemble of grains, which opens up not only a further 

possibility to test stochastic formulations of grain growth but also a new way to determine the 

average growth law solely from the measurement of the stochastic behavior of individual grains. 

127

2nd International Congress on 3D Materials Science
Edited by: Dominique Bernard, Jean-Yves Buffière, Tresa Pollock, Henning Friis Poulsen, Anthony Rollett, and Michael Uchic

TMS (The Minerals, Metals & Materials Society), 2014



 

 
Figure 1. a – Image sequence of the coarsening of a simulated grain microstructure; b – Average 

growth law: simulation results (black) showing initial period (I) and quasi-stationary regime (II) 

for long time annealing together with analytic fit of Eq. (1) (grey curve). 

 

 

Growth history of individual grains 
 

Basically, grain growth is driven by one principle: while the mean grain size increases according 

to Eq. (1), small grains of an ensemble shrink and large grains grow. For a more quantitative 

analysis we can use the self-similar growth rate )/( &'� RRxRR �  as described by [2] 
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where �  is a growth constant, x0 is a free size parameter in correspondence with the Lifshitz-

Slyozov stability conditions (cf. [1, 2]), the parameter )( 0xaa �  is defined implicitly [2]. 

 

 
Figure 2. a – Simulated self-similar growth rate (circles: all data; squares: data divided into size 

classes) with quadratic least-squares fit (light grey curve no. 1) and fit of Eq. (2) (dark grey curve 
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no. 2); b – Simulated grain size distribution (crosses) together with analytic solutions from 

Hillert, Louat and Zöllner and Streitenberger (compare, e.g., [1, 2] and the references within). 

The Potts Model simulation shows that the analytic function Eq. (2) (dark grey curve no. 2 in 

Fig. 2a) is just as good as a direct least-squares fit of a quadratic function to the simulation data 

(light grey curve no. 1 in Fig. 2a). However, Eq. (2) has the advantage that it yields values for γ, 

x0, and a that can be used in further theoretical considerations enabling, e.g., to calculate an 

analytic grain size distribution ([2, 3], see also Fig. 2b) that is in very good agreement with the 

simulation results, which are in clear contradiction to Hillert’s (light grey curve) and Louat’s 

(dark grey curve) classical solutions. 

 

In a previous work the authors derived an analytic expression describing the growth kinetics of 

individual grains by a parametric representation of the relation between grain size and time [6]: 
 

� � � � 1,, 0 ���&'� ii xxxRxxR *            (3a) 

� � � � 0

2
0 ,

2
, txx

R
xxt ii ��

&'
� *

�
            (3b) 

� � � �
� �� � 1

3

2
exp,

00

0

3/2

0

0 �


�

�



�

�
��

�
�



�

�



�

�
�
�

�
xxxx

xxxa
xx
xx

xx
i

i
a

i
i* .        (3c) 

 

0/ &'� RRx ii  is the initial relative grain size of each considered grain i at the chosen initial time. 

 

 
Figure 3. Temporal development of the grain size for simulation data (black) and parametric 

representation (grey): a – randomly selected grains that are well represented by Eqs. (3) for long 

times; b – grains that show only poor long-time agreement with Eqs. (3). 
 

For the Potts model simulation of normal grain growth we find at t0 = 500 that 11.21090 �&'R  

and from a least-squares fit of the growth law Eq. (2) to the simulation data it follows x0 = 

4.0535, a = 16.0410 and γ = 0.1120 (Fig. 2a). Hence, according to Eqs. (3), for each grain of 

given initial size xi(t0 = 500) its growth history can be predicted, which is shown for 18 randomly 

selected grains in Figure 3. While in Fig. 3a the simulation data (black) are in very good 

agreement with the analytical functions (grey) for all times, the grains in Fig. 3b are represented 

correctly by Eqs. (3) only for short time spans showing deviating long-time behavior. These 

deviations are related to the scatter evident in Fig. 2a, which are related to the variations in the 

environment of each grain. 
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Growth history of individual boundary junctions 
 

Sudden variations in the environment of a grain caused by rearrangement events are reflected by 

a stochastic motion of individual grain features leading to a diffusion-like behavior of evolving 

grains [7]. This is demonstrated on the examples of triple and quadruple junctions of a three-

dimensional polycrystal that can be monitored easily during simulation of the coarsening. In 

Figure 4a the location of a triple junction in a 2D section as it changes with time is shown. The 

same highly discontinuous motion can also be found by in-situ real-time SEM observations as 

has been shown in Fig. 8 of [4] (compare also [5] page 505, [6, 8]). Figure 4b shows the 

temporal development of the three-dimensional coordinates of two associated quadruple points 

(marked by circles and squares, respectively) joined by a triple line plotted in projections. 

 

 
Figure 4. a – Location of a triple junction in a 2D section changing with time; b – Motion of two 

quadruple points (circles and squares) connected by a triple line showing x-z-coordinates (left) 

and x-y-coordinates (right); c – Distribution of mean square displacement for all quadruple 

junctions of the microstructure calculated after 50 time steps. 

 

Considering the quadruple junction motion in Figure 4b as a type of Brownian-like motion, the 

diffusivity-like stochastic parameter D of this random walk process can be calculated from the 

measurement of the mean square displacement msd according to Einstein’s equation [9] 
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where li with i = 1, 2, 3 are the coordinates of the quadruple junctions and 0ttt ��, . 

The distribution of the mean square displacement msd for all grains at t0 = 500 MCS for 

MCS 50�,t  is shown in Figure 4c, where the majority of the values lie between zero and 

approximately seven yielding an average value of 2MCU 2407.2�&'msd . Hence, the diffusivity 

follows from Eq. (4) to D = 0.007469 MCU
2
/MCS. 

 
 

Linking diffusivity and average growth rate 
 

According to the stochastic treatments of grain growth in Refs. [7, 10, 11] the diffusivity should 

be related to the average growth law Eq. (1), in particular, to its growth parameter b, because 
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both the smooth mean-field part and the stochastic part of the grain evolution equation contribute 

to the grain size distribution. Although b has also the dimension of diffusivity, both quantities D 

and b differ numerically—as shown by the Potts model simulation with D = 0.007469 

MCU
2
/MCS (Fig. 4c) and b = 0.2417 MCU

2
/MCS (Fig. 1b)—by more than an order of 

magnitude. In the following we derive a relationship between b and D by applying the Einstein 

relation Eq. (4) of individual stochastic grain motion in an analogue manner to the statistical 

coarsening process of the whole grain ensemble (cf. Fig. 5a). We assume that the deviation of the 

time development of individual grains from that of an average grain can be approximated as a 

three-dimensional stochastic process in real space, which is characterized by the same diffusivity 

as in Eq. (4). This implies that the average difference between the individual grain size R  and 

the average size &'R  at time t can be described by the mean square deviation 
 

tDRR ��&'�&' 622 ,                  (5) 
 

where the diffusivity D is the same as determined by Eq. (4) from grain boundary motion. The 

average values in Eq. (5) are defined by 
 

� � � �--�&' RtRFRtRFRR nn d,d, .         (6) 

 

With &'� RxR , � � � � � �xftgtRF �,  and btR �&' 2  according to Eq. (1) for long-time annealing 

we obtain the following relationship between the growth rate b and the diffusivity D [6], 
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where � �-
.

�&'
0

22 dxxfxx  is the second moment of the normalized scaled grain size 

distribution � �xf  and 1222 �&'�&'�&'� xxx  is its standard deviation.  

Eq. (7) is verified by using the second moment of the simulated grain size distribution � �xf  in 

Fig. 2b, 1.18562 �&'x , yielding the standard deviation 0.4309� . Together with D = 0.007469 

MCU
2
/MCS as calculated from the stochastic motion of individual quadruple junctions (cf. Eq. 

(4) and Fig. 4c) Eq. (7) yields for the average growth rate b = 0.2414 MCU
2
/MCS. This value is 

quasi identical compared to the b-value of the simulation (Fig. 1b: b = 0.2417 MCU
2
/MCS) 

yielding a perfect agreement between simulation and theory! 

 

If we consider according to [10, 11] three-dimensional grain growth as a stochastic process in the 

reduced one-dimensional parameter space of grain size R Eq. (5) corresponds a Gaussian random 

walk with drift, where the mean-square deviation is given by tDRR eff ��&'�&' 222
 with an 

effective diffusivity Deff = 3D. This approximation is well confirmed by comparison of the 

corresponding one-dimensional scaled Gaussian grain size distribution [9] 
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with the simulation results as shown in Fig. 2b for 4309.0/2 �� bDeff  from Eq. (7) with 

Deff = 3D = 0.022407 MCU
2
/MCS (compare Fig. 5b). Eq. (8) is normalized to one, fulfills the 

scaling requirement 1�&'x  (cf. [1, 2]) and has the second moment 22 1  ��&'x . 

 
Figure 5. a – Scheme of a grain with junction motion; b – Grain size distribution (crosses: 

simulation data; black curve: least-squares fit of Eq. (11) in [2]; dark grey curve: Gaussian 

distribution Eq. (8); light grey curve: Louat’s grain size distribution [10]). 

 

 

Conclusions 
 

In the present paper the growth history of individual grains and the stochastic motion of 

boundary junctions have been analyzed by means of Monte Carlo Potts model simulations and 

analytical results. A relationship between the average grain growth rate and the diffusivity of 

stochastic boundary junction motion was established and numerically verified. 
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