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Preface

In this volume we present the accepted contributions for the Third International Con-
ference on Future Data and Security Engineering (FDSE 2016). The conference took
place during November 23–25, 2016, in Can Tho City, Vietnam, at Can Tho University
of Technology, which is the first technical-oriented university in the Mekong Delta area.
The proceedings of FDSE are published in the LNCS series by Springer. Besides DBLP
and other major indexing systems, FDSE proceedings have also been indexed by Scopus
and listed in the Conference Proceeding Citation Index (CPCI) of Thomson Reuters.

The annual FDSE conference is a premier forum designed for researchers, scientists,
and practitioners interested in state-of-the-art and state-of-the-practice activities in data,
information, knowledge, and security engineering to explore cutting-edge ideas, pre-
sent and exchange their research results and advanced data-intensive applications, as
well as to discuss emerging issues on data, information, knowledge, and security
engineering. At the annual FDSE, the researchers and practitioners are not only able to
share research solutions to problems of today’s data and security engineering themes,
but also able to identify new issues and directions for future related research and
development work.

The call for papers resulted in the submission of 115 papers. A rigorous and peer-
review process was applied to all of them. This resulted in 27 full (including keynote
speeches) and two short accepted papers (acceptance rate: 25.2 %), which were pre-
sented at the conference. Every paper was reviewed by at least three members of the
international Program Committee, who were carefully chosen based on their knowl-
edge and competence. This careful process resulted in the high quality of the contri-
butions published within this volume. The accepted papers were grouped into the
following sessions:

– Big data analytics and cloud data management
– Internet of Things and applications
– Security and privacy engineering
– Data protection and data hiding
– Advances in authentication and data access control
– Access control in NoSQL and big data
– Context-based data analysis and applications
– Emerging data management systems and applications

In addition to the papers selected by the Program Committee, four internationally
recognized scholars delivered keynote speeches: “The Present and Future of Large-Scale
Systems Modeling and Engineering,” presented by Prof. Dirk Draheim from Tallinn
University of Technology, Estonia; “Internet of Things and Reasons Why It Is Becoming
a Reality,” presented by Prof. Cong-Duc Pham from the University of Pau, LIUPPA
Laboratory, France; “Knowledge Processing and Security Aspects for the Agricultural
Domain,” presented by Prof. Josef Küng from Johannes Kepler University Linz, Austria;



and “Study on the Difference of Ecological Cognition Between the Real Environment and
the Virtual Environment and Its Compensation,” presented by Prof. Kazuhiko Hamamoto
from Tokai University, Japan. Besides, we also organized tutorials from both academic
institutes as well as industrial sectors.

The success of FDSE 2016 was the result of the efforts of many people, to whom we
would like to express our gratitude. First, we would like to thank all authors who
submitted papers to FDSE 2016, especially the invited speakers for the keynotes and
tutorials. We would also like to thank the members of the committees and external
reviewers for their timely reviewing and lively participation in the subsequent dis-
cussion in order to select such high-quality papers published in this volume. Last but
not least, we thank Can Tho University of Technology, and the Faculty of Computer
Science and Engineering, HCMC University of Technology, for hosting and organizing
FDSE 2016.

November 2016 Tran Khanh Dang
Roland Wagner

Josef Küng
Nam Thoai

Makoto Takizawa
Erich Neuhold
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Incorporating Trust, Certainty and Importance
of Information into Knowledge Processing

Systems – An Approach

Markus Jäger(B), Trong Nhan Phan, Christian Huber, and Josef Küng

Faculty of Engineering and Natural Sciences (TNF),
Institute for Application Oriented Knowledge Processing (FAW),

Johannes Kepler University (JKU), Linz, Austria
{mjaeger,nphan,chuber,jkueng}@faw.jku.at

http://www.faw.jku.at

Abstract. The origin of data (data provenance), should always be mea-
sured or categorized within the context of trusting the source of data. Can
we be sure that the information we receive is trustworthy and reliable?
Is the source trustable? Is the data certain? And how important is the
received data the our current and next step of processing? We face these
questions in the context of knowledge processing systems by developing a
convenient approach to bring all these questions and values – trustability,
certainty, importance – into a computable, measurable, and comparable
way of expression. Not yet facing the question “How to compute trust or
certainty?”, but how to incorporate and process their measured values
in knowledge processing systems to receive a representative view on the
whole environment and its output.

Keywords: Trust · Certainty · Knowledge processing systems · Secu-
rity · Risk · Provenance · Reliability

1 Introduction

When using a system, that processes data from external sources, a good quality
of the data is not always ensured. It is important to know, how trustworthy
a source is and how certain its data is. In our approach, we present a way to
use and process values about trust of sources and certainty of data by taking
into account different importances of different inputs. We do not cover the way,
how trust and certainty are computed, we assume, that this step has been taken
before. With these values, we continue processing and compute representative
values of trust and certainty in knowledge processing systems.

The paper is structured as follows. In Sect. 2, we give some insight into related
work and show definitions for trust, security, risk, and provenance in the common
area. Section 3 presents our approach for incorporating trust and certainty into
knowledge processing systems – covering several questions concerning this topic
and giving a current view on our research. In Sect. 3.2, we transact the approach
c© Springer International Publishing AG 2016
T.K. Dang et al. (Eds.): FDSE 2016, LNCS 10018, pp. 3–19, 2016.
DOI: 10.1007/978-3-319-48057-2 1



4 M. Jäger et al.

into practice by defining the scopes of trust, certainty, and importance, and try-
ing to give some options for further calculation to use these values in knowledge
processing systems. In Sect. 4, we show examples of applying the approach on
fictitious scenarios. The application of the approach in a real world scenario is
shown in 4.3. Summing up in Sect. 5, we hope to give a complete view on our
developed approach.

2 Definitions of Security, Risk, Trust and Provenance

2.1 Security

In our context, security mainly refers to computer security (protection of IT
systems, information systems, protection of hard- and software, prevention of
undesired intruders, etc.) and information security. “Security is the degree of
protection against danger, damage, loss, and crime.” [1].

The conclusion of our past researches and further researches (like [2]) is that
cloud security cannot be established in the way as it should be or as we wish,
because the responsibility of security and safety always is the business of the
owner and provider of the cloud services. These are environment constraints
which are unchangeable.

2.2 Risk

Risk in general addresses the potential of losing something with a special personal
value. It is also seen as an intentional interaction with uncertainty, where the
outcome is hard to predict [1].

Rousseau et al. [3] say, that “Risk is the perceived probability of loss, as inter-
preted by a decision maker [...]. The path-dependent connection between trust and
risk taking arises from a reciprocal relationship: risk creates an opportunity for
trust, which leads to risk taking.”

Relating to information technology or information processing systems, risk
can also be categorized as IT risk. This area of risk is a wide area of possible
incidents, where a loss of values can occur in many different ways. This does not
refer to the term uncertainty.

2.3 Trust

“In a social context, trust has several connotations. Definitions of trust typically
refer to a situation characterized by the following aspects: One party (trustor) is
willing to rely on the actions of another party (trustee); the situation is directed to
the future. In addition, the trustor (voluntarily or forcedly) abandons control over
the actions performed by the trustee. As a consequence, the trustor is uncertain
about the outcome of the other’s actions; they can only develop and evaluate
expectations. The uncertainty involves the risk of failure or harm to the trustor
if the trustee will not behave as desired.” [1]



Incorporating Trust, Certainty and Importance of Information 5

It always depends on the specific environment and field of research and appli-
cation, what is understood by the term “Trust”.

In one of our last publications, we raised an issue about trusting in technology,
especially in smart home systems, whereas everybody’s personal security and
safeness can be touched in a very sensitive way [4].

The three main types of applicable trust after Rousseau et al. [3] are (1) trust-
ing beliefs, (2) trusting intentions, and (3) trusting behaviours, where these three
types are connected to each other: “1. Trusting beliefs means a secure conviction
that the other party has favorable attributes (such as benevolence, integrity, and
competence), strong enough to create trusting intentions. 2. Trusting intentions
means a secure, committed willingness to depend upon, or to become vulnerable
to, the other party in specific ways, strong enough to create trusting behaviors.
3. Trusting behaviors means assured actions that demonstrate that one does in
fact depend or rely upon the other party instead of on oneself or on controls.
Trusting behavior is the action manifestation of willingness to depend. Each of
these generic trust types can be applied to trust in IT. Trusting behavior-IT
means that one securely depends or relies on the technology instead of trying to
control the technology.”

Another point of view is the similarity of trusting people and trusting tech-
nology, especially information technology, where the main difference is within
the application of trust in the specific area. We highly recommend reading the
paper “Trust in Information Technology” from D. Harrison McKnight [5].

Another very interesting publication about trust in information sources is
given by Hertzum et al. [6] in “Trust in information sources: seeking information
from people, documents, and virtual agents”. They compare the notion of trust
between people and virtual agents, based on two empirical studies. The testimo-
nials were software engineers and users of e-commerce systems. Some relational
aspects concerning trust in the industrial marketing and management sector can
be found in “Concerning trust and information” from Denize et al. [7].

A very good approach for measuring trust is given in “An Approach to Eval-
uate Data Trustworthiness Based on Data Provenance” [8].

2.4 Provenance

When we come into trust concerning trusting in data and trusting the sources of
data, the term “Data Provenance” comes into account. It means the origin and
complete processing history of any kind of data. A quite good introduction and
overview can be found in “Data provenance – the foundation of data quality”
[9] and in “Data Provenance: Some Basic Issues” [10]: “We use the term data
provenance to refer to the process of tracing and recording the origins of data and
its movement between databases.” and “It is an issue that is certainly broader
than computer science, with legal and ethical aspects.”

Several problems concerning data provenance are covered in “Research Prob-
lems in Data Provenance” [11].
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3 Developing a Convenient Approach

3.1 Introduction and Open Issues

We are currently developing a convenient approach for incorporating trust
and certainty values into knowledge processing systems. The main principle is
explained as follows. The main subjects in our approach are:

– any Source (S), which is providing information to an environment; there can
be multiple sources in an environment;

– any Data (D)1, which is provided by one Source – for our model, every Source
usually provides one data, but also can provide more data;

– any Knowledge Processing System (KPS), which is processing data from one
or more sources – each KPS itself is producing new data as output, in our
model, every KPS produces only one output.

Fig. 1. Introduction to our approach.

The source is not yet specified more precise. It provides any data, not impor-
tant which type of data – can be a whole database as well as a single text file
or a data value. Details about the knowledge processing system are also not
1 In our work, we combine the data and information layer, referring to the Data-

Information-Knowledge-Wisdom (DIKW) architecture in [12] from Russell Lincoln
Ackoff, so data has the role of information and belongs to the information layer.
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important – it is any system using the provided data from the existing sources,
processing the data and giving a new output of data. To have computable and
usable values in our approach, computation of these different values from existing
input data is needed. The main values in our approach are:

– Trust value (T) of source (S);
– Certainty value (C) of data (D);
– Importance value (I) of data (D), decided by the current knowledge processing

system (KPS) for the current step of computation.

To go into further description of our approach, we have to introduce T, C
and I and their relevance. Trust T is a value on how trustable your source is. You
always have to see your system (sources / data / knowledge processing systems)
as a whole environment, so the trust for a specific source should always be the
same for this source.

Certainty C tells how reliable, confident or steady the provided data is. There
exist many literature and research work about certainty and believability on
knowledge based systems. We do not go into further handling of the questions
“How to determine a value for trust T for a specific source?” or “How to deter-
mine a value for certainty C for specific data?”. These questions have to be
handled in further work.

Fig. 2. Details on our approach.
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The importance I belongs to the data but is defined by the KPS for every
data separately – see Fig. 1. The reason for this is quite simple: in the KPS,
some computations are made with all the input data and the system itself has
to decide, which data is how important for it in this specific context (we assume
that in every KPS, there is only one main usage of all the input respectively one
computation which produces one output: another data D).

At this point, it is still open how the values for T, C, and I are defined and
what their scopes will be. There is also unclear, how trust T is determined for
a specific source and how the knowledge processing system decides on impor-
tance I for the data. To decide over certainty C, there are many approaches (as
written before), but so far unclear is, how to put the certainty in a value for
our new approach. There is also the question of what the scope of values will
be and if there is normalization needed after calculation. For example, we pro-
pose values between 0 and 1 for certainty C and trust T, probably a three-step
approximation for the importance I (e.g. 0.5 for unimportant, 1.0 for neutral,
and 1.5 for important values). If the calculated new values (Tnew, Cnew) reach
scopes beneath 1.0, the values have to be normalized for further usage (e.g. in
a multiple-step system, where several knowledge processing systems are calcu-
lating T, C, and I values multiple times). We also assume, that C and T can be
both dependent and independent, which needs to be defined – see the arrow in
Fig. 1.

At the next step, we have to discuss about the continuation of processing
T, C, and I. When there is a model of application or calculation, the new output
value of C has to be re-applied on trust – because if the knowledge processing
system generates an output which is used again, you have to consider a new
trust value for this output. A non-trivial problem, because how do you measure
or determine the trustworthiness of your knowledge processing system? Is it
trustable because it is a known knowledge processing system in a controlled
environment? If it is an internal part of the overall system, you might assume
that you can trust this source, but (as seen in Fig. 2) the initial values can come
from an external source, where the trustworthiness is not guaranteed.

There also arises the question of handling trust values in general for internal
and external sources, and it has to be considered, that there should always be the
same trust values for the same external/internal source – but it can be possible,
that one source gains higher trust over time (e.g. when the values are continuous
and recognized as stable and certain).

An approach for data provenance and measuring believablity of data that
goes in a quite similar direction, but does not cover the usage in knowledge
processing or knowledge based systems, can be found in [13].

In the next subsection, we transact the approach into practice by defining
scopes and calculation and answering several of the arisen questions.
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3.2 Scopes and Calculation

We are now making an attempt of concretizing the model described above by
answering some of the questions and fixing the scopes of possible values as fol-
lows:

– Trust T of source S, for each S, has to be greater than 0 and less or equal
than 1, where each value of T for each S has to be the same (if used multiple
times) – a higher value represents higher trust:

0 < T ≤ 1 (1)

– Certainty C of data D, for each D, has to be greater than 0 and less or equal
than 1, where each value of C for each D has to be the same (if used multiple
times) – a higher value represents higher certainty:

0 < C ≤ 1 (2)

– Importance I of data D, decided by the KPS, is staggered:
• 0.5 for values which are not very important;
• 1.0 for regular values, where no special impact on importance is given;
• 1.5 for very important values, concerning the current data processing.

I = 0.5 | 1 | 1.5 (3)

Note: Regarding the current step of processing in the KPS for example: if data
Di is given the importance 1.5, there also has to be another data Dj with an
importance of 0.5. So, there always have to be the same number of importance
weighted D with 0.5 and with 1.5. The importance of 1.0, in fact, does not
affect the current step of processing. This constraint guarantees avoiding an
overestimation of grading input data too often as “very important”, which would
result in a deferral of representativeness of the output values.

Note: For this model it is necessary, that the input values of T and C are initial-
ized like defined in (1) and (2). We do not give an answer on “How to calculate
T and C?” - it is assumed, that this step has been taken before, (as written in
Sect. 2, a very good approach for measuring trust is given in [8].

We now define the formulas for processing new T and C values as outcome
of a KPS. This is the arithmetical average of the input T or C weighted with
the current I for each D.

Tnew =
1
n

n∑

i=1

(Ti × Ii) (4)

Formula 4: Calculating Tnew over all T1−n related to I1−n.

Cnew =
1
n

n∑

i=1

(Ci × Ii) (5)

Formula 5: Calculating Cnew over all C1−n related to I1−n.
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3.3 Alternative Aggregation Functions

In our research several other methods to calculate Tnew and Cnew have been
discussed. For example the following functions are also possible for calculation:
(Note: in the Eqs. 6–11, Tnew and Ti can always be substituted with Cnew and
Ci to get the corresponding formulas, as our current intention is to compute
Tnew and Cnew in the same manner).

Tnew =
1
n

n∑

i=1

Ti (6)

Tnew =
n∑

i=1

(Ti ∗ Ii) (7)

Tnew =
1
n

n∏

i=1

(Ti + Ii) (8)

Tnew =
1
n

n∏

i=1

Ti (9)

Tnew =
n∏

i=1

(Ti + Ii) (10)

Tnew = min
n

(Ti) (11)

For a first approach we use the aggregation functions 4 and 5 in the following
sections, for now. The motivation for this is, that the decision of the finally used
functions in the complete developed approach has not been taken.

Interpretation of general results: In our approach, there are currently no defined
thresholds for the values. As the outcome of Tnew and Cnew can be seen as
percentage-values, the interpretation of these values is free for every user. Of
course, higher percentage means better trust and certainty.

4 Test-Scenarios

4.1 Simple Scenario

The following example relies on the provided model and formulas in Sect. 3.2.
Introducing four sources (S1 to S4) with different trust values (T1 to T4), each
providing one data (D1 to D4) with different certainty values (C1 to C4) for one
knowledge processing system (KPSA), which weights the different importances
(I1 to I4). The values are listed in Table 1 as follows:

The application of the formulas 4 and 5 are leading to the following results:

Tnew =
0.8 × 1 + 0.4 × 1.5 + 0.9 × 0.5 + 0.2 × 1

4
=

2.05
4

= 0.5125 (12)

Cnew =
0.9 × 1 + 0.2 × 1.5 + 0.2 × 0.5 + 0.7 × 1

4
=

2
4

= 0.5 (13)
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Table 1. Initial values of T, C and I for a simple scenario.

S1: T1 = 0.8 D1: C1 = 0.9 KPSA: I1 = 1.0

S2: T2 = 0.4 D2: C2 = 0.2 KPSA: I2 = 1.5

S3: T3 = 0.9 D3: C3 = 0.2 KPSA: I3 = 0.5

S4: T4 = 0.2 D4: C4 = 0.7 KPSA: I4 = 1.0

Fig. 3. Simple Test Scenario.

Evaluation of Simple Scenario: As seen in Fig. 3 and in the calculation
above, the outcome of Tnew and Cnew are very representative, regarding the
input values, which were chosen well balanced (the mixture of T and C values
was chosen in a way, where all possible situations are represented with four
inputs: high/low T with high/low C and each reversed).

To describe the model in detail: the most impact on the final score is given
through S2 because of its weighting by I2 = 1.5 – both T and C values from this
source are very low (0.4 and 0.2), which affects the final score in a meaningful
way. The highest trust is provided by S3, but because of its low importance in
the current processing step, it does not affect the result that much (in fact, only
1/3 as hard as S2 does). The remaining trust values from S1 and S3 are quite
an average of impact, because their weighted value is 0.5. The same situation
counts for the certainty values C in this scenario. This is the reason for the very
mean outcome of Tnew = 0.5125 and Cnew = 0.5.

We know, that an application of our model in such a small use case shown here
is only the representation of simple reality. Most of the time, various processing
steps occur in multiple knowledge processing systems. We go into a more realistic
application in the next subsection.
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4.2 Advanced Scenario

For our advanced scenario, we are introducing six sources (S1 to S6) with different
trust values (T1 to T6), each providing one or two data (D11, D12, D2, D31, D32,
D4, D51, D52, and D6) with different certainty values (C11, C12, C2, C31, C32, C4,
C51, C52, and C6) for multiple knowledge processing systems (KPSA to KPSE),
which weight the different importance.

KPSA−C are working only with Data from sources S1−6, so the T and C
values are given. KPSD is working with Data from Source S1 and KPSA,B and
KPSE is processing only output values from KPSB,C,D (no initial sources) –
so the calculation of T and C of KPSD and KPSE depend on the calculations
of KPSA,B,C , because they receive (most of) their input T and C values from
previous processing steps. An overview over the advanced scenario including the
calculated values is shown in Fig. 4 at the end of this section. The values for the
first calculation step are listed in Table 2 as follows:

Table 2. Initial values of T, C & I for an advanced scenario.

S1: T1 = 1.0 D11: C11 = 0.9 KPSA: IA1 = 0.5

S2: T2 = 0.4 D2: C2 = 0.3 KPSA: IA2 = 1.0

S3: T3 = 0.8 D31: C31 = 0.8 KPSA: IA3 = 1.5

D32: C32 = 0.5 KPSB : IB1 = 1.0

S4: T4 = 0.2 D4: C4 = 0.2 KPSB : IB2 = 1.5

S5: T5 = 0.5 D51: C51 = 1.0 KPSB : IB3 = 0.5

D52: C52 = 0.7 KPSC : IC1 = 1.0

S6: T6 = 0.9 D6: C6 = 1.0 KPSC : IC2 = 1.0

Because of the fictional character of this scenario (with no detailed infor-
mation about the involved knowledge processing systems), all values are chosen
freely – especially the importance values are picked in a way to show the prac-
ticability as much as possible.

With these input values, we are able to compute trust and certainty values
for the output data of KPSA−C in a first step with the formulas 4 and 5, similar
to the simple scenario in the previous section:

TA =
1 × 0.5 + 0.4 × 1 + 0.8 × 1.5

3
=

2.1
3

= 0.7 (14)

CA =
0.9 × 0.5 + 0.3 × 1 + 0.8 × 1.5

3
=

1.95
3

= 0.65 (15)

TB =
0.8 × 1 + 0.2 × 1.5 + 0.5 × 0.5

3
=

1.35
3

= 0.45 (16)
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CB =
0.5 × 1 + 0.2 × 1.5 + 1 × 0.5

3
=

1.05
3

= 0.35 (17)

TC =
0.5 × 1 + 0.9 × 1

2
=

1.4
2

= 0.7 (18)

CC =
0.7 × 1 + 1 × 1

2
=

1.7
2

= 0.85 (19)

To give a structured way of progress, we accumulate the calculated values in
Table 3, for the ongoing process of calculating the output of KPSD and KPSE .
Note, that KPSA, KPSB , and KPSC act as new/additional sources for the ongo-
ing calculations.

Table 3. Calculated values and initial values for processing output of KPSD.

S1: T1 = 1.0 D12: C12 = 0.80 KPSD: ID1 = 0.5

KPSA: TA = 0.7 DA: CA = 0.65 KPSD: ID2 = 1.0

KPSB : TB = 0.45 DB : CB = 0.35 KPSD: ID3 = 1.5

With these calculated values, we can now progress calculating the scenario
by computing the values for KPSD.

TD =
1 × 0.5 + 0.7 × 1 + 0.45 × 1.5

3
=

1.875
3

= 0.625 (20)

CD =
0.8 × 0.5 + 0.65 × 1 + 0.35 × 1.5

3
=

1.575
3

= 0.525 (21)

The important values for calculating the output of KPSE are shown in Table 4:

Table 4. Values for final processing step.

KPSC : TC = 0.70 DC : CC = 0.85 KPSE : IE1 = 1.0

KPSD: TD = 0.625 DD: CD = 0.525 KPSE : IE2 = 1.0

With these calculated values, we can now progress finishing the scenario by
computing the values for KPSD and KPSE , where KPSE generates the final
output values of this scenario.

TE =
0.625 × 1 + 0.7 × 1

2
=

1.325
2

= 0.6625 (22)

CE =
0.525 × 1 + 0.85 × 1

2
=

1.375
2

= 0.6875 (23)

The results of this advanced scenario are:

– Trust TE of KPSE is computed with 0.6625
– Certainty CE of DE is computed with 0.6875
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Fig. 4. Advanced Test Scenario.

Evaluation of Advanced Scenario. Here, the highest impact in the whole
calculation concerning trust the sources S3 and S4 have because of their high
importance in KPSA and KPSB as well as in the further calculation step in
KPSD. Concerning certainty, the low value of C4 = 0.2 takes into account in this
model, as its importance is rated with 1.5.

If you represent the final results in a normalized way, you can interpret them
with TE = 66.25 % and CE = 68.75 % which can be seen as a good representa-
tional view on the whole systems’ trust and certainty outcome, similar represen-
tative as the outcome in the simple scenario.

4.3 Application in a Real World Scenario

In this subsection, we present the application of our approach on a real world
scenario, which we used in our current research- and project work.

Disease Pressure Model. We are now referring to the DPM (Disease Pressure
Model, used in the Project CLAFIS [14]) for calculating an accurate (daily) risk
value, how certain a specific disease outbreak for a specific field can be. The DPM
is sketched in Fig. 5, where also the explanation of the single parts is given, as
well as the description of the used functions.

The DPM uses input values from a FMIS (farm management information sys-
tem) where information like this year’s crop, last year’s crop and the used tillage
method are stored. The needed weather data comes from (several) weather sta-
tions, where information like temperature, relative humidity, amount of rainfall
and wind speed is gathered.

We chose the DPM because it is used in a current project, we are working on.
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Fig. 5. Disease Pressure Model (DPM) – sketched.

Application of Approach on DPM. We now apply our approach on the
model of DPM. The whole process of calculation can be seen in Fig. 6, the initial
values, which are intentional an fictitious, for the first steps of calculation are
listed in Table 5.

Table 5. Initial values of T, C and I for calculating F1, F2, F4, F5, and F6.

TFMIS = 1 CCp = 0.8 F1: IF1−Cp = 1

CTi = 0.9 F1: IF1−Ti = 1

CCs = 0.8 F2: IF2−Cs = 1

TWeatherStation1 = 0.9 CT = 0.9 F4: IF4−T = 0.5

F6: IF6−T = 0.5

F5: IF5−T = 1

CRh = 0.8 F4: IF4−Rh = 1.5

F6: IF6−Rh = 0.5

F5: IF5−Rh = 1

TWeatherStation2 = 0.7 CR = 0.7 F5: IF5−R = 0.5

CWs = 0.8 F4: IF5−Ws = 1.5
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The application of the formulas 4 and 5 are leading to the following results
of trust (TF1, TF2, TF4, TF5, TF6) and certainty (CDF1, CDF2, CDF4, CDF5,
CDF6):

TF1 = 1 TF2 = 1 (24)
CDF1 = 0.85 CDF2 = 0.8 (25)
TF4 = 0.9 TF6 = 0.9 TF5 = 0.8 (26)

CDF4 = 0.825 CDF6 = 0.875 CDF5 = 0.8125 (27)

As a step in between, we have to calculate the outcome of FBase, to be able to
process the final calculations. The needed input values for FBase are listed in
Table 6.

Table 6. Values for calculating the outcome of FBase.

TF1 = 1 CDF1 = 0.85 FB: IFB−DF1 = 1

TF2 = 1 CDF2 = 0.8 FB: IFB−DF2 = 1

TFB = 1 CDFB =
0.85 + 0.8

2
= 0.825 (28)

With the calculation of trust and certainty of FBase, F4, F6, and F5, we are
now able to continue the scenario.

Table 7. Values for calculating the outcome of FDaily.

TFB = 1 CDFB = 0.825 FD: IFD−DFB = 1.5

TF4 = 0.9 CDF4 = 0.825 FD: IFD−DF4 = 1

TF6 = 0.9 CDF6 = 0.875 FD: IFD−DF6 = 1

TF5 = 0.8 CDF5 = 0.8125 FD: IFD−DF5 = 0.5

With the calculated values, we now can finish the scenario by measuring the
outcome of trust TFD and certainty CDFD of the function FDaily. The needed
values for calculating FDaily are listed in Table 7.

TFD =
1 × 1.5 + 0.9 × 1 + 0.9 × 1 + 0.5 × 0.8

4
=

3.7
4

= 0.925 (29)

CDFD =
0.825 × 1.5 + 0.825 × 1 + 0.875 × 1 + 0.8 × 0.5

4

=
3.34375

4
= 0.8359375 = 0.836 (30)
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Fig. 6. Approach with DPM.

Evaluation of DPM. The DPM model is a quite satisfying scenario for
our approach, because the sources are “under our control”, which means,
that these sources are highly trustable (TFMIS = 1, TWeatherStation1 = 0.9,
TWeatherStation2 = 0.7 – well, the chosen trust value of TWeatherStation2 is for
a better variation in our model – in fact, in real it would be similar high as
TWeatherStation1) and the provided data can convince with a high certainty,
because the values in the FMIS are entered by the person who controls the
FMIS (most of the time the farmer himself) and the provided data from the
weather stations should be very accurate.

The most important step in the calculation of the DPM is the providing of
the base risk, where the outcome of FBase is very good for further calculations:
TFB stays on the highest possible value with 1 and the certainty of CDFB = 0.825
is also a very good indicator for FDaily. Particularly because of the importance
of FBase in FDaily IFD−DFB = 1.5, its affection is quite high on the last step of
calculation.

With the outcome of FDaily with TFD = 0.925 and the certainty
CDFD = 0.836 of FDaily’s produced output DFD, we can sum up, that the DPM
is producing quite trustable and certain values. If the values should be repre-
sented in a normalized way, you can interpret TFD = 92.5 % and CDFD = 83.6 %
which are quite high and good values for trust and certainty in a system, where
these values are important.

Note: as seen in Fig. 6, there is an area in grey: the values of function F3,
which are the same as from FDaily would come into account as an input for the
calculation of FDaily itself. As recursion is not yet covered in our approach, we
do not consider the function F3 in this work and in the calculation of trust and
certainty values in the DPM, but there will be a consideration of recursion in
further research work by improving our approach.
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5 Summary

We addressed the question of how to determine trust- and certainty-values of an
output of a KPS, when different trust- and certainty-values for the input data
are given.

We showed a first solution on a simple and advanced example as well as on a
real world scenario, the disease pressure model (DPM). The results are realistic
and the computed values are promising.

Further steps like analyzing runtime-complexity, proof of non-converging,
evaluation of usage of the approach, experiments and testing the approach on
several more realistic multi-step scenarios and their evaluation will be done in
further work, as well as the evaluation of more complex aggregation functions,
probably incorporating statistical distributions of trust and certainty values.
Also the step of considering recursion in the approach will be observed, and
the facing of questions like “Is staggering of I needed?” and “Are T and C
(in)dependent?”.

A philosophical element which has to be discussed is the following: “Is it in
principle allowed to alter a trust value according to its importance?” Interpreting
and naming it as influence probably would make less problems in this aspect.

Our aim is to develop an overall approach for incorporating trust-, certainty-
and importance/influence values to gain a complete model for calculating rep-
resentative values in knowledge processing systems. The approach then can also
be applied to all other types of processing systems.
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Abstract. In this paper, we propose an incremental parallel support
vector machines (SVM) training with stochastic gradient descent (SGD)
for dealing with the very large number of images and large-scale multi-
class on standard personal computers (PCs). The two-class SVM-SGD
algorithm is extended in several ways to develop the new incremental
parallel multi-class SVM-SGD in large-scale classifications. We propose
the balanced batch SGD of SVM (BBatch-SVM-SGD) for trainning two-
class classifiers used in the one-versus-all strategy of the multi-class prob-
lems and the incremental training process of classifiers in parallel way on
multi-core computers. The numerical test results on ImageNet datasets
show that our algorithm is efficient compared to the state-of-the-art
linear SVM classifiers in terms of training time, correctness and memory
requirements.

Keywords: Large-scale multi-class image classification · Incremental
training · Support vector machines (SVM) · Stochastic gradient descent
(SGD)

1 Introduction

The classification of images is one of the most important research topics in com-
puter vision and machine learning. The purpose of the image classification is
to automatically assign predefined categories to images. Its applications include
handwriting character recognition, zip code recognition for postal mail sorting,
numeric entries in forms filled up by hand, fingerprint recognition, face recogni-
tion, auto-tagging images and so on. The image classification task involves the
main steps as follows: extracting features and building code-book, training clas-
sifiers. The popular systems of image classification (first publications [1,2]) for
representing images use the Scale-Invariant Feature Transform method (SIFT
[3,4]), the Bag-of-visual-Words representation model (BoW). The SIFT algo-
rithm is to detect and describe local features in images which are invariant to
image scale, rotation and also robust to changes in illumination, noise, occlusion.
And then, k-means algorithm [5] performs the clustering task on descriptors to
c© Springer International Publishing AG 2016
T.K. Dang et al. (Eds.): FDSE 2016, LNCS 10018, pp. 20–39, 2016.
DOI: 10.1007/978-3-319-48057-2 2
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form visual words from the local descriptors. The representation of the image for
classification is the bag-of-words is constructed from the counting of the occur-
rence of words in a histogram like fashion. The step of the feature extraction and
the BoW representation leads to datasets with very large number of dimensions
(e.g. thousands of dimensions). The SVM algorithms [6] are suited for deal-
ing with very-high-dimensional datasets. In spite of the accurate classification
models, SVMs are not favorable to handle the challenge of large datasets. SVM
solutions are obtained from quadratic programming, so that the computational
cost [7] is at least square of the number of training datapoints and the memory
requirement making SVM impractical.

The effective heuristics to improve SVM learning task are to divide the orig-
inal QP into series of small problems [7,8]. Incremental learning [9–12] try to
update solutions in growing training set. The other techniques include paral-
lel and distributed learning on PC network [13,14], on graphics processing units
[15] or choosing active set [16–18] for learning, ensemble-based [19], local learning
[20–22], using the stochastic gradient descent for large scale linear SVM solvers
[23–27]. However, these proposed algorithms are difficult to deal with large-scale
multi-class image datasets on PCs (e.g. Caltech with 101 classes [28], Caltech
with 256 classes [29] having hundreds of classes, and ImageNet dataset [30] with
more than 14 million images in 21,841 classes). It yields huge classification chal-
lenges of very-high-dimensional and large-scale multi-class image datasets. For
scaling-up the training in practice, the data is first transformed by a nonlinear
mapping induced by a particular kernel and then the efficient linear classifiers
are trained on the mapping space [30]. Furthermore, the comparative study in
[31] shows that the training of a linear SVM is about 600 times faster than the
training of a non-linear one with the same accuracy.

This challenge motivates us to study an efficient incremental linear SVM
training for dealing with the very large number of images and large-scale multi-
class on standard personal computers (PCs). We propose the extensions of the
stochastic gradient descend (SGD [23,24]) for two-class SVM to develop the new
incremental parallel multi-class SVM-SGD for efficiently classifying large image
datasets into many classes. Our contributions include:

1. the balanced batch stochastic gradient descend of support vector machine
(BBatch-SVM-SGD) for very large number of classes,

2. the incremental training process of classifiers in parallel way on multi-core
computers.

The numerical test results on ImageNet datasets [30] show that our algorithm
is efficient compared to the state-of-the-art linear SVM classifiers in terms of
training time, correctness and memory requirements.

The remainder of this paper is organized as follows. Section 2 briefly presents
the SGD algorithm for two-class SVM problems. Section 3 describes how to
extend the two-class SVM-SGD to develop the new incremental parallel multi-
class SVM-SGD for efficiently classifying large image datasets into many classes.
Section 4 presents evaluation results, before the conclusions and future work in
Sect. 5.
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2 Stochastic Gradient Descent for Binary Classification
of Support Vector Machines

2.1 Support Vector Machines for Binary Classification

Let us consider a linear binary classification task, as depicted in Fig. 1. The
dataset D consists of m datapoints {x1, x2, . . . , xm} in the n-dimensional input
space Rn, having corresponding labels {y1, y2, . . . , ym} being ±1. For this clas-
sification problem, the SVM algorithms [6] try to find the best separating plane
(denoted by the normal vector w ∈ Rn and the scalar b ∈ R), i.e. furthest
from both class +1 and class −1. It is accomplished through the maximization
of the margin (or the distance) between the supporting planes for each class
(x.w − b = +1 for class +1, x.w − b = −1 for class −1). The margin between
these supporting planes is 2/‖w‖ (where ‖w‖ is the 2-norm of the vector w).
Any point xi falling on the wrong side of its supporting plane is considered to be
an error, its error distance denoted by zi ≥ 0. Therefore, SVM has to simultane-
ously maximize the margin and minimize the error. The standard SVM pursues
these goals with the quadratic programming (1).

min Ψ(w, b, z) =
1
2
‖w‖2 + C

m∑

i=1

zi

s.t. : yi(w.xi − b) + zi ≥ 1
zi ≥ 0 (1)

where the positive constant C is used to tune errors and margin size.
The plane (w, b) is obtained by solving the quadratic programming (1). Then,

the classification of a new datapoint x based on the plane is:

predict(x) = sign(w.x − b) (2)

Fig. 1. Linear separation of the datapoints into two classes
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SVM can use some kernel functions (e.g. a polynomial function of degree
d or a Radial Basis Function) for dealing with non-linear classification tasks.
More details about SVM and others kernel-based learning methods can be found
in [32].

The study in [7] illustrated that the computational cost requirements of the
SVM solutions in (1) are at least O(m2) (where m is the number of training
datapoints), making standard SVM intractable for large datasets.

2.2 Stochastic Gradient Descent for Binary Classification of SVM

We can reformulate the SVM problem in quadratic programming (1) in an uncon-
straint problem. We can ignore the bias b without generality loss. The constraints
yi(w.xi) + zi ≥ 1 in (1) are rewritten as follows:

zi ≥ 1 − yi(w.xi) (3)

The constraints (3) and zi ≥ 0 are rewritten by the hinge loss function:

zi = max{0, 1 − yi(w.xi)} = L(w, [xi, yi]) (4)

Substituting for zi = L(w, [xi, yi]) from the constraint in terms of w into the
objective function Ψ of the quadratic programming (1) yields an unconstrained
problem (5):

min Ψ(w, [x, y]) =
λ

2
‖w‖2 +

1
m

m∑

i=1

L(w, [xi, yi]) (5)

And then, [23,24] proposed the stochastic gradient descent method to
solve the unconstrained problem (5). The stochastic gradient descent for SVM
(denoted by SVM-SGD) updates w on T epochs with a learning rate η. For
each epoch t, the SVM-SGD uses a single randomly received datapoint (xi, yi)
to compute the sub-gradient ∇tΨ(w, [xi, yi]) and update wt+1 as follows:

wt+1 = wt − ηt∇tΨ(w, [xt, yt]) = wt − ηt(λwt + ∇tL(w, [xt, yt])) (6)

∇tL(w, [xt, yt]) = ∇tmax{0, 1 − yt(w.xt)} =

{−ytxt if yt(w.xt) < 1
0 otherwise

(7)

The SVM-SGD using the update rule (6) is described in Algorithm 1.
As mentioned in [23,24], the SVM-SGD algorithm quickly converges to the

optimal solution due to the fact that the unconstrained problem (5) is convex
optimization problems on very large datasets. The algorithmic complexity of
SVM-SGD is linear with the number of datapoints. An example of its effective-
ness is given with the classification into two classes of 780 000 datapoints in
470000-dimensional input space in 2 s on a PC and the test accuracy is similar
to standard SVM.
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Algorithm 1. SVM-SGD algorithm for binary classification
input :

training dataset D
positive constant λ > 0
number of epochs T

output:
hyperplane w

1 begin
2 init w1 = 0
3 for t ← 1 to T do
4 randomly pick a datapoint [xt, yt] from training dataset D
5 set ηt = 1

λt

6 if (yi(wt.xi) < 1) then
7 wt+1 = wt − ηt(λwt − yixi)
8 else
9 wt+1 = wt − ηtλwt

10 end

11 end
12 return wt+1

13 end

3 Incremental Parallel SVM-SGD for Large-Scale
Multi-class

The original SVM algorithms are only able to deal with two-class problems.
There are several extensions of a two-class SVM solver for multi-class (c classes,
c ≥ 3) classification tasks. The state-of-the-art multi-class SVMs are categorized
into two types of approaches. The first one is to consider the multi-class problem
in an optimization problem [33–35]. The second one is to decompose multi-class
into a series of binary SVMs, including one-versus-all [6], one-versus-one [36],
Decision Directed Acyclic Graph and hierarchical methods for multi-class SVM
[37–39] (hierarchically partitioning the data into two subsets).

In practice, the most popular methods are One-Versus-All (ref. LIBLINEAR
[40]), One-Versus-One (ref. LibSVM [41]) and are due to their simplicity. The
One-Versus-All strategy builds c different binary SVM models where the ith

one separates the ith class from the rest, illustrated in Fig. 2. The One-Versus-
One strategy constructs c(c1)/2 binary SVM models for all the binary pairwise
combinations of the c classes, illustrated in Fig. 3. The class is then predicted
with the largest distance vote.

When dealing with very large number of classes, e.g. c = 1, 000 classes,
the one-versus-one strategy is too expensive because it needs training 499, 500
of binary classifiers and using them in the classification (compared to 1, 000
binary models learned by the one-versus-all strategy). Therefore, the one-versus-
all strategy is suited for this case. And then, our multi-class SVM-SGD algorithm
also use the one-versus-all approach to train independently c binary classifiers.
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Fig. 2. Multi-class SVM (One-Versus-All)
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Fig. 3. Multi-class SVM (One-Versus-One)

Therefore, the multi-class SVM-SGD algorithm using one-versus-all leads to the
two problems:

1. the SVM-SGD algorithm deals with the imbalanced datasets for building
binary classifiers,
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2. the SVM-SGD algorithm also takes very long time to train very large number
of binary classifiers in sequential mode using a single processor,

3. furthermore, loading the whole large training dataset into memory requires
very large memory capacity.

Due to these problems, we propose three ways for creating the new incremen-
tal parallel multi-class SVM-SGD algorithm (denoted by Incr-Par-MC-SVM-
SGD) being able to handle the very large number of datapoints and large-scale
multi-class on standard personal computers (PCs) in the high speed. The first
one is to build balanced batch binary classifiers with under-sampling strategy.
The second one is to parallelize the training task of all binary classifiers with
several multi-core machines. The last one is the incremental learning of parallel
multi-class SVM-SGD that avoids loading the whole large training dataset into
memory.

3.1 Balanced Batch of Binary SVM-SGD Classifier

In the one-versus-all approach, the learning task of binary SVM-SGD classifier
is try to separate the ith class (positive class) from the c − 1 others classes
(negative class). For very large number of classes, this leads to the extreme
unbalance between the positive and the negative class. The problem of binary
SVM-SGD comes from line 4 of Algorithm 1. Let us consider a classification
problem with 1, 000 classes, the probability for a positive datapoint sampled is
very small (about 0.001) compared with the large chance for a negative datapoint
sampled (e.g. 0.999). And then, the binary SVM-SGD classifier focuses mostly
on the errors produced by the negative datapoints. Therefore, the binary SVM-
SGD classifier has difficulty to separate the positive class from the negative class,
well-known as the class imbalance problems.

The survey papers [42–44] present the solutions for dealing with the imbal-
anced data. At the data level, the algorithms change the class distribution,
including over-sampling the minority class [45] or under-sampling the major-
ity class [46,47]. The algorithmic approaches [48–50] are to re-balance the error
rate by weighting each type of error with the corresponding cost.

Our balanced batch of binary SVM-SGD (denoted by BBatch-SVM-SGD)
belongs to the first approach. For separating the ith class (positive class) from
the rest (negative class), the class prior probabilities in this context are highly
unequal (e.g. the distribution of the positive class is 0.1% in the 1, 000 classes
classification problem), and then over-sampling the minority class is very expen-
sive. We propose the BBatch-SVM-SGD algorithm using under-sampling the
majority class (negative class). The training dataset D consists of the positive
class D+ (|D+| is the cardinality of the positive class) and the negative class D−
(|D−| is the cardinality of the positive class). Our modification of Algorithm 1
is to use a balanced batch (instead of a datapoint at line 4 of Algorithm 1) to
update the w at epoch t. The balanced batch (denoted by BB) includes a dat-

apoint randomly sampling from the positive class D+ and k
√

|D−|
|D+| datapoints

sampling without replacement from the negative class D−. As illustrated by
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[51,52], SGD with a such mini-batch setting can asymptotically achieve optimal
speed-up with the average sub-gradients for updating the predictor. Therefore,
the updating rule (lines 6–10 of Algorithm 1) uses the average hinge loss on
datapoints in the balanced batch BB and then the classifier is the tail averaged
w̄t on all wt. The BBatch-SVM-SGD in Algorithm 2 is to separate the ith class
(positive class) from the rest (negative class).

Algorithm 2. Training balanced batch of binary SVM-SGD classifier used
in the one-versus-all approach of large-scale multi-class SVM
input :

training data of the positive class D+

training data of the negative class D−
positive constant λ > 0
number of epochs T

output:
hyperplane w

1 begin
2 init w1 = 0
3 for t ← 1 to T do
4 creating a balanced batch BBt by sampling without replacement D′

−

from dataset D− (with |D′
−| = k

√
|D−|
|D+| ) and a datapoint from dataset

D+

5 set ηt = 1
λt

6 BBk = {[xi, yi] ∈ BBt : yi(wt.xi) < 1}
7 wt+1 = (1 − ηtλ)wt + ηt

|BBt|
∑

[xi,yi]∈BBk
yixi

8 end

9 return w̄t = 2
T

∑T
t=� T

2 �+1
wt

10 end

3.2 Parallel Training of BBatch-SVM-SGD

Although BBatch-SVM-SGD classifies very large dataset with high speed, but it
does not take the benefits of high performance computing. Furthermore, BBatch-
SVM-SGD independently trains c binary classifiers for c classes in multi-class
SVM. This is a nice property for parallel learning. The main idea is to learn
c binary classifiers in parallel to speedup training tasks of multi-class SVM-
SGD. The simplest development of parallel BBatch-SVM-SGD described in
Algorithm 3 is based on the shared memory multiprocessing programming model
OpenMP on multi-core computers.

The parallel training algorithm of multi-class SVM-SGD (denoted by Par-
MC-SVM-SGD) uses Algorithms 2 and 3 for handling large-scale multi-class
datasets.
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Algorithm 3. Parallel training of BBatch-SVM-SGD in the one-versus-all
approach of large-scale multi-class SVM
input : D the training dataset with c classes
output: SVM-SGD model

1 Learning:
2 #pragma omp parallel for
3 for ci ← 1 to c do /* class ci */

4 training BBatch-SVM-SGD(ci − vs − all)
5 end

3.3 Incremental Training of Multi-class SVM-SGD in Parallel

The Par-MC-SVM-SGD algorithm needs loading whole dataset in the memory
to train the classification models. For very large-scale multi-class datasets such
as ImageNet [30] with more than 14 million images and 21, 841 classes, the
Par-MC-SVM-SGD algorithm requires at least 350 GB RAM. Any classification
algorithm has some difficulties to deal with the challenge of large datasets.
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Fig. 4. Number of epochs for MC-SVM-SGD training at block Db

The incremental training of Par-MC-SVM-SGD (called Incr-Par-MC-SVM-
SGD) avoids loading the whole large dataset in main memory: only subsets of
the data are considered at any one time and update the solution in growing
training set. Let us consider a very large dataset D decomposed into B small
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blocks of rows, {D1,D2, . . . , DB}. For beginning, the Incr-Par-MC-SVM-SGD
loads D1 to learn a multi-class model mc-svm-sgd1 with the Par-MC-SVM-
SGD. At step b, the Incr-Par-MC-SVM-SGD uses Db and datapoints in Db−1

near from separating boundary (ref. to mc-svm-sgdb−1) to train a multi-class
model mc-svm-sgdb with the Par-MC-SVM-SGD. We remark that the Incr-Par-
MC-SVM-SGD aims at updating the previous model mc-svm-sgdb−1 in growing
training set. Hence, the Incr-Par-MC-SVM-SGD trains the model at the next
step with the number of epochs getting decreased (for example in Fig. 4). The
last model mc-svm-sgdB is the final multi-class classifier.

Algorithm 4. Incremental training of Par-MC-SVM-SGD
input :

training data D = {D1, D2, . . . , DB}
positive constant λ > 0
number of epochs T

output:
MC-SVM-SGD model

1 begin
2 init mc-svm-sgd1 = Par-MC-SVM-SGD(D1, λ, T )
3 for b ← 2 to B do
4 training sample Sb includes Db and datapoints in Db−1 near from

separating boundary (ref. to mc-svm-sgdb−1)
5 mc-svm-sgdb = Par-MC-SVM-SGD(Sb, λ, T [ b+1

b+2
]b−1)

6 end
7 return mc-svm-sgdB

8 end

4 Evaluation

In order to evaluate the performance of the new incremental parallel multi-class
SVM-SGD (Incr-Par-MC-SVM-SGD) algorithm for classifying large amounts of
images into many classes, we have implemented the Incr-Par-MC-SVM-SGD
and the Par-MC-SVM-SGD (batch version loading whole dataset in the mem-
ory) in C/C++ using the SGD library [24]. We are interested in two recent
algorithms, LIBLINEAR (a library for large linear classification [40], the par-
allel version on multi-core computers) and OCAS (an optimized cutting plane
algorithm for SVM [53]) because they are well-known as highly efficient standard
linear SVM. Our comparison is reported in terms of correctness, training time
and memory requirements obtained by Incr-Par-MC-SVM-SGD, Par-MC-SVM-
SGD, LIBLINEAR and OCAS.

All experiments are run on machine Linux Fedora 20, Intel(R) Core i7-4790
CPU, 3.6 GHz, 4 cores and 32 GB main memory.



30 T.-N. Do and M.-T. Tran-Nguyen

4.1 Datasets

The Incr-Par-MC-SVM-SGD algorithm is designed for the large number of
images with many classes, so we have evaluated its performance on the three
following datasets.

ImageNet 10. This dataset contains the 10 largest classes from ImageNet [30],
including 24,807 images with size 2.4 GB. In each class, we sample 90 % images
for training and 10 % images for testing (with random guess 10 %). First, we
construct BoW of every image using dense SIFT descriptor (extracting SIFT on
a dense grid of locations at a fixed scale and orientation) and 5,000 codewords.
Then, we use feature mapping from [54] to get the high-dimensional image rep-
resentation in 15,000 dimensions. This feature mapping has been proven to give
a good image classification performance with linear classifiers [54]. We end up
with 2.6 GB of training data.

ImageNet 100. This dataset consists of the 100 largest classes from ImageNet
[30], including 183,116 images with size 23.6 GB. In each class, we sample 50 %
images for training and 50 % images for testing (with random guess 1 %). We also
construct BoW of every image using dense SIFT descriptor and 5,000 codewords.
For feature mapping, we use the same method as we do with ImageNet 10. The
final size of training data is 8 GB.

ILSVRC 2010. This dataset contains 1,000 classes from ImageNet [30], includ-
ing 1.2 million images (∼ 126 GB) for training, 50 thousand images (∼ 5.3 GB)
for validation and 150 thousand images (∼ 16 GB) for testing. We use BoW
feature set provided by [30] and the method reported in [55] to encode every
image as a vector in 21,000 dimensions. We take roughly 900 images per class
for training dataset, so the total training images is 887,816 and the training data
size is about 12.5 GB. All testing samples are used to test SVM models. Note
that the random guess performance of this dataset is 0.1 %.

4.2 Parameters

The positive constant C = 1, 000, 000 (a trade-off between the margin size and
the errors in learning SVM algorithms, the same tuning in [12,26,27]) was used
in LIBLINEAR and OCAS to train classification models.

Our Incr-Par-MC-SVM-SGD and Par-MC-SVM-SGD algorithms learn the
balanced batch stochastic gradient descend of SVM (BBatch-SVM-SGD) with
T = 50 epochs and regularization term λ = 0.00002. Furthermore, the Incr-
Par-MC-SVM-SGD loads in the main memory the small blocks of rows (instead
of the whole dataset) to learn the classification model in incremental way. The
large-scale multi-class dataset should be split into the small enough blocks of
rows (∼ 10 % – 20 % of the full datasets for a compromise the classification
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accuracy and the main memory usage). And then, the block sizes of ImageNet 10,
ImageNet 100 and ILSVRC 2010 datasets are set to 2, 000, 15, 000 and 200, 000,
respectively.

Due to the PC (Intel(R) Core i7-4790 CPU, 4 cores) used in the experimental
setup, we try to vary the number of OpenMP threads (1, 4, 8 threads) for all
training tasks.

4.3 Classificaton Results

Firstly, we are interested in the performance comparison in terms of training
time, memory usage and accuracy.

Memory Usage. The main memory usage of training algorithms is presented
in Table 1 and Fig. 5. As it was expected, the Incr-Par-MC-SVM-SGD uses less
memory than other algorithms.

Regarding the comparison of the Incr-Par-MC-SVM-SGD with OCAS, one
can see that the gains of main memory requirements ensured by the Incr-Par-
MC-SVM-SGD against OCAS are 86.66 %, 81.65 % and 90.04 % for ImageNet
10, ImageNet 100 and ILSVRC 2010, respectively.

The improvements of main memory used by the Incr-Par-MC-SVM-SGD
against LIBLINEAR correspond to 89.14 %, 87.05 % and 68.72 % for ImageNet
10, ImageNet 100 and ILSVRC 2010.

In the comparison with the Par-MC-SVM-SGD (batch version loading whole
dataset in the memory), the Incr-Par-MC-SVM-SGD saves up 89.14 %, 84.80 %
and 69.71 % main memory for ImageNet 10, ImageNet 100 and ILSVRC 2010,
respectively.

Table 1. Memory usage (GB) of training algorithms

Dataset ImageNet ImageNet ILSVRC

10 100 2010

OCAS 2.55 7.90 52.90

LIBLINEAR 3.13 11.20 16.90

Par-MC-SVM-SGD 3.13 9.54 17.40

Incr-Par-MC-SVM-SGD 0.34 1.45 5.27

Training Time. Table 2 and Fig. 6 present the training time of algorithms
for ImageNet 10 (the small multi-class dataset). The Incr-Par-MC-SVM-SGD
with 8 OpenMP threads is 82.05 times faster than OCAS (running on 1 core)
and slight faster than LIBLINEAR (with 8 OpenMP threads). As mentioned in
Algorithm 4, the Incr-Par-MC-SVM-SGD needs learning the datapoints near
from separating boundary more than the Par-MC-SVM-SGD. The Par-MC-
SVM-SGD performs 2 times faster than the Incr-Par-MC-SVM-SGD.
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Fig. 5. Memory usage (GB) of training algorithms

The training time of algorithms on ImageNet 100 presented in Table 3 and
Fig. 8 show that the Incr-Par-MC-SVM-SGD achieves a significant speed-up in
learning process using 8 OpenMP threads. It is 74.62 times faster than OCAS
and 2.22 times faster than LIBLINEAR. Once again, the Par-MC-SVM-SGD is
2 times faster than the Incr-Par-MC-SVM-SGD.

ILSVRC 2010 has large amount of images (more than 1 million images)
and very large number of classes (1,000 classes). Therefore, OCAS has not fin-
ished the learning task in several days. LIBLINEAR with 8 OpenMP threads
takes 1,004.00 min to train the classification model for this dataset. Our Incr-
Par-MC-SVM-SGD algorithm performs the learning task in 50.35 min with 8

Table 2. Training time (minutes) on ImageNet 10

Algorithm # OpenMP threads

1 4 8

OCAS 106.67

LIBLINEAR 3.12 1.50 1.48

Par-MC-SVM-SGD 1.85 0.67 0.66

Incr-Par-MC-SVM-SGD 3.86 1.37 1.30
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Fig. 6. Training time (minutes) on ImageNet 10

Table 3. Training time (minutes) on ImageNet 100

Algorithm # OpenMP threads

1 4 8

OCAS 1016.35

LIBLINEAR 63.42 30.49 30.18

Par-MC-SVM-SGD 24.66 7.03 6.91

Incr-Par-MC-SVM-SGD 47.09 14.86 13.62

OpenMP threads. This indicates that the Incr-Par-MC-SVM-SGD is 19.94 times
faster than LIBLINEAR. The Incr-Par-MC-SVM-SGD needs 5.5 min more than
the Par-MC-SVM-SGD for the learning task (Fig. 7).

Due to Intel(R) i7-4790 processor (4 cores), almost parallel algorithms using
8 threads can not improve much the training time against the 4 threads setting
(Table 4).

Classification accuracy. The classification results in terms of accuracy pre-
sented in Table 5 and Fig. 9 show that the training of the Incr-Par-MC-SVM-SGD
in incremental way has very few compromise the correctness, compared to its
batch training of the Par-MC-SVM-SGD.
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Fig. 7. Training time (minutes) on ImageNet 100

Table 4. Training time (minutes) on ILSVRC 2010

Algorithm # OpenMP threads

1 4 8

OCAS N/A

LIBLINEAR 3106.48 1037.00 1004.00

Par-MC-SVM-SGD 188.70 51.79 44.85

Incr-Par-MC-SVM-SGD 206.68 61.98 50.35

The Incr-Par-MC-SVM-SGD is more accurate than OCAS on ImageNet 10
while making more classification mistakes than OCAS on ImageNet 100. The
Incr-Par-MC-SVM-SGD also achieves very competitive performances compared
to Par-MC-SVM-SGD and LIBLINEAR on ImageNet 10 and ImageNet 100.

ILSVRC 2010 is a large dataset (with more than 1 million images and
1,000 classes). Thus, it is very difficult for many state-of-the-art algorithms to
obtain a high rate in classification performance. In particular, with the feature
set provided by ILSVRC 2010 competition the state-of-the-art system [30,56]
reports an accuracy of approximately 19 % (it is far above random guess, 0.1 %).
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Our Incr-Par-MC-SVM-SGD algorithm gives a higher accuracy rate than [30,56]
with the same feature set (21.19 % vs. 19 %). The Incr-Par-MC-SVM-SGD holds
the rank 2 after the Par-MC-SVM-SGD. Note that the Incr-Par-MC-SVM-SGD
learns much faster than LIBLINEAR while maintaining a high correctness rate.
These results show that our Incr-Par-MC-SVM-SGD has a great ability to scale-
up to full ImageNet dataset.

Table 5. Overall classification accuracy (%)

Dataset ImageNet ImageNet ILSVRC

10 100 2010

OCAS 72.07 52.75 N/A

LIBLINEAR 75.09 54.07 21.11

Par-MC-SVM-SGD 75.33 53.60 21.90

Incr-Par-MC-SVM-SGD 74.16 51.98 21.19
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Fig. 9. Overall classification accuracy (%)

5 Conclusion and Future Works

We have presented the new incremental parallel multi-class SVM-SGD that
achieves high performances for dealing with large amounts of images and large-
scale multi-class on PCs. The balanced batch SGD of SVM (BBatch-SVM-SGD)
is proposed for trainning two-class classifiers used in the multi-class problems.
The incremental training process of classifiers in parallel way on multi-core com-
puters is also developped for efficiently classifying large image datasets into very
large number of classes. Our algorithm is evaluated on the 10, 100 and 1,000
largest classes of ImageNet datasets. The incremental algorithm saves up from
68.72 % to 90.04 % main memory usage while achieving significant low cost in
terms of training time without (or very few) compromise the classification accu-
racy. It is able to handle in high-speed training the dataset larger than the
memory capacity of PCs.

In the future, we will provide more empirical test on full ImageNet dataset
with 21, 000 classes. We also intend to develop distributed MC-SVM-SGD algo-
rithms for efficiently dealing with large scale multi-class problems on Spark [57].
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Abstract. Calibrations and validations of Computational Fluid
Dynamics (CFD) applications are significantly time-consuming. To
reduce the execution time of the CFD applications, parallel-computing
approach is often employed. In addition, high performance computing
systems and cloud computing solutions are also appropriate tools to the
CFD applications. One of the challenging problems is to schedule tasks
on virtualized machines of the cloud-based high performance systems.
Instead of employing an adaptive algorithm to cope with the uncertainty
of the virtualized resources, in this study, we propose an idea to predict
the execution time of Telemac-2D, which is a CFD application. The pre-
dicted execution time is very essential in all scheduling algorithms. The
application is executed several times with different settings of model’s
parameters and allocated resources to produce an experimental dataset.
The dataset is then used to predict the execution time of the application
by utilizing a machine learning-based approach. The predictive model
consists of two steps that classify and predict the execution. The C4.5
algorithm is used to classify the execution ending status whereas Multi-
layer Perceptron (MLP) and a mixture of MLPs (MiMLP) are used to
predict the execution time. The experiments indicate that the predictive
model is appropriate to predict the execution of the Telemac-2D applica-
tion since the accuracy of the C4.5 algorithm is 100 % and R and MARE
of MiMLP are 0.957 and 17.090, respectively.

Keywords: Multi-layer perceptron · Cloud computing · Computational
fluid dynamics · Telemac

1 Introduction

Recently, cloud computing has been commonly used as an effective solution to
deal with several problems involving high computational complexity. For prob-
lems requiring high performance computing, especially Computational Fluid
Dynamics (CFD), ones often deploy their solutions on cloud computing services,
c© Springer International Publishing AG 2016
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such as CFD Direct From the Cloud, Caedium RANS Flow, ANSYS Enter-
prise Cloud, and SimuCloud. With these cloud computing services, the CFD
applications are deployed quickly, easily, and without considering any setting
adjustments and allocated resources.

However, primary challenges of the CFD applications are time-consuming
during calibrations and validations. The calibration is a process to adjust para-
meters of models until the agreement between model’s results and experimental
data is reached. Then, in the validation step, the calibrated model is verified
with another dataset [11,15]. To reduce the time of calibrations and validations,
parallel-computing approach is often considered. However, the speed-up time is
not proportional with computing units that are used in parallel algorithms [8].

Optimization of resource provisioning in cloud computing is a difficult prob-
lem by its own undetermined nature [1,2]. Doyle et al. indicated that there were
three steps to effectively manage cloud resources including predetermined time-
to-completion of workloads, accurate resource prediction (ARP), and effective
control of the number of cloud instances servicing workloads [3]. The authors
also concluded that it is hard to predict exactly time-to-completion because
there are many factors impacting the execution time. These factors consist of
the specifics of workloads, computing-unit reservation mechanisms, networking-
transport layers, and so on.

It is agreed that time-to-completion is hard to be predicted, but some approx-
imation of this parameter will be very useful for a scheduling algorithm (or a high
performance computing system) which is specialized for domain-specific appli-
cations. In this study, we attempt to predict the execution time of a specific
CFD application called Telemac-2D application. The Telemac-2D application is
used to simulate flood diversion in the MeKong Delta. The application is exe-
cuted several times with different settings of model’s parameters and allocated
resources to produce an experimental dataset. The dataset is then used to pre-
dict the execution time of the application by utilizing a machine learning-based
approach. The predictive model consists of two steps that classify and predict
the execution. The C4.5 algorithm is used to classify the execution ending sta-
tus whereas Multi-layer Perceptron (MLP) and a mixture of MLPs (MiMLP)
are used to predict the execution time.

The rest of this paper is organized as follows. Section 2 presents some related
work. In Sect. 3, we introduce the context of this study including a cloud comput-
ing environment, the Telemac-2D application, the study area of the application,
and an experimental dataset collected from the application. Section 4 presents a
predictive model based on decision algorithms and artificial neural networks. The
experimental results are reported in Sect. 5. Finally, we draw conclusion in Sect. 6.

2 Related Work

In the past few years, there has been a great deal of research that applies
machine learning methods for predicting the execution time of computer
programs. Through analyzing the source code of these programs and employed
facility, Huang et al. proposed two Sparse POlynomial REgression algorithms
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that discover relationships between the execution time and features extracted
from the source code without any expertise [6]. To assess the performance of the
two algorithms, they used three case studies including Lucene Search Engine,
Find Maxima, and Segmentation in ImageJ framework.

In a heterogeneous computing environment, Priya et al. [12] attempted to pre-
dict the execution time of machine learning algorithms based on a meta-learning
approach. Then, according to the predicted execution time, the authors utilized
Genetic Algorithm to schedule computational tasks. A significant achievement
of their work is to discover relationships between independent parameters and
the execution time.

In addition to the machine learning approach, Matsunaga and Fortes built a
novel method called PQR2 for predicting execution time. The authors deployed
the method for two bioinformatic applications. Through experiments, they
indicated that PQR2 outperforms Support Vector Machines and K-Nearest
Neighbours [10]. Ipek et al. [7] focused on predicting the performance of parallel
applications, namely SMG2000. In their study, a neural network-based model
which is trained by a back-propagation algorithm is utilized to tackle the issue.
Besides, Kasperkiewicz et al. combined neural networks and fuzzy methods for
predicting strength properties of high-performance concrete mixes [9].

3 Context

3.1 PaaS Scheduling Platform

We build a cloud-based high performance computing system, namely PaaS
Scheduling Platform (PSSP), based on OpenStack platform in 4 HP comput-
ing nodes. PSSP consists of one controller node and three computing nodes as
seen in Fig. 1. In the controller node, a sharing file system is implemented to
create a unified storing disk according to distributed physical disks. Given the
unified stored disk, CFD applications and MPI libraries are installed in many
virtual machines that will take part in the same parallel CFD tasks. The three
computing nodes are responsible for deploying virtual machines. When a new
virtual machine is created, it communicates with the others via an internal net-
work or Internet.

3.2 OpenTelemac

OpenTelemac1 is a suite of CFD models to simulate offshore, coastal, rivers, and
estuaries. It has been developed by the Artelia collaboration and organizations
of Germany and United Kingdom. The main objective of the Telemac suite is
to predict phenomena involving flow, wave propagation and sediment transport.
Two principal modules of the suite are Telemac-2D (Saint-Venant equations) and
Telemac-3D (Navier-Stokes equations). These two modules are combined with
1 http://www.opentelemac.org/.

http://www.opentelemac.org/
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Fig. 1. The physical schema of PSSP

other modules, such as Tomawac, Sisyphe, Artemis, and Dredgesim to model
complex hydrologic processes.

In order to run the Telemac-2D application in PSSP, it is installed and config-
ured with the OpenMPI library. When the installation is completed, a snapshot
of disk image is stored in PSSP Image Services. The application is able to access
necessary data from the unified storing disk. While the application executes,
PSSP observes allocated resources used by the application, and stores the infor-
mation into log files.

Generally, to simulate flood diversion, many methods of the Telemac-2D
application are used, such as Conjugate Gradient method on the Normal Equa-
tions (CGNE), Minimum Error method (ME), Square Conjugate Gradient
method (SCG), Conjugated Residue method (CR), and Generalised Minimum
RESidual (GMRES). The execution time of the application dependently varies
in the input parameters of the flood diversion, such as domains, time-steps,
runtime, convergence conditions, stability conditions, and so on.

3.3 A Case Study

In this study, the flood diversion of the Mekong Delta in Thong at el. works [16]
has been selected as a case study. This problem is addressed in 2D-numerical
modeling to estimate the variation of stage and discharge for some specific sce-
narios. The results of the simulation are used to assess the impact of the flood
diversion in the MeKong Delta. To discretize the modeled area, Finite Element
Mesh (FEM) consists of 716.000 elements corresponding to the area of 80850 km2

(Fig. 2). Note that the temporal resolution of the mesh is 20 s.
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Fig. 2. The Finite Element Mesh with 716.000 elements corresponding to the Mekong
Delta [16]

3.4 Experimental Dataset

There is a large number of parameters needed to configure for the Saint-Venant
equations in the Telemac-2D application. Typically, the parameters are geom-
etry, friction coefficients, open boundary conditions (tide, discharge, elevation,
etc.), initial conditions (water level, current, etc.), tidal harmonic constants,
velocity diffusivity, Coriolis coefficients, Chezy number or Manning numbers,
and so on. Moreover, depending on different objectives of simulation, several
different parameters may be used.

However, principle parameters that impact to the execution time of the
Telemac-2D application are the parameters of spatial resolution and temporal
resolution. Depending on numerical methods, the time execution may be esca-
late with the number of FEM elements. The number of time-steps significantly
affects the complexity and the execution time. In addition to these parameters,
employed methods to solve linear equations in the Telemac-2D application also
impact to the execution time.

After analyzing the log files from CFD running processes, several significant
parameters are selected as input variables to predict the execution time. These
parameters are RAM, the number of processors, the number of virtual machines
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Table 1. The sample dataset for training in C4.5 and artificial neutron networks

RAM Solver name Parameter 1 Parameter 2 Virtual machines Processors Execution time (s) Status

1024 CGNE 107 51 1 1 221 Yes

4096 ME 95 45 2 16 103 Yes

2048 CGNE 107 51 1 16 5 No

8192 SCG 25 7 4 8 22 Yes

4096 CR 85 37 4 4 62 Yes

1024 GMRES 23 8 2 16 4 No

8192 GMRES 23 8 1 2 27 Yes

2048 ME 95 45 4 8 58 Yes

1024 CGNE 107 51 1 2 101 Yes

8192 CR 85 37 4 8 67 Yes

... ... ... ... ... ... ... ...

(VMs), and solver methods. Table 1 presents the samples of the experimental
dataset. In addition to the solver methods, we discretize them by their statistical
characteristics, namely Parameter 1 and Parameter 2. The Parameter 1 of the
solver method is derived from the average value of the execution time whereas
the Parameter 2 is derived from their standard deviation.

4 Methodology

According to the characteristics of the collected dataset including two types
of outputs: execution ending status and execution time, we propose a predic-
tive model that can classify and predict the execution of CFD settings. The
model consists of two steps sequentially executing as seen in Fig. 3. The first
step attempts to classify the execution ending status into two types of success or
failure. While executing the Telemac-2D application, we observe that the appli-
cation sometimes ends with failures due to lack of RAM. Hence, we utilize a
decision tree algorithm, namely C4.5, to classify the execution ending status. In
the second step, we attempt to predict the execution time of the settings whose
statuses are successful. To address the task of prediction, in this study, we use
Multi-layer perceptron (MLP) and a mixture of Multi-layer perceptrons.

4.1 C4.5

Among several Decision Tree algorithms, C4.5 is an extension of ID3 algorithm
using the concept of information entropy. Instead of using Information Gain as
ID3, C4.5 uses Gain Ratio to measure the entropy of attributes to identify a
classified attribute [13]. The author also pointed out that C4.5 made a number
of improvements to ID3. Although some improvements of C4.5 can handle with
continuous attributes [14], the basic C4.5 algorithm is only suitable for types of
data that nearly contain discrete attributes. The dataset that we collect satisfies
this criterion, and thus C4.5 might be appropriate to our study. Moreover, one
of the advantages of C4.5 algorithm is its rulersets that are grouped together
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Fig. 3. The proposed model for predicting the execution time of the Telemac-2D appli-
cation in the cloud computing system

in classes [18]. This characteristic of C4.5 makes the rulersets more easily be
understood than the other algorithms.

4.2 Multi-layer Perceptron

In 1958, the first ANN was invented by psychologist Frank Rosenblatt [4]. Since
then, there have been significant amounts of research that attempt to improve
the performance of ANNs and apply ANNs to real-world problems [5]. These
researchers on artificial neural networks (ANNs) were inspired by simulations of
how the brain works in humans and other mammals [4,5]. The authors think
of the human brain as a highly complex, nonlinear and parallel computer or
information processing system capable of performing highly complex tasks. It
is a fact that the brain is composed of cells called neurons. These neurons are
responsible for performing complex computations as pattern recognition, percep-
tion or control. Typically, an artificial neural network is built up by a network of
computing units, known as artificial neurons. These computing units are repre-
sented as nodes in the network and they are connected with each other through
weights.

A Multi-layer Perceptron (MLP), a type of Multi-layer FeedForward Neural
Network, consists of neurons whose activation functions are differentiable [5].
MLP has one or more hidden layers containing computation nodes. The compu-
tation nodes sometimes are called hidden neurons or hidden units. The task of
these hidden units is to take part in the analysis of data between the input and
output layers. By adding one or more hidden layers, the network can be capable
of discovering many sophisticated relations between input and output of MLP.

To train MLP, in this study, we utilize a traditional learning algorithm called
Back-Propagation (BP). The BP algorithm based on steepest descent method,
was first published by Werbos in 1974 [17]. The BP algorithm has proved its
effectiveness in several applications despite of some drawbacks, such as local
convergence, over-fitting, and so on. Because the dataset used in this study is
quite small (approximately 400 tuples) and have few attributes (5), we decide
to utilize MLP to address the prediction of the execution time.
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4.3 Mixture of Multi-layer Perceptrons

While observing the dataset, we realize that two parameters–the number of
virtual machines and the number of processors–have complex and unobservable
correlations with the execution time. Consequently, at the prediction step, when
we apply only a MLP for learning the whole dataset, it takes a long time for
the MLP to completely learn these correlations. Thus, to reduce the training
time, we propose a model which is a mixture of MLPs, namely MiMLP. Figure 4
presents the structure of MiMLP. The idea of this model is quite simple. The
original dataset is divided into several sub-datasets according to the number
of virtual machines. The 1st, 2nd, ..., nth sub-datasets are corresponding to sub-
settings with 1, 2, ..., n virtual machines, respectively. Then, each MLP is trained
with only one sub-dataset whose parameter of the number of virtual machines
is removed. To predict for any setting, the model checks the number of virtual
machines of this setting to decide which MLP is responsible for predicting the
execution time of the setting.

Fig. 4. The improvement of the proposed model at the prediction step, namely MiMLP

MiMLP works in such a way that it can be considered as a kind of ensemble
learning, in particular, a bagging model without random factors.

5 Experimental Results

5.1 Classification Step

To assess the performance of the C4.5 algorithm in the classification step, we
use the accuracy index which is defined as follows.

Accuracy = (TS + TF )/(TS + TF + FS + FF ), (1)

where TS is true success, TF is true failure, FS is false success, and FF is false
failure.

Figure 5 presents the whole tree produced by the C4.5 algorithm. The testing
step with 10 % of the dataset indicates that the accuracy of the C4.5 algorithm is



48 D.N. Hieu et al.

Fig. 5. The result tree of the C4.5 algorithm

almost 100 %. The high accuracy of the C4.5 algorithm can be easily understood
since the main factor leading to failed endings of the CFD application is lack of
RAM.

5.2 Prediction Step

The performance of MLP and MiMLP developed in this study are assessed by
using various statistical performance evaluation criteria. The statistical measures
considered are mean absolute relative error (MARE), coefficient of correlation
(R), Nash-Sutcliffe coefficient (NS), and root mean squared error (RMSE).

MARE =
n∑

i=1

|Oi − Pi|
Oi

, (2)

R =
∑n

i=1((Oi −O)(Pi − P ))√∑n
i=1(Oi −O)2

√∑n
i=1(Pi − P )2

, (3)

NS = 1 −
∑n

i=1(Oi − Pi)2∑n
i=1(Oi −O)2

, (4)

RMSE =

√√√√ 1
n

n∑

i=1

(Oi − Pi)2, (5)

where Oi is the ith observed value; O is the average observed value; Pi is the
predicted value corresponding to ith observed value; P is the average predicted
value and n is the number of observed dataset.

We divide the dataset into a training sub-dataset and a testing sub-dataset.
The sizes of the training sup-dataset and the testing sub-dataset are 300 and 100,
respectively. The experimental results of two models are summarized in Table 2.
Two model are appropriate to predict the execution time of the Telemac-2D
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Table 2. The performance of MLP and MiMLP during training and testing phases

MLP MiMLP

MARE R NS RMSE MARE R NS RMSE

Training 23.789 0.913 0.822 20.473 17.426 0.950 0.902 14.107

Testing 25.895 0.906 0.820 22.360 17.090 0.957 0.913 15.578

Fig. 6. The observed execution time and predicted values by MLP in testing phases

application since R, MARE of MLP and MiMLP are 0.906, 25.895 and 0.957,
17.090, respectively. However, with all better statistical measures, MiMLP is
obviously superior to MLP. In addition, the experimental results indicate that
the independent learning of MLPs on the sub-datasets is more effective than on
the whole dataset. Figures 6 and 7 show the execution time and scatter plots of
both the observed and the predicted values obtained by using MLP and MiMLP
in the testing step, respectively. In Fig. 7, with R is 0.957, the predicted values
by MiMLP are close to the observed values, and thus MiMLP can be used to
predict the execution time of Telemac-2D application in the cloud computing
system.
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Fig. 7. The observed execution time and predicted values by MiMLP in testing phases

Table 3. The performance of the four MLPs of the MiMLP model during training and
testing phases

MLPs MARE R NS RMSE

MLP corresponding to 1-virtual-machine settings 27.971 0.928 0.861 21.484

MLP corresponding to 2-virtual-machine settings 17.721 0.934 0.873 14.003

MLP corresponding to 3-virtual-machine settings 9.755 0.969 0.938 7.683

MLP corresponding to 4-virtual-machine settings 14.257 0.968 0.937 13.256

Averages 17.426 0.950 0.902 14.107

Note that the statistical measures of MiMLP in the train phase are the
approximate averages of the statistical measures of all MLPs. The dataset con-
sists of 1, 2, 3, and 4-virtual-machine settings, hence the MiMLP model contains
four MLPs. The Table 3 describes the statistical measures of the four MLPs in
the training phase.
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6 Discussion and Conclusion

Estimating the execution time of a CFD application is very important to effec-
tively schedule it in a cloud computing service. The machine learning-based
model is used in this study to predict the execution time of the Telemac-2D
application which simulates flood diversion in the MeKong Delta. The proposed
model consists of two parts. The first part is to classify the execution ending
status of the application by utilizing a decision tree algorithm called C4.5. In
the second part, the execution time of the application is predicted by MLP and
MiMLP. The experimental results indicate that the proposed model is appro-
priate since the accuracy of the C4.5 algorithm is 100 % and R and MARE of
MiMLP are 0.957 and 17.090, respectively. In future work, the result of this
study will be integrated into the whole process of scheduling in our clouding
computing service.

Although the proposed approach orients to a specific CFD application, it is
definitely applicable to other CFD applications. In practice, many CFD appli-
cations, like the Telemac-2D application, are often repeatedly executed with
several different settings on a cloud-based high performance system. For another
practical example, we are applying this approach for modeling the salinization
of the MeKong Delta.
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Abstract. Similarity search has become a principal operation not only
in databases but also in diverse application domains. Very large datasets,
however, pose a big challenge on its enormous volume-processing capa-
bility. In order to deal with the challenge, we propose a two-level clus-
tering approach aiming at supporting fast similarity searches in massive
datasets. In addition, we embed some pruning and filtering strategies
into our methods so that redundancy-free data, data accuracy, inessen-
tial data accesses, unnecessary distance computations, and other follow-
ing consequences are taken into account. Furthermore, we validate our
methods by a series of empirical experiments in real big datasets. The
results show that our approach performs better than the two inverted
index-based approaches, especially when given big query batches.

Keywords: Similarity search · Scalability · Clustering · Filtering ·
Pruning · MapReduce · Hadoop

1 Introduction

The performance of similarity search has emerged as a persistent problem in
which lots of effort has been engaging. Similarity search, on the one hand, is a
non-trivial process since it is bound not only by I/O but also by CPU whilst dis-
tance computations in metric spaces are very expensive, especially time-intensive
to evaluate similarity metrics between sets [26]. On the other hand, similarity
search has to face a big challenge when there are large amounts of data. One
popular approach to address this challenge is MapReduce paradigm [5], which
aims at many large-scale computing problems. The basic idea is to divide a large
problem into independent sub-problems which are then tackled in parallel by two
tasks known as Map and Reduce.

The mechanism of MapReduce, however, is strictly bound by I/O since final
key-value pairs must be written back to the distributed file system. In addition,
it is worth noticing that MapReduce performs a full-scan manner that scans and
c© Springer International Publishing AG 2016
T.K. Dang et al. (Eds.): FDSE 2016, LNCS 10018, pp. 53–71, 2016.
DOI: 10.1007/978-3-319-48057-2 4
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processes key-values pair by pair. For instance, assuming that there are three
output files from a mapper and a reducer as seen in Fig. 1, the total files are 12
for four mappers and 9 for three reducers. In a single paradigm, reducers have to
access and process all intermediate key-value pairs from 12 files emitted by map-
pers. Additionally, there is also an inevitable cost to combine these intermediate
key-value pairs according to the key at the shuffling phase [5]. Besides, if the
output of reducers is further used for another MapReduce operation, then the
mappers of the latter MapReduce operation have to scan, split when necessary,
and process all key-value pairs from 9 files output by the former MapReduce
operation. Hence, the issue is that it is unnecessary to access and process all
objects that are not relevant to a given object. Additionally, we observe that the
reason for data redundancy initially comes from the output of mappers. From
this point of view, there is a crucial need to minimize the number of inessential
accesses as well as distance computations between other objects even though a
state-of-the-art like MapReduce is applied to deal with large amounts of data.

Moreover, recent studies employing MapReduce to do similarity search with
enormous data have at least two MapReduce cycles: one for pre-processing the
input data beforehand; and the other for processing the query and deriving the
final result [6,8,9,12–14,19,22]. We observe that if the input data are not well
prepared in advance, the query processing will suffer more overheads because it
has to run the data processing further for the related set of queries. Furthermore,
we also notice that once the data input is well-pre-processed ahead of time, the
first MapReduce cycle is run only once for arbitrary queries so that the second
one can perform faster. This is actually useful in terms of application scenarios
which do not need to re-access the original data input but to process given
queries quickly. Thus, a need comes out to keep the best performance at the
query-processing phase.

Motivated from these issues, we propose TLCSim, a large-scale two-level
clustering similarity search, in order to achieve the aims. In our approach, we
minimize examining unnecessary key-value pairs, which are illustrated as files
with bold borders in Fig. 1, and sooner prune distance computations. As a result,
our methods lead to not only reducing candidate size for reducers but also reach-
ing other better consequences such as fewer computations, less I/O, less storage,
and less shuffling cost when using MapReduce paradigm. In a nutshell, our main
contributions are summed up as followings:

– We propose an element-based clustering scheme to organize data inside a
cluster, which is built from the work in [17]. Besides, we attach our quick-
pruning search strategies in order to support the proposed scheme so that it
helps reduce inessential object accesses when given a query object.

– We propose our TLCSim, which applies the two-level clustering methods with
MapReduce. Additionally, we organize the structure of key-value pairs and
embed our filtering strategy during MapReduce processes.
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Fig. 1. MapReduce paradigm

– We intensively conduct empirical evaluations to validate our diverse methods
provided by TLCSim with real big datasets and demonstrate their scalabil-
ity. Furthermore, they are compared to the inverted index-based approaches
from the work [13,15]. The results show that our work performs better than
these approaches in terms of query processing, especially when given big query
batches.

The rest of the paper is organized as follows. Section 2 introduces some key
concepts that facility our approach. Next, Sect. 3 shows our related work. Then,
we present our TLCSim in Sect. 4. Finally, we demonstrate our empirical exper-
iments in Sect. 5 before our remarks in Sect. 6.

2 Preliminaries

2.1 Similarity Search

A workset or a corpus, denoted as Ω, consists of a set of document objects Di,
which is formally represented as Ω = {D1, D2, D3, . . . , Dn}, and each docu-
ment object Di is composed of a set of words as terms, which is shown as Di =
{term1, term2, term3, . . . , termw}. Alternatively, K-shingles, defined as any
sub-string having the length K found in the document, can be used to represent
a document object [18,21]. As a consequence, a document object from now on is
represented by a set of K-shingles such that Di = {SH1, SH2, SH3, . . . , SHk},
and the length of a document object ‖Di ‖ is known as the total number of
shingles belonging to the object Di.

An operation of similarity search is to look for similar objects compared
to the given one so that their similarity scores should satisfy the pre-defined
threshold. Our definition of similarity search is given as follows.
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Fig. 2. Spiral clustering

Definition 2.1 (SIMILARITY SEARCH). Given a query object Dq and a
threshold δ, the similarity search looks for all document pairs (Dp, Dq) in the
universal set Ω, such that their similarity scores SIM(Dp, Dq) ≥ δ.

The value domain of SIM(Dp, Dq) is within the range [0, 1]. If the docu-
ment Dp is more similar to the document Dq, their similarity score is close to
1. Otherwise, their similarity score is close to 0. In this paper, we illustrate our
approach with the most widely-used similarity measure known as Jaccard coef-
ficient, which is utilized for fast set-based similarity searches [14,15,18,19,25],
such that SIM(Dp,Dq) = ‖Dp∩Dq‖

‖Dp∪Dq‖ . Last but not least, we use the sign N to
point out a set of natural numbers, the sign [.] to demonstrate a list, the sign
[.]ord denotes an ordered list, and the sign [[.], [.]] to specify a list of lists.

2.2 Spiral Clustering Scheme

Since length is an explicitly natural feature of a document object and we do not
need to perform complex computations to obtain the length values, we employ
this feature from our previous work [17] as a criterion to cluster documents
in the corpus. Figure 2 illustrates our spiral clustering method, which clusters
objects according to their length values. In other words, all objects in a same
cluster have their length values satisfy the length parameter value as stated in
Lemma 2.1 below.

Lemma 2.1 (SPIRAL CLUSTERING PROPERTY). Let ξ be the set of
clusters and λ be the pre-defined length parameter. Given any object Di, which
belongs to the cluster Cn ∈ ξ, the length NOSi of the object Di meets the following
inequalities:

[λ ∗ (Cn − 1)] < NOSi
n ≤ (λ ∗ Cn) (1)
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Basically, Cn stands for the cluster identifier, whose domain belongs to the
natural number domain. Moreover, we do not have to evaluate every cluster and
check every objects inside when given a query. In fact, we only need to check
those inside the cluster bounds as stated in Lemma 2.2 below.

Lemma 2.2 (SPIRAL CLUSTER BOUNDS). Let ξ be the set of n clus-
ters, N be the set of natural numbers, CLB be the lower bound cluster, CUB be
the upper bound cluster, λ be the pre-defined constant length parameter, δ be the
similarity threshold, and Q be the query object. The candidate cluster bounds of
Q, which is denoted by Ξ(Q), is defined as {Cj | ∀j ∈ N

∗, Cj ∈ ξ ∧ CLB ≤ Cj

≤ CUB}, where: {
CLB = max((NOSq

λ ∗ δ), 1)
CUB = min((NOSq

λ∗δ ), n)
(2)

Moreover, the accuracy of doing similarity search by the spiral cluster bounds
has been proved in our previous work [17]. In other words, real similar objects are
included in the final result. Furthermore, our example below gives an illustration
of how we identify spiral cluster bounds as specified in Lemma2.2.

Example 2.1 (SPIRAL CLUSTER BOUNDS). Let us suppose that the
pre-defined constant length parameter λ = 800, a query object Dq with NOSq =
2345, and the expected similarity threshold δ = 0.9. From Lemma2.2, we have
the spiral cluster bounds such as CLB = 2.638125 and CUB = 3.25694. As a
consequence, we obtain n = 3, ∀n ∈ N

∗, and the candidate cluster bounds of Dq

is finally identified as Ξ(Dq) = {C3}.

3 Related Work

Similarity search has called for much attention in improving its efficiency as
well as its scalability. Many studies, however, do not employ any parallel mecha-
nism or distributed computing to deal with big volumes of data [20,21,23,24,27].
Meanwhile, a few of them actually optimize parallel algorithms [1] or construc-
tively interfere in parallel frameworks [2,7] to improve the performance of simi-
larity search. Our approach is different from them such that we approach from
the high level of schemes and employ the state-of-the-art paradigm known as
MapReduce to achieve better performance for similarity search.

Doing similarity search with MapReduce has attracted lots of researches in
order to deal with scalability. Deng et al. [6] present a MapReduce-based method
for scalable string similarity joins with three phases in that the first MapReduce
task is for filter stage and the last two MapReduce tasks are for verification
stage. The method, however, needs to re-access the original datasets, together
with the output from the first MapReduce, in the verification stage (i.e., the
last two phases). Also aiming at string similarity join, Rong et al. [19] show
their effort to achieve an efficient and scalable processing with three phases of
MapReduce. Additionally, they apply multiple prefix filtering based on different
global orderings, whose global information about the whole dataset cannot be
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easily accessed in a distributed environment. Moreover, the method performs
a full-scan fashion that processes every object while our approach takes the
advantage of clustering to prevent itself from accessing the unnecessary ones.
On the other side, Zadeh and Goel [25] are interested in assessing whether a
MapReduce algorithm is good or not. In their work, they point out that the
performance of a MapReduce method mainly depends on the largest bucket
to reduce and the size of intermediate key-value pairs at the shuffling phase.
Thus, a crucial need to minimize the size of candidate size throughout MapRe-
duce operations is risen, which also promotes us to meet the need. Meanwhile,
Drew and Hahsler [8] introduce a word-based sequence classification scheme that
uses MapReduce and Locality Sensitive Hashing for fast sequence comparison.
In order to do that, they use two cycles of Map and four cycles of Reduce in
total for the training and the classification phases. In reality such as in Hadoop,
a Map task and a Reduce task cannot be independently separated. Hence, their
method actually consumes four MapReduce cycles. Since the cost of a MapRe-
duce operation is expensive, the more MapReduce cycles there are, the more
costs we get. Lin [13] uses at least three MapReduce jobs for parallel queries
method with the model “bag of words”. Nevertheless, the size of the vocabulary
histogram rapidly increases when data grow, which prevents the method from
achieving high efficiency. Recently, Phan et al. [15] propose their inverted index-
based approach in order to tackle with scalability in large data collections. Their
method, however, is efficient with a single query. In our paper, we go on with an
approach of document-based index, which is stated from our work [16] by how
it overcomes the drawbacks of inverted index.

4 Our Approach

4.1 General Scheme

In order to avoid the dependence from both data sources and queries, we intro-
duce our general scheme as illustrated in Fig. 3. Basically, the scheme consists
of three independent consecutive work-flows known as data source, data index,
and query running. The basic idea is to prepare data index from data sources
in advance for further query processing. Because of high independence, each
work-flow easily refreshes itself without violating any constraints with the oth-
ers. Especially for query processing phase, we can now run multiple queries or
query batches from a data index without re-accessing the original data sources.
Furthermore, the fact that new data come to the data sources results in incre-
mentally adding to the data index.

Finally, we employ two MapReduce jobs to support work-flow processing.
Generally, our data-processing scheme is described by the two main steps as
follows: (1) The first MapReduce job builds data indices from data sources; and
(2) the second MapReduce job performs similarity search when given queries.
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Fig. 3. Our general scheme

4.2 Element-Based Grouping

Once the candidate clusters have been identified from the spiral clustering
scheme, we move one step further towards generating candidate pairs. Employ-
ing the form of inverted index as in the work [2,3,9,12–15,19], we perform
grouping documents in their own cluster according to their own elements, which
we choose and mention them as shingles. Hence, the element-based clustering
scheme constitutes of the second level of clustering in our approach, and this
process takes place in every cluster Cn. Basically, our element-based clustering
scheme is defined as follows.

Definition 4.1 (ELEMENT-BASED CLUSTERING SCHEME). Let ξ
be the set of clusters and Cn ∈ ξ be the considering cluster. For each element
shingle SHρ

n in the cluster Cn, the element-based clustering process searches for
objects Di such as {Di | Di ∈ Ω, SHρ

n ∈ Di ∧ ρ=
⋃

i}.
With the element-based clustering scheme, we avoid duplicate shingle check-

ing in a cluster. When a shingle SHρ
n is checked against that of the query object,

we examine all possible objects Di that have SHρ
n in common with the query.

Our example below gives an illustration of how we identify candidate pairs from
our element-based clustering scheme.

Example 4.1 (ELEMENT-BASEDCLUSTERINGSCHEME). Figure 4
shows an example of the element-based clustering. In this example, we choose shin-
gles as the elements to perform clustering inside a cluster. For instance, cluster
Cn holds an element-based clustering structure as a list of list, which is denoted as
{(SH248

n , {D2, D4, D8}), (SH3
n, {D3}), (. . . , {. . . }), (SH79

n , {D7, D9})}. Suppose
that a query object Dq also shares SH79

n in the cluster Cn, our method checks SH79
n

only once and generate the two candidate pairs (D7, Dq) and (D9, Dq).
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Fig. 4. Element-based clustering

4.3 Searching Strategies

Apart from avoiding multiple checking of the same shingle in a cluster, we also
want to apply our quick pruning strategies so that the checking process will have
the chance of being early terminated without processing unnecessary shingles.
Considering most shingles in a cluster, we observe that the checking complexity
in all-shingle search is O(	) when the shingles are unordered. This also means
all shingles in the cluster have to join the checking process, which leads to the
case of redundancy problem.

In order to reduce the checking complexity, we firstly organize shingles in an
ordered list. We let the sign u 
 v denote the greater string comparison between
u and v while the sign u � v denote the smaller string comparison between u and
v. Then we apply either of the two popular checking methods known as linear
search [11] and binary search [4] as follows.

Definition 4.2 (LINEAR SEARCH). Let ξ be the set of clusters, Cn ∈ ξ be
the considering cluster, and Ln ∈ Cn is the ordered list of shingles, where Ln =
{SH1

n, SH
2
n, . . . ,SH

ρ
n}. For each element shingle SHq

n shared by the query object
Dq and the other objects Di in the cluster Cn, the linear search process compares
SHq

n with the others SHρ
n in Ln and terminates when meeting the condition as

SHρ
n 
 SHq

n, ∀SHρ
n ∈ Ln.

With the linear search strategy, we have its complexity in the worst case and
in the average case as stated in Lemma 4.2 below.

Lemma 4.2 (LINEAR SEARCH COMPLEXITY). The linear search has
the worst-case running time of O(ρ) while it has the average-case running time
of O

(
ρ+1
2

)
.

Proof. The performance complexity of linear search is proved in [10]. �
Alternatively, we have the binary search defined as follows.
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Definition 4.3 (BINARY SEARCH). Let ξ be the set of clusters, Cn ∈
ξ be the considering cluster, and Ln ∈ Cn is the ordered list of shingles, where
Ln = {SH1

n, SH
2
n, . . . ,SH

ρ
n}. In addition, let P→ be the first index of Ln and P←

be the last index of Ln. For each element shingle SHq
n shared by the query object

Dq and the other objects Di in the cluster Cn, the binary search process compares
SHq

n with the shingle Ln [Ψ ] at the middle-most point Ψ = �(P→+P←
2

)�. If it does
not match, the process recursively repeats its comparison with either the new first
index Pnew

→ or the new last index Pnew
← until it reaches its �log2 ‖Ln ‖�+1 probes

at most as follows:
{

Pnew
← = Ψ − 1, SHq

n � Ln[Ψ ]
Pnew

→ = Ψ + 1, SHq
n 
 Ln[Ψ ]

(3)

With the binary search strategy, we have its complexity in the worst case
and in the average case as stated in Lemma 4.3 below.

Lemma 4.3 (BINARY SEARCH COMPLEXITY). The binary search
has both the worst-case and the average-case running times of O(log2 ρ).

Proof. The performance complexity of binary search is proved in [10]. �

4.4 TLCSim with MapReduce

In this section, we introduce our TLCSim, known as Two-Level C lustering
Sim ilarity search. In addition, we equip TLCSim with MapReduce paradigm
to intensively facilitate its large-scale data processing. TLCSim consists of two
main phases as follows: (1) Clustering phase; and (2) Similarity search phase.
Each phase corresponds to a MapReduce cycle which includes one Map task and
one Reduce task. Table 1 presents the overview of MapReduce operations. More
details are given in the followings.

Table 1. The overview of MapReduce operations
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Clustering Phase. The goal of the clustering phase is to group similar objects
before examining them against a query object. In order to do that, the data
input is at first extracted to shingles by the mappers at MAP-1 task. In other
words, these mappers will emit the intermediate key-value pairs of the form
[URLi, NOSix@[SHk]]. It is worth noticing that the number of shingles of each
document (i.e., NOSix) obtained from what mappers emit may be just a partial
quantity. The reason behind is that the data input will be partitioned into smaller
chunks if its size is over the capacity of the cluster of commodity machines. More-
over, each chunk may be processed by different mappers in different machines.
Besides, we use URLi to identify the locator of the document Di in a distrib-
uted system. According to the formula (1), each URLi is then clustered by its
total NOSi in comparison with the length parameter to form the first level of
clustering. How to generate the second level of clustering, on the other hand,
relies on the element-based clustering scheme. The reducers at REDUCE-1 task,
therefore, aggregate the partial quantities in order to acquire the full length of a
document. Next, the reducers at REDUCE-1 task organize their data according
to the element-based clustering. Besides, the data are properly sorted so that we
can employ the quick pruning strategy and avoid redundancy. As a consequence,
the final output released from the reducers at REDUCE-1 task has the form of
[CID, [SHk!@![URLi@NOSi]]ord].

Similarity Search Phase. After the clustering phase, we have our data pre-
pared in the two-level clusters from particular datasets. The similarity search
phase then searches similar objects over the two-level clusters within one MapRe-
duce cycle. In our approach, TLCSim performs an exact similarity search.
It firstly performs checking candidate clusters according to the Lemma 2.2.
Once a candidate cluster is hold, the similarity search phase continually per-
forms quick pruning strategies to generate candidate pairs. The mappers at
MAP-2 task, therefore, emit the intermediate key-value pairs of the form
[URLi − URLj@NOSi@NOSj , 1], which will be pulled to the reducers at
REDUCE-2 task to actually compute similarity scores. Before outputting the
final result of the form [URLi − URLj , SIMij ], it is necessary for the reducers
at REDUCE-2 task to verify against the query filtering such as the similarity
threshold, for example, so that we can avoid false positive, which indicates the
case where dissimilar objects are actually included in the final result.

In overall, we construct the form of the intermediate key-value pairs as the
form of what we call a document-based index [16] instead of the form of an
inverted index because of two main reasons as follows. Firstly, it is naturally
convenient to derive the number of shingles of each document to meet the need
of length-based clustering. Secondly, acquiring the total number of shingles of
each document is important not only for the similarity computing itself but also
for other fast set-based similarity computing. Furthermore, filtering techniques
are employed at MAP-1 task in order to not only discard duplicates that con-
tribute nothing to the similarity scores but also refine special symbols emerging
in shingles. It is from natural language processing but necessary in our app-
roach so that similar shingles in terms of either vocabulary or meaning should
be treated as one. As a consequence, doing this way reinforces the accuracy when
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computing similarity with regardless of its bit cost. Last but not least, another
goal of our approach is to minimize the cost of running query batches when it
is experienced better by the empirical experiments given in Sect. 5.

4.5 Algorithms

In this section, we provide our algorithms in the form of pseudo-codes. In general,
TLCSim takes two MapReduce jobs. The first MapReduce job is to build indices
with respect to the our schemes in Sect. 4 whereas the second MapReduce job is
to do similarity search over the indices.

Fig. 5. MAP-1 algorithm

Figure 5 introduces our MAP-1 algorithm. The mappers at MAP-1 task parse
documents Di and then generate shingles from their content, which can be seen
as in lines 1–2. Next, we perform object-filtering on the shingle set as in line 3.
Then, the mappers get URLs from documents as in line 4 before emitting a part
of document-based indices as in line 5.

Figure 6 shows our REDUCE-1 algorithm. This is the phase where we orga-
nize our data with respect to the spiral clustering scheme in Sect. 2.2 and the
element-based clustering scheme in Sect. 4.2 when given the length parameter
λ. More specifically, the reducers at REDUCE-1 task read their input as in line
1. Next, necessary variables are initialized as in lines 2–5. Then, documents and
their shingles are collected into a two dimensional matrix as in lines 6–19. Basi-
cally, the matrix manages information about the documents such as their URLs,
shingles, and total number of shingles. After that, the matrix is sorted by the
total number of shingles as in line 20. Finally, the documents are grouped into
corresponding clusters as in lines 21–29.

Figure 7 illustrates our MAP-2 algorithm. Firstly, the mappers at MAP-2
task read their input as in line 1. Secondly, they extract the information such
as shingles, total number of shingles, and URL from the given query as in lines
2–4. Thirdly, they compute the spiral cluster bounds as in lines 5–6 when given
a similarity threshold δ. Fourthly, the mappers consider those clusters that are
in the range of the spiral cluster bounds for similarity search as in lines 7–8.
After that, the mappers start looking for any overlap between the shingles of
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Fig. 6. REDUCE-1 algorithm
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documents in those clusters and those of the given query as in line 9. For each
document found in the intersection, the mappers then emit candidate pairs as
in lines 10–12.

Figure 8 visualizes our REDUCE-2 algorithm. More concretely, the reducers
at REDUCE-2 task read their input as in line 1. Next, necessary variables are
initialized as in lines 2–3. Finally, the reducers aggregate the candidate pairs and
compute their similarity scores as in lines 4–15.

Fig. 7. MAP-2 algorithm

5 Empirical Experiments

5.1 Environment Settings

In our experiments, we deploy the stable version 1.2.1 of Hadoop1 on the cluster
of commodity machines named Alex2, which has 48 nodes and 8 CPU cores and
either 96 or 48 GB RAM for each node. Besides, the number of reducers for a
reduce operation is set to 168. In the meantime, the possible heap size of the
cluster is about 889 MB, and each file in Hadoop Distributed File System has
64 MB Block Size. Normally, we leave other Hadoop configurations in default
mode as much as possible, for we want to keep the most initial settings which
a cluster of commodity machines may get although some parameters can be
tuned or optimized to fit the Alex cluster. Moreover, each benchmark has its
fresh running. Last but not least, all the experiments for one type of query are
consecutively run so that their environments are close as much as possible.
1 http://hadoop.apache.org/docs/r1.2.1/mapred-default.html.
2 http://www.jku.at/content/e213/e174/e167/e186534.

http://hadoop.apache.org/docs/r1.2.1/mapred-default.html
http://www.jku.at/content/e213/e174/e167/e186534
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Fig. 8. REDUCE-2 algorithm

5.2 Datasets

We use Gutenberg datasets3, a large single collection of free electronic eBooks,
which are searched for their similarity together with experience for large text
files. Moreover, the datasets are separately organized into five data packages
including 3000 files, 6000 files, 9000 files, 12000 files, and 15000 files. These files
randomly selected from the Gutenberg repository have their sizes ranging from
1 KB to 252 KB. Besides, we also organize smaller data packages including 50
files, 100 files, 150 files, and 200 files so that we are able to experience the case
of overloaded memory. Furthermore, a query batch consists of a set of queries
in that its cardinality depends on the number of single query needing to be
processed once for similarity at the same running time.

5.3 Method Comparison

For our comparison experiments, we compare TLCSim methods and inverted
index-based methods as following:

– The Parallel Queries method (PQ): shows an inverted-index based method
with the model “bag of words” as described in [13]. Moreover, we refer the
method as PQ when considering only the cost of the last two MapReduce
jobs. Otherwise, we mention it as PQ Extended (PQE) adding the cost of the
first MapReduce job for building the histogram of vocabulary.

3 http://www.gutenberg.org/.

http://www.gutenberg.org/
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– Inverted Index : denotes an inverted-index based method in [15], which is
shown as a fast similarity search that performs better than the base-line
inverted index method in a large dataset.

– TLCSim WOO : refers to our method when the second-level of clustering is not
sorted. Consequently, the all-shingle search is conducted to generate candidate
pairs.

– TLCSim WO : indicates our method when the second-level of clustering is
sorted. In addition, the linear search is taken to generate candidate pairs.

– TLCSim BS : demonstrates our method when the second-level of clustering is
sorted. Besides, the binary search is performed to generate candidate pairs.

Moreover, we have implemented these methods with MapReduce (MR) in
Python and make them run by Hadoop streaming4, which is a utility that comes
with the Hadoop distribution. These methods other than PQE take two MapRe-
duce cycles, which is called Total MR including MR-1 and MR-2.

5.4 Evaluation

In our first experiments, we examine the influence of the range parameter in our
methods with a single query. It is exponentially tuned from 100 to 3200 and is
examined with the data packages 8000 and 12000. Due to the fact that the values
of MR-2 are much smaller than that of MR-1, we separately visualize them into
two different line charts.

In Fig. 9a, we observe that the total processing times of Total MR slightly
rise when increases from 100 to 800 and sharply rise when increases from 800
to 1600. The performances of MR-2, however, are different from those of Total
MR in Fig. 9b, and the best ones are reached when is set to 400 and 800, corre-
spondingly. Consequently, λ is set to 800 for the other experiments after being
considered in terms of both performance and the large dataset size.

For the upcoming experiments, we measure the performance of the can-
didate methods with a single query. Overall, Inverted Index performs better
whilst TLCSim WOO performs worse than the others as in Fig. 9c. With the
packages 3000 and 6000, the performances of TLCSim WO, TLCSim BS, and
Inverted Index are not much different. Nevertheless, there are big gaps with
the data packages 9000, 12000, and 15000. The average gap rate between
Inverted Index and TLCSim is 35 %. On the other side, Fig. 9d illustrates
MR2 processing time among the methods. Generally, the performance of TLC-
Sim WOO is the worst and sharply rises. In contrast, the other methods out-
perform TLCSim WOO and perform closely to one another.

Next, we compare our method representative TLCSim BS with
Inverted Index, PQ, and PQE. It is not surprise that both PQ and PQE con-
sume the most time for the whole process, which is illustrated in Fig. 9e. The
reason behind is that PQE takes more MapReduce jobs than the others. In
the meantime, PQ uses more computations while they depend on the size of

4 http://hadoop.apache.org/docs/r1.2.1/streaming.html.

http://hadoop.apache.org/docs/r1.2.1/streaming.html
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Fig. 9. Total MapReduce processing time with a single query

Fig. 10. Total MapReduce processing time with query batches
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vocabulary histogram. As a consequence, PQ is not efficient in terms of query
processing. As illustrated in Fig. 9f, PQ takes the most time to process the given
query. Even worse, the gap between PQ and the other methods rapidly rises
when the dataset size changes from 100 to 200. More specifically, the total MR
gap between PQE and TLCSim BS increases from 25.68 % with 50 files to 60 %
with 200 files. Moreover, the MR-2 gap between PQ and TLCSim BS rises from
7.27 % with 50 files to 124.36 % with 200 files. Meanwhile, TLCSim BS and
Inverted Index tend to have not much difference in their performances.

In the following, we conduct our essential experiments with query batches in
Fig. 10. Each batch consists of a set of queries that need to be processed once
for similarity at the same running time. There are five query batches that are
exponentially set from 1x to 16x. With these query batches, Fig. 10a visualizes
the similarity performances of Inverted Index, Fig. 10b indicates that of TLC-
Sim WOO, Fig. 10c shows that of TLCSim WO, and Fig. 10d presents that of
TLCSim BS. In general, the total processing times of Inverted Index exponen-
tially increase while that of TLCSim gradually grow. This trend also indicates
that the query batch sizes cause bigger impacts on the total processing times
than the dataset sizes. As a consequence, TLCSim methods moderately takes
their processing time while Inverted Index sharply does when the sizes of query
batches exponentially increase.

Besides, Fig. 10e shows the overview of performance relevance among the
methods with regard to the number of query batches. Intuitively, there are
no much differences about the performances of TLCSim WO and TLCSim BS
whilst there are very big gaps about the performances of Inverted Index com-
pared to the others. As a result, the performance of TLCSim highly outperforms
that of Inverted Index within the rates from 21.05 % to 88.68 %. Eventually,
TLCSim methods produce mostly 84.91 % output more than Inverted Index does
after MR1 as seen in Fig. 10f. The reason is that TLCSim still preserves most of
the input data at this phase whereas Inverted Index earlier starts filtering the
input data against the given query.

To sum up, though TLCSim methods take more time to prepare data than
Inverted Index at the clustering phase, the total query processing time of TLC-
Sim WO and TLCSim BS at the similarity search phase is very close to that of
Inverted Index when given a query. Moreover, the overall performance of TLC-
Sim definitely outperforms that of Inverted Index in terms of query batches.

6 Summary

In this paper, we propose TLCSim, a large-scale two-level clustering similarity
search with MapReduce. In parallel, we equip our methods with quick-pruning
and filtering strategies so that we can improve the performance as well as the
accuracy when computing similarity scores. Moreover, we manage empirical eval-
uations to validate our proposed methods with real large datasets. The results
show that our approach supports fast similarity searches in massive datasets bet-
ter than the inverted index-based approaches, especially with a batch of queries.
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For our future work, we find it interesting to conduct more empirical exper-
iments with other related work in that they may have different approaches
and methods. Moreover, similarity queries would also be taken into account
througout the comparisons.

Acknowledgments. Our sincere thanks to Mr. Faruk Kujundi, Scientific Computing,
Information Management team, Johannes Kepler University Linz, for kindly supporting
us with Alex Cluster.
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Abstract. This paper presents an immune approach for securing dif-
ferent types of devices connected to network. This also applies to the
technology, called Internet of things (IoT), which growing rapidly from
year to year. It was developed to help people in everyday life, to make
our life easier. However, such systems of interrelated computing devices
with the ability to transfer data over a network is exposed to various
types of attacks. Hacker can take the control over the each device con-
nected to the network. As a result, for example, heating system can be
switched on at the summer time, a refrigerator do redundant purchases,
etc. To fix this problem, we propose to apply our hybrid immune-based
algorithm, called b-v model, embedded in a reprogrammable FPGA. It
base on negative selection which is suitable to protect a huge amount of
devices.

Keywords: Artificial immune system · Anomaly detection · Internet of
things · FPGA

1 Introduction

The “Internet of things” (IoT) is the concept of basically connecting to the
Internet any device, including not only cellphones and tablets, but also toast-
ers, refrigerators, coffee makers, washing machines, etc. Generally, this applies
to almost all physical objects we can think of. Anything that can be connected,
will be connected in the near future, with ability of talking to each other. This
technology was developed to help people in everyday life, to make our life easier.
However, such system of interrelated computing devices with the ability to trans-
fer data over a network is exposed to various types of attacks. Hacker can take
the control over the each device connected to the network. As a result, for exam-
ple, heating system can be switched on at the summer time, a refrigerator do
redundant purchases, etc. Moreover, data captured from these devices can then
be analyzed by unauthorized persons. Usually such data are sensitive, what tends
to loss of anonymity.

It is envisaged, the number of IoT connected devices will number 38.5 billion
in 2020, up from 13.4 billion in 2015, which corresponds to rise of over 285 %.
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T.K. Dang et al. (Eds.): FDSE 2016, LNCS 10018, pp. 75–92, 2016.
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It means, the security systems has to be ready for protecting the huge amount of
hosts, sending a sensitive data, which should not be captured by unauthorized
persons.

System of huge amount of connected devices can be compared to Natural
Immune System (NIS), which efficiency is unsurpassed for all protection systems
and verified over millions of years by living organisms. NIS is a very complex
system focused on discrimination between own cells (called self ) and pathogens
(called nonself ), which should be detected and eliminated. A nice feature of NIS
is that it does not need any example of nonself samples to detect them as only
the information about its own cells is sufficient. Hence, every organism has a
unique “protection system”, capable of detecting even a new type of attack and
tolerates only own cells which form its body.

This dedicated and highly efficient protection system against various types of
pathogens was an inspiration for developing Artificial Immune Systems (AIS).
Within this domain, many types of algorithms were proposed, mainly focused
on computer system security solutions. However, the most popular is Negative
Selection Algorithm (NSA) [10] with the ability of detecting novel, never met
samples, a counterpart of pathogens. Based on deep investigations with various
types of large and high-dimensional datasets, a solution called the b-v model [8]
was proposed. It minimizes the problem of scalability, by involving both types
of receptors: b - and v -detectors. This hybrid approach, presented by conducting
numerous experiments, provides much better results in comparison to single
detection models as well as traditional, statistical approaches, even though only
positive (self ) examples are required at the learning stage. It makes this approach
an interesting alternative for well known classification algorithms, like SVM, k-
nearest neighbours, etc. The b-v model is briefly described in Subsect. 3.

To increase the speed of detection process, b-v model was embedded in
a reprogrammable FPGA (Field Programmable Gate Array). Such approach
makes, this algorithm can be easily applied to protect also IoT devices.

2 Negative Selection Algorithm

The NSA, i.e. the negative selection algorithm, proposed by Forrest et al., [11],
is inspired by the process of thymocytes (i.e. young T-lymphocytes) maturation:
only those lymphocytes survive which do not recognize any self molecules.

Formally, let U be a universe, i.e. the set of all possible molecules. The subset
S of U represents the collection of all self molecules and its complement N in
U represents all nonself molecules. Let D ⊂ U stand for a set of detectors and
let match(d, u) be a function (or a procedure) specifying if a detector d ∈ D
recognizes the molecule u ∈ U . Usually, match(d, u) is modelled by a distance
metric or a similarity measure, i.e. we say that match(d, u) = true only if
dist(d, u) ≤ δ, where dist is a distance and δ is a pre-specified threshold. Various
matching function are discussed e.g. in [12,15].

The problem relies upon construction the set D in such a way that

match(d, u) =
{
false if u ∈ S
true if u ∈ N (1)
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for any detector d ∈ D.
A naive solution to this problem, implied by the biological mechanism of

negative selection, consists of five steps:

(a) Initialize D as empty set, D = ∅.
(b) Generate randomly a detector d.
(c) If math(d, s) = false for all s ∈ S, add d to the set D.
(d) Repeat steps (b) and (c) until the sufficient number of detectors will be

generated.

Below the binary and real-valued representations of the problem are
described.

2.1 Binary Representation

This type of representation was applied by Forrest et al. [10] to capture anom-
alous sequences of system calls in UNIX systems and next to model the system
for monitoring TCP SYN packets to detect network traffic anomalies (called
LISYS) [13].

In case of binary encoding, the universe U becomes l-dimensional Hamming
space, Hl = {0, 1}l, consisting of all binary strings of fixed length l:

H
l = {000...000︸ ︷︷ ︸

l

, 000...001︸ ︷︷ ︸
l

, . . . , 111...111︸ ︷︷ ︸
l

}

Hence the size of this space is 2l. The most popular matching rules used in
this case are:

(a) r-contiguous bit rule [10], or
(b) r-chunks [2].

Both the rules say that a detector bonds a sample (i.e. data) only when both
the strings contain the same substring of length r. To detect a sample in case
(a), a window of length r (1 ≤ r ≤ l) is shifted through censored samples of
length l. In case (b) the detector ti,s is specified by a substring s of length r and
its position i in the string. Below an example of matching a sample by r-detector
(left) and r-chunk for affinity threshold r = 3 is given

l︷ ︸︸ ︷
1 0 0 0 1 1 1 0 ← sample →

l︷ ︸︸ ︷
1 0 0 0 1 1 1 0

0 1 0 0 1︸ ︷︷ ︸
r

0 0 1 ← r − detector; r − chunk → * * 0 0 1︸ ︷︷ ︸
r

* * *

Here it was assumed that irrelevant positions in a string of length l represent-
ing the r-chunk t3,001 are filled in with the star (*) symbol. This way r-chunk can
be identified with schemata used in genetic algorithms: its order equals r and
its defining length is r−1. Although a single r-detector recognizes much more
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strings than a single r-chunk, this last type of detector allows more accurate
coverage of the N space [2].

Further, the notion of the ball of recognition allows to define “optimal” reper-
toire D. Namely it consists of the detectors located in H

l in such a way that they
cover the space N and their balls of recognition overlap minimally. A solution
to such stated problem was given in [20]. To construct the r-detectors we split
all the self strings into the templates represented identically as the r-chunks
and we construct the detectors by gluing these r-chunks that do not belong to
the set S. More formally, if ti,s and tj,w are two candidate r-chunks, we can glue
them if both the substrings are identical on r−1 positions starting from position
i+1.

Using such an optimality criterion we come to the conclusion that shortest
detectors are more desirable as they are able to detect more samples. However,
Stibor [18] showed the coherence between r and l values for various cardinalities
of S in terms of the probability of generating detectors, Pg. He distinguished
three phases:

– Phase 1 (for lower r) – the probability Pg is near to 0,
– Phase 2 (for middle r) – the probability Pg rapidly grows from 0 to 1 (so called

Phase Transition Region),
– Phase 3 (for higher r) – the probability is very near to 1.

Hence, we should be interested in generating detectors with medium length
r (belonging to the second region) and eventually with larger values of r if the
coverage of N is not sufficient. It is worth to emphasize, that the detectors can
not be too long, due to exponential increase in the duration of learning process,
which should be finished in reasonable time.

2.2 Real-Valued Representation

To overcome scaling problems inherent in Hamming space, Ji and Dasgupta [14]
proposed a real-valued NSA, termed V -Detector.

It operates on normalized vectors of real-valued attributes; each vector can
be viewed as a point in the d-dimensional unit hypercube, U = [0, 1]d. Each self
sample, si ∈ S, is represented as a hypersphere si = (ci, rs), i = 1, . . . , l, where
l is the number of self samples, ci ∈ U is the center of si and rs is its radius.
It is assumed that rs is identical for all si’s. Each point u ∈ U inside any self
hypersphere si is considered as a self element.

The detectors dj are represented as hyperspheres also: dj = (cj , rj), j =
1, . . . , p where p is the number of detectors. In contrast to self elements, the
radius rj is not fixed but it is computed as the Euclidean distance from a ran-
domly chosen center cj to the nearest self element (this distance must be greater
than rs, otherwise the detector is not created). Formally, we define rj as

rj = min
1≤i≤l

dist(cj , ci) − rs. (2)
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The algorithm terminates if a predefined number pmax of detectors is generated
or the space U\S is sufficiently well covered by these detectors; the degree of
coverage is measured by the parameter co – see [14] for the algorithm and its
parameters description.

)b()a(

Fig. 1. (a) Example of performance V -Detector algorithm for 2-dimensional problem.
Black and grey circles denotes self samples and v -detectors, respectively. (b) Unit
spheres for selected Lm norms in 2D.

In its original version, the V -Detector algorithm employs Euclidean distance
to measure proximity between a pair of samples. Therefore, self samples and
the detectors are hyperspheres (see Fig. 1(a)). Formally, Euclidean distance is a
special case of Minkowski norm Lm, where m ≥ 1, which is defined as:

Lm(x, y) =

(
d∑

i=1

|xi − yi|m
) 1

m

, (3)

where x = (x1, x2, . . . , xd) and y = (y1, y2, . . . , yd) are points in 	d.
Particularly, L2-norm is Euclidean distance, L1-norm is Manhattan distance,
and L∞ is Tchebyshev distance.

However, Aggarwal et al. [1] observed that Lm-norm loses its discrimination
abilities when the dimension d and the values of m increase. Thus, for example,
Euclidean distance has the best (among Lm-norms) metrics when d ≤ 5. For
higher dimensions, the metrics with lower m (i.e. Manhattan distance) should
be used.

Based on this observation, Aggarwal introduced fractional distance metrics
with 0 < m < 1, arguing that such a choice is more appropriate for high-
dimensional spaces. Experiments, reported in [7], partially confirmed the effi-
ciency of this proposition. For 0.5 < m < 1, more samples were detected, in
comparison to L1 and L2 norms. However, for m < 0.5 the efficiency rapidly
decreased and for m = 0.2, none samples were detected. Moreover, these exper-
iments also confirmed a trade-off between efficiency, time complexity and m.
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For fractional norms, the algorithm runs slower for lower m values; for L0.5 the
learning phase was even 2–3 times longer than for L2.

Another consequence of applying fractional metrics for V -Detector algorithm
is modification of the shape of detectors. Figure 1(b) presents the unit spheres for
selected Lm-norms in 2D with m = 2 (outer most), 1, 0.7, 0.5, 0.3 (inner most).

3 The b-v Model

Unsatisfactory coverage of space N is the main flaw of the v-detectors. To over-
come this disadvantage as well as to improve the detection rate (DR for short)
and to fasten the classification process, a mixed approach, i.e. b-v model was
proposed. Its main idea is depicted in Fig. 2.

Fig. 2. Flow diagram of the classification process for b-v model.

Here, the b -detectors, as those providing fast detection, are used for pre-
liminary filtering of samples. The samples which did not activate any of the
b -detectors are censored by v -detectors next. It is important to note that we
do not expect that b -detectors covers the space N in sufficient degree, as it can
consume to much time. More important aspect is their length. They should be
relatively short (with high generalization degree) to detect as quickly as possible
the significant part of nonself samples. The optimal length, r, of b -detectors
can be determined by studying the phase transition diagram mentioned in
Subsect. 2.1. Namely, we choose the r value guaranteeing reasonable value of
the Pg probability what, in addition to ease of generating detectors, results in
sufficiently high coverage of the N space.

In the b-v model the overall DR ratio as well as the average time of detec-
tion depends mainly on the number of recognized nonself samples by “fast”
b -detectors. Thus, in the experiments reported later, we focus mainly on these
parameters.
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3.1 Building b -detectors in Space �n

Usually, samples are represented as real-valued vectors. Thus, to construct b -
detectors, the self samples should be converted into binary form first. This
can be done in many ways, but probably the simplest one (at least from the
computational point of view), is the uniform quantization, [17].

Generally, quantization (used e.g. in digital signal processing, or image
processing) refers to the process of approximating a continuous range of val-
ues by relatively small set of discrete symbols or integer values. A quantizer can
be specified by its input partitions and output levels (called also reproduction
points). If the input range is divided into levels of equal spacing, then the quan-
tizer is termed as the uniform quantizer; otherwise it is termed as a non-uniform
quantizer, [17].

A uniform quantizer can be described by its lower bound and the number
of output levels (or step size). However, in our case, the first of these value is
always 0, as we operate only on values from the unit interval (required by the
V -Detector algorithm). Moreover, for binary representation of output values,
instead of the number of output levels, we should rather specify the parameter
bpa, denoting the number of bits reserved for representing a single level.

The quantization function Q(x) for a scalar real-valued observation x, can
be expressed as follows:

Q(x) = 
x ∗ 2bpa�, (4)

The resulting integer from the range {0, 2bpa − 1} is converted to a bit string of
length l = n ∗ bpa, where n is the dimension of real-valued samples.

3.2 Representation of b-detectors in Space �n

V -Detector algorithm can take into consideration already generated b-detectors,
only if they can be represented in space 	n. In this case, two different shapes of
b-detectors in real-valued space were investigated: hyperspheres and hypercubes.

Fig. 3. Representation of b-detector 101 in space �3 for bpa = 1.

The simplest way of converting b- to v -detector is when w = r. Then, the
center of b-detector (cvb) in space 	w can be calculated as follow:

cvb[k] =
toInt(bk∗bpa,(k+1)∗bpa−1)

2bpa
+

1
2bpa+1

, for k = 0, . . . , w − 1 (5)
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where bi,j denotes the substring of b-detector from position i, to j and toInt is
the function which returns the decimal value of the binary number. Depending
on used shape, the diameter (in case of hyperspheres) or edge (for hypercubes)
is equal to 2−bpa. An example of representation of single b-detector in space 	3

is presented in Fig. 3.

4 Hardware Implementation of the b-v model

Traditional software firewalls when analysing and filtering packets flowing
through the network use the processing power on which they are installed. This
can lead to a significant reduction in responsiveness of the computer during
a network attack. An alternative to software solutions are hardware firewalls,
however, they are relatively expensive to use.

Another solution are firewalls embedded in a reprogrammable FPGA (Field
Programmable Gate Array) architectures characterized by a high degree of flexi-
bility during the design process. Usage of HDL (Hardware Description Language)
languages reduces the cost of design and allows to transfer design between dif-
ferent architectures from manufacturers such as Xilinx or Altera. The use of
reprogrammable architecture for the construction of a firewall reduces the cost
of the final solution and increases the number of classified packets compared to
pure software solution.

Construction of FPGA allows for parallelization of calculations and algo-
rithms, so that they have wide range of applications during the HPC process
(High Performance Computing). Another advantage of FPGAs is their low power
consumption compared to the GPU (Graphics Processing Unit) solutions used
in HPC, so that they represent better value performance-per-watt power con-
sumption [19].

The use of FPGAs significantly shortens time to market (the length of time
since the inception of the product concept to placing it on the market) compared
to system based on ASIC (Application Specific Integrated Circuit).

The biggest advantage of FPGAs is that they can be reprogrammed even
after they have been installed in the target system. This allows to correct the
errors or complement the design with new functionality. In the case of ASIC
the process of design and manufacturing should be repeated and then replace a
malfunctioning chip in the target system, which is associated with high costs.

The research are focused on building firewall with high throughput and
latency as low as possible through the use of reprogrammable architectures.
Designed in this way, the firewall will work independently without supervision
of other (external) devices.

FPGAs contain programmable logic (configurable logic blocks) contains a
set number of LUTs (LookUp-Table - small memory generate boolean function),
flip-flops and multiplexers connected via programmable interconnects.

As the implementation language of hardware firewall has been chosen VHDL
(Very High Speed Integrated Circuits Hardware Description Language) because
is the most supported hardware description language by synthesis software and
source code simulators.
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4.1 b-detectors - Combinational Approach

In initial stage of work on the hardware firewall design was considered as a purely
combinational circuit. The advantage of this approach is the clarity of its tim-
ing behavior (input/output response) analysis in oder to verify its correctness.
Another advantage of this approach is the eases of making changes in the design
description.

Fig. 4. Combinational component approach: simulation waveform (timing diagram) of
anomaly detection.

Figure 4 shows a simulation of generating detectors for combinational com-
ponent approach. In order to increase the readability of input/output values,
results of operations component the were limited to a l = 16 for each sample
and r = 6 for r-chunks. On simulation sample was market as Self - on the input
might be inserted signal values of Self/NonSelf; detectors as Pattern - r-chunks;
and the Result as the output of designed unit. V alue of ‘1’ on output denotes
that the detector bonds a sample. For example, if Self = {0000000000101000}
and Pattern = {000010} then Result = 1 (Self and Pattern are matched). The
same behavior is observed for larger values l = 64 and r = 32 or l = 128 and
r = 64 etc. The only restriction is length of 1 ≤ r ≤ l.

The proposed solution indicates very regular structure. Therefore, a different
approach - pipelined - should be considered.

4.2 b-detectors - Pipelined Approach

Throughput and delay are two critic performance criteria for designed compo-
nent. Delay is the time that one task required to be completed, and throughput
is the number of tasks that can be completed in one unit time. The major step
of adding pipeline to immunologic anomaly detection design into stages. As was
mentioned before combinational version indicates very regular structure. Com-
parison of r-chunk vector witch parts of self/nonself vector is realized on LUT
tables which have the same or very close critical propagation delay time. An
analogous situation occurs with the logical summation of the results of the com-
parison which is realized by a cascade connected LUT tables. Therefore when
converting the combinational version of immunologic design to pipeline compo-
nent version the system delay would not change but the system throughput will
increase.

Figure 5 shows a simulation censoring samples for pipeline component app-
roach. In order to increase the readability of input/output values results of oper-
ations component the were limited to a l = 23 for each sample and r = 8 for
r-chunks. Clk is a signal used for computing stages synchronization. Test signal
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Fig. 5. Pipeline approach: simulation waveform (timing diagram) of anomaly detection.

value is delayed for 4 ticks of the clock. It means that the system needs 4 ticks
of the clock to calculate value of Test signal and its directly depend on length
of l and r.

Table 1. Comparison of combinational and pipeline versions.

l r tc [ns] tp [ns] n

11 8 9.101 7.234 3

23 8 11.133 6.869 4

71 8 20.201 7.486 5

35 32 11.801 7.454 4

47 32 18.335 7.215 5

95 32 14.615 7.906 6

4.3 Comparison of Hardware b-detector Implementations

Table 1 shows comparison of two approaches, combinational and pipeline, of
matching patterns and samples. All measurements were made for a Xilinx
xc3s250e-5pq208 device from Spartan3E family. Parameter tc describe maxi-
mum combinational path delay for combinational version of matching system,
tp - maximum combinational path delay for pipeline version and n how many
ticks of the clock is needed to compute output value. It means that for the
length l = 47 and r = 32 combinational system version may match 54 M of sam-
ple/pattern pairs and pipeline - 138 M - but the system response take 5 clock
ticks (36,075 ns).

4.4 V -Detectors

As was already mentioned, classification with the V -Detector algorithm is a very
complex and time consuming process because of its high complexity of performed
calculations that need to be done on real-valued vectors. Time of classification
of a single sample directly depends on its dimensionality (	d) and number of
detectors, because for each single sample, there is a need to calculate distance
to generated detectors from set D. The described process, of course, might be
divided into sub tasks to parallelize classification. As a result, the duration of
this process should be significantly decreased. However, when calculations are
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performed on CPUs or GPUs processors, its efficiency is strictly restricted by
number of processors and numbers of its cores.

One of the solutions, corresponding to the above restrictions, are program-
mable devices, especially Field Programmable Gate Array (FPGA) devices, pro-
viding a high performance, low power consumption and relatively low price in
comparison to CPU/FPU solutions. FPGA is mainly designed to parallelize
computational tasks. Therefore, it might be used in projects where the main
indicator is performance. Designers equipped FPGA devices in specialized IP
(Intellectual Property) blocks like multipliers, pre-adders and accumulators for
increasing the number of computations per second and other more complicated
blocks like embedded CPUs, DSP, Ethernet Physical Interfaces, PCI Express,
DRAM controllers and many others. Moreover, some FPGA devices allow for
the partial reconfiguration (reprogramming) during its operation - helping the
system to adopt to rapidly a changing environment.

FPGA devices are characterized by high computing power, flexibility and
scalability. They can be adapted as a base for on-line classification systems eg.
firewalls and intruder detection systems for home use as well as for enterprise
solutions.

As was presented in [4], b-detectors were successfully implemented in repro-
grammable architectures, especially in FPGA devices. Hence, it is natural to try
to do the same for the V -Detector algorithm, where we could expect more spec-
tacular results in comparison to a software approach, which was a bottleneck in
the b-v model.

Classification algorithm will be explained in further sections but firstly we
must present how the distance between detectors and samples is calculated. The
main difference, in comparison to software implementation, is the usage of hyper-
cubes, instead of hyperspheres. Such a shape is more suitable for reprogrammable
architecture.

Each self sample, si ∈ S, is represented as a hypercube si = (ci, ls), i =
1, . . . , l, where l is the number of self samples, ci ∈ U is the center of si and
ls is half of the length of its side (edge). It is assumed, that ls is identical for
all self samples. Similar to software approach, each hypercube u ∈ U inside any
self hypercube si is considered as a self element.

The detectors dj are represented as hypercubes also: dj = (cj , lj), j = 1, . . . , p
where p is the number of detectors. In contrast to self elements, the half length
of its side lj is not fixed, but it is computed as the distance from a randomly
chosen center cj to the nearest self element (this distance must be greater than
ls, otherwise detector is not created).

Formally, we define lj as:

lj = min
1≤i≤l

dist(cj , ci) − ls, (6)

where distance between two centers of hypercubes x and y is defined as:

dist(x, y) = min
1≤i≤d

|xi − yi|. (7)
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Each hypercube is axis-aligned. It means, rotation of hypercube is not
allowed. Two hypercubes are not overlapping when:

min
1≤i≤d

|xi − yi| > lx + ly. (8)

(a) 2D

(b) 1D

(c) 3D

Fig. 6. Example of axis-aligned v -detector hypercube in �d.

Figure 6 presents d-dimensional hypercubes. In Fig. 6(b) two detectors d1 =
([0], 1), d2 = ([5], 1) in one dimensional space are marked (grey colour). In
Fig. 6(a) two detectors d1 = ([1, 3], 1) and d2 = ([3, 5], 1) are overlapping.
In Fig. 6(c): d1 = ([1, 1, 1], 0), d2 = ([0, 6, 7], 0), d3 = ([5, 5, 0], 0) and d4 =
([5, 5, 5], 1) are examples in three dimensional space. In V -Detector classifica-
tion process it is sufficient to state that sample overlap with one of the detectors.
There is no need to state that detector includes the sample (sample overlaps a
whole over the detector or overlaps its partially). In both cases, the sample
should be rejected.

4.5 Emebedded V -Detector- the Fastest Approach

The first of the proposed solutions, denoted as V -Detector−HFast, for repro-
grammable architectures holds the entire D in target device resources. As a
result, it should maximize the speed of classification process for V -Detector algo-
rithm. The base concept allows the determination of distance between the single
sample and the entire set of D in one cycle of the designed system. Moreover,
the classification process does not depend to such an extent on the number of
dimensions as in the classical approach. Here, the universe set U is represented
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Fig. 7. V -Detector- the fastest approach for reprogrammable architectures.

by bitmap with detectors modeled as hypercubes. The number of distinguish
samples (represented as vectors) depends on the size of used internal memory.

Memory and other arithmetic operations are mapped into logic elements
available on the reprogrammable device, in our case FPGA. For each dimension,
a decoding vector responsible for choosing data from set D is created, depending
on the sample’s coordinates. For each coordinate logical products are created of
decoding vectors (for all dimensions) and its corresponding memory values. In
the last step, the number of ‘1’ in the logical product is counted. If this value is
not equal to 0, it means, sample overlaps at least one detector. Figure 7 shows
a simplified diagram of V -Detector(for one dimension) based on internal FPGA
memory.

The proposed solutions for reprogrammable architectures is incredibly fast in
classification of both single and group of samples. This approach, apart from the
high-speed classification, also has some disadvantages. Set D is held in FPGA
internal RAM (very limited capacity) or is mapped in the logical area on the
device. In this case, a synthesized classification algorithm is highly demanded
for device logic resources. Therefore, we are limited by logic element numbers on
the target programmable device, in which one, design has to be mapped. In this
case we have to choose a target device with appropriate logic elements overhead.
The lack of adequate number of logical resources may lead to a decrease in the
number of analyzed dimensions, or enforces the reduction of the resolution of
the analyzed samples.

4.6 Embedded V -Detector - Approach Based on External Memory

The presented classification solution, denoted as V -Detector −HRAM , is based
only on the resources provided by the target device, is characterized by con-
straints on the system resolution. One of the methods to increase the resolution
of the system is to move the set of detectors from the internal device resources
to external memory. In this case, part of the available resources has to be des-
tined to calculate the read/write memory cell addresses. The designed com-
ponent informs which memory lines are needed in the calcification process of
each sample and chooses only the appropriate cells from them. The proposed
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solution is slowed down by time needed by external memory to perform write
and read operations compared to the approach presented in Subsect. 4.5. When
the system is properly scaled to expected samples (in numbers of dimensions
and numbers of bits per dimension) i.e. ls = 0 (is small as possible) classification
process should need only one read operation from external memory.

For DE2-115 Development Board we were able to achieve a resolution of 230

distinguishable samples.

5 Hardware V -Detector Approaches Evaluation

In the proposed solutions, the learning phase is simplified, in comparison to soft-
ware implementation. The optimization process of D set is not needed because
its size does not affect the duration of classification of a single sample. Bitmap
hypercube representation of U is constant and therefore the number of detectors
has no impact on its size. Classification time is shorter because the designed com-
ponents consider calculations only in the nearest surroundings of the sample. All
the necessary calculations are performed at the level of the FPGA. Therefore,
the designed component may process large amounts of data in a single period of
time.

Fig. 8. System diagrams for FPGA device.

Both presented solutions were implemented and synthesized for Altera
Cyclone IVE EP4CE115F29C7 device equipped on the DE2-115 Development
and Education Board by using Quartus II 15.0. Figure 8(a) shows simplified
diagrams of the actual designs. The core of the solution is Nios II processor
with connected components via an Avalon bus. In the first stage, components
were tested as operated independently. In the second stage, components were
integrated into the system (Fig. 8(a)). In the future, both systems, V -Detector
based on internal and on external RAM cells, will be equipped with two Eth-
ernet interfaces 10/100/1000 and tested in a network environment (Fig. 8(b)).
Another possibility of the further development is integrated design with PCI
Express and use also of the desktop computer resources.

To measure performance (profiling) of the designed systems we used Altera
Megacore Performance Counter Unit. The designed system was based on Nios II
worked with 100 MHz frequency.
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As was already mentioned in Subsect. 4.5, the dimensionality of samples
which can be processed by V -Detector−HFast algorithm is highly restricted
by resources availability in target devices. In the case of Altera Cyclone IVE
EP4CE115F29C7, which was used in our experiments, internal memory capac-
ity is limited to 3888 KB. Such a restriction forced us to select a rather small
dataset for testing. We chose the most popular dataset used for classification
purposes, namely Iris, which consists of only 150 samples. Each of 4 attributes
was represented by integer value from the range 0–3 (2 bits). Detectors were
generated, assuming that one class of thew iris plant is regarded as set S during
the learning stage. In all cases, samples were successfully classified. The main
advantage of the hardware approaches was the duration of classification, and
was presented in Table 2.

Table 2. Comparison of average duration of classification process for V -
Detector−HFast and V -Detector−HRAM algorithms for different number of bits
per dimension (n) for Iris dataset.

HFast HRAM

n=2 n=2 n=6

time[ms] time (clock) time[ms] time (clock) time[ms] time (clock)

Iris-setosa 0.18 17914 0.58 58181 0.58 58181

Iris-versicolor 0.18 17914 0.58 58061 0.58 58061

Iris-virginica 0.18 17914 0.58 58038 0.58 58038

We can compare those values with the average time of classification achieved
for software implementation executed on a PC equipped with Intel i7-3770
processor (8 cores) 3.4 GHz with 16 GB RAM. In this case, process censoring all
samples took about 3 ms. It is about 20 times slower than V -Detector−HFast,
and about 6 times slower than V -Detector−HRAM . Taking into consideration
that the frequency of the CPU on the PC computer was 340 times higher, it can
be easily computed how fast the hardware approach is.

Table 2 contains also the results of other classification experiments with the
same dataset. Here, samples were represented as 4 dimension vectors with 6
bits per dimension. For V -Detector−HFast this design was too big to map
into available architecture. Thus experiments were conducted only for the V -
Detector−HRAM algorithm for which the classification process took 0.58 ms
(the same time as in first experiment). Here, classification strictly depends on
access time to external memory (read/write data operation). It is clear that all
operations performed on internal resources are faster than on external memory.
The increase in the number of dimensions does not significantly affect the time
of classification. The most important is a properly scaled system (sample size).

However, the most spectacular results were obtained for some subsets of KDD
Cup 1999 from UCI Machine Learning Repository. This database was too big for
the current implementation of V -Detector−HRAM . Hence, only the samples of
the ICMP protocol were used for tests with randomly selected 7 of 41 attributes
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Table 3. Comparison of average duration of classification process for software imple-
mentation and V -Detector−HRAM algorithm applied to KDD Cup 1999 subset.

Software HRAM

time[ms] time[ms] time (clock)

106 000 45 4483698

(each coded on 4 bits). In this way, our test set contains 1074994 unique samples
and an average of 683 detectors were used. During the tests we could observe,
the duration of classification was more than 2000 times faster in the case of
hardware implementation (see Table 3).

Table 4. Comparison of average duration of classification process for software imple-
mentation and V -Detector−HRAM algorithm applied to KDD Cup 1999 TCP and
UDP subset.

Software HRAM

time[ms] time[ms] time (clock)

UDP 2000 samples (RAM only) not tested 2.24 224002

UDP 84545 samples (SD Card) 23000 1578 157817722

TCP 978539 samples (SD Card) 617000 18226 1822604218

Capacity of our system was to small to hold samples for tests of UDP and
TCP subset. For UDP was tested 84545 samples and for TCP 978539 samples.
Therefore there was a need to store data in portable memory like SD cards.
During the tests we could observe, the duration of classification was more than
14 times faster in the case of hardware implementation for UDP set and more
than 30 time for TCP subset (see Table 4). The slowdown in the classification
process results from time needed to access external memory. Usage of external
memory (SD Card) slowing down the classification process more than 60 times.

6 Conclusions

One major disadvantage of algorithms based on negative selection is scalability.
The use of two types of detectors have a positive impact mainly on the efficiency
of the detection process. However, only the hardware implementation of the b-v
model in FPGA significantly reduced detection time and opened new possibilities
for applications.

Conducted experiments confirmed the effectiveness of the model and its suit-
ability for the protection of various types of embedded systems, including IoT
devices. Some improvements are still necessary and relate primarily to changes
proposed solutions for working with large datasets with a significant number
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of dimensions. In its present form, our solution should rather be considered as a
support system for existing solutions in order to detect new types of attacks.

Acknowledgment. This research was partially supported by the grants S/WI/3/13
and MB/WI/1/2014 of the Polish Ministry of Science and Higher Education.

References

1. Aggarwal, C.C., Hinneburg, A., Keim, D.A.: On the surprising behavior of distance
metrics in high dimensional space. In: Van den Bussche, J., Vianu, V. (eds.) ICDT
2001. LNCS, vol. 1973, pp. 420–434. Springer, Heidelberg (2000). doi:10.1007/
3-540-44503-X 27

2. Balthrop, J., Esponda, F., Forrest, S., Glickman, M.: Coverage and generalization
in an artificial immune system. In: Proceedings of the Genetic and Evolutionary
Computation Conference (GECCO 2002), New York, pp. 3–10, 9–13 July 2002

3. Brzozowski, M., Chmielewski, A.: Embedding the V-detector algorithm in FPGA.
In: Saeed, K., Homenda, W. (eds.) CISIM 2016. LNCS, vol. 9842, pp. 43–54.
Springer, Heidelberg (2016). doi:10.1007/978-3-319-45378-1 5

4. Brzozowski, M., Chmielewski, A.: Hardware approach for generating b-detectors by
immune-based algorithms. In: Saeed, K., Snášel, V. (eds.) CISIM 2014. LNCS, vol.
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8. Chmielewski, A., Wierzchoń, S.T.: Hybrid negative selection approach for anom-
aly detection. In: Cortesi, A., Chaki, N., Saeed, K., Wierzchoń, S. (eds.) CISIM
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Abstract. Vehicular Ad-hoc Networks (VANET) has been becoming a potential
candidate to enable variety of applications supporting traffic safety, traffic effi‐
ciency, and infotainment. There have been numerous research works to address
many challenges in VANET to make this technology become possible deploy‐
ments. One of key issues is to design a scalable routing protocol, which can
support the robustness of the route disruption caused by the vehicle mobility. In
this paper, a design and implementation of Vehicle-Moving based Routing
Protocol is proposed to utilize vehicles’ direction information to target the predic‐
tion of possible link-breakage events before they occur. This proposed scheme
also helps reduce the routing information exchanged by choosing neighbor nodes
which are grouped according to the same velocity vector. Besides, performance
of the routing scheme is simulated and compared with the other popular protocols
to illustrate advantages of the proposed routing strategy in terms of throughput,
delay, and packet loss.

Keywords: VANET · Routing · ITS applications · Performance evaluation

1 Introduction

Today, there is a huge number of vehicles joining the traffic system to increase the
research interest in the field of vehicle communication [1]. In this direction, several
wireless vehicle communication techniques have been studied to target the traffic effi‐
ciency, which lay a foundation for Intelligent Transport Systems (ITS) [2–5]. The key
mission of ITS is to provide the seamless connections for mobile vehicles to support the
safety [6, 7] or to provide traffic conditions with low cost [8].

VANET [9] is a special kind of Mobile Ad-hoc Networks (MANET) in terms of
dynamic topology due to the high-speed movement of vehicles (e.g. cars or trucks).
However, the mobility in VANET is constraint to a given path of the vehicles and the
moving velocity is restricted by speed limit or the traffic congestion conditions on streets.
In addition, vehicles can be equipped with RF long-distance transceivers, high power
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supply, and large capacity of data storage. Hence, the data processing and storage capa‐
bility in VANET is not the main challenges as those in MANET. In addition, the
communication of vehicles in VANET can be V2V (vehicle-to-vehicle or V2I (vehicle-
to-infrastructure or vehicle to RSU).

In order to bring VANET into wide deployment [8], beside the wireless access tech‐
niques [10–13], one of the main issues is to design routing algorithms which support
scalability, adaptation to the disrupted radio links between vehicles during their move‐
ments. Although there are several similarities between VANET and MANET, the
routing protocols designed for MANET are usually not suitable for VANET due to some
special characteristics of VANET such as movement information, vehicle positions, or
digital map of roads.

Current efforts for vehicle communication is to optimize the routing protocols used
in MANET to meet requirements of VANET. These routing schemes can be basically
categorized into three types: reactive, proactive and hybrid schemes. In Reactive
Routing Protocols (RRPs), the route determination is based on the data transmission of
the sending node. If a node has available data to transmit, it will flood the Route Request
(RREP) to reach the destination node. When it receives the Route Reply (RREQ), it will
cache this route and send data packets to the destination node by using this route. Every
link breakage will be notified to all involved nodes by a Route Error message (RERR)
for rediscovery of the new route when necessary. The well-known candidates falling in
this routing schemes are AODV (Ad-hoc on Demand Distance Vector) [14] and DSR
(Dynamic Source Routing) [15]. The big disadvantage of the reactive routing scheme
is slow adaption to the fast network topology change due to high speed movement of
vehicles in VANET. In addition, the high delay of route discovery mechanism cannot
fit in some time-sensitive ITS applications such as CCA (Cooperative Collision
Avoidance).

Different from reactive routing, all Proactive Routing Protocols (PRPs) exchange
the routing information periodically. This mechanism allows determining any route to
any node inside the network at any time. However, the bandwidth consumed by proactive
routing is usually higher than that in reactive routing to meet the high adaption of the
frequent network topology changes. OLSR (Optimized Link State Routing) [16],
HSLSR (Hazy Sighted Link State Routing) [17], TBRPF (Topology Broadcast based
on Reverse Path Forwarding) [18], and DSDV (Destination- Sequenced Distance
Vector) [19, 20] are the popular proactive protocols falling in this category.

Hybrid Routing Protocols (HRPs) tries to combine the advantages of both reactive
and proactive schemes. In this kind of routing, ZRP (Zone Routing Protocol) [21] is an
interesting protocol which divides the network topology into many different zones. The
routing inside zones (intra-zone routing) is performed by a proactive routing protocol
to reduce the transmission delay between nodes inside one zone. Alternatively, in order
to increase the network scalability, the inter-zone communication is connected by using
a reactive routing protocol.

Based on the routing concepts mentioned previously, several routing protocols are
proposed for vehicles’ communication in VANET such as CarNet [22] and MOPR
(Movement Prediction Based Routing) [23]. CarNet is an application for a large ad-hoc
vehicle network to transmit packets without the need of network infrastructure. It places
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radio vehicles inside grids [24] and utilizes the geography information of vehicles to
relay the packets without flooding the network. CarNet supports IP connections and
applications related to traffic congestion monitored on high ways or vehicle tracking.
Another approach used in MOPR is to predict the future positions of vehicles so that
one node can choose the best route to the destination based on the selection of inter‐
mediate nodes with most stable links. The quality of link stability between nodes during
the movements is estimated from the vehicles’ direction.

With all the issues discussed previously, in this paper a Vehicle-Moving based
Routing Protocol (VMRP) is proposed to meet several following requirements for a
routing protocol used in VANET support V2V and V2I communications:

• Utilizing the proactive routing advantages to support the frequent and dynamic
network topology

• Combining the vehicles’ information such as position, velocity to estimate the link
stability between vehicles.

• Supporting loop free, fast convergence and low complexity for implementation.
• Supporting neighbor discovery with low latency.
• Supporting multi-cast communication.

This paper is structured in 4 sections: Sect. 1 is the introduction to the scope of this
paper. Section 2 describes the proposed routing protocol. Simulation results are shown
and discussed in Sect. 3. Finally, conclusions and outlook are given at the end of this
paper.

2 Design of Vehicle-Moving Based Routing Protocol

2.1 Radio Link Disruption and Vehicle Grouping Mechanism Based on Moving
Direction

Related to the link disruption between vehicles, a typical scenario shown in Fig. 1. There
are 5 moving cars performing wireless communication among them. The data trans‐
mission from the source node A to the destination node E can be successfully carried
out using 2 paths: A-C-D-E or A-B-D-E. However, at the cross road, the vehicle B turns

Fig. 1. The possibility of radio link disruption can happen among vehicles due to movements.
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left to a new road and the 4 remaining cars continues moving on the old road. This event
can lead to the problem that the link between vehicle A-B and B-D can be disrupted
causing the end-to-end communication between A and E is unsuccessful.

In order to solve this problem, a mechanism of grouping vehicles moving in the same
direction is proposed as follows:

• All vehicles are categorized in 4 groups based on their velocity vectors as shown in
Fig. 2. In the Cartesian coordinate each group is indicated by a unit vector S1 = (1,
0), S2 = (0, 1), S3 = (−1, 0), S4 = (0, −1).

Fig. 2. Vehicle grouping based on velocity vectors.

• All vehicles are assumed to be equipped with GPS devices to determine their
geographical positions periodically and convert these position parameters to Carte‐
sian coordinates.

• If the velocity vector of a vehicle illustrated in Cartesian coordinate is (Vx, Vy),
performing the multiplication the velocity with 4 unit vectors, the vehicle belongs to
the group which has this maximum multiplication result.

Assuming the current position of a vehicle is (X1, Y1) and the previous one is (X0,
Y0) (shown in Fig. 3), the velocity vector (or direction vector in Δt) VA = (Vx, Vy) can
be calculated by using the following equations:

(1)

In order to determine the group that the vehicle having VA belongs to, the multipli‐
cation of VA with unit direction vectors of groups is performed as follows:

(2)
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For example in Fig. 2, the result (VA.S1) will give the maximum value using (2);
hence, the vehicle A belongs to group 1 in this figure.

2.2 Vehicle-Moving Based Routing Algorithm

In ad-hoc networks using proactive routing protocols, the routing information contained
in Hello Messages (or Route Update/Control Message) is periodically exchanged among
nodes. The common format of this message displayed in Fig. 4 consists of several
important fields such as Next Hop, Metric & Sequence for each destination. The group
information (calculated in the previous section) is proposed to be integrated in this
routing message. When a vehicle receives a Hello Message from other vehicle, it will
compare its Group ID with the Group ID of the sending vehicle. If the sending vehicle
and the receiving vehicle belongs to different groups, the link between them is considered
unstable. Then, a specific group metric will be added into the routing metric between 2

Fig. 3. Determining the velocity vector (Vx, Vy) from 2 continuous positions with the period
Δt = 1 s.

Fig. 4. Typical format of Hello Message with integrated group information.
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vehicles and the updated routes. Based on this mechanism, the group metric will reflect
the group information via the routing protocol used by vehicles.

Otherwise, routing metrics are not changed and the routing algorithm is performed
based on the number of hops like the basic Bellman-Ford.

In Fig. 1, βAB, βBD, βAC, βCD are used to denote the routing metrics of the radio link
between vehicles A and B, B and D, A and C, C and D. In case of no group metric, all
these routing metrics are set equal to 1 and both routes A-B-D and A-C-D can be used
for the communication between A and E.

However, if a group metric αm is added to the routing metric βAB and βBD
(βAB = βBD = 1 + αm), the total cost of these two routes will be changed because vehicle
B belongs to the group that is different from the group of A and D.

The cost of route A-B-D is given below:

(3)

Meanwhile the cost of route A-C-D is unchanged βAC + βCD = (1 + 1) = 2. Therefore,
the route A-C-D will be selected for data transmission. The proposed mechanism will
ensure the stability of routes for communication.

Figure 5 illustrates the algorithm of the grouping process at each node of VANET,
in which each vehicle can get the direction information from equipped positioning device
(e.g. GPS) in kind of an angle between the moving direction and a standardized direction.
In this paper, the East direction is used for normalization. From that information, the
velocity vector of a vehicle can be determined easily for the grouping algorithm. Besides,
each vehicle also sets the Group ID of the RSU (Road Side Unit) equal to 0 in order to
distinguish with the Group ID of itself.

Fig. 5. Algorithm of vehicle grouping at each node.
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The algorithm of processing Hello Message is illustrated in Fig. 6. When a vehicle
X receives from a vehicle Y this routing message containing the routing metric and a
sequence to a destination vehicle A, it will check whether it has any route to the desti‐
nation A. If there is no such route, the vehicle X will add this route to its routing table;
otherwise (if this route exists), it will update the corresponding route entry if one of the
following conditions happen:

• The current sequence is greater than that of the old route in the routing database
• The current sequence is equal to the old one but the current routing metric is smaller.

Fig. 6. Algorithm of Hello Message processing at each node.

This mechanism works like DSDV routing protocol to eliminate the loop problem
in routing. Besides, if the received Hello Message has the Group ID equal to 0, the
message is sent by a RSU. Then, the vehicle does not update the routing metric.
Similarly, if a RSU gets a Hello Message from any vehicle, it will update the routing
table without changing the routing metric despite the group that the sending vehicle
belongs.
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3 Simulation Results

3.1 Description of Simulated Network

The simulated VANET is set up based on the digital map of District 1, Ho Chi Minh
City, Vietnam (shown in Fig. 7) where there are many vehicles joining the traffic system
during the day. OmNet++ [25, 26], VEINS [27], and SUMO [28, 29] are combined to
simulate the above VANET to achieve the accuracy. In the simulated scenario, there are
6 vehicle flows (with 20–30 vehicles/flow) moving along roads with different directions.
The vehicles’ speed can be changed from 5 m/s to 15 m/s.

Fig. 7. Simulated VANET in Ho Chi Minh City with flows of vehicles.

In the simulated scenario there is a RSU used for communication with vehicles. Three
vehicles use UDP connections to send packets to the RSU via multi-hop networking.
The packet size is set at 100 bytes and the date rate of each connection is 12 Mbps. The
interval of Hello Message exchanged by vehicles is configured at several values of 1 s,
3 s, 5 s, or 10 s to investigate the performance of VMRP. Several parameters are inves‐
tigated such as end-to-end delay, packet loss ratio, or effect of vehicle speed to those
parameters.

In the following section, the performance evaluation of VMRP will be compared
with that of DSDV due to the similarity of both these routing protocols.
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3.2 Performance Evaluation

The results displayed in Fig. 8 illustrate the packet loss ratio of both DSDV and VMRP
with different Hello Message intervals. The packet loss ratio is reduced approximately
15.2 % (at Hello Message interval of 1 s) and 27.2 % (at interval of 10 s) in comparison
with those of DSDV.

Fig. 8. Packet loss ratio versus vehicle speeds of VMRP and DSDV.

However, there is a relationship between vehicles’ speed and the Hello Message
interval that can affect to the packet loss. When vehicles increase their velocity speeds,
the packet loss also increases correspondingly because vehicles cannot predict links’
stability precisely. Hence, in order to keep the packet loss rather low (e.g. 15 %) the
Hello Message period must be kept low enough; for example, 1 s in this simulation.

Considering the end-to-end delay, the result shown in Fig. 9 indicates that there is
no big delay difference between DSDS and VMRP at different velocities of vehicles.
However, when increasing the Hello Message period, the routing traffic in the network
also increases due to the exchange of routing messages. This leads to the higher end-to-
end delay shown in Fig. 9. In addition, the velocity does not affect significantly to the
end-to-end latency.

Therefore, there is an interesting trade-off between the results in Figs. 8 and 9. In
order to adapt to the fast movement of vehicles, the lower Hello Message interval should
be used, which causes higher end-to-end delay and vice versus.

In order to investigate the effect of data rates and vehicles’ velocities to the packet
loss, the data rates of source nodes are changed to 6 Mbps, 12 Mbps and 24 Mbps at
several velocities for simulation. The period of Hello Message is set at 1 s for high
adaption to the network changes. The results are shown in Fig. 10 and it can be seen that
the packet loss ratio of VMRP outperforms that of DSDV (approximately 15 %) despite
of data rates and speeds.
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Fig. 10. Effect of vehicle speed to packet loss ratio at different bitrates.

4 Conclusions and Outlook

With the proposed VMRP, it is believed that VANET using this routing strategy will
have the capability of supporting low latency, high data rate, and acceptable packet loss
rate while keeping the dynamics in traffic movement with high vehicle speed. Besides,
this protocol also supports both V2V and V2I communications with stable radio links
based on the prediction of vehicles’ directions. The simulation results shows that the
proposed VMRP outperforms DSDV protocol in terms of packet loss, and data rate.

Fig. 9. End-to-end delay versus vehicle speed of VMRP and DSDV.
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Prediction of vehicles’ stable links when all vehicles are moving with different
velocities is also a challenge for the next future works. This problem can be overcome
by using MORP to estimate the communication time between vehicles belonging to one
group which is successfully performed by VMRP.
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Abstract. Petri Net (PN) are widely used to model distributed systems
due to its powerful capability of simulating stepwise behaviors of the sys-
tems in both sequential or concurrent manners. Furthermore, PN models
can be formally verified of their properties using model checking. How-
ever, when applied in practical situations, this approach suffers from
the infamous problem of state space explosion. In this paper, we sug-
gest a heuristic approach which can potentially reduce the resource con-
sumed by the verification process on a PN-modeled system. We illustrate
our idea by an application of congestion detection of Wireless Sensor
Networks (WSN), once represented as PN models. The experimental
results confirm the improvements gained by our approach.

Keywords: Wireless sensor networks · Petri nets · Heuristic-guided
verification

1 Introduction

The Petri Net (PN) modeling languages are widely used in research and indus-
try communities. There are several tools developed to help users specify and
verify PN models, in particular Snoopy [1], TAPAAL [2], CosyVerif [3] or CPN
Tools [4].

The PN formalism [5] is a graphical mathematical language which efficiently
supports the modeling and verification of distributed systems. Basically, a PN is
a directed bipartite graph, featuring transitions and places. Each place contains
a number of tokens. Any distribution of tokens over the places will represent a
configuration of the net called a marking. When all source places of a transition
have enough requested tokens, this transition is firable. Whenever the transition
is fired, the requested tokens are removed from the source places and new tokens
are created in destination places. In the other hand, when the tokens are moved,
the new markings will be created, and the set of all markings will form the state
space or a directed graph whose nodes represent reachable states of the system
c© Springer International Publishing AG 2016
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and the arcs represent the transitions between states. This graph is also called
reachability graph (RG).

The process of checking one property on models is actually done by using
Model Checking (MC) technique. This technique will verify whether a property
holds on a model by exploring all of possible states in RG. Based on how explor-
ing the RG, MC techniques fall into two categories including explicit MC and
implicit MC [6]. Explicit MC technique explores explicitly all states whereas the
other one explores a set of states in a single step instead of enumerating one
state at a time.

In turn, the technique that traverses explicitly these nodes on RG is also
divided into two kinds based on the way of state space’s building including [7]

1. technique that builds the state space completely then start exploring all reach-
able states

2. on-the-fly technique that builds the state space dynamically on-demand
during the MC operations.

In order to check whether properties are satisfied, MC uses a simple (Depth-
First or Breadth-First) Search to explore all states on RG from the initial state
and try to reach some targets. If the target cannot be reached on one path even
though the end state is visited, the algorithm will return and choose another
one. It is easy to recognize that there are a huge number of paths which do not
lead to target in RG, thus leading to the famous state space explosion situation.

In order to prevent the state space explosion, we propose a oriented verifi-
cation algorithm based on the spirit of heuristic, called HGV-WSN (Heuristic-
Guided Verification for WSN). This algorithm leads the search algorithm of MC
to the target state quickly. The oriented verification of HGV-WSN is done by
using the knowledge which comes from heuristic table. This table is constructed
based on the minimal state space and promotes its power when explore on-the-
fly real state space or real RG. Owing to be controlled by heuristic, the search
will skip the unreachable-target paths and thus coming the target quickly. Note
that, the number of states in minimal state space is finite whereas is infinite in
the real one. Such contribution makes our approach become an extraordinary.

In order to easy illustrate the working of our algorithm, we use a model whose
name is WSN-PN [8]. This tool represents a wireless sensor network (WSN)
model by using PN language. Congestion detection became the main property
is checked on such model. The result of this tool can show whether a congestion
occurs on WSN. However, the number of states of RG is too huge. Thus, applying
our proposal is an promised solution for such problem.

Outline. The rest of the paper is organised as follows. Section 2 reviews conges-
tion detection techniques on WSN Model. After that, Sect. 3 explains detailed
our algorithm. More extensive experiments are reported in Sect. 4. Then, Sect. 5
draws conclusions and outlines future work. Finally, Sect. 6 discusses related
works.
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2 Congestion Detection on PN-Modeled Using WSN-PN

This section is a short introduction about the activity of congestion detection on
WSN model by using WSN-PN model. Firstly, WSN-PN is a WSN PN-Modelled,
after that the verification is processed on model to detect the congestion.

2.1 Petri Net Generation for a WSN

A WSN consists of several sensors that can communicate with each other using
WiFi signals, i.e. WSN = {S,C}, where S is the set of sensors and C is the set
of channels. There are three types of sensors: source, sink and intermediate node.
The role of intermediate nodes is to receive and forward packets, as depicted in
the oil monitoring application reported by [9]. In some applications, the role of
source and intermediate sensors are the same, i.e.they both can generate and
send packets. In that case, it could be modeled as a combination of a source
node and an intermediate node in WSN-PN.

Sensors can be connected in unicast, multicast or broadcast mode, each of
which specifies whether certain pairs of sensors can exchange information or
not. If two sensors can communicate, there is a channel established between
them. Information on sensors and channels forms the topology of a WSN. An
example of WSN topology is given in Fig. 1. Sensors play the role of intermediate
nodes, conveying information from a source (denoted by a double-lined circle)
to a sink (denoted by a full circle).

Sensor1

Sensor2

Sensor3

Sensor4
Sensor5

Fig. 1. Wireless sensor network topology

To conduct a Component-based Petri net modelling approach from a WSN,
sensors and channels are first modelled individually as Component Petri nets.
Then, these Component Petri Nets are combined together, forming the final
Component-based Petri Net of the WSN as depicted in Fig. 2.

It is not only necessary to represent the flow in the WSN as a PN, but also
to attach to transitions some code that manipulates other information such as
sensor buffer size or information concern to the terms of timing such as sending
rate and processing rate. The processing rate indicates the number of packets a
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Fig. 2. Component Petri net models of sensors and channels

sensor can handle (transfer from buffer to queue) over a given period of time,
while the sending rate specifies the number of packets sent by a sensor to its
connected channels (the detailed of such parameters is noted at [8]).

2.2 Congestion Detection

We use the PAT model-checker [10] to verify the following LTL property on the
PN model of a WSN that expresses congestion:

#assert WSN() |= []<> Congestion

where []<> Congestion stands for the LTL operations of �♦ (which means
always eventually) and the condition whether a Congestion occurs or not. In
our WSN-PN tool, the valuation of whether Congestion holds or not at a cer-
tain state is simulated by C# code as follows. To detect congestion on a sensor,
our simulated code counts the number of received packets at the sensor. If this
number reaches a threshold (i.e. greater than 70 % buffer size, based on [11]
conclusions), the guard condition lets the flow reach a particular state mak-
ing Congestion hold. A similar method is applied for detecting congestion in
channels.

The C# source code to check whether a sensor’s buffer is full (i.e. causing
congestion) is as follows:
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pub l i c bool i sFu l l S en s o r ( i n t id ){
re turn ( s en so r s [ id ] . PBuffer . Count >=

sen so r s [ id ] . BufferMaxSize ) ;
}

3 State Space Reduction by Using Heuristic Search

By adopting the idea of the famous A* search algorithm, we propose an heuristi-
cally verification algorithm whose purpose is finding a next suitable node on RG.
For each step, the decision of next node is done based on an evaluated function
which we called f . The value of f is calculated as f = g + h where g is the
visited distance from the initial node to present node and h is the distance from
the present node to target. The value of g and h are also based on a heuristic
table which is constructed on minimal state space. Due to the orientation of this
evaluated function f , the number of visited states when exploration is reduced
significantly.

We used WSN-PN to implement this proposal. The implementation is divided
to 3 steps including

– generating minimal state space;
– constructing heuristic table;
– applying evaluated function f to find a suitable path on real state space.

Each step will be clearly describe in next subsections.

3.1 Minimal State Space Construction

Minimal state space or minimal reachability graph is constructed when we let
every enable transition fire once. To do so, the parameters including the number
of packets, the sending rate and the processing rate is set equal to 1. RG is built
based on [12].Let start an example in Fig. 1. The corresponding PN is generated
from this network topology in Fig. 3.

Starting from place Main1, the token will be move to place Output1 due
to the fired transition Send1. The graph is created with root is node 1 and the
arc which the name is Send1. Continuing with fired transitions Channel1 − 2
and Channel1 − 3, we have one path from 1 to 2 whose name is Channel1 − 2
and another one from 1 to 3 whose name is Channel1 − 3. Following this way,
a reachbility graph is created. Note that, WSN-PN using the on-the-fly method
to generate RG. So, whenever reach Congestion node, the algorithm will stop.
Assume Congestion node here is Congestion4, corresponding to node 9 in a part
of minimal RG shown in Fig. 4.
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Fig. 3. PN model of Fig. 1
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Fig. 4. Inital state space example

3.2 Heuristic Table Construction

As discussed, evaluated function f(x) will use information which is supplies by
heuristic table to explore one path on real state space in next step. Heuristic
table is constructed based on the minimal RG in previous step. Each line in this
table contains all paths from the initial node to one target. Targets in this paper
are assumed as Congestion nodes. In turn, one path contains the number of
nodes from the target to any nodes in the graph. In order to find all paths, we
use a reversed-BFS algorithm where source is the target and destination is the
initial node.
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From the minimal RG on Fig. 4, we have an example of heuristic table with
the target Congestion4 in Table 1.

Table 1. Heuristic table generating

Target

Congestion 4 (Node 9)
Path

Node
2 3 .. 11 12

Path 1 6 5 .. 0 0
Path 2 6 0 .. 2 1
Path 3 7 6 .. 2 1

3.3 Real State Space Construction Based on Heuristic Table

Exploration on real state space is more complicated than initial state space even
though using on-the-fly technique. In minimal state space, each transition is just
fired once. However, in reality, due to the value of sending rate on sensors and
the number of packets, each transition may be fired much more than once. For
instance, Sensor1 wants to send 10 packets to Sensor3, it will send 5 packets
at the first time and the rest for the second one due to its sending rate is 5
packets/s. Thus, based on the PN model in Fig. 3, transition Channel1 − 3 is
fired twice on the same marking, corresponding to twice sending times.

Figure 5 is a example of RG which corresponds to minimal RG of Fig. 4.
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Send2

Channel2-3
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Congestion4

Channel2-4

Congestion4

Fig. 5. Example of real state space of Fig. 4
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It is easy to recognize that we have a cycle line from state11 to state2 due to
the twice firing. If this circle is passed several times, the traversed path will be
longer and thus wasting verification or even though leading to the state space
explosion problem.

This example just shows an small part of real RG. The more number of
sensors or packets as well as the smaller sending rate, the more complicated real
reachibility graph. For detailed, real state space is captured by the tool in Fig. 6.

Fig. 6. Real state space of Fig. 4

Based on the knowledge which extract from heuristic table and the working
of on-the-fly technique, this proposal will construct a real state space which
allowing the search algorithm of MC can reach the target faster. To do so, we
use the evaluated function f which is a guidance for each node to find it next
node in the graph. f is calculated by f = g + h where g is the number of visited
node from the initial node to present node and h is the number of nodes will be
visited from the present node to target. The value of h is extract from constructed
heuristic table in the previous task. g is calculated during the traversing process
from the initial node to the present one.

Let see example in Table 2 for seeing the execution of evaluated function.
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Table 2. Working of evaluated function

Node Next node f = g + h Path

1 2 f = 1 + 6 = 7 1 → 2

2 3 f = 2 + 5 = 7 1 → 2 → 3

4 f = 2 + 5 = 7

..

11 12 f = 5 + 2 = 7 1 → 2 → 3 →...→ 11 → 12

1 f = 5n + 2

4 Experimentation

We conducted experiments to demonstrate the efficiency of our heuristic algo-
rithm, which can significantly reduce the visited state space of congestion ver-
ification. The experiments were ran using WSNs modelled by WSN-PN, whose
numbers of sensors range from 1 to 15. The parameters of these sensors are set
to enforce the congestion. Table 3 illustrates the main parameters of a WSN.

Table 3. Initial parameters

Parameter Range

Sensor buffer size 200–600

Channel bandwidth (buffer) 200–600

Number of packets 30–50 packets/s

Processing rate 1–2 packets/s

Transfer rate 1–2 packets/s

We also compare the result of congestion detect in case of using heuristic
search and a normal case with BFS in Table 4.

Based on the result, the results of congestion detection of both algorithms
are the same, i.e. they are both valid (congestion) or not valid (non congestion).
Moreover, most of cases, the number of visited states of our propose is reduced
significantly, except the case of deadlockfree property. With PN model, deadlock-
free means that each reachable marking enables a transition [13]. The algorithm
must examine all paths in RG and thus, the number of visited state is equal to
normal one.
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Table 4. Experimental results

Number of
Sensors

Number of
Packets

Bandwidth /
Buffer

Sending Mode Model Property
Visited
states
BFS

Result
BFS

Visited
states

Heuristic

Result
Heuristic

5 10 50 Broadcast

No Abstraction
deadlockfree 614 Valid 614 Valid

chk-channel-congestion 90 Not valid 31 Not valid
chk-sensor-congestion 32 Not valid 9 Not valid

Channels Abstraction
deadlockfree 297 Valid 297 Valid

chk-sensor-congestion 20 Not valid 7 Not valid

Sensors Abstraction
deadlockfree 114 Valid 114 Valid

chk-channel-congestion 56 Not valid 21 Not valid

5 10 50 Multicast

No Abstraction
deadlockfree 14 Valid 14 Valid

chk-channel-congestion 24 Not valid 10 Not valid
chk-sensor-congestion 16 Not valid 6 Not valid

Channels Abstraction
deadlockfree 9 Valid 9 Valid

chk-sensor-congestion 12 Not valid 5 Not valid

Sensors Abstraction
deadlockfree 1125 Valid 1125 Valid

chk-channel-congestion 22 Not valid 22 Not valid

5 10 50 Unicast

No Abstraction
deadlockfree 14 Valid 14 Valid

chk-channel-congestion 24 Not valid 10 Not valid
chk-sensor-congestion 16 Not valid 6 Not valid

Channels Abstraction
deadlockfree 5 Valid 5 Valid

chk-sensor-congestion 9 Not valid 5 Not valid

Sensors Abstraction
deadlockfree 8 Valid 8 Valid

chk-channel-congestion 14 Not valid 7 Not valid

10 10 50 Broadcast

No Abstraction
deadlockfree 28700 Valid 28700 Valid

chk-channel-congestion 138 Not valid 46 Not valid
chk-sensor-congestion 219 Not valid 38 Not valid

Channels Abstraction
deadlockfree 11346 Valid 11346 Valid

chk-sensor-congestion 118 Not valid 28 Not valid

Sensors Abstraction
deadlockfree 2826 Valid 2826 Valid

chk-channel-congestion 87 Not valid 32 Not valid

10 10 50 Multicast

No Abstraction
deadlockfree 39 Valid 39 Valid

chk-channel-congestion 39 Not valid 14 Not valid
chk-sensor-congestion 54 Not valid 20 Not valid

Channels Abstraction
deadlockfree 27 Valid 27 Valid

chk-sensor-congestion 36 Not valid 15 Not valid

Sensors Abstraction
deadlockfree 36750 Valid 36750 Valid

chk-channel-congestion 26 Not valid 9 Not valid

10 10 50 Unicast

No Abstraction
deadlockfree 39 Valid 39 Valid

chk-channel-congestion 39 Not valid 14 Not valid
chk-sensor-congestion 54 Not valid 20 Not valid

Channels Abstraction
deadlockfree 3 Valid 3 Valid

chk-sensor-congestion 6 Valid 6 Valid

Sensors Abstraction
deadlockfree 21 Valid 21 Valid

chk-channel-congestion 26 Not valid 9 Not valid

15 10 50 Broadcast

No Abstraction
deadlockfree Time out at 157.863 Time out at 153.233

chk-channel-congestion 840 Not valid 42 Not valid
chk-sensor-congestion 1217 Not valid 1217 Not valid

Channels Abstraction
deadlockfree Time out at 156.6 Time out at 153.823

chk-sensor-congestion 556 Not valid 556 Not valid

Sensors Abstraction
deadlockfree Time out at 133.62 Time out at 135.262

chk-channel-congestion 489 Not valid 29 Not valid

15 10 50 Multicast

No Abstraction
deadlockfree 65 Valid 65 Valid

chk-channel-congestion 69 Not valid 13 Not valid
chk-sensor-congestion 70 Not valid 16 Not valid

Channels Abstraction
deadlockfree 42 Valid 42 Valid

chk-sensor-congestion 44 Not valid 13 Not valid

Sensors Abstraction
deadlockfree 13739 Valid 13739 Valid

chk-channel-congestion 47 Not valid 8 Not valid

15 10 50 Unicast

No Abstraction
deadlockfree 65 Valid 65 Valid

chk-channel-congestion 69 Not valid 13 Not valid
chk-sensor-congestion 70 Not valid 16 Not valid

Channels Abstraction
deadlockfree 4 Valid 4 Valid

chk-sensor-congestion 8 Valid 8 Valid

Sensors Abstraction
deadlockfree 37 Valid 37 Valid

chk-channel-congestion 43 Valid 8 Valid
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5 Conclusion

This paper presents a heuristic search algorithm for verifying congestion on
Wireless Sensor Networks using Petri nets. This algorithm is a guidance for the
state space generation of MC based the evaluated function. Evaluated function
is calculated by each step based on the heuristic table which is constructed in the
minimal state space. The experimental results prove the efficiency of algorithm
thanks to the number of visited states.

The heuristic algorithm is now just based on the distance of sensor, in the
future, we will concentrate more parameters that can be affected the congestion
such as the energy of sensors or environment factors.

6 Related Works

6.1 Network Modelling Using Petri Nets

Petri nets are particularly well-suited for modelling and analysing network
systems and protocols [14]. In [15] a model is proposed to implement ATM
(Asynchronous Transfer Mode) networks and the applications running over it.
Transferring all multimedia data over the switching network of an ATM net-
work constitutes a big challenge. Since ATM is a connection oriented proto-
col, the switching network must establish a virtual connection from one of its
input ports to an output port before forwarding incoming ATM cells (pack-
ets) along that virtual connection. Because of restricted bandwidth, multimedia
data must be split to fix-length units before sending without losing behaviour.
Most approaches use queue-based or stochastic-based models, but however ignore
synchronisation. Dividing the ATM network into some synchronous models and
forcing them to cooperate increases the transmission rate. Using Petri nets for
modelling has proved promising.

[16] uses Petri nets to model a LAN switched network architecture. Com-
ponents of this model include switches, servers, clients and interaction between
them. The purpose of this model is to verify the influence of the switch buffer
size and the rate of packets loss on the quality of the transmission.

Stochastic Petri nets are also used to model and analyse ad-hoc wireless
networks in [17]. Ad-hoc wireless networks are dynamic networks with mobile
nodes whose bandwidth and battery are limited.
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Abstract. Security in the airline industry receives heightened attention
due to an increase of diverse attacks, many being driven by information
technology. Ongoing research does not take into account the sociotech-
nical nature of security in critical domains such as airline turnaround
systems. To cut time and costs, the latter comprises several companies
for ticket- and luggage management, maintenance checks, cleaning, pas-
senger transportation, re-fueling, and so on. The airline industry has
adopted extensively information technology for assuring an incoming air-
plane is in a state to take off again as quickly as possible. Increasingly,
this leads to the emergence of a virtual enterprise that uses informa-
tion technologies to seamlessly integrate respective airline-turnaround
processes into one composition. The resulting sociotechnical security risk
management issues are not well understood and require diligent investi-
gation. This paper fills the gap with an evaluation about the application
of a security risk management method to identify critical business- and
information-technology assets for a deeper risk mitigation analysis. The
results of this paper yield insights about the utility of existing security
risk management approach.

Keywords: Security · Risk analysis · Airline turnaround · Virtual orga-
nization · Decentralization · Composition · Mitigation · Sociotechnical ·
E-governance · Business process · Cross-organizational

1 Introduction

The airline industry experiences a profound penetration with information tech-
nology in all aspects [5]. Consequently, many novel risks and security issues are
associated with civil aviation that result in worst cases with catastrophic crashes
of airlines. Other critical security issues are related to communication, such as
a deliberate jamming of Automatic Dependent Surveillance-Broadcast (ADS-B)
systems [8] that are a surveillance technology in which an aircraft determines
its position via satellite navigation and periodically broadcasts it for tracking
c© Springer International Publishing AG 2016
T.K. Dang et al. (Eds.): FDSE 2016, LNCS 10018, pp. 119–140, 2016.
DOI: 10.1007/978-3-319-48057-2 8
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by air traffic control ground stations. Furthermore, the recognition emerges that
the aviation industry turns rapidly into a cyber-physical system (CPS) [19] that
poses additional risks and security issues. Briefly, a CPS [4] is a system com-
posed of physical entities that are controlled or monitored by computer-based
algorithms.

While the initial approach to studying airport-related security is rather tech-
nical, recent work acknowledges that this is a socio-technical systems [9] matter.
The latter is characterized by a complex organizational work design where peo-
ple solve problems at their workplaces with the means of rather sophisticated
technology. In [10], the authors recognize for the first time the socio-technical
nature of airports by using extended use-case diagrams and storyboard repre-
sentations of use cases to discover stakeholder requirements such as security for
the development of an airport operating system. Security in connection with
information is explicitly investigation in [6] that compares practitioner-oriented
risk management methods and several academic security modeling frameworks
to develop an ontology, or domain model, of information system security risk
management. More recently, in [11] the authors investigate requirements evolu-
tion in the context of the SecureChange1 EU-project in which the industry case
is drawn from the Air Traffic Management (ATM) domain. While safety- and
security experts are part of the focus groups, the case study results do not explic-
itly zoom into security specifics in their study results. Furthermore, parameter
measurability and social aspects of security policies in [20] investigate specif-
ically the costs versus benefit trade-off in alternative airport security policies
constellations pertaining to, e.g., passengers, items such as baggage, and so on.

Literature shows security-focused research for airline management is a top-
ical area of interest. However, the security topics are very specific and do not
acknowledge that modern information technology enables ad-hoc and process-
aware cross-organizational collaborations [7,15–17] that benefit significantly the
reduction of time and costs of airline management while yielding simultane-
ously improvements in quality. Such novel ways of airline management systems
also lead to unusual security risk issues for which the mitigation strategies are
unclear. This paper fills the gap with an evaluation that answers the research
question of how to use information system security risk management (ISSRM)
in cross-organizational collaborations (COC) of the airline industry to achieve
a desired level of security. For establishing a separation of concerns, we deduce
the following sub-questions: What are relevant assets in airline COC that need
to be secured? What security risks threaten COC systems? What are security
risk mitigation strategies in airline COC?

The remainder of this paper structured as follows. Section 2 gives background
information that is necessary for being able to follow the rest of the paper.
Section 3 gives essential properties that characterize agent negotiation. Next,
Sect. 4 finds security risks that threaten airline turnaround systems. Section 5
gives mitigation strategies to protect from security risks and Sect. 6 shows a secu-
rity trade-off analysis process. Finally, Sect. 7 concludes with important lessons
learned and future work directions.

1 http://www.securechange.eu/.

http://www.securechange.eu/
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2 Background

We give additional information that is relevant for the remainder of this paper.
First, Sect. 2.1 comprises a running case that stems from studying COC in an
airline-turnaround scenario. Secondly, Sect. 2.2 shows facets of a security risk
management framework that is relevant for studying our running case.

2.1 Running Airline-Turnaround Case

We use the business process model notation BPMN 2.0 [13] for showing the run-
ning case in Fig. 1. BPMN is an industry standard for business-process modeling
that provides a graphical notation showing process steps as boxes of various
kinds and their order by connecting them with arrows.

The airline-turnaround process in Fig. 1 is taken from a larger model in [14]
and shows three swimlanes for ground services, passenger management and gate
agent respectively. The swimlane for ground services commences with a start
signal event to begin after-flight services, followed by an AND-split. The top
parallel branch has a catching intermediary start signal event for when all pas-
sengers have de-boarded, followed by yet another AND-split parallel gateway
for cleaning, restocking aircraft, and fueling after a start message event indi-
cates the receipt of a fuel slip. The task for restocking the aircraft requires a
data object comprising passenger information, e.g., about specific dietary needs.
After an AND-join, an intermediate signal event informs that boarding is now
allowed. The bottom branch of the initial AND-split begins with a task for
offloading cargo and luggage, followed by an AND-split with parallel branches
and respective intermediate message event nodes. The top parallel branch waits
via a catching intermediate event for a message from an adjacent process that
indicates a cargo assignment and the second parallel branch likewise needs to
wait until catching the message that the luggage receipt exists. After the AND-
join, cargo- and luggage-loading commences, culminating into another AND-join
before an end-signal event terminates the process for ground services.

The middle swimlane of Fig. 1 for passenger management commences with a
start timer event, namely, 24 h before the estimated time of departure (ETD).
The latter is followed by an AND-split with the top parallel branch starting a
sequence with a task for passenger check-ins. The latter takes a data object as
input comprising external passenger information and the task also contributes
to a data object about checked in passengers. Next in the sequence follows an
intermediate timer event to wait until 4 hours before ETD for luggage check-
in. The actual task for luggage check-in uses the data object about checked in
passengers and produces new facts for a data object abut luggage information.
After the completed check-in and given there is one hour left until ETD, an
intermediate message event sends information for the ground operations about
the luggage being ready to the swimlane for ground services before the AND-
join. The bottom parallel branch starts with an intermediate signal event to
start after-flight services, followed by a task for conducting the de-boarding of
the passenger from the landed airplane. After that, one intermediate signal event
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Fig. 1. Airline turnaround process, adapted from [14].

indicates all passengers have deplaned, followed by yet another intermediate
signal event in the sequence stating that boarding may proceed. The subsequent
task for the actual boarding process affects the data object for boarded passenger
information. Following the final intermediate signal event about boarding having
completed, the AND-join leads to the end signal event for signing off the preflight
service.

The final swimlane in Fig. 1 for the gate agent commences with the start
signal event that the aircraft has arrived, followed by the intermediate signal
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event for starting the afterflight services at a specific gate. Furthermore, the gate
agent monitors via a task the turnaround process before an AND-split where in
parallel two intermediate signal events indicate a preflight service sign-off for
ground operation and for passenger management respectively. The subsequent
AND-join leads to the end signal event for allowing an airplane takeoff.

2.2 Security Risk Management Domain Model

The ISSRM domain model [6,12] consists of asset-related, risk-related and risk
treatment-related concepts. In Fig. 2, this domain model is presented as a UML
class diagram for which we briefly present the concepts below.

Fig. 2. The ISSRM domain model, adapted from [6,12].

Asset-related concepts describe what organizational assets are impor-
tant to protect and what criteria guarantee a certain level of asset security. An
asset is anything of value and that plays a role to accomplish the organization’s
objectives. Assets can be classified into business assets or organizational assets.
A business asset describes the information, processes, capabilities and skills
essential to the business and its core mission. The value metric is used to esti-
mate the security need of each business asset in terms of confidentiality, integrity
and availability (see below). An IS asset that we later depict as a system asset
too, is a component or part of an information system that is valuable to an
organization as it supports business assets.

A security criterion characterizes the security need as a property or con-
straint on business assets. Thus, the security criterion describes the security
needs, which are, typically, expressed through confidentiality, integrity and avail-
ability of business assets. A metric to assess a security need expresses the impor-
tance of security criterion with respect to business asset. This metric is intro-
duced as the attribute to the security objective concept.
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Risk-related concepts introduce definitions of risk itself and its immediate
components. A risk is the combination of a threat with one or more vulnera-
bilities leading to a negative impact harming at least two or more assets. An
impact is the potential negative consequence of a risk that negates the security
criterion defined for business assets in order to harm these assets when a threat
(or an event) is accomplished. A risk event is an aggregation of threat and one
or more vulnerabilities. A vulnerability is the characteristic of an IS asset or
group of IS assets that expose a weakness or flaw in terms of security. A threat
is an incident initiated by a threat agent using an attack method to target one
or more IS assets by exploiting their vulnerabilities. A threat agent is an agent
who has means to intentionally harm IS assets. A threat agent triggers a threat
and, thus, is the source of a risk. The threat agent is characterized by expertise,
his available resources, and motivation. An attack method describes a standard
means by which a threat agent executes a threat.

Risk is estimated using a Risk level metric. The risk level depends on the
event Potentiality and the Impact level. An event’s Potentiality depends on the
threat Likelihood and Vulnerability level. It is necessary to note that a threat
agent and attack method do not have their own metrics representing their level.
Some characteristics of threat agents and attack methods can be identified inde-
pendently, e.g., an agent’s motivation and experience. Still, they can also be used
as indicators to estimate the likelihood of a threat.

Risk treatment-related concepts describe concepts to treat risk. A risk
treatment-decision is a decision to treat an identified risk. A treatment satisfies
a security need, expressed in generic and functional terms and are refined to
security requirements. There are four categories of risk treatment decisions pos-
sible – risk avoidance, risk reduction, risk transfer, and risk retention. A security
requirement is a condition over the phenomena of the environment that we wish
to make true by installing the information system, in order to mitigate risks.
Finally, a control is a designed means to improve the security by implementing
security requirements.

Risk treatment and security requirements are estimated in terms of Risk
reduction performed and Cost incurred; Controls – in terms of Cost.

Process. In [12], the security risk management process is reported as a analysis
result of the security- and security risk management standards. The process in
Fig. 3 begins with (i) a study of the organization’s context and the identification
of its assets. Then, one needs to determine the (ii) security objectives in terms
of confidentiality, integrity and availability of the business assets. The next step
of the process is (iii) risk analysis where security risks are elicited and assessed.
Once risk assessment is finished, decisions about (iv) risk treatment are taken.
Next step (v) is elicitation of security requirements to mitigate the identified
risks. Finally, security requirements are implemented to security controls (vi).
The ISSRM process is iterative. Several iterations need to be performed, until
reaching an acceptable level for each risks.
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Fig. 3. Process for security risk management, adapted from [6,12].

3 Asset Identification and Security Objective
Determination

In order to analyze security threats in enterprise collaborations, the first step is
to identify assets involved in the airline turnaround collaboration of Fig. 1 and
determine their security objectives. These two activities correspond to the two
first steps illustrated in Fig. 2. We aim to identify assets that are involved in the
collaboration between the airline and service providers. Consequently, Sect. 3.1
focuses on the airline turnaround day of operation (DOO). We analyze what
IT systems are involved in this turnaround process. Section 3.2 identifies busi-
ness assets that contain information exchanges between the airline and service
providers.

3.1 IT Systems for Airline Turnaround

The airline day of operation shows routine tasks and processes before and after
takeoff flights. Following [14], we consider the processes for flight preparation,
turnaround and takeoff. Following the depiction in Fig. 1, the process of flight
preparation involves gathering and compiling of all flight plans. The latter are
documents that describes proposed aircraft flights.

The turnaround phase of operations involves the following set of activities:
ground operations, passenger management and gate-agent activities. The ground
operations encompass all activities that take place before the passengers start
boarding the aircraft. Cargo and luggage offload, aircraft cleaning, restocking
of aircraft, re-fueling and loading of cargo and luggage. Passenger management
comprises passenger check and luggage check-in activities. The gate agent mon-
itors the ground operations activities and passenger-management activities.

The takeoff activities are the last set of pre-flight activities to be carried
out before the actual takeoff of a flight. The activities include reviewing of flight
plans, load balancing and the calculation of additionally required fuel. This phase
ends with the approval of a flight plan and the request for takeoff clearance from
the air-traffic control (ATC).

Out of all the airline DOO processes described, the turnaround phase pro-
vides more opportunities for collaborations between the airline and service
providers. This is because the activities involved in this phase are resource inten-
sive and are not part of the core competence of the airlines.
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From Fig. 1 we derive the following information systems that support col-
laboration activities in the turnaround process. Passenger management as an
IS asset that contains activities, participants, business entities, roles and rules
in a passenger-management pool of the turnaround process. Ground operations
comprising activities, business entities etc. in the ground operations pool of the
turnaround process. The messaging system with rules, protocols and networks
that determine how digital information is transmitted between airlines and ser-
vice providers. For example, the domain-name servers (DNS) and simple mail
transfer protocol (SMTP) are networks and protocols that play a role in the
delivery of messages from sender to receiver. The passenger check-in process is
an IS asset that contains rules, procedures etc. for boarding passengers. Finally,
the luggage check-in process as an IS asset that contains rules, procedures etc.
on how luggage is checked-in to an aircraft.

3.2 Information Exchange in Collaborating Systems

The knowledge model for airline turnaround is depicted in Fig. 1. It comprises
of the following roles - passenger management and ground operations. Each set
of activities generates a specific data objects and can also trigger other sets of
activities that we give below.

Passenger Management Process: Different forms of passenger data are gen-
erated throughout the passenger-management process. Such data may include
names, addresses, phone numbers, next of kin, etc. Other data contained may
include frequency of travel, destination and hotel reservations of travelers. The
value of this information is significant to the airlines because it contains details
that completely describe the customers of the airline. Customers (information)
are intangible business assets that must be valued and managed [1], and therefore
there is a need to secure customer information as a business asset.

The asset identification starts by identifying information-system assets that
supports business assets in the passenger-management processes of the airline-
turnaround domain. A process description outlining possible activities involving
the business asset is shown in the asset identification Tables 1–4 together with
the security criteria for each of the business assets identified in the passenger-
management processes. Passenger information is contained in the following data
objects.

The checked-in passenger information of Table 1 comprises data objects that
are generated during the check-in activity and contains data about passengers
that checked in for the flight. The data may include time of check-in, seat reser-
vations, and other special requests by passengers. The passenger information also
contains personal details such as name, passport number, address, contact, next
of kin etc. An attacker with access to this information can successfully conduct
social-engineering- or phishing attacks on airline passengers.

The check-in activity represents the IS asset that supports the business asset
Checked-in passenger information. An attacker can manipulate the passenger



Security Risk Management in the Aviation Turnaround Sector 127

Table 1. Checked-in passenger information asset identification

Business Asset Checked-in passenger information

IS asset Passenger check-in process; Passenger management; Passenger; Check-in Personnel

Process description:

how do IS assets sup-

port business asset(s)

Passenger physical check-in process descrip-

tion:

• Passenger goes to the check-in personnel

• Passenger provides identification document;

• Personnel verifies provided document;

• Personnel prints out boarding-pass

• Passenger collects boarding pass

Passenger online check-in process

description:

• Passenger visits the online check-in

portal;

• Passenger enters booking number

and confirms check-in;

• Passenger prints boarding-pass

Security criteria Confidentiality of checked-in passenger data

check-in process and this may cause blacklisted individuals to be able to board
the aircraft.

Table 1 shows details about information system assets that support the busi-
ness asset of checked-in passenger information. The table also shows two process
descriptions involving the business assets, namely physical check-in process and
online passenger check-in process. The security criterion for the business asset is
also identified as confidentiality of checked-in passenger information. Confiden-
tiality of information is necessary because it is important that data contained in
checked-in passenger information are only available for people who should have
access to it.

The luggage information of Table 2 shows the data object is created in the
luggage check-in activity that starts at the end of passenger check-in activity.
The luggage information is transmitted via a messaging system to the ground
services to generate cargo assignment information. The data object contains
details about baggage carried by different passengers. These may include size,
weight and content of passenger baggage.

Table 2. Luggage-information asset identification

Business Asset Luggage information

IS asset Luggage check-in process; Messaging system; Passenger management

Process description:

how do IS assets support

business asset(s)

Luggage check-in process description:

• Passenger drops the luggage after passenger check-in process;

• Personnel measures luggage to confirm if it meets requirement;

• Personnel records the weight and size;

• Personnel drops the luggage for loading into aircraft

Security criteria Confidentiality of luggage information; Integrity of luggage information

The check-in activity and the messaging system represent the IS asset tasks
that supports the business asset termed luggage information. An attacker can
manipulate the luggage check-in process that may cause luggage with dangerous
substances to be loaded to the aircraft.

Table 2 shows details about luggage information business asset. It starts by
identifying the IS assets that support the luggage information for the luggage
check-in process, the passenger management pool, and the messaging system.
The security criteria for the asset are identified as confidentiality of data and
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Table 3. Fuel-slip asset identification

Business Asset Fuel slip

IS asset Messaging system; Ground operations

Process
description:
how do IS assets
support business
asset(s)

Sending fuel slip to service provider process description:
• Service provider receives fuel slip;
• Service provider re-fuelling based on data in fuel slip

Security criteria Integrity of fuel slip

integrity of data. This is important because it is necessary that the data con-
tained in luggage information are only available to the right persons and also
remain unchanged.

Ground Operations. The following assets are involved in ground operation
activities.

The fuel-slip asset is shown in Table 3. After passengers completely de-board
the aircraft, a fuel slip is sent via a messaging system to an external provider to
start the refueling activity. The fuel slip contains details about the quantity and
quality of fuel to be loaded in various fuel tankers of the aircraft. The messaging
system represents an IS asset that supports the fuel-slip-business asset.

The quantity of fuel and distribution in the aircraft is very crucial for evenly
spreading weight across the aircraft and maintaining proper load balancing. Con-
trolling the latter refers to the location of the center of gravity of an aircraft. This
is of primary importance to aircraft stability and determines safety in flight [1].

The data contained in the fuel receipt can be maliciously changed by an
attacker, e.g., to cause not enough fuel to be loaded on the aircraft. It is also
possible that an attacker can change the type and quality of fuel on the fuel
receipt and this can cause the aircraft to be loaded with wrong fuel. Furthermore,
if the wrong quantities of fuel are loaded on different fuel tankers of the aircraft,
it can cause the center of gravity of the aircraft to shift beyond allowable limits.
This can cause the aircraft to lose stability and spin in midair [1]. Loading an
aircraft with the wrong type of fuel results in failure of the engines of the aircraft
and can result in air crashes [2].

The fuel slip asset identification in Table 3 shows details of IS assets that
support the fuel slip, process description that involves the fuel slip and security
criterion for the fuel slip. Two IS assets supporting the fuel slip business asset are
messaging system and ground operations pool. The security criterion is identified
as integrity of data. It is necessary that data contained in the fuel slip document
remains unchanged in the course of airline turnaround.

The cargo assignment in Table 4, commences upon the completion of offload-
ing cargo and luggage. Cargo assignment information is sent via a messaging
system to the external provider for commencing the loading of new cargo and
luggage into the aircraft. The cargo assignment holds data about weight of
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baggage, luggage and other check-in cargos. The cargo weights as well as pas-
sengers and fuel weights are necessary in maintaining the center of gravity and
stability of the aircraft. The messaging system represents the IS asset that sup-
ports the business asset cargo assignment.

Table 4. Cargo-assignment asset identification

Business Asset Cargo assignment

IS asset Messaging system; Ground operations

Process
description:
how do IS assets
support business
asset(s)

Sending cargo assignment to service provider process description:
Service provider receives cargo assignment document;
Aircraft is loaded with cargoes and luggage based in data con-
tained in cargo assignment document

Security criteria Integrity of cargo assignment

An attacker can change the values of data contained in the cargo assign-
ment and cause the aircraft to be overloaded beyond an acceptable weight level.
This can reduce the efficiency of the aircraft and also reduce the safety margin
available if an emergency condition should arise [1]. The reduction in efficiency
of the aircraft can result in the following - higher takeoff speed, longer takeoff
run, reduced rate and angle of climb, lower maximum altitude, shorter range,
reduced cruising speed, reduced maneuverability, higher stalling speed, higher
landing speed, longer landing roll2.

Table 4 shows the IS assets that support the business asset, process descrip-
tion involving the business asset and security criterion for the business asset.
The IS assets are messaging system and ground operation pool while the secu-
rity criterion is integrity of cargo assignment.

4 Security Risk Analysis

We now apply the ISSRM domain model (see, of Fig. 2) to identify security
risks in the passenger management and ground operation processes. This activity
corresponds to the third step of the process illustrated in Fig. 3. The activity
starts with identifying potential threat agents, their motivation and the resources
that they possess to conduct the attack method. Next, we describe a process
about how a threat agent is able to carry out an attack method. The risk analysis,
then, continues with the identification of the vulnerability (as a characteristic of
the IS asset) and impact that describes how security event harms both business
and IS asset and how it negates the security criteria. The risk components (such
as threat, event, and risk) are defined as the aggregation of the threat agent,
attack method, vulnerability and impact, as described in Fig. 2.

2 Annex of Weighing-systems.com, describing deficiencies of aircrafts as a result of too
much weight, http://tinyurl.com/7kborcf.

http://tinyurl.com/7kborcf
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In this section, firstly, we detail two risks identified for the Checked-in passen-
ger information asset as is defined in Table 1. Next, we overview other security
risks pertaining to luggage information, fuel slip, and cargo assignment business
assets.

4.1 Analysis of Risks to the Checked-in Passenger Information
Asset

Two possible attack methods are described for the checked-in passenger infor-
mation business asset. Each respective attack method has it owns threat agent.
Table 5 describes each threat agent, the attack method and risk components for
the check-in passenger information.

The analysis in Table 5 starts by identifying two potential threat agents,
namely a blacklisted passenger and an attacker. We assume for the blacklisted
passenger, his motivation to carry out an attack on check-in passenger infor-
mation is the need to board the flight that he is blacklisted for. For a random
attacker, his motivation is to sabotage the reputation of the airline by causing
the passengers to miss their flights. The two possible attackers have knowledge of
how the airline check-in process works. We also assume the attacker who wants
to harm the reputation of the airline also needs a fake website to carry out a
phishing attack [3] on the passengers of the airline.

Table 5 outlines step-by-step details on how these two attacks are carried out
against checked-in passenger information. The first attack method describes a
physical passenger check-in process while the second attack description shows
an attack on online check-in. The vulnerability in the online check-in process is
the passenger ignorance of the genuine check-in website. For the physical check-
in process, we assume the check-in personnel is bribed. By successfully taking
advantage of these weaknesses, an attacker boards a flight with specific passenger
information, or even causes a passenger to miss the flight.

The two attacks in Table 5 harm the airline check-in process. The attacks
cause the passengers to loose trust in the passenger check-in process and also
the passengers’ data are stolen in the course of the attack. Specifically for the
second attack, the passenger misses the flight as a result of the attack.

4.2 Other Security Risks to Turnaround Assets

Similarly as for the Check-in passenger information business asset, we identify
other six security risks to the luggage information, fuel slip, and cargo assignment
business assets. These risks are:

– Risk 3: The personnel records values lower than actual weight of luggage and
ground operations uses the information in the loading of the aircraft because
of luggage information that results in a loss of integrity of luggage information
and an overloading of the aircraft.

– Risk 4: The personnel accepts luggage and adds contraband items to a passen-
ger’s luggage, sends the luggage and luggage information to ground operations
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Table 5. Checked-in passenger information risk- and threat analysis

Risk 1 Risk 2

Threat agent Blacklisted passenger

Motivation: need to board the flight
Resources: fake ID, money to bribe
the check-in personnel
Expertise: knowledge of the check-in
process

An attacker
Motivations: need to board the
flight, sabotage the reputation of the
airline and cause airline passengers
to miss their flights
Resources: fake check-in website,
passengers data
Expertise: knowledge of check-in
process, knowledge email phishing
attacks

Attack method • Bribes personnel to steal checked-
in passenger information
• Presents fake ID at the check-in
desk
• Gets checked in with fake ID and
checked-in passenger information

• Attacker sends phishing email to
passengers that booked a flight
• Passenger enters booking num-
ber to the fake check-in website and
checks in
• Passenger prints a fake boarding-
pass with flight time changed to few
hours ahead of the actual flight time
• Attacker uses passenger booking
number to check-in to the original
site and prints boarding-pass
• Attacker boards the flight with the
original boarding pass

Threat Blacklisted passenger bribes the per-
sonnel, presents fake ID, and gets
checked-in

Attacker uses phishing email to
extract passenger-booking number
and uses it to check-in to the flight

Vulnerability Check-in personnel could be bribed Passenger can’t differentiate bet-
ween original and fake check-in
website

Event Blacklisted passenger presents fake
document, bribes personnel and gets
checked-in because check-in person-
nel could be bribed

Attacker uses phishing email to
extract passenger booking number
and uses it to check-in to the flight
because passenger can’t differentiate
between original and fake check-in
website

Impact Loss of confidentiality of checked-
in passenger information; Passenger
check-in process can no longer be
trusted; Checked- in passenger infor-
mation is stolen

Loss of trust in online check-in
process; Passenger information is
stolen; Passenger misses flight

Risk Blacklisted passenger presents fake
document, gets checked-in because
personnel could be bribed which
results to loss of confidentiality of
checked-in passenger, loss of trust in
check-in process and stolen checked-
in passenger information

Attacker uses phishing email to
extract passenger booking number
and uses it to check-in to the flight
because passenger cant differentiate
between original and fake check-in
website which causes the passengers
to miss their flight, their informa-
tion stolen, resulting to loss of trust
in the airline and its online check-in
process
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to load the aircraft because personnel activity is not monitored. This results
in a loss of integrity of contents pertaining to passenger luggage and a loss of
trust in the luggage check-in process.

– Risk 5: A malicious insider with access to the computer that stores the fuel
slip performs changes to the data contained in the fuel slip before it is sent
to a service provider. As the document is not encrypted, it results in a loss of
integrity of the fuel slip and causes the aircraft to be loaded with the wrong
quantity and type of fuel.

– Risk 6: The attacker intercepts the fuel slip, changes the data contained
and sends it to the supplier. The re-fuelling is conducted in accordance with
information on the fuel slip. As the messaging system is spoofed, it causes a
loss of integrity of the fuel slip and results in loading the aircraft with the
wrong quantity and type of fuel.

– Risk 7: A malicious insider with access rights performs changes to the cargo-
assignment document before it is sent to a service provider. As the cargo-
assignment document is not encrypted, it causes a loss of integrity of the cargo
assignment and an improper loading of the aircraft, leading to instability of
the aircraft in the air.

– Risk 8: An attacker hacks the airline mailing list, receives the cargo assign-
ment, changes the data contained and sends the cargo assignment to a service
provider. The loading is conducted based on the information in the cargo
assignment. As the mailing list is not fully secured, it causes a loss of integrity
of the cargo assignment and results in overloading the aircraft.

Security risks 3 and 4 are defined towards the luggage information business
asset. Security risks 5 and 6 are expressed towards the flue slip business asset.
Finally, Risk 7 and Risk 8 are defined towards the cargo assignment business
asset.

5 Security Risk Mitigation

In this section, firstly, we cover the three last steps presented in Fig. 3. In all cases,
to mitigate the identified security risks, the risk reduction treatment decision is
taken. The latter we refine to security requirements for implementation with
existing security controls.

Security requirements and controls suggestions to mitigate the identified risks
we provide in Table 6. The security requirement needed to reduce Risk 1 is
monitoring the activities of check-in personnel. In order to achieve this security
requirement, a control is applied. The security control requires an additional
officer to always verify the activities for the check-in personnel. The cost value
of 4 implies that it costs more to employ additional staff to verify the activities
of check-in personnel.

For Risk 2, the security requirement to reduce the risk is achieved by edu-
cating airline passengers on possible phishing-attack methods. To achieve this, a
security control is applied by using only secured https websites for booking and
passenger check-in. The cost value of 2 implies that it costs less to educate the
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Table 6. Security requirements and counter-measures

Risk Security requirement Control

Description Cost

Risk 1 Monitor the activity of check-in
personnel

Officer verifying the actions of check-
in personnel

4

Risk 2 Educate the airline passengers
on phishing attacks

Using secured https websites for
booking and check-in activity

2

Risk 3 Monitor activities of luggage
check-in personnel

Random checks to verify weight
records with actual weight of luggage

2

Risk 4 Monitor activities of luggage
check-in personnel

Install camera to record luggage
check-in personnel activities and
scanning the recordings

2

Risk 5 Access control on fuel slip doc-
ument

Encrypt fuel slip document 4

Risk 6 Make information contained in
fuel slip unreadable

Verifies received document with pre-
vious originals received (Blockchain
cryptographic digest PKI or PGP)
Encrypt fuel slip document

4

Risk 7 Access control on cargo assign-
ment document

Encrypt cargo assignment document 4

Risk 8 Make information contained in
cargo assignment unreadable

Verify received document with previ-
ous originals received. Encrypt cargo
assignment document

4

passengers against phishing methods and provide secured website for booking
and check-in activities.

The security requirement for reducing Risk 3 is monitoring activities of lug-
gage check-in personnel. The security control that must be implemented to
achieve this is performing random checks on activities of luggage check-in per-
sonnel. The risk treatment value of 2 implies that less cost is required to perform
checks that verify data recorded by personnel.

For Risk 4, the security requirement is the same as for Risk 3 which is moni-
toring activities of personnel. However, a different security control is applied. The
control is achieved by installing cameras to record activities of luggage check-in
personnel and scanning the recordings. The treatment cost of 1 shows that little
money is required to mount security cameras to monitor activities of check-in
personnel.

The security requirement for Risk 5 is controlling access to the fuel slip doc-
ument. Access control for the fuel slip is achieved by encrypting the fuel slip
document. Such encryption that relies on a public-key infrastructure (PKI) is
applicable in this case. The fuel slips and other documents that contain service
requirements are encrypted with private keys of the selected supplier and there-
fore, only the supplier views the document, even when intercepted by another
person.
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For Risk 6, the same security requirement and security control apply as in
Risk 5. The risk treatment value of 4 for both risks implies that it costs the
airline a lot to implement an encryption that uses PKI.

The security requirements and controls for Risk 7 and Risk 8 are the same.
In order to reduce these risks for the cargo-assignment document, proper access
control must be implemented. The latter is achieved by applying encryption
that relies on PKI. As a result, only the service provider can have access to the
document, even when interception occurs. The cost value of 4 implies that it is
expensive to implement encryption that depends on PKI in order to reduce Risk
7 and Risk 8.

6 Risk Assessment and Control Selection

In this section we return to Step 3 with a focus on security risk assessment and
Step 6 with a focus on control selection presented in Fig. 3. Hence we assess how
the security requirements and controls of Sect. 5 affect the identified security
risks of Sect. 4. For that assessment, we use the goal question metric (GQM)
[21]. The ISSRM approach [12] suggests a number of questions to maximize risk
reduction and minimize risk-treatment costs. In this context, our emphasis is
placed on risk-reduction estimation.

6.1 Security Risk Assessment

The GQM-questions target the risk level, its occurrence frequency, importance
regarding the business, the risk-reduction level after treatment of risk. The risk
management metrics, such as business asset value, threat likelihood, vulnera-
bility level, and security objective are estimated in the scale from 0 (lowest) to
5 (highest). The risk event, risk impact and risk level are then calculated as
follows:

– Risk event = threat likelihood + vulnerability level -1
– Impact = maximum value of the security criterion
– Risk level = risk event x impact.
– Maximum-risk level = (5 + 5 − 1) * 5 = 45
– Minimum-risk level = (0 + 0 − 1) * 0 = 0
– Risk reduction level = Risk level 1 − Risk level 2

The minimum-risk level obtainable is 0, while the maximum-risk level obtain-
able is 45. Therefore, 0 and 45 represent the boundaries of the risks. Here, Risk
level 1 is calculated when no security countermeasures are applied and Risk
level 2 is calculated after the application of the security countermeasures. The
collected data are illustrated in Table 7.
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6.2 Security Control Selection

Not all security risks of our study can be mitigated, e.g., because of lack-
ing resources, or time-to-market requirements. Thus, security control selection,
potentially, means understanding which controls need to be selected, or in other
words which security risks need to be mitigated first. One way to perform this
trade-off analysis is by using the value of the business asset, counter-measure cost
and risk reduction level (RRL), gathered in Table 7 (see, three last columns).
Using these metrics, three graphs are prepared (see Figs. 4, 5 and 6) including
data on RRL and value, RRL and cost, and cost and value. The graphs are
divided into four quadrants and the priority on each quadrant is identified by
labels low (L), medium (M) and high (H) on each quadrant.

Fig. 4. Risk-reduction level against business asset value.

Figure 4 shows a graph about the risk-reduction level against business asset
value. The desired situation is a high value asset with a high risk reduction
value. This can be identified in the quadrant that has Risk 6 (R6), R5 and
therefore represents a high priority. The medium priorities quadrants have high
asset value with low risk-reduction level and low-value assets coupled with a high
risk-reduction values. These situations are found in quadrants that have R1, R2
and R7, R4 respectively. The least desired situation is a low valued asset with a
low risk reduction in quadrant that has R3 and R8.

Figure 5 shows a graph of risk-reduction level against cost of counter measure.
The ideal situation is a low cost value with a high risk reduction value. This can
be identified in the quadrant comprising R4 and therefore, it represents a high
priority. The medium-priority quadrants have high cost value with high risk-
reduction level and low cost with low risk-reduction values. These situations are
found in quadrants that comprise R5, R6, R7 and R2, R3 respectively. The low
priority can be identified in the quadrant of high cost and low risk reduction.
This quadrant contains R1 and R8.
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Fig. 5. Risk-reduction level against cost of counter measure.

Figure 6 is about the cost of counter measure against business asset value.
A low cost treatment with a high-value asset represents a high priority and can
be seen in the quadrant with R2. The medium priority are found in quadrants
combining high-value assets with high cost of counter measure and low-value
assets and low cost of counter measure. These are found in the quadrant com-
prising R1, R5, R6 and the quadrant with R3, R4. The least ideal situation is a
low-value asset with a high cost of risk treatment and it is found in the quadrant
with R7, R8.

Table 8 shows risk priorities derived from combining the graphs of Figs. 4, 5
and 6 where a value of 1 is assigned to low priority risks, medium priority risks
has a value of 2, while the value of 3 is assigned to high priority risks. By adding
these values across the three graphs, a priority can be estimated that depends
on the value of a business asset, cost of counter measure and risk reduction level.
The risks with high priorities are R2, R4, R5 and R6. The medium priority risks
are R1, R3 and R7. The least priority risk is R8.

Fig. 6. Cost of counter measure against business asset value.
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Table 8. Risk versus priority

7 Conclusions

In this paper, security issues affecting cross-organizational collaborations are
analyzed using the aviation sector. The airline turnaround process presents a
good environment for this study as operations are resource intensive. The end
result of the analysis in this work is a set of security requirement- and controls
for managing risks resulting from the collaboration between airlines and service
providers.

The relevant assets for collaborations between enterprises are identified
by describing airline turnaround processes. We identify the IS assets in the
passenger-management process and ground operations. The risks identified in
the risk analysis section are reduced by applying security requirement and con-
trols for each risk identified. We find the security requirements for the reduction
of risks identified for the checked-in passenger information, the luggage informa-
tion, the security requirements. Likewise, we detect the security requirements
for the reduction of risks identified in the ground operations for the fuel slip and
the cargo assignment.

The security controls for the reduction of risks are listed as follows: For the
checked-in passenger information, the security controls are an officer verifying the
actions of check-in personnel and using only secured https websites for booking
and check-in activity. For the luggage information, the security controls are ran-
dom checks to verify weight records with actual weight of luggage and installing
cameras to record luggage check-in personnel activities. The security controls for
the reduction of risks identified in ground operations are listed as follows. For the
fuel slip, the security controls are encrypting fuel-slip documents, and verifying
all received documents and comparing them with previously received originals.
For the cargo assignment, the security controls are encrypt the cargo-assignment
document, and verify all received documents and compare with previous origi-
nals received. Furthermore, we show the degree of security that is achieved with
implementing security controls.

As future research we plan to apply risk-based patterns in modeling a
secure business process for cross-organizational collaborations and also intend to
analyze security threats in cloud-supported enterprise collaborations. Note that
a corresponding research paper [18] is forthcoming. Additionally, we intend to
further explore methods of data collection for improved risk-metrics calculations.
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19. Sampigethaya, K., Poovendran, R.: Aviation cyber-physical systems: foundations
for future aircraft and air transport. Proc. IEEE 101(8), 1834–1855 (2013)

20. Shim, W., Massacci, F., Tedeschi, A., Pollini, A.: A relative cost-benefit approach
for evaluating alternative airport security policies. In: 2014 Ninth International
Conference on Availability, Reliability and Security (ARES), pp. 514–522. IEEE
(2014)

21. van Solingen, R., Basili, V., Caldiera, G., Rombach, H.D.: Goal Question Metric
(GQM) Approach. Wiley, New York (2002)



Collective Anomaly Detection Based on Long
Short-Term Memory Recurrent Neural Networks
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Abstract. Intrusion detection for computer network systems is becom-
ing one of the most critical tasks for network administrators today. It
has an important role for organizations, governments and our society due
to the valuable resources hosted on computer networks. Traditional mis-
use detection strategies are unable to detect new and unknown intrusion
types. In contrast anomaly detection in network security aims to distin-
guish between illegal or malicious events and normal behavior of network
systems. Anomaly detection can be considered as a classification prob-
lem where it builds models of normal network behavior, which it uses
to detect new patterns that significantly deviate from the model. Most
of the current research on anomaly detection is based on the learning of
normal and anomaly behaviors. They have no memory that is they do
not take into account previous events classify new ones. In this paper,
we propose a real time collective anomaly detection model based on
neural network learning. Normally a Long Short-Term Memory Recur-
rent Neural Network (LSTM RNN) is trained only on normal data and
it is capable of predicting several time steps ahead of an input. In our
approach, a LSTM RNN is trained with normal time series data before
performing a live prediction for each time step. Instead of considering
each time step separately, the observation of prediction errors from a
certain number of time steps is now proposed as a new idea for detecting
collective anomalies. The prediction errors from a number of the lat-
est time steps above a threshold will indicate a collective anomaly. The
model is built on a time series version of the KDD 1999 dataset. The
experiments demonstrate that it is possible to offer reliable and efficient
collective anomaly detection.

Keywords: Long short-term memory · Recurrent neural network ·
Collective anomaly detection

1 Introduction

Network anomaly detection refers to the problem of detecting illegal or malicious
activities or events from normal connections or expected behavior of network
systems [4,5]. It has become one of the most popular subjects in the network
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security domain due to the fact that organizations and governments are now
seeking good solutions to protect valuable resources on computer networks from
unauthorized and illegal accesses, network attacks or malware. Over the last
three decades, machine learning techniques are known as a common approach for
developing network anomaly detection models [3,4]. Network anomaly detection
is usually posed as a type of classification problem: given a dataset representing
normal and anomalous examples, the goal is to build a learning classifier which
is capable of signaling when a new anomalous data sample is encountered [5].

However, most of the existing approaches consider an anomaly as a single
point: cases when they occur “individually” and “separately” [6,7,16]. In such
approaches, anomaly detection models do not have the ability to represent the
information from previous data or events for evaluating a current point. In net-
work security, some kinds of attacks, Denial of Service (DoS), usually occur for
a long period of time (several minutes) [10], and are often represented by a set
of single points. An attack should be indicated only if a set of single points are
considered as an attack. In order to detect this kind of attack, anomaly detec-
tion models should be capable of remembering the information from a number of
previous events, and representing the relationship between them and the current
event. To avoid important mistakes, one must always consider every outcome:
in this sense a highly anomalous value may still be linked to a perfectly normal
condition, and conversely. In this work, we aim to build an anomaly detection
model for this kind of attacks (known as collective anomaly detection in [5]).

Collective anomaly is the term to refer to a collection of related anomalous
data instances with respect to the whole dataset [5]. The single data points in
a collective anomaly may not be considered as anomalies by themselves, but
the occurrence of these single points together indicates an anomaly. Long Short-
Term Memory Recurrent Neural Network (LSTM RNN) is known as a powerful
technique to represent the relationship between a current event and previous
events, and handles time series problems [12,14]. Thus, it is employed to develop
an anomaly detection model in this paper.

In this paper, we will propose a collective anomaly detection model by using
the predictive power of LSTM RNN [8]. Firstly, LSTM RNN is applied as a time
series anomaly detection model. The prediction of a current event will depend
on both the current event and its previous events. Secondly, the model will be
adapted to detect collective anomalies by proposing a circular array. The circular
array contains the prediction errors from a certain number of recent time steps.
If the prediction errors in the circular array are higher than a predetermined
threshold and last for a certain time steps, it will indicate a collective anomaly.
More details will be described in Sect. 4.

The rest of the paper is organized as follows. We briefly review some work
related to anomaly detection and LSTM RNN. In Sect. 3, we give a short intro-
duction to LSTM RNN. This is followed by a section proposing the collective
anomaly detection model using LSTM RNN. Experiments, Results and Dis-
cussion are presented in Sects. 5 and 6 respectively. The paper concludes with
highlights and future directions.
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2 Related Work

When considering a time series dataset, point anomalies are often directly linked
to the value of the considered sample. However, attempting real time collective
anomaly detection implies always being aware of previous samples, and more
precisely their behavior. This means that every time step should include an
evaluation of the current value combined with the evaluation of preceding infor-
mation. In this section, we briefly describe work applying LSTM RNN to time
series and collective anomaly detection problems [12,14,15].

Olsson et al. [15] proposed an unsupervised approach for detecting collective
anomalies. In order to detect a group of the anomalous examples, the “anom-
alous score” of the group of data points was probabilistically aggregated from
the contribution of each individual example. Obtaining the collective anomalous
score was carried out in an unsupervised manner, thus it is suitable for both
unsupervised and supervised approaches to scoring individual anomalies. The
model was evaluated on an artificial dataset and two industrial datasets, detect-
ing anomalies in moving cranes and anomalies in fuel consumption.

In [12], Malhotra et al. applied a LSTM network for addressing the problem of
time series anomaly detection. A stacked LSTM network trained on only normal
data was used to predict over a number of time steps. They assumed that the
resulting prediction errors have a Gaussian distribution, which was used to assess
the likelihood of anomaly behavior. Their model was demonstrated to perform
well on four datasets.

Marchi et al. [13,14] presented a novel approach by combining non-linear
predictive denoising autoencoders (DA) with LSTM for identifying abnormal
acoustic signals. Firstly, LSTM Recurrent DA was employed to predict auditory
spectral features of the next short-term frame from its previous frames. The net-
work trained on normal acoustic recorders tends to behave well on normal data,
and yields small reconstruction errors whereas the reconstruction errors from
abnormal acoustic signals are high. The reconstruction errors of the autoencoder
was used as an “anomaly score”, and a reconstruction error above a predeter-
mined threshold indicates a novel acoustic event. The model was trained on
a public dataset containing in-home sound events, and evaluated on a dataset
including new anomaly events. The results demonstrated that their model per-
formed significantly better than existing methods. The idea is also used in a
practical acoustic example [13,14], where LSTM RNNs are used to predict short-
term frames.

The core idea of this paper is to combine the previous methods, to adapt
Long Short-Term Memory to collective anomaly detection. By labelling testing
LSTM RNN outputs at every time step with a standardized error value, we shall
propose an algorithm to detect collective anomalies. This will prove very useful
in our example: First, we will train normal data on an LSTM RNN in order to
estimate the behaviour of a normal day of traffic. Then, we will use a classifier
inspired by [15] to rate the level of anomaly of each time sample. We will apply
this method to a network security problem (KDD 1999 cup), aiming to raise an
alarm in the case of DoS Neptune attacks.
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3 Preliminaries

In this section, we briefly describe a specific type of Recurrent Neural Network:
Long Short Term Memory. The structure was proposed by Hochreiter et al. [8]
in 1997, and has already proven to be a powerful technique for addressing the
problem of time series prediction.

The difference initiated by LSTM regarding other types of RNN resides in
its “smart” nodes presented in Fig. 1. Each of these cells contains three gates,
input gate, forget gate and output gate, which decide how to react to an input.
Depending on the strength of the information each node receives, it will decide
to block it or pass it on. The information is also filtered with the set of weights
associated with the cells when it is transferred through these cells.

Fig. 1. LSTM RNN Cell, figure reproduced from [1]

The LSTM node structure enables a phenomenon called backpropagation
through time. By calculating for each hidden layer the partial derivatives of
the output, weight and input values, the system can move backwards to trace
the evolving error between real output and predicted output. Afterwards, the
network uses the derivative of this evolution to adapt its weights and decrease
prediction error. This learning method is named Gradient Descent.

As mentioned before, Long Short-Term Memory has the power to incorporate
a behaviour into a network by training it with normal data. The system becomes
representative of the variations of the data. In other words, a prediction is made
focusing on two features: the value of a sample and its position at a specific
time. This means that two input samples at different times may have the same
value, but their outputs will very probably differ. It is because a LSTM RNN is
stateful, i.e. has a “memory”, which changes in response to inputs.

4 Proposed Approach

In this section, we are going to describe a new approach to address the problem
of collective anomaly detection. Firstly, we show the LSTM RNNs ability to
learn the behaviour of a training set, and in this stage it acts like a time series
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anomaly detection model. We will then adapt it for collective anomaly detection
by introducing terms that measure its prediction errors in a period of time steps.
Finally, we shall describe how to seek a collective anomaly by combining a LSTM
RNN with a circular array method.

4.1 LSTM RNN as a Predictive Vector

The first step is inspired by the idea presented in [12]: when trained correctly,
LSTM RNNs have the ability to learn the behavior of a training set. Intu-
itively, this means that when given certain input samples, they have the ability
to remember the context of the samples, and to predict a coherent output in
agreement with that context. In our work, we will use a simple LSTM RNN, in
contrast to a stacked LSTM in [12]. This does not change the core principle of
the method: when given sufficient training, a LSTM RNN adapts its weights,
which become characteristic of the training data.

4.2 Definitions

In order to adapt a LSTM RNN for time series data to detect collective anom-
alies, we introduce terms to measure prediction errors at each time step or in a
period of time steps. These terms are defined as below.

– Relative Error (RE): the Relative Error between two real values x and y
is given by Eq. 1:

RE (x, y) =
|x − y|

x
(1)

– Relative Error Threshold (RET): Relative Error value above a predeter-
mined threshold indicates an anomaly. This threshold, RET , is determined
by using labeled normal and attack data from a validation set.

– Minimum Attack Time (MAT): The minimum amount of recent time
steps that is used to define a collective attack.

– Danger Coefficient (DC): The density of anomalous points within the last
MAT time steps. Let N be the number of anomalous points over the last
MAT time steps, DC is defined as in Eq. 2.

DC =
N

MAT
(2)

NB: 0 < DC < 1
– The Averaged Relative Error (ARE): The Average Relative Error over

a MAT is given by Eq. 3:

ARE =
MAT∑

i=1

REi (3)

The values of two terms, Danger Coefficient and Average Relative Error, are
the key factors that will help the model to decide whether a set of inputs within
a number of the latest time steps is a collective anomaly or not as described in
Sect. 4.3. These values will be estimated by using a validation set.
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Fig. 2. Circular array for collective anomaly detection model, MAT = P

4.3 Degree of Error Evaluation

At each time step, the sample predicted by the LSTM RNN is compared with the
real future sample. This comparison is computed as a RE value. In this sense, a
“Relative Error time series” is built online. Based on the values in a validation
set, we can initialise the RET values.

At this stage, our system is theoretically capable of detecting point anomalies
at each time step. In order to adapt the model from an individual anomaly model
to a collective anomaly one, we must consider simultaneously an ensemble of
points. To do this, we propose a circular array containing the MAT latest error
values to represent the level of anomaly of the latest time steps as shown in Fig. 2.
By analyzing the circular array at every time step, we evaluate the possibility of
facing a collective anomaly. A collective anomaly will be identified if both Danger
Coefficient and Average Relative Error are higher than predefined thresholds, α
and β, respectively (α and β will be estimated by using the validation set).

5 Experiments

5.1 Datasets

In order to demonstrate the efficient performance of the proposed model,
we choose a dataset related to the network security domain, the KDD 1999
dataset [2,9], for our experiments. The dataset in tcpdump format was collected
from a simulated military-like environment over a period of 5 weeks. There are
four main groups of attacks in the dataset, but we restrict our experiments on
a specific attack, Neptune, in the Denial-of-Service (DoS) group. The dataset
is also converted into a time series version before feeding into the model. More
details about how to obtain a time series version from the original dataset, and
how to choose training, validation and testing sets are presented in the following
paragraphs.

The first crucial step is to build a conveniently usable time series dataset
out of the tcpdump data, and to select the features we wish to use. We use
terminal commands and a python program to convert the original tcpdump
records in the KDD 1999 dataset into a time dependant function. This method
is a development of the proposed transformation in [11] that acts directly on the
tcpdump to obtain real time statistics of the data. Our scheme follows this step
by step transition as described below:



Collective Anomaly Detection Based on Long Short-Term Memory RNN 147

tcpdump ⇒ pcap ⇒ csv (4)

Each day of records can be time-filtered and input into a new .pcap file. This
also has the advantage of giving a first approach on visualizing the data by using
Wireshark functionalities (IO graphs and filters). Once this is done, the tshark
command is adapted to select and transfer the relevant information from the
records into a .csv file. We may note that doing this is a first step towards faster
computation and better system efficiency, since all irrelevant pcap columns can
be ignored. There are two major steps for the conversion processing.

1. Store the information of a .tcpdump file into a newly generated .pcap file.
From the terminal, we use the editcap command:

editcap -A’1999-03-11 08:00:00’ -B’1999-03-11 18:00:00’
Thursday2outside.tcpdump Thursday2.pcap

2. Convert from .pcap file into .csv file by tshark command.
From the terminal again, type the command below:

tshark -r Thursday2.pcap -T fields -e frame.number -e frame.len
-e frame.time -e ip.proto -E header=y -E separator=, -E quote=d
-E occurrence=f -i netstat -f tcp[13]==12 > Thursday2.csv

tshark is a simple but powerful command, enabling the selection of columns
of interest in a .pcap file, and their output in a newly generated .csv. Once the
data is in the .csv format, python code can be implemented from the XX library
to store it and use with our classifier.

Processing the tcpdump with this method enables quick and easy manip-
ulation of the data. For example, Neptune and Smurf are both DoS attacks
characterised by a high flow of specific packets in networks (eg. SYN ACK and
ICMP echo replies). By using this simple fact, the needed records can be filtered
and counted at every time step. If we aim to detect Neptune attack, the thark
command can be implemented with the -i netstat -f tcp[13] == 2 filter, so only
SYN ACK packets from servers are counted. We observe in the case of KDD
1999 that a Neptune attack can be sought by looking for an anomalously high
number of these packets.

The KDD1999 time series is composed of a two-weeks training set n1 (weeks
1 & 3, normal data), one week of validation set v1 (week 2, both labeled normal
and anomaly data), and a two-week testing set t1 (weeks 4 & 5). The protocol
will be the following: training the network with n1, using v1 to determine our
error threshold(s), and evaluating the proposed model on t1.

5.2 Experimental Settings

In this work, we conduct two experiments, one preliminary experiment and one
main experiment. The preliminary experiment aim to estimate the parameters
for the model and set its thresholds by using the validation set whereas the main
experiment is to evaluate the proposed model.
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Fig. 3. The training errors from the model with one, two and three inputs

Preliminary Experiment: This experiment aim to select the best parameters
of our LSTM RNN model with respect to minimize its prediction error, and
determine the thresholds, α and β. Firstly, we determine how many previous
time steps should be used for predicting the current event. The hyper-parameters
of LSTM RNN, hidden size and learning rate, are then estimated. Finally, the
two thresholds, α and β, will be chosen to give the best possible classification
performance of the model on the validation set.

In order to optimize the proposed model for the main experiment, we pro-
ceed to a preliminary test to measure the influence of the number of inputs on
the prediction error of LSTM. We first focus on how many inputs will influence
the prediction of an LSTM [12]. We form the hypothesis that inserting more
values in our system may help decrease prediction errors, but it will be more
time consuming [12]. Thus, we investigate the relationship between the predic-
tion value yt+1 to three sets of the previous input examples (xt), (xt, xt−1) and
(xt, xt−1, xt−2). They are formulated in Eqs. 5, 6 and 7 below:

yt+1 = f (xt) (5)
yt+1 = f (xt, xt−1) (6)
yt+1 = f (xt, xt−1, xt−2) (7)

where xt, xt−1 and xt−2 are the input samples at times t, t − 1 and t − 2
respectively, and yt+1 is the predicted value for the input xt.

The number of hidden nodes and the learning rate are the final two parame-
ters that can strongly influence the performance of a LSTM RNN. On the one
hand, the strength of a LSTM RNN resides in its hidden layer. Each synapse
of a network is weighted differently, and can be considered as a unique inter-
pretation of the input data. Each node of the hidden layer is storage space for
these interpretations. Theoretically, the higher number of hidden nodes, the more
information the network can contain. This also means more computation, and
may lead to over-fitting.
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Using the LSTM RNN error evolution curve empirically, we concluded that
the optimum number of nodes in our hidden layer to obtain good memorization
is approximately 23, but the results are not shown in this paper. The learning
rate is another factor directly linked to the speed at which a LSTM RNN can
improve its predictions. For a time step t during training, the synapse weights
of our neural network are updated. The learning rate defines how much we wish
a weight to be modified at each instant. In our experiment, we choose learning
rate equal to 0.01 that gives us a convenient error curve.

Finally, a classifier that is trained on ten days of normal data is used to
determine α and β. We observe the reaction of the system on labeled Neptune
attacks from the validation set, and set the thresholds. The values of these
thresholds is shown in Sect. 6.

Main Experiment: Our task is to use the potential speed and accuracy of
LSTM RNN to detect a disproportionate durable change in a time series. Once
the preliminary experiment is complete, we choose the most performant LSTM
RNN architecture, and train it with the normal training set n1. The classifier
is then evaluated on testing set t1 containing both normal and attack data to
investigate how efficiently our proposed classifier performs.

6 Results and Discussion

This section presents our experimental results. First, the preliminary experi-
ment evaluates two factors: computation cost and LSTM prediction error when
using one input, two inputs and three inputs respectively. Then, the general
performance in terms of classification accuracy is measured (Fig. 4).

Fig. 4. The prediction error from the model with three inputs (1500 Epochs)
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The Table 1 illustrates that the model with three inputs had less computa-
tional time than those with one or two inputs. Moreover, the Fig. 3 shows that
the model with three inputs achieves a lower training error in comparison to two
others. Thus, we use the model with three inputs for our main experiment.

Table 1. Computational time recording

Number of inputs Computational time (s)

1 645

2 652

3 642

The results from the main experiment are shown in Table 2. The experiment
is done with MAT = 12, and α = 0.66, and we also report the results on
four values of β, β = 0.69, 0.66, 0.62 and 0.52. We observe that it is possible to
obtain 100 % collective anomaly detection rate, but this implies triggering a high
amount of false alarms. Conversely, it is possible to avoid false alarms, but fewer
correct alarms will be detected. Ultimately, detecting more real attacks results
in triggering more false alarms as shown in Table 2.

Table 2. Circular array detection efficiency

Threshold β Percentage of
correct alarms
triggered

Number of
false alarms
triggered

0.69 86 % 0

0.66 94 % 2

0.62 98 % 16

0.52 100 % 63

7 Conclusion and Further Work

In this paper, we have proposed a model for collective anomaly detection based
on Long Short-Term Memory Recurrent Neural Network. We have motivated
this method through investigating LSTM RNN in the problem of time series,
and adapted it to detect collective anomalies by proposing the measurements in
Sect. 4.2. We investigated the hyper-parameters, the suitable number of inputs
and some thresholds by using the validation set.

The proposed model is evaluated by using the time series version of the KDD
1999 dataset. The results suggest that proposed model is efficiently capable
of detecting collective anomalies in the dataset. However, they must be used
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with caution. The training data fed into a network must be organized in a
coherent manner to guarantee the stability of the system. In future work, we
will focus on how to improve the classification accuracy of the model. We also
observed that implementing variations in a LSTM RNNs number of inputs might
trigger different output reactions.
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Abstract. This paper describes a novel encryption mechanism for a smarthome
lock controlled by smartphone using auto-changing encrypted public key to resist
“jam and relay attack”. This method is still based on rolling code mechanism and
makes use of RSA algorithm to encode the public key so that the key is automat‐
ically changed at each time of access. This mechanism will make the security
vulnerability of several equivalent keys for each access in rolling code mechanism
is no longer be exploited. Furthermore, this method creates a new function to the
lock: providing one-time-access-key for visitors. The effective mechanism of
resisting jam-and-relay attack is proved and the experiment results show that it
is still practical with limited resource system.

Keywords: RSA · Encryption · Smartphone · Smartlock · Jam and relay attack ·
Replay attack

1 Introduction

Since first mechanical lock was found in ancient Egypt, security is changing day by day
to become safer and more convenient. That was the 1950s when the first garage radio
remote was invented. At the beginning, it was simply an on/off signal to open. Hence,
everyone could open the others. In 1970s, it developed by adding combination into the
transmitter. Soon, people recognized that they need privacy. At that time, a large and
complex open signal was added. However, these fixed signal codes met a critical disad‐
vantage which people could copy the open signal and resent it later (replay attack).
Therefore, this fixed remote code has reached a dead end [1].

Later, in 1990s, “rolling code” or “hopping code” was invented and has been
changing overtime. Based on its property that receiver allows several open signals of a
transmitter, hacker needs a high performance calculating system and long time to break
it. However, at 23rd DEFCON conference, Samy Kamkar announced a cheap mobile
device that can hack Microchip’s Keeloq algorithm and Texas Instruments’s Hisec chip
[2]. The question is: “If there is a cheap mobile device that can hack the rolling code,
how long will it take to appear a specialized hacking device on the black markets?”

On the other hand, smarthome nowadays is a growing concept. It has become a trend
of modern society. This is an idea that everything such as electrical devices or household
applicants will be connected together to form a network and the users can use just a
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single personal device such as a smartphone or laptop to control these devices [3]. As a
consequence, many companies try to invent new devices which can be controlled by
application on smartphones or laptops. Remote-controlled lock, therefore, brings people
convenience in smarthome by utilizing remote or phone, but it is necessary to have a
better mechanism to replace Keeloq algorithm.

This paper proposes a novel mechanism by applying an asymetric encryption to
encode the public key so that there is only key per access. This mechanism will block
the security hole of Keelog algorithm, and also provide a new function to the lock: owner
can give a visitor an one-time-access key to temporarily open the door.

2 Background

2.1 Asymmetric Encryption

Asymmetric key encryption or public-key encryption, on the other hand, makes use of
two keys: a private key and a public key. The public key is used for encrypting, while
the private key is used for decrypting. Two of the most widely used asymmetric key
algorithms are: RSA and ECC [4].

• Advantages: The encryption key is published for anyone to use and encrypt messages.
However, only the receiving party has access to the decryption key that enables
messages to be read [5].

• Disadvantages: Compare to symmetric encryption, it requires lots of resources. It
needs a strong hardware to generate the keys because it is based on mathematical
calculation. The encryption can be broken if it lasts a sufficient amount of time for
criminals to decrypt data based on mathematical processing [4].

2.2 Rolling Mechanism

Rolling code (or sometimes called a hopping code, Keeloq) is used in many keyless
entry systems to prevent replay attacks where an eavesdropper records the transmission
and replays it at a later time to cause the receiver to unlock.

At 23rd DEFCON – largest annual underground hacking conference, Samy Kamkar
claim to successfully hack Nissan, Cadillac, Ford, Toyota, Lotus, Volkswagen car’s
brand; as well as garage of Genie and Liftmaster. From Samy’s perspective, the root
cause is Keeloq algorithm. By exploiting vulnerability of Keeloq algorithm that the

Fig. 1. Jam and relay attack
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receiver has to accept more key than the key sent by transmitter, hacker may block one
signal sent to the lock (jam), then store that key to unlock victim’s lock later (relay).
Figure 1 shows the mechanism of jam-and-relay attack.

3 Proposed Security Mechanism

3.1 Auto-changing Code - Key Asymmetric Encryption Mechanism

The block diagram of proposed security mechanism is shown in Fig. 2. Because the
“key” to open the door is a remote or smartphone which is not so good for large compu‐
tations, most of the heavy computations lays on the circuit on the lock, such as decryp‐
tion, and key generation. The password is encrypted with a stored public key before
sending to the lock. The lock will do two jobs at the same time: (1) decrypt the signal
to get the original password and determine to open the door with a correct password;
(2) generate a new pair of public key and private key which the new public key will be
sent to the remote to store there for the next access. Therefore, the public key is changed
after each access. This is similar to a token or cookie that is only valid for each access.

Fig. 2. Auto-changing code mechanism

In practice, we need to choose the encryption algorithm. The mechanism is rather
safe by itself, so there is no need to choose a strong encryption algorithm. We propose
to use RSA because RSA is often used to pass encrypted shared keys which in turn can
perform bulk encryption-decryption operations at high speed. The lock generates n and
e as public key then sends it to the remote which will be saved in order to encrypt the
password entered from the keypad in the next time. Concurrently, the lock generates
and saves the private key d. When it receives the ciphertext from the remote, it uses the
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private key to decrypt the ciphertext into password then compare it to the standard one
to decide whether it is correct or not and open the lock.

Besides that, each lock in a house will need an identification number (ID) to distin‐
guish from each other. The ID of each lock can be a part of public key that only allows
determined remote to open. This structure of the public key makes a flexibility in appli‐
cations. The IDs can be pre–defined and fixed in a closed smarthome system, or gener‐
ated online in a Internet-of-Things system.

Furthermore, this system can create one-time-access-key for visitors without
requiring online system. To be more specified, a visitor at front door can send public
key to home owner, who is in office, via text message or the app on smartphone. Then,
the owner uses an application to calculate and send visitor ciphertext that can access one
time only.

The remaining problem is that the public key must be synced among the “keys”
(remotes or smartphones) each time it changed. However, it is very easy to sync via
internet nowadays (Wifi, 3G, 4G connections are available almost of the world).

3.2 Remote’s Operation

The operational process in the remote can be seen in Fig. 3. Firstly, the remote has n
and e from public key sent from lock. Then, it encrypts the password entered from the
keypad M (password) into a number C (cipher text) which is equal to Me(mod(n)).
Finally, the number C will be sent back to the lock. The communication method may
be bluetooth because the communication distance is close and bluetooth is widely used
in personal devices these days.

Fig. 3. Remote’s process

3.3 Lock’s Process

The lock’s process consists of key generator and decryption, as illustrated in Fig. 4.

Key Generator. 
1. Creating two random prime number p and q.
2. Calculating n = p × q and ϕ(n) = (p − 1) × (q − 1)

156 B.A. Tran and V.-H. Tran



3. Generating a number e (encryption exponent) which is coprime with the ϕ(n) and
1 < e < ϕ(n).

4. Finding the number dP, dQ and qInv (decryption exponent) as in Eqs. (1), (2), and (3).

(1)

(2)

(3)

Fig. 4. Lock’s process

A Novel Encryption Mechanism for Door Lock 157



Decryption. After receiving ciphertext C from remote, the lock starts decryption
procedure.

(4)

(5)

(6)

(7)

M is then compared to the reference password. If they are equal, door opens.

3.4 Innovative Application of RSA

There are two problems when applying RSA to auto-changing key system are efficient
algorithms to (1) generate two big prime numbers p and q; and (2) find coprime e. We
propose two algorithms to solve them.

Generate p and q. 

1. An array of prime number is generated. For example, this array contains n elements.

(8)

Each element in the array A is a prime number.
2. An integer i (0 < i < n) will be chosen randomly then the prime number will be

created by the following formula.

(9)

p is a prime number because p is not divisible by any integer smaller than p/2.
3. Similarly, q is generated by the same method. An integer j (0 < j < n, j ≠ i) is chosen

randomly.

(10)

This is the main part for the process of generating public key and private key for
RSA encryption. The size of the two prime number p and q depends on the size of the
array A and the way that the indexes i and j are chosen. Thus, basically, if the size of A
is large enough, p and q can be quite big integers to ensure the security of encryption.
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Find Coprime e. By using p and q generated from above, it is easy to conclude that
ϕ(n) is divisible for all integers from  to  where . Thus, the coprime
number of ϕ(n) can be find from Eq. 11.

(11)

4 Security Check

4.1 Jam-and-Relay Attack Resistance

The proof of ability to resist jam-and-relay attack of the proposed mechanism is shown
in Figs. 5 and 6. In Fig. 5, the lock sends data (n′, e′) including public key (n, e) to make
sure only determined user can access and no confliction with other locks. Then, user
decrypts the received data and gets public key. The password is encrypted using public
key to make a ciphertext to send to the lock. The ciphertext is then jammed by hacker.
This is jam attack.

Fig. 5. System under “jam attack”

Because the signal is not reached to the lock, the user has to press the open button
again. After successfully open the lock, the public key is changed, so the previous
ciphertext that stolen by hacker is useless.
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4.2 RSA Attacking

Another vulnerability of the proposed mechanism is on RSA. Because the decryption is
performed inside the lock, it is very hard for attacker to use Timing attack to recover
secret key d. The feasible way to find d is just math–based attacks, but up to present, the
methods require large computations. Besides of finding d, the method of finding infor‐
mation from ciphertexts shows the best solution, because the ciphertexts change very
often. However, it requires attackers a lot of time to collect ciphertexts. Moreover, both
public key and private key are changed after each access, so we can conclude that it is
impossible to have a simple device to attack the proposed mechanism in near future.

5 Experiment and Results

5.1 Experiment Setup

A prototype is created to verify the mechanism in limited resource system. The lock
prototype uses Arduino Mega 2560, which contains ATmega2560 microcontroller, and
bluetooth module HC05. The remote is a smartphone Wing VN50, running Android 4.2
(Jelly Bean) with MT6592 CPU (ARM–based, 8 cores, 32-bit, 1.7 GHz). The mobile
app is shown in Fig. 7, working on Android environment.

Fig. 6. System under “relay attack”
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Fig. 7. User interface of door lock application

5.2 Coding

Big Number Problem. The largest number that the microcontroller can handle is
6.8 × 1038 (Double). Therefore, the prototype needs to use BigNumber.h library which
had been uploaded by Nick Gammon on Arduino forum in 2012.

Programming. We choose the password length is 4. From RSA properties, the using
prime must be smaller than 100. We create a database of prime number containing 12
elements (101, 103, 107, 109, 113, 127, 131, 137, 139, 149, 151, and 157). Because the
database is small, we will choose p and q randomly from this database instead of using
our proposed algorithm in Sect. 3.4.

Then e is chosen from 20 prime values (101, 103, 107, 109, 113, 127, 131, 137, 139,
149, 151, 157, 163, 167, 173, 179, 181, 191, 193, 197).

From selection above, the prototype can have at least  values of auto
changing ciphertext.

5.3 Results

With the same user password 2210, smartphone sends out different open ciphertexts c
(Fig. 8) after each access.
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Fig. 8. Three continuously pressing open button with the same password (from left to right: cipher
text is 16884, 3961, 19134)

6 Conclusions

This paper proposes an auto-changing code mechanism to against third-party attack
(“replay attack” and “jam and relay attack”). The lock sends encrypted public key to the
phone. The phone decrypts to acquire public key, then combines these values with pass‐
word to form ciphertext and sends back to the lock. The lock decrypts this value with
secret key to verify the password. If password is true, lock will open and generate new
public key and private key.

This paper also proposes to use RSA as the main cryptosystem. RSA always meet
problem with big numbers and large computations. However, there are many methods
to make it working at high speed such as Chinese Remainder Theorem, and we also
propose two methods to generate big prime numbers and calculate public key exponent.

This paper does not analyze deeply to the major factors that cause the complexity in
calculations, nor decide the security level of RSA. From prototype, there are two ways
to increase security of the RSA design. Firstly, increase the size of prime array. Secondly,
increase the size of coprime array. From calculation, increase the size of prime array is
more efficient in increasing security of this design.

The possibility of one-time-access key for visitors by giving the ciphertext directly
to the visitor is another contribution of the paper.
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Abstract. Nowadays almost every website use a membership based portal in
which each user have a series of permissions that allow him to conduct several
actions, in order to check which user has which permissions they use a SessionID
this ID allows the web portal to identify the user and grant him the permissions
and the information that they need or paid for, this SessionID is sent by HTTP
requests so if a third person is able to successfully sniff a package and extract the
SessionID, this person will be able to access to the system using the permissions
of that member. ARP Spoofing it’s a well-known method for sniffing packets
although there are effective and easy methods to protect it such as, Static ARP,
IDS/IPS systems, port security and other mechanisms of protection. This paper
aims to show a technique in sniffing data on a LAN environment without the use
of ARP Spoofing in order to be undetectable, unpreventable and effective all
focused on Session Hijacking.

Keywords: LAN · ARP · Spoofing · IDS/IPS

1 Introduction

Today most of the people uses Internet both for some simple transactions like enter‐
tainment or news and for some slightly more complicated transactions such as purchases,
sales, and payments. Thus there are a large number of members and the web portal must
recognize and differentiate each of the members, for this it uses something called a
SessionID which identifies each user while they are within the website, usually this ID
is sent whenever a hidden transaction will be performed and stored on the computer by
means of the so-called Cookies, in that way, if at some point a third party can steal the
SessionID information, then he could use the identity of the user and obtain full access
to the system that they are using.

The use of a LAN structure for Internet is inevitable either in its wired or wireless
form, this structure will always be used. The current LAN structures use the ARP
Protocol to identify the different entity (hosts) on the LAN, in this way they know who
wants to communicate with who and what IP address matches each MAC address, in
this way the network card is able to send the data to the correct host, ARP is also
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responsible for identifying the MAC of the router which is the port of departure for all
data that will be sent to the Internet, there is an opening of safety in the ARP protocol
that allows third parties to perform ARP “Spoof” which allows them to become Man in
the middle (MITM) (Sans Institute 2002) and to have access to the data sent on the LAN.
LAN structures in general have no mechanism of protection against this attack by
default, however, computers can be protected from theft of information using the
following methods:

• Static ARP: It simply configures each host as well as on the Gateway.
• The IDS/IPS: It uses two systems that can detect or prevent potential attacks by

monitoring the network.
• Sniffers Scan: It finds the network card that is generating a lot of traffic or working

in “promiscuous” mode.
• Security Ports: Some cisco switch and other high quality brands offer ports security

properties for this.

Whenever a user clicks on their Inbox or check an e-mail, the search engine will
send HTTP requests containing a specific Cookie which contains the SessionID, with
just one of these packages intercepted, it will be able to impersonate the user and access
all the privileges that it has.

As we have seen there are many methods to not only block thoroughly these attacks
but also to prevent them, all this due to the ARP “Spoof” for this reason it is necessary
to find a way to do it without using this technique.

2 Session Spoofing

For the websites with membership (most current) systems, once the user is identified
and logged, the portal automatically creates a SessionID and uses it as a reference to
know with whom the system is communicating. So when the browser sends a request
to the web portal the portal will recognize the user by using the SessionID which is sent
through an HTTP request to be confirmed.

Normally the SessionID is encapsulated in a Cookie or in a hidden field, but by being
stolen the entire package of information, it does not really matter where it comes encap‐
sulated. Once obtained the SessionID the rest is really intuitive, through editor software
packages we will modify our SessionID in the Cookies and we will be able to imper‐
sonate the user.

3 ARP “Spoofing”

A third party who is in the same LAN environment as the victim is, or that can remotely
access any equipment in the environment has the ability to steal information from the
entire LAN using ARP Spoof, ARP Spoof is the process of sending queries/responses
ARP to fool the computer of the victim into believing that it is the Router/Gateway, It
also sends requests to the Router/Gateway to make them believe that it is the victim’s
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computer by taking advantage of a weak point of the ARP protocol, which is that it does
not have an identity verification mechanism (Fig. 1).

Fig. 1. ARP Spoofing

Another weak point is the ARP table (ARP Cache) that exist in each host, it refreshes
whenever it receives a request or response, thus, although the values of request or
response are fraudulent the table will be updated, the data in this table are refreshed
every 15 s normally, so the attacker will have to send data flow continuously.

As we have seen the use of static ARP almost completely prevents these attacks since
the table is “Fixed” and cannot be modified by an external agent, therefore when the
attacker attempts to change the ARP table for this address, this will not allow it.

4 Theft of Information Without Using ARP Spoofing

The problem of ARP Spoofing is that it is easily detectable due to the large influx of
data that it needs plus being easily defeatable by the designation of a static ARP table
(Veritablelife 2010). However, the packets can be stolen without using this technique,
this can be done by fooling the Switch rather than the Gateway and the computer of the
victim as in the ARP Spoofing, what we will do is change our MAC and IP address so
that they coincide with the Gateway and send packets across the LAN, this will cause
that the switch will misunderstand the data and will understand that the Gateway is
connected to the port to which we are connected, so when other entities send packets to
exit by the Gateway, these packages will actually come to us, there is a problem with
this technique and it is that if we send too much traffic on the LAN this will begin to
show flaws in its operation so we have to set a time-out in which we cannot intercept
information (Fig. 2).
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Fig. 2. Without ARP Spoofing

5 Experiment

The taken steps were as follows:

1. Change MAC and IP address of the attacker in such way that they coincide with the
router (Fig. 3).

Fig. 3. Setting MAC and IP address

2. To perform a series of “Ping” requests to any entity in the LAN followed by a waiting
time to not flood the channel.

3. Steal the information
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As we have seen already, if we make requests without waiting time we will generate
a DDoS attack and since we want to pass unnoticed, we will execute the request with a
prudent intervals of 5 s using the following batch (Fig. 4.).

Fig. 4. Requesting through ping

Then we shall wait for our victim to make an HTTP request either by clicking in
their Inbox, the beginning of their profile on Facebook or simply by try to read his next
message, if everything goes as we hope some of the HTTP requests will be forwarded
to our machine, and within them we will have a field that keeps the SessionID (Fig. 5),
however the victim could detect some sort of slowdown in the system, but with a timeout
of five seconds it is so imperceptible that it can be taken as a slow internet or a problem
with the computer.

Fig. 5. A cookie that contains the SessionID information

As showed in Fig. 5, we have caught between all stolen packages one that contains
the SessionID of a site and a specific user, in this case twitter, now the only thing that
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we have to do is to replicate this cookie in our machine and we will make us go through
our victim in this social network, for this we can use a Mozilla Firefox plugin called
Cookie Editor and fill in the fields with the necessary information (Fig. 6).

Fig. 6. Creating the fake cookie.

Now if we go to the Twitter.com site will enter under the identity of our victim with
all their permissions and no one will be told nor aware. For purposes of measuring the
data theft, a follow-up was set to packets that were sent and intercepted by the intruder
machine (Table 1).

Table 1. Packages sent vs stolen packages.

Wait time (s) Number of packages send Number of package stolen Percentage (%)
5 411 219 53.28

It should be noted that with only one stolen package containing the Cookie in which
the SessionID is hosted, it is possible to perform the identity theft. Also to measure the
impact that the attack causes to the network, we measure the time taken by a connection
and the number of failed connection attempts (Table 2).

Table 2. Failed attempts, connection response times.

Wait time (s) Failed attempts (%) Response time (ms)
Gmail Hotmail Gmail Hotmail

5 0 0 22 18

However, the number of stolen packets is quite high (close to 30 %), taking into
account that it is being done with a timeout of five seconds; when analyzing the stolen
data TCP retransmission were found (Fig. 7).
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Fig. 7. Found TCP retransmissions

Nearly 60 % of the stolen data corresponded to retransmissions of TCP Protocol and
even though we can also find the private SessionID Cookies, it is an indication that can
alert the victim of their network being under attack.

6 Discussion

To conduct a short analysis and review the obtained data from researches already carried
out, we will use the data obtained by (Chomsiri 2008) in a series of similar experiments
performed on high safety equipment and different brands with different standards of
quality, price and performance. The results of his experiment are shown in the following
two Tables 3 and 4.

Table 3. Comparison of stolen packets among the three brands

Wait time (s) Percentage of data stolen (%)
Cisco 3Com SMC

5 25.9 29 2.4

Table 4. Comparison of response time and failed attempts of connection among the three brands.

Wait time (s) Response time (ms) Failed attempts (%)
Cisco 3Com SMC Cisco 3Com SMC

5 16 20 21 10 0 0

After a small analysis of the data thrown by (Chomsiri 2008). We see how even
though cisco switches are more ‘intelligent’ and expensive they offer nearly the same
percentage of theft of data that the 3COM brand and the absolute winner is SMC, but
across all scenarios they are better in terms of security than a Home switch since the

170 C. Albarracin et al.



switch/router package which ETB (Empresa de Telecomunicaciones de Bogota) enter‐
prise offers, allowed us to reach an alarming 53.8 % of stolen packages without any
failed attempt, although this is justified by the subject of cost and purpose of use, the
numbers are alarming in the four cases, we must also emphasize that although the
percentage of data stolen in cisco switches is high considering its cost was the only one
who threw failed logon attempts which could alert the victim and therefore could
demonstrate that it has slightly better security.

7 Conclusions

The packages can be stolen even without performing an ARP “Spoof”, simply by using
the change of the IP and MAC address of the machine so that it coincides with the Router/
Gateway and send packets to confuse the Switch and then it will send us packages that
will be output through the gateway to us, the likelihood of successfully stealing a package
is approximately 30 % counting the retransmission packages and this probability
depends on the waiting time as on the switch brand.

The victim’s machine cannot detect attacks by Sniffers scanning, also the IDS or the
IPS will not be able to find this method of stealing information and the use of static ARP
tables is also useless because these tables are in the Gateway and the host, the only visible
effect of this attack is a delay in the response time on the LAN and the emergence of
TCP retransmissions in an irregularly way.

Contrary to what it might be thought, although the cost and the switch technology
are quite superior, these features do not have a strong impact on the percentage of stolen
data, fact that was demonstrated by experiments conducted by (Chomsiri 2008). And as
the last and most important conclusion, the public networks are very dangerous to make
important transactions, we never know who else has access to them, who may be
attacking them and maybe accessing our information behind our back, it is important
that we realize this risk and that we take appropriate safety measures depending on the
sites that we want to access.
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Abstract. Unlike centralized databases, watermarking of distributed
databases faces serious challenges for various reasons, e.g. (i) Distribu-
tion of data (ii) Existence of replication (iii) Preservation of watermarks
while partitioning and distributing databases, etc. In this paper, we pro-
pose a novel watermarking technique for distributed relational databases
considering a generic scenario that supports database outsourcing and
hybrid partitioning. Our approach addresses the above challenges in an
effective way by maintaining meta-data and by making the detection
phase partition independent. To the best of our knowledge, this is the
first proposal on watermarking of distributed relational databases that
supports database outsourcing and its partitioning and distribution in a
distributed setting.

Keywords: Watermarking · Distributed databases · Security

1 Introduction

Enormous amount of data is being generated day by day due to the rapid devel-
opment of internet-based technologies. This huge data need to be stored and
managed effectively. Distributed database system is one of the best solutions
aiming at improving data-sharing, local autonomy, availability, reliability, per-
formance, etc. [18]. To achieve all these, distributed system divides databases
into various partitions (fragments) and stores them physically across various
locations along with the associated database-applications. These locations are
interconnected by means of communication networks. In recent time, there is a
trend to outsource databases, as a cost effective solution, to third party who has
required resources to support such distributed settings. This can be understood
as three level hierarchy depicted in Fig. 1.

Database contents are always prone to various threats, e.g. illegal reselling,
ownership claim, tamperation, copyright infringement, etc. [1]. As an effective
solution, database watermarking has emerged as a promising technique to detect
or prevent such kind of threats. This embeds some kind of information (known
as watermark) into data of the database using a secret key which is extracted
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Fig. 1. Three-level hierarchy of distributed database systemThree-level hierarchy of
distributed database system

later to reason about a suspicious database. Figure 2 depicts watermark embed-
ding and detection process where a watermark W is embedded into the original
database using a private key K (known only to the owner) and later the detec-
tion process is performed on any suspicious database using the same private key
K by extracting and comparing the embedded watermark (if present) with the
original watermark information [4].

Watermark 
Embedding

Watermark 
Verification

Original 
Database

Key (K)

Watermark information (W)

Watermarked 
Database

Key (K)

Watermark information (W)

Suspicious 
Database

Claim as true 
or false

Watermarked Database

Attacks

Innocent Database

Fig. 2. Basic watermarking technique [4]

Like centralized databases, distributed databases also suffer from all the
above-mentioned threats. However, the existing watermarking frameworks for
centralized databases [1,9,13,14] are not directly applicable to address those
threats in case of distributed databases for the following reasons: (i) Distribu-
tion of data (ii) Existence of replication (iii) Preservation of watermarks while
performing partitioning and distribution by third party, etc. To the best of our
knowledge, till now there is no significant contribution in case of watermarking
of distributed relational database systems. Two related works in this direction



A Watermarking Framework for Outsourced and Distributed RDBMS 177

are found in [6,21]. Authors in [21] proposed a real-time watermarking technique
for any kind of digital contents which are distributed among a group of parties
in hierarchical manner. However, their proposal has not considered any kind of
relational databases and their partitioning over distributed environment. The
major drawback is that the data owner has to extract all the watermarks from
top to bottom in the hierarchy during verification. Authors in [6], although title
refers, have not addressed any challenge in distributed database scenario. In fact,
the main technical contributions have not considered any distributed scenario
at all.

All the above facts motivate us to propose a novel watermarking technique
for distributed database system. The major contributions in this paper are:

– We consider a more generic scenario of distributed relational database systems
that supports Database Outsourcing and Hybrid Database Partitioning (i.e.
both vertical and horizontal partitioning).

– We propose a watermarking framework for distributed databases which allows
us to apply any existing suitable centralized database watermarking algorithm
separately for each database-partition. However, as the choice of suitable algo-
rithm depends on many factors of each partition (e.g. capacity, cover type,
etc.), we keep this out of the scope of this work.

– We consider key management scheme in such a way to make the watermarked
database more robust w.r.t. various threats.

– Most importantly, our proposal aims at making the embedded watermark safe
w.r.t. database partitioning and distribution by third party. Moreover, the
detection phase is completely partition-independent.

This is worthwhile to mention that our approach is suitable for static parti-
tioning and infrequent dynamic partitioning [22], where in the later case a re-
watermarking is necessary to make the detection partition-independent.

The structure of the paper is as follows: Sect. 2 describes briefly the exist-
ing watermarking techniques in the literature. Section 3 discusses the proposed
watermark embedding and detection technique for distributed databases. The
experimental results are discussed in Sect. 4. Finally we conclude our work in
Sect. 5.

2 Related Works

A series of works on watermarking of centralized databases has been proposed for
last 15 years [1,5,7,8,12–15,19,20]. A comprehensive survey can be found in [9].
Among these, a large number of proposals [1,13,19,25] refer to distortion-based
watermarking, whereas many others [3,5,8,12,14] refer to distortion-free water-
marking of relational databases. All these techniques consider various attribute-
types ranging from numerical, categorical, string, etc. as cover to embed water-
marks. Among the recently proposed works, an extensive survey on reversible
watermarking techniques for relational database is reported in [12]. These tech-
niques ensure original data recovery from watermarked data. A fragile zero-
distortion watermarking technique for textual relational database is proposed
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in [3]. This scheme is based on local characteristics of the relation itself such
as frequencies of characters and text length to generate the watermark aiming
at preserving data integrity and data quality. Authors in [5] proposed a new
approach based on fragile zero watermarking for the authentication of numeric
relational data. Here the database relation is partitioned into independent square
matrix groups and the watermark is generated using the determinant and minor
of the generated square matrix. To protect integrity of database relations, Khan
and Hussain [14] proposed a fragile scheme based on zero watermarking tech-
nique extracting the local characteristics of the database content, e.g. frequency
distribution of digits, lengths, ranges of data values, etc. The proposed technique
in [13] embeds each bit of a multibit watermark (generated from date-time) in
every selected tuple for having maximum robustness even if an attacker is some-
how able to successfully corrupt the watermark in some selected part of the
data set.

As already mentioned in the previous section, authors in [6,21] proposed
watermarking technique in the context of distributed relational databases. How-
ever, they have not considered the core properties of distributed scenario during
watermark embedding and detection. To be more precise, [21] considers digital
contents which are distributed among a group of parties in hierarchical man-
ner. Similarly, the main technical contributions in [6] have not considered any
distributed scenario at all.

3 Proposed Watermarking Technique

In this section, we propose a novel watermarking technique for distributed data-
bases. The proposal is based on the scenario where database owner outsources
data to a third party as depicted in Fig. 1, assuming that third party has required
resources to manage it. Let us describe in detail each of the phases of our pro-
posed watermarking technique.

3.1 Watermark Embedding

The watermark embedding phase consists of the following three phases:

Phase 1: Initial exchange of partition information.

Data owner will initiate this process to exchange some basic information with
the third party in order to obtain some initial information about the partitioning
and distribution of the database.

Let DB schema be a relational database schema. Let INF be a set of spec-
ifications and requirements about the database and its associated applications,
which must be preserved after partitioning and distribution by the third party.
For example, INF may include confidentiality and visibility constraints [24], user
access information [18], query behaviours [2], etc.
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To start this process, the data owner provides DB schema and INF to the
third party. As a result, the third party will send back to the owner a partition
overview ψ of the database. This partition overview may be a set of partitions
where each partition is either a subset of attributes (vertical partitioning) or
a subset of tuples with common properties (horizontal partitioning) or both
(hybrid partitioning).

Let us formalize the partition overview ψ. Let t schema be a schema of a
database relation that belongs to DB schema. The horizontal partitioning of
t schema is formally represented by 〈t schema, fh〉 where A is the set of all
attributes in t schema and fh is a partial function defined over A. For instance,
fh can be a mapping of A to a set of properties represented by first order pred-
icate formulas [10] or any other algebraic functions like hash [2]. The horizontal
partitioning of tuples in an instance of t schema is performed by using fh where
each partition contains tuples with similar properties. Similarly, the vertical par-
titioning can be formalized by 〈t schema, fv〉 where ℘(A) is the power set of A
and fv(A) ⊆ ℘(A). Observe that the definitions of fh and fv depend on INF
in order to satisfy the specifications and requirements. Therefore, in general,
the hybrid partitioning is formally defined as 〈t schema, fh, fv〉. The partition
overview ψ of DB schema satisfying INF is formally defined as

ψ � { 〈t schema, fh, fv〉 | t schema ∈ DB schema}

Phase 2: Watermarking by data owner.

Given a partition overview ψ (provided by the third party) and a secret key K,
the data owner embeds watermark into the original database DB. To this aim,
the data owner performs the following two:

– Key Management : Obtain a set of n different sub-keys {Ki | i = 1, 2, . . . , n}
from K where n represents the number of fragments obtained from the parti-
tion overview ψ (denoted |ψ|), and

– Watermark Embedding : Embed the watermark W into DB using n sub-keys.

Let us describe each in detail:

Key Management. As our aim is to make the watermark detection partition-
independent, the prime challenge here is to select private key K properly and
to watermark the database by using K in such a way that partitioning of the
database DB by third party must not affect this watermarking.

Watermarking by the data owner considering the future partitioning (by third
party) leads to following four possibilities:

– Same Watermark, Same Key: Embedding same watermark into different par-
titions using same key.

– Different Watermark, Same Key: Embedding different watermarks into differ-
ent partitions using same key.

– Same Watermark, Different Key: Embedding same watermark into different
partitions using different keys.
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– Different Watermark, Different Key: Embedding different watermarks into dif-
ferent partitions using different keys.

In our approach, we consider “Same Watermark, Different Key” scenario in
which if somehow the watermark is extracted at one site, it will not expose the
watermarks embedded into other database-partitions at other sites. Moreover,
this serves the purpose of making watermark detection partition-independent
as well.

To achieve our objective, we consider k out of n secret sharing schemes
[17,23] which states that the secret key K can be recovered from any set of k
shares (where k is a threshold) out of n shares of K. Observe that this reduces the
challenges in managing and distributing large number of independent keys for all
database-partitions in distributed settings. In our approach, we use Mignotte’s
scheme as this leads to small and compact shares [11]. Algorithm 1 provides detail
steps of the Mignotte’s scheme to obtain n shares of secret key. Here n = |ψ| that
indicates the number of partitions. We have a secret key K which is partitioned
into different shares, {Ki | i = 1, 2, . . . , n} that is used in watermarking of various
partitions.

Algorithm 1. KEY-COMPUTATION
Input : Partition overview ψ, Secret key K
Output : Shares {Ki | i = 1, 2, . . . , n} of the secret key K
1: Let n = |ψ| and k be a threshold, where |ψ| represents the number of partitions.
2: Choose n pairwise co-prime integers m1, m2, ..., mn|(m1 × ... × mk) > (mn−k+2 ×

... × mn).
3: Select secret key K such that β < K < α where α = (m1 × ... × mk) and β =

(mn−k+2 × ... × mn).
4: Compute shares of secret key as Ki = K mod mi // ∀ i ∈ 1 to n.
5: Return {Ki | i = 1, 2, . . . , n}.

Watermark Embedding. Data owner watermarks the database DB using
shares {Ki | i = 1, 2, ..., |ψ|}, obtained from the secret key K by using
Algorithm 1. Suppose DBi represents ith database-partition in the partition
overview ψ. The distributed watermarking is formalized as:

DistWM Embed(DB,ψ,W,K)

=
⋃

i∈1...|ψ|
WM Embed(DBi,W,Ki)

=
⋃

i∈1...|ψ|
DBi

w

=DBw

Observe that DBi is watermarked using the share Ki. Owner may use any
existing suitable centralized database watermarking algorithm WM Embed1 to
1 The selection of suitable watermarking algorithms is an orthogonal research topic.
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watermark each partition DBi, i ∈ 1 . . . |ψ|. Once watermarked, data owner
then outsources the watermarked database DBw to the third party.

The overall watermarking process performed by the data owner is summa-
rized in Algorithm 2.

Algorithm 2. Dist WM Embed
Input : Database DB, Watermark W , Specifications INF , Secret key K.
Output : Watermarked database DBw.
1: Send {DB schema, INF} to the third party.
2: Receive a partition overview ψ computed from {DB schema, INF} by the third

party.
3: Generate n shares {Ki | i = 1, 2, ..., n} of the secret key K using algorithm

KEY-COMPUTATION(ψ, K), where n = |ψ|.
4: Watermark the database: DBw =

⋃
i∈1...|ψ|

WM Embed(DBi, W, Ki), where DBi ∈ ψ.

5: Send the watermarked database DBw to the third party.

Phase 3: Partitioning and distribution by third party.

Once the third party receives the watermarked database DBw from the data
owner (using Algorithm 2), the third party partitions and distributes DBw as
per ψ. In addition, the third party maintains a metadata table which contains
information about the data distribution over the servers. The metadata informa-
tion consists of partition ID Pi, property description of the data in the partition
in the form of first-order formula, the server ID Sj where partition Pi is located,
etc. Table 1 depicts a hypothetical example of metadata, where A1, . . . , A5 rep-
resent attributes.

Table 1. Example of metadata

Partition Partition description Server

ID Schema Properties ID

P1 {A1, A2, A3} A3 ≤ avg(A3) S3

P2 {A1, A4, A5} A4 ≤ avg(A4) S1

P3 {A1, A2, A3} A3 > avg(A3) S2

P4 {A1, A4, A5} A4 > avg(A4) S4

3.2 Watermark Detection

If the data owner finds any suspicious database partition or a part of it (denoted
DBs), he/she will initiate the detection process. The main issue that arises in
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this phase is how to know the actual key which was used at the time of water-
mark insertion for DBs. For this purpose, the data owner communicates with the
third party and obtains a partition ID Pi based on the matching of the suspicious
database data with the property description of Pi in the metadata table. Once
the partition ID Pi is obtained, the owner uses the Mignotte’s scheme [17] to
obtain ith share Ki from K. This way using Ki the data owner extracts a water-
mark W

′
by applying WM Detect(DBs,Ki) and compares it with the original

watermark W . Algorithm 3 formalizes the watermark detection phase. Observe
that detection algorithm WM Detect corresponds to the watermark embedding
algorithm WM Embed.

Algorithm 3. Dist WM Detect
Input : Suspicious database DBs.
Output : Watermark detection as true or false.
1: Data owner asks third party for partition ID of the suspicious database DBs.
2: Third party refers metadata and returns Pi based on the matching of data of DBs

with Pi’s property description in metadata.
3: Data owner computes ith share Ki by applying Mignotte’s scheme and extracts

watermark W
′
= WM Detect(DBs, Ki).

4: If W
′ ≈ W , claim := true else claim := false.

4 Experimental Analysis

We have performed experiment on a real data set Forest Cover Type [16] that
contains 581012 tuples. We have added an extra attribute id to the dataset that
serves as primary key. The experiment is performed on a server configured with
Intel Xeon Processor, 3.07 GHz clock speed, 64 GB RAM, and Linux operating
system.

Notations Description

Count no. of tuples used for particular experiment

ν no. of attributes used for marking and detection in the relation

γ fraction of tuples used in the experiment

χ no. of least significant bit available for marking in an attribute

TC total count that is marked during embedding

α significance level of the test for detecting a watermarking

τ threshold parameter for detecting a watermark

match-count count of the marks matched successfully during detection



A Watermarking Framework for Outsourced and Distributed RDBMS 183

Table 2. Results of watermark embedding

Count |ψ| ν χ γ TC time (msec)

581012 2 10 15 50 11851 14213425

581012 4 5 15 50 23702 27380395

581012 6 3 15 50 35553 44380295

581012 8 2 15 50 47404 57248920

Table 3. Watermark detection results after random value modification attack in case
of 2 partitions of the data-set

Partition Random modification attack Detection

No.of fragments Count percent updated χ-bit updated match count τ time (msec) Detect?

2 337195 0 NA 6791 3395 4610860 �
50 8 6341 3395 4104676 �
90 8 5977 3395 4247292 �
90 10 4741 3395 4395566 �

243817 0 NA 5060 2530 2668006 �
50 8 4682 2530 2239336 �
90 8 4449 2530 2495227 �
90 10 3525 2530 2303253 �

Table 4. Watermark detection results after random value modification attack in case
of 4 partitions of the data-set

Partition Random modification attack Detection

No.of fragments Count percent updated χ-bit updated match count τ time (msec) Detect?

4 337195 0 NA 6791 3395 3086946 �
50 8 6317 3395 3148158 �
90 8 5988 3395 3248881 �
90 10 4759 3395 3052083 �

243817 0 NA 5060 2530 1609398 �
50 8 4618 2530 1668649 �
90 8 4446 2530 1677063 �
90 10 3535 2530 1677395 �

280962 0 NA 5753 2876 2192104 �
50 8 5509 2876 2099414 �
90 8 5320 2876 2208180 �
90 10 3990 2876 2198221 �

300050 0 NA 6098 3049 2477041 �
50 8 5824 3049 2630520 �
90 8 5629 3049 2501038 �
90 10 4307 3049 2473426 �

For partition-level watermarking algorithm WM Embed, we have used AHK
algorithm [1]. The notations used in our experiment are defined below:

Tables 2 depicts the watermark embedding results (watermark embedding
time in millisecond) for various number of partitions in partition-overview ψ.
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Table 5. Watermark detection results after random value modification attack in case
of 6 partitions of the data-set

Partition Random modification attack Detection

No.of fragments Count percent updated χ-bit updated match count τ time (msec) Detect?

6 334876 0 NA 5646 2832 2977686 �
50 8 5646 2832 2857632 �
90 8 5646 2832 2829288 �
90 10 5646 2832 2768492 �

246136 0 NA 5609 3093 1568444 �
50 8 5490 3093 1562750 �
90 8 5351 3093 1583879 �
90 10 4872 3093 1522225 �

371245 0 NA 6290 3165 3588523 �
50 8 6290 3165 3611780 �
90 8 6290 3165 3473582 �
90 10 6290 3165 3479286 �

209767 0 NA 4912 2760 1126138 �
50 8 4488 2760 1171351 �
90 8 4217 2760 1124066 �
90 10 4198 2760 1102890 �

280877 0 NA 2787 2834 1994684 ×
50 8 2781 2834 2089529 ×
90 8 2809 2834 2009919 ×
90 10 2809 2834 2013371 ×

300135 0 NA 3276 3091 2341871 �
50 8 3240 3091 2317585 �
90 8 3223 3091 2307532 �
90 10 3223 3091 2221183 �
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Fig. 3. Watermark detection rate after random value modification attack

Tables 3, 4, 5 and 6 depict watermark detection results (detection time in
millisecond, successfully detected or not, etc.) for various number of partitions
after random value modification attack took place on 0 %, 50 % and 90 % of the
tuples in the partitions.
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Table 6. Watermark detection results after random value modification attack in case
of 8 partitions of the data-set

Partition Random modification attack Detection

No.of fragments Count percent updated χ-bit updated match count τ time (msec) Detect?

8 330969 0 NA 6721 3360 2781232 �
50 8 6205 3360 2699055 �
90 8 5887 3360 2650933 �
90 10 4678 3360 2630398 �

250043 0 NA 5130 2565 1600756 �
50 8 4756 2565 1568929 �
90 8 4545 2565 1528359 �
90 10 3612 2565 1523670 �

337195 0 NA 6791 3395 2790800 �
50 8 6791 3395 2795596 �
90 8 6791 3395 2768237 �
90 10 4761 3395 2775518 �

243817 0 NA 5060 2530 1523984 �
50 8 5060 2530 1466059 �
90 8 5060 2530 1471725 �
90 10 3541 2530 1490088 �

335646 0 NA 6833 3416 2836748 �
50 8 6833 3416 2791317 �
90 8 6833 3416 2809398 �
90 10 4804 3416 2765616 �

245366 0 NA 5018 2509 1484451 �
50 8 5018 2509 1465203 �
90 8 5018 2509 1508419 �
90 10 3489 2509 1480657 �

246035 0 NA 4956 2478 1516136 �
50 8 4956 2478 1475345 �
90 8 4956 2478 1514514 �
90 10 3469 2478 1526597 �

334977 0 NA 6895 3447 2676237 �
50 8 6895 3447 2705557 �
90 8 6895 3447 2817721 �
90 10 4830 3447 2720335 �

The rate of watermark detection (=(match-count/TC)×100) after perform-
ing random value modification attack in each partition is graphically shown in
Fig. 3. The observations are summarized below:

– For 0 % value modification, we have 100 % detection rate for all the partitions.
– For 50 % value modification, the rate of detection is 93 %, 93.9 %, 95.2 % and

98.1 % for 2, 4, 6 and 8 partitions respectively.
– For 90 % value modification, the rate of detection is 88 %, 90.2 %, 93.1 % and

97 % for 2, 4, 6 and 8 partitions respectively.
– Therefore, detection rate in presence of random value modification attack

increases as we increase the number of partitions.

We have also computed average detection time (in presence of random value
modification attack) for all the partitions from Tables 3, 4, 5 and 6 which is
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Fig. 4. Average detection time after random value modification attack for γ = 50

depicted in Fig. 4. Observe that the average detection time decreases as we
increase the number of partitions.

5 Conclusions and Future Plans

In this paper, we proposed a novel watermarking technique for distributed data-
base that supports hybrid partitioning. The detection phase in the proposed
scheme is partition independent. The key management scheme that we have con-
sidered makes the watermark more robust against various attacks, as if anyhow
some partitions are attacked, it will not affect the watermarks in other database-
partitions. The experimental results show the strength of our approach by ana-
lyzing the detection rate with respect to random modification attack. To the
best of our knowledge, this is the first work that supports database outsourcing
and its partitioning and distribution in a distributed setting. The future works
aim to design an efficient watermarking technique for each partition leading to
possible improvements in this proposed generic framework and to extend it to
the case of big data and cloud computing environment.
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Abstract. In a face authentication system, face image quality can sig-
nificantly influence system performance. Designing an effective image
quality measure is necessary to reduce the number of poor quality face
images acquired during enrollment and authentication, thereby improv-
ing system performance. Furthermore, image quality scores can be used
as weights in multimodal system based on weighted score level fusion.
In this paper, the authors examined image quality factors, such as con-
trast, brightness, focus and illumination, and defined quality measure for
these factors. The quality measure used template image’s, or registration
image’s, quality as reference quality. Thus, the quality measure does not
rely on any reference good quality and criteria to evaluate how good a
face image is. The quality measure reflects difference in quality between
a template image and a query image. Then, we proposed a face quality
measure by combining these factors. Finally, we conducted experiments
to evaluate the relationship between face authentication performance
and individual image quality factors as well as the combined face quality
measure.

Keywords: Face quality index · Face quality measure · Face authenti-
cation · Quality metrics

1 Introduction

In biometric systems, the surrounding environment can highly impact on the
quality of the input biometric data so that it also affects the system perfor-
mance [1]. Improving the matching performance does not rely on improving
only the matching algorithm but the input biometric data. Poor quality data
can decrease the efficiency of the biometric system. Thus, assessing the quality
of the input biometric data prior to processing, can be beneficial in terms of
improving matching performance.

Moreover, in multimodal systems, qualities of different input modals can play
an important role in determining the weight of each modal in the weighted-based
fusion scheme. For example, in a multimodal system of two modalities, including
face and voice, in order to authenticate to the system, a user must present his
face and voice. The system considers that the modality input with a better
c© Springer International Publishing AG 2016
T.K. Dang et al. (Eds.): FDSE 2016, LNCS 10018, pp. 189–198, 2016.
DOI: 10.1007/978-3-319-48057-2 13



190 Q.C. Truong et al.

quality can have a better matching accuracy. Therefore, the system will rate the
better-quality-input modality higher than the other. The final decision is also
highly depended on the better one.

Image quality measures are typically modality specific. There are two cate-
gories of quality measures, including generic (used for any biometric modality)
and specific (designed to address issues related to a specific biometric modal-
ity). However, it is hard to design a on-size-fits-all quality measure for all bio-
metric modalities. Most researches define quality measure for specific modality
such as iris [2], fingerprints [3] or faces [4–6]). For the face modality, based on
two-dimensional (2D) visible images, generic image quality measures such as
average image (AVI) [7], universal quality index (UQI) [8] and IQM [9] can be
used. Biometric researchers have also developed modality-specific image quality
assessment measures such as those based on redundant wavelets [10].

Several techniques have been proposed in the literature that discuss the ben-
efits of using image quality factors for solving face recognition related problems.
However, biometric systems are expected to determine which technique to use
to compute a specific quality factor. For example, the sharpness factor can be
assessed using several techniques [11,12]. The decision to select one technique
over another is problem/application specific and often is made based on expe-
rience. However, such a heuristic decision making process becomes even more
complicated when multiple image quality factors are considered (sharpness, illu-
mination, focus etc.). Processing time can be saved and face recognition accuracy
can benefit from having an alternative solution, that is, a unified technique for
computing multiple image quality factors.

The main contributions of this work are: (i) evaluation of various image
quality factors for face images, (ii) proposal of a new generic face quality measure.

The rest of the paper is organized as follows: Sect. 2 presents a number of
quality factors for face images. Next, we propose a generic face quality measure
in Sect. 3. Section 4 is the evaluation of our proposed measure. Conclusions and
future works are discussed in Sect. 5.

2 Quality Factors for Face Images

In order to evaluate quality of a face images for authentication, we need to
examine various factors, including image’s features and posing positions. In scope
of this paper, the posing position of face is frontal face. This assumption is
quite acceptable in case of mobile authentication in which users have to face to
the mobile’s cameras. In this paper, we considered four popular image features
including brightness, contrast, focus, and illumination.

2.1 Brightness

Brightness is defined as an attribute of a visual sensation according to which a
given visual stimulus appears to be more or less intense [13]. The image bright-
ness measure can be calculated as the average of the brightness component after
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converting it into the HSB color space [14]. HSL stands for hue, saturation, and
brightness, and is also often called HSV (V for value)) or HSL (L for lightness).

Another approach is to use YUV color space instead of HSB. Y stands for
the luminance component (the brightness) and U and V are the chrominance
(color) components. YUV is a color space which encodes a color image taking
human perception into account. In our experiments, we calculated image bright-
ness under both HSB and YUV color space. The results showed that image
brightness under YUV color space has a higher correlation to the authentication
performance. Thus, we calculated image brightness based on YUV color space.

B =

∑M
x=1

∑N
y=1 Y (x, y)

M.N
. (1)

where Y (x, y) is the luminance (the brightness) component of a pixel (x, y). The
size of image is M × N.

Y is computed from RGB as follows:

Y = 0.299R + 0.587G + 0.114B . (2)

2.2 Contrast

Image contrast is the difference in color intensities of the object and other objects
within the same field of view. In face images, contrast shows how a face object
distinguishes from the background. A simple way to calculate image contrast is
the Michelson contrast equation [15,16]:

C =
Imax − Imin

Imax + Imin
. (3)

where Imin, and Imax are the minimum and maximum intensity values of the
face image.

Another technique to calculate image contrast is the Root Mean Square
(RMS) equation [11,17]:

C =

√∑M
x=1

∑N
y=1(I(x, y) − µ)2

M.N
. (4)

where µ is the mean intensity value of the face image I(x, y) of size N × M .
Michelson contrast measure does not represent the image contrast factor well

due to the fact that it depends only on the maximum and minimum intensity
values of the image. Therefore, we used the RMS equation for image contrast. In
the experiment, raw images are converted to gray-scale images before calculating
contrast values so I(x, y) is in range [0, 256]. The image size is 108 × 108.
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2.3 Focus

Image focus refers to the degree of blurring of face images. Image focus can be
computed from the energy of the Laplacian which is defined as follows [18]:

F =
M∑

x=1

N∑

y=1

(|Gxx(x, y)| + |Gyy(x, y)|)2 . (5)

where Gxx and Gyy are the second derivatives of the image gradient in the
horizontal and vertical directions, respectively.

2.4 Illumination

Luminance distortion is one of the measures of the image factor related to illumi-
nation. The term luminance is used to describe the amount of light that passes
through or is emitted from a particular area of the image [20]. Image illumina-
tion measure is calculated as the weighted sum of the mean intensity values of
the image divided into (4–4) blocks [21].

I =
4∑

i=1

4∑

j=1

wij .Īij . (6)

where wij is the weight factor, and Īij is the average intensity value of each
block. In a face image, list of weight factors are defined in [21]. The weights are
designed so that the middle of image is more considerable than the area near
the edge.

3 Proposed Face Quality Measure

A face quality measure should show how good a face image is for an authentica-
tion process. In our approach, an image has a good quality if it is taken under
a similar condition with the template image. The condition includes brightness
factor, contrast factor, focus factor and illumination factor of the image. It means
that we compare the conditions in which the two images, e.g. template image
and query image, are taken in order to conclude the quality of the query image.

Firstly, we calculated the quality of each factor. Then, we combine them into
a single face quality measure.

3.1 Individual Quality Factor Measure

In this section, we used brightness factor for illustration. The other factors work
in the same scheme.

Let Btemplate, Bquery be the brightness values of the template and query
images and DB be the distance of these images.

DB = |Btemplate − Bquery| . (7)
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The smaller the DB value is, the better quality is, and vice versa. Then, we
normalized the distance in the range [0, 1], where ‘0’ corresponds to bad quality
and ‘1’ corresponds to good quality, by using min-max normalization technique.
The normalized distance is also the brightness quality measure QB .

QB = 1 − DB − DBmin

DBmax − DBmin
. (8)

Similarly, contrast quality QC , focus quality QF and illumination quality
measure QI are defined.

3.2 Face Quality Measure

We proposed a quality measure for face images which combines individual qual-
ity factors in the previous section. Several methods are introduced to combine
‘normalized’ quality scores [22,23].

• Minimum: q̄ = min(q1, q2)
• Geometric mean: q̄ =

√
q1.q2

• Difference: q̄ = |q1 − q2|
• Mean: q̄ = q1+q2

2

However, the two quality scores q1, q2 may have different effects on the
authentication performance. For example, in face authentication, system per-
formance of Principle Component Analysis (PCA) technique [24], which is a
common technique to extract feature vectors, is highly affected by brightness. In
the evaluation section, the correlation value of brightness is much higher than
the correlation values of the other factors. Therefore, to combine quality scores
of individual quality factors, we used a weighted average scheme in which corre-
lation values are weights for each quality factors. Correlation value or correlation
coefficient reflect relationship between distance of quality and distance of feature
vectors from a same person’s images. The details of the calculation of correlation
coefficients are presented in Sect. 4 (Evaluation).

Let wB , wC , wF , wI be correlation values of quality factors brightness, con-
trast, focus, and illumination respectively. We defined a face image quality score
Q which is a combination of quality factors as follows:

Q =
wB .QB + wC .QC + wF .QF + wI .QI

wB + wC + wF + wI
. (9)

The face image quality measure Q is also in the range [0, 1] where ‘0’ corre-
sponds to bad quality and ‘1’ corresponds to good quality. This proposed quality
measure differently treats quality factors of a single biometric feature depending
on their correlation values with the authentication performance.
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4 Evaluation

In this section, we present various experiments to evaluate: (i) the relationship
between individual face quality factor and face authentication performance, and
(ii) the effect of the proposed face quality measure to face authentication perfor-
mance. In our experiments, the face authentication performance is represented
by the distance between the template feature vector which is used for registra-
tion and the query feature vector which is used for authentication. In general,
the expected results of these experiments should confirm that for images from a
same person, the better quality score is (e.g. the closer to zero the quality score
is), the smaller the distance between template and query feature vectors is (e.g.
the higher the authentication performance is).

The algorithm to extract feature vectors from face images is Principle Com-
ponent Analysis (PCA) [24].

Fig. 1. The evaluation process for face quality

The evaluation process for face quality is carried out as follows:
The first stage: Registration

1- A user registers to the system by supplying his template image. Feature vector
is extracted and saved in the template database with user ID.

2- The system calculates quality score of each factor (brightness, contrast, focus,
illumination) from the template image and also saves them in the template
database.

The second stage: Authentication and Quality Measurement

1- The user presents a query image to the system to authentication. The feature
vector of query image is extracted and compared with the feature vector of
template image to get match score (the distance between the two feature
vectors).

2- The system calculates quality score of each factor (brightness, contrast, focus,
illumination) from the query image. Then, the system produces the generic
quality measure for the query image by comparing quality scores of the query
image to quality scores of the template image.
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We repeated the above process for each pair of images of a same person in
the face database and then evaluate the correlation coefficient value between the
face quality measure and the face authentication performance (Fig. 1).

The face database used for evaluation consists of 1050 frontal face images
from 10 people each of whom has 105 images and 44 frontal face images from
other people to generate eigen-vectors. In order to evaluate the effects of quality
factors to authentication performance, each person is asked to take pictures in
a variety of conditions using his/her mobile device.

Fig. 2. Some sample images in the testing database

We supposed that a “good” quality measure in authentication should reflect
the following assumption: “For a same person, a query image is classified” good
for authentication “if the distance of template and query feature vectors is closed
enough to conclude a positive result. Further more, the result should be indepen-
dent of the algorithm which is used to extract the feature vectors” (Fig. 2).

In the experiment, for every person, for every pair of his/her images, we
calculated a pair of the quality score and the distance of feature vectors. Then
we used Pearson correlation coefficient to measure the correlation between the
quality scores and the distance of feature vectors. The above process is car-
ried out for all quality factors to get correlation coefficient values. The below
table shows correlation coefficient values of brightness, contrast, focus, and
illumination factor.

According to these correlation coefficient values, using the PCA algorithm,
the brightness factor has the highest impact to the authentication system, while
focus and illumination factor have less impact. Please note that, these correlation
coefficient values may be changed if the authentication system uses another algo-
rithm to generate feature vectors. These individual quality factor scores become
weights in the Eq. 9.
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Table 1. Correlation coefficient values of quality measures

Quality measure Correlation coefficient value

Brightness 0.824

Contrast 0.484

Focus 0.071

Illumination 0.106

Generic face quality measure: mean 0.749

Generic face quality measure: geometric mean 0.605

Generic face quality measure: weighted mean 0.836

Next, we conducted an experiment to evaluate the relationship between
the generic face quality measure and face authentication performance in the
same way for individual factors. We examined three methods to combine qual-
ity factors, including mean, geometric mean and weighted mean (our proposed
method). The correlation coefficient values of generic face quality measure are
also shown in Table 1. Our proposed quality measure has a highest correlation
coefficient values (0.836). This result confirms a high correlation between the
proposed face quality measure and face authentication performance. Further
more, we can conclude that our face quality measure is practical and can be
applied in reality.

5 Conclusions and Future Works

This paper presented quality factors for face images and proposed a face qual-
ity measure for authentication. The authors’ approach is different from previous
researches. The proposed quality measure does not rely on any predefined good
quality criteria or any reference good images. The face authentication systems,
especially mobile face authentication systems, can be deployed in various envi-
ronments and used different feature extraction algorithms. Therefore, it is hard
to define good quality criteria and select a set of reference good images that fit
all cases. We used a template image, which a user register to the authentication
system, as a reference image to evaluate the quality of the query images from
that user. Thus, every user has his/her own reference image. In other words, a
query image has a good quality if it is taken under a similar condition with the
template image.

In general, our quality measure can be applied for other biometric trails,
such as voice, fingerprint, iris, and so on. Thus, the next work is to conduct
more experiments on the other biometric trails to confirm the practical and
correctness properties of the proposed quality measure.

After that, we will design a quality-based fusion solution for multi-modal
system. The fusion solution will consider quality score of each biometric trail as
weighted factor.
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Abstract. Nowadays, many methods of detecting computer viruses are
researched towards machine learning and data mining. Among these are the
topics related to the automated search algorithm characteristic of the virus. The
feature extraction of virus opcode method is proposed in this paper is statistical
combinations of x86 machine instruction. The selected instructions are common
in a set of virus files and less common in benign files, using some machine
learning and data mining algorithms to support. The frequent combination of
instruction sets are seen as the operational characteristics of the virus files.
Artificial Immune System in combination with Danger Theory will be used for
the training of the selected instruction sets into building up a classification
system detecting a new file is a virus or not.

Keywords: Feature extraction � x86 opcode � Data mining � Artificial immune
network (aiNet) � Danger theory

1 Introduction

Today, in the era of information technology development, virus programs, various
types of malicious code have taken advantage of the development to carry out illegal
action such as monitoring, data theft, hijacking the host system, … and caused enor-
mous damage to people. There have been many anti-virus programs designed to detect
and remove viruses with different algorithms. Several methods have been applied in the
identification of the virus characteristics such as code sequences, behavioral or machine
learning approaches. They have achieved certain results.

One of the methods for selecting characteristics of virus is to use the data mining
algorithms to find out the machine code with the highest frequency [1]. This method will
automatically detect and provide frequency machine code. Using the observed level
of use of the combination machine code to find out what candidates featured in virus
files set.
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The machine learning algorithms inspired by biological research is invested with
positive results in many different fields recently. Artificial immune system, one of the
theories inspired by natural biological immune system [2] is applied on the issue of
detecting computer viruses. Algorithm artificial immune network will be applied to the
training steps to create a file classifier which will determine whether a file is a virus or not.

Danger Theory is one of the improvements made in the application of artificial
immune system. This theory showed that when using artificial immune system dis-
tinguish self cells - immature self we should consider carefully which cell is dangerous
or not. This theory will be implemented in order to calculate the risk of abnormal cells
if they have the feature of virus or not.

This paper will introduce a new method with artificial immune network algorithm
and danger theory as the core. Using the frequency machine code provided by data
mining algorithms as training data, artificial immune network algorithm will create a
set of detectors with each detector’s risk is calculated by danger theory. This set of
detector will be used to determine if a file is a virus or not.

2 Related Works

In a paper, Rad and Masrom used statistical analysis techniques to compare the sim-
ilarity between the virus infected file [3]. They used statistical chart of machine code
groups with high prevalence in order to detect the virus variants. And this helps to
determine whether a file is a variant of a known virus. There is a similarity with the
proposal method in this paper, which also used instruction opcode extraction to classify
virus and benign file.

Chao and Tan used the theory of artificial immune system to build up a virus
detection system [4]. Another paper by authors Ali and Hussain also has the same idea
[9]. They apply methods such as Negative Selection algorithm and Clonal Selection to
build the detector. Results showed a positive performance in the detection of viruses.
An algorithm of artificial immune system called aiNet is used in this paper as a
combination part to generate virus detectors.

Lu et al. proposed the usage of Danger Theory on problems detected viruses on
mobile devices [5]. Based on analysis of the danger of local acts, generation and
distribution of antibodies in real time, this model can be responsive in preventing and
detecting viruses. This paper used Danger Theory to calculate the risk factor of a virus
detector, it makes only highest risk value detectors kept remaining in virus or benign
final classifier.

3 The Proposed Approach

In this paper, a construction method of detection based on the combination of the stages
is proposed as follows: extract combinations of machine code has the highest preva-
lence of the virus pattern file, then use Artificial Immune System for training to gen-
erate the final virus detectors and Danger Theory for calculating risk assessment values
for dangerous levels of detectors to choose the optimal candidates.
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3.1 Statistic Frequent Opcode Sets

3.1.1 Extraction of x86 Assembly Code

Convert Binary Strings to Machine Instructions. In the first step we need a method to
extract the machine code in an executable file (.exe or.com). The method used is
to extract the sequence of binary data files in a jump step k and length l. Then proceed
to transfer that binary sequence to the corresponding machine code.

Parameters jump step and length selected here are k = 8 and l = 32. This allows the low
failure rate in loss of instructions, and a 32-bit length matching the length of a machine
code in the MIPS executable file on a windows 32-bit operating system (Fig. 1).

After a list of 32-bit binary string candidates, the next will conduct its data
matching with each instruction in the table of MIPS opcode table. The result will be a
corresponding machine code of binary string. If a binary string does not match any
MIPS code, it will be removed [6] (Figs. 2 and 3).

Statistic Frequent Opcode Sets in Benign Files Set. After having the MIPS code sets,
statistical processes are conducted to see which machine code is common in collected
benign files set. If a machine instruction appears more than a minimum support value
mfb of benign files do there, then it will be put into frequent specific machine code sets
of benign files.

Notation
Ibenign : benign machine code sets
Nbenign: number of benign files
IFbenign: Frequent benign machine code sets

Begin
IFbenign:= 
For each benign code b do
If Count(b,Nbenign) >= mfb then
IFbenign := IFbenign + b
End If

End For
End

Fig. 1. Extract bit string in an executable file
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Remove Frequent Specific Machine Code Sets of Benign Files in Virus Files. Next is
going to remove frequent specific machine code sets of benign files in virus files.
A computer virus requires a host program to infect. Therefore, an infected file always
has two parts: benign code (usually big) and virus code (smaller than host program).
This helps the virus files no longer have the benign machine instructions. Keep only
those candidates may be specific of the virus files. It is a required step to have a set of
full virus opcode in order to get experimental results.

Fig. 2. Opcode MIPS x86 table

Fig. 3. Convert binary strings to machine instructions flowchart
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Notation
Ivirus : virus machine code sets
IFbenign: Frequent benign machine code sets

Begin
For each frequent benign code b do
If b Ivirus then
Ivirus := Ivirus – b

End If
End For

End

3.1.2 Statistic Combination of Machine Code Sets

Generate Combination Machine Code Sets Candidates. According to MIPS code from
each virus file, the code sequence k-element combinations can be generated with the
original order of appearance unchanged. The code sequence will be considered as
candidates for the code characteristic of viruses collected files (Fig. 4).

If Uf is combination machine code sets of a file f, Ck is k- combination machine codes,
then

Uf ¼ C1[C2[ . . .[Cn - 1[Cn

Find out Frequent Combination Machine Code Sets. Using Apriori algorithm [7] in
data mining with set of objects is the combination of machine code candidates gen-
erated in the above step. After this step, the longest combination of code having
frequency greater than minimum support value mfc threshold will be retained as the
training specific to the following machine learning steps.

Fig. 4. Generate combination machine code sets candidates of a virus file
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Notation
Uvirus : virus machine code combination sets
Nvirus : number of virus files
IFcm : frequent machine code combination sets 

Begin
IFcm := 
For each machine code combination c do
If Apriori(c,Nvirus) >= mfc and FrequentSetParentList(c) 

== then
IFcm := IFcm + c
End If

End For
End

3.2 Artificial Immune System

3.2.1 aiNet Algorithm
In the above steps, there was a complex set of machine code characteristic of viruses
collected files. In this step, the training process performed by algorithms aiNet immune
system theory was applied due to positive effect in a number of previous case studies.

aiNet algorithm consists of 3 main steps: randomly generated gene candidate
(combination of code), perform mutation and replication, ultimately selected the best
genes.

Generate Candidate Genes Randomly. With the set of code characteristic of virus files
provided above, we follow with conducting randomly generated and combining can-
didate genes. Implementation method is to choose any length Lg <= maxLg (greatest
length of the genes), then randomly select Lg element from the set of machine code of
the virus files.

Gene Mutation. To perform candidate gene mutations, the method alternating some
random sequences is applied. Alternative sequences will be chosen at random, as long
as it is a MIPS code.

Select Best Genes. The best genes will be selected based on affinity (3.2.2) of it with
the antigen trained in artificial immune network. This give virus detectors the capability
of detecting with the highest accuracy.

aiNet Algorithm. Here is the pseudo code of the algorithms of artificial immune net-
work based on the article [2], with randomly generated steps, copying, mutation and
selection are implemented according to the method described above. The concept of
antibody, antigen, and B-cell is inspired by Immune System. In the paper, the antibody
is the machine code sets which detect virus, the antigen is the machine code sets from
virus files which used to trainning detectors.
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Notation
S : a set of antigens, representing data elements to be clustered
nt : network affinity threshold
ct : clonal pool threshold
h : number of highest affinity clones
a : number of new antibodies to introduce.
N : set of memory detectors capable of classifying unseen patterns

Begin
Generate set of random specificity B-cells N
Repeat
For all antigens ag S do
Calculate affinity of all B-cells b N with ag
Select highest affinity B-cells, perform affinity proportional cloning, 

place clones in C
For all B- cell clones c C do
Mutate c at rate inversely proportional to affinity
Determine affinity of c with ag

End For
Select h highest affinity clones c C and place in D
Remove all elements of D whose affinity with ag is less than ct
Remove elements of D whose affinity with other elements in D is less 

than ct
Insert remaining elements of D into N.
End For
Determine affinity between each pair of B-cells in N
Systemically remove all B cells whose affinity to another B cell is less 

than nt
Introduce a new, randomly generated, B-cells into N

Until a stopping condition has been satisfied
End

3.2.2 Affinity
In the theory of artificial immune systems, affinity is a concept that refers to the degree
of genetic similarity. There are several methods to calculate the affinity such as the
Euclidean distance, Hamming distance… depending on the type of data represented.
With current data particular, the combination of genes is machine codes set, this paper
proposes a way to measure the similarity of set A and B as follows (Fig. 5).

Fig. 5. Example of the algorithm of calculating the affinity of 2 set A and B
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3.3 Danger Theory

3.3.1 Statistics Dangerous Levels of the Machine Code Sets
Based on Danger Theory [8], this paper proposes a method to assess the danger of a
virus detector from the above training step. The method statistics frequency of virus
detectors. A formula (3.3.2) is given to calculate its risk based on frequency.

3.3.2 Formula of Dangerous Calculation
After a statistic frequency of a virus detector, called % pos is the frequency of the virus
files and % neg is the frequency of the benign files, the following formula is used to
calculate risk DT of a virus detector as follows:

DT ¼ �%negþ%posð Þþ 1½ �=2

This formula is based on a logical reason that the more a detector have frequency in
virus file set, the more dangerous it is, and vice versa. It adds one and divides into two
for the purpose of normalization, this makes the range of DT result is always between
0 and 1. When frequency of a detector in virus file set is 1 and in benign file set is 0, the
result of DT is 1. When frequency of a detector in virus file set is 0 and in benign file
set is 1, the result of DT is 0. When frequency of a detector in virus file set equal to that
in benign file set, the result of DT is 0.5.

4 Experiments

To evaluate the effectiveness of this approach, a program installed on C# has been
made, with the different testing and training data sets.

4.1 Training and Testing Data

In this step, the virus and benign files groups with the different number was chosen to
compare the test results. Each test sample was divided into two categories as the train
and test to the ratio of 7:3 (Table 1).

The datasets is collected from many sources with the file extension is .exe or.com
(Win32 PE file). The number of files in each dataset is from 200 to 800 files to test how
that number affected the result.

Table 1. The number of files in each data sets

Datasets Training files Testing files
Virus files Benign files Virus files Benign files

Dataset 1 200 150 86 64
Dataset 2 250 250 107 107
Dataset 3 400 250 171 107
Dataset 4 500 300 215 129
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4.2 Experiment Results

Experimental results were shown as the following Table 2:

The table showed that there was a correlation between number of training files and
performance. The number of training files is very important because it increases the
number of dangerous gene detector, simultaneously increasing the cover of virus
malware space. The detectors were mutants with a small percentage in order to increase
the ability to find out the malicious code and polymorphism hybridization, which are
often used to avoid detection by antivirus programs with basic algorithms. In trials,
some parameters are fixed with hand-selected threshold as minimum support value
mfb = 20 % and mfc = 50 % as the best choice in multiple tests of changing data
variables range, and the results showed that the average performance of 78.55 %.

5 Conclusion

This paper proposes a model combining statistical methods and machine learning
algorithms inspired by biology. This combination creates the virus detectors with the
ability to detect a new file is a virus or not. Experimentally shown that, if the virus
samples collected more and varied, the detection of this virus can produce good results.
However, some parameters of this method is not automated. In the future, this method
could be improved a number of steps to increase the speed and accuracy.
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Abstract. Nowadays, the smartphone has became the popular com-
munication devices in everyday life. It is a main tool to facilitate the
communication among people. Besides that, smartphone also save a per-
sons activities which include many privacy information such as address
book, sms messages, pictures, video, call logs, location logs, web brows-
ing history, emails, and so much more. These documents represent the
information about actions, activities or personal activities, and if there is
enough lawful proof that person is guilty, that can be valuable as digital
evidence in court. Therefore, mobile phone is also an important chan-
nel and analysis tool, investigate about content, data corellation which
is saved in the smartphone is a valuable tool for investigator to obtain
evidence from them. This paper presents the methods and technologies
are used to obtain evidence from Android Smartphones. In addition, we
are also point out the difficulties in both legal and technical aspects of
the digital evidence obtaining from these kind of smartphones.

Keywords: Evidence correlation · Mobile forensics · Graph database

1 Introduction

The collection and analysis evidences from smartphones are crucial for investiga-
tion by providing valuable information [1,8]. However, the information collection
from smartphone is still being done in a manual way by the investigators. In addi-
tion, the information that investigators can see on the smartphone is discrete
information. There are a need of correlation and relation of collected information
to provide evidence. Moreover, there are many types of smartphone in different
formats. It is difficult to find out what information is needed for the investiga-
tion process. Because it does not shows the process of information in the chain
of activities. Therefore, to find out the relation of piece of information in the
mobile phone is a challenge task.

The graph database is used to store and visualise the information in the
linked graph. In this paper, the authors build a graph database for collection
and analysis information from Android devices to help the investigators provide
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the sound and sense evidence by connecting pieces of information together to
show the illegal acts. The input data is a collection of information collected
from applications inside the Android devices that the object takes part in the
illegal acts which were used as a medium for communication during the process
conducting illegal acts.

In order to implement, the authors have to answer these questions: how to
extract information from Android devices, and from the raw extracted informa-
tion, how to organise and visualise that data into graph-database. The evidence
graph-database then can be used for investigation process by using queries to
discover new information. This speed up the investigation process and minimal
efforts for investigators by help them view the whole picture.

The paper is organised as follow, the next section, we review related works
in the area of digital mobile forensics and using graph databases for complex
security scenario modeling. The third section presents the process of extracting
information from Android devices. The fourth section describes the data syn-
thesis process. The evidence graph database construction is presented in section
five. Section six illustrates the evidence extraction using our modelled graph. We
conclude the paper in section seven.

2 Related Works

The Android forensics is an important topic today because of the popularity of
Android and it tools [6,7]. Graph database is a research has a long tradition. It
is applied in various fields such as semantic web, social networks [4]. Recently
accompany the development of the industry survey, graph databases are used to
express the relationship between the information of evidence.

Fig. 1. The process of collecting and synthesysing evidences

The investigation of mobile devices has been conducted for a long time [3].
The process of collecting and synthesysing evidence includes the information
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extraction from mobile devices, then all collected data is synthersized into a
graph database (See Fig. 1). In these works [1–7], the authors have presented a
very deep survey and cover the main points in the field of mobile surveys. In
this section, we examine three related works from these articles [8,10,11].

In [8], the authors focused on management analysis of evidence on the three
social networking applications are widely used on smartphones such as Facebook,
Twitter, and MySpace. The test was implemented on 3 popular smartphones:
BlackBerrys, iPhones, and Android. The testing process includes the installation
of social networking applications on each device examines the common behavior
of users and perform the analysis of evidence on manually collected images of
each set Belgium. The analysis aims to detect whether the collected behavior of
these applications can be stored on the internal memory of the device or not.
If yes, gas edge, the characteristics and location of the user can be found and
removed from the image of the device logic. The results show that no traces
were found in the BlackBerry but for iPhone and Android phone, it saves a huge
amount of valuable information that can be recovered by investigators.

Recently, there is a project working on implementing a generic ICT risk model
using graph databases [9]. In this work, the authors modelled the APT thread
via many steps and construct a graph to represent the process of attacking. The
via querying that graph, the author can find positive signals that can lead to
conclude there is an APT attack happening.

In [10], the authors propose a method for automatically analyzing an online
memory forensics for mobile phones. The authors have studied the behavior of
the device’s RAM, and the analysis is very useful in a way of the analysis of
the evidence collected in real-time communications applications. Many media
scenario with many different parameters are analyzed carefully. The test results
show that the authors of the messages went out phone has a higher consistency is
the message coming from the outside. In the authors’ experiments have achieved
a 100 % rate of collection of evidence from the message out. For the messages
coming from the outside, the percentage collected change from 75.6 % to 100 %,
by taking into account various parameters in different circumstances. Thus, in
a real situation, the stakeholders can in turn send the message and continue to
send several messages 1, the collection of the author can catch most of the data
in support of Advanced research census.

In [11], the authors have investigated a specific example is deliberately mali-
cious activation of telephone equipment to carry out acts of espionage. Specif-
ically, malicious code can automatically activate the camera, from which turns
sneaking microphone or tapping.

3 Information Extraction from Android Devices

All of Android applications have database storage inside the internal memory
in default directory of /data/application name/databases. However, depends on
the need, application can save data in the external storage /SDCard directory.
In addition, data can be saved from desktop computer without requiring root
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permission usually in the /SDCard. The difference between these two directo-
ries is the directory “/data/data/application name/databases” is private. It is
protected by Android, only root and the owner can access this. In contrast, the
/SDCard directory is the external data storage. Data on this directory is not
protected. Therefore normal users can access, edit or delete. In consequence,
normal users cannot know how the database like SMS messages, address book,
phone logs are stored. He/she can only view the data via their own applications.

To gain root access, the Android user needs to do rooting for the device.
This can lead to providing the user the top permission. In consequence, the
Android device is not protected anymore. Therefore, to protect root permission,
users are recommended to install the root management application to prevent
the illegal root access. The popular application for this is the Super User App.
After gained the root access, the Android data extraction became simple. There
are many ways to extract data, in this paper, we describe two popular methods:

– Using file manager applications and assign root permission for them. Via this
application, we can save data into the SDCard and copy to desktop computers.

– Using Android debug bridge (ADB). This is a command-line tool which allows
the Android and computer do communications. This tool can be found in
<sdk>/platform-tools/ or download ADB driver. After installed ADB, to
communicate with Android, the Android must turn on the Enabling ADB
Debugging mode and assign the root permission to ADB. These two com-
mands bellow show how to dump MMS, SMS from Android device then copy
it to desktop computer:

• adb shell su root dd if=/data/data/com.android.providers.telephony/
databases/mmssms.db of=/sdcard/mmssms.db

• adb pull /sdcard/mmssms.db C:/WorkStarion/sms.db

The command “adb shell su root” accesses the phone using root permission;
The “dd if=¡path to source files¿ of=¡path to destination file¿” command is a
data copy command; the command “adb pull” is a command to pull data from
device to the desktop computer. For MMS/SMS application, it has the package
name is com.androidproviders.telephony and the /databases directory for saving
the database which is mmssms.db. The other databases such as phone call logs,
contacts, emails can be extracted in a similar manner.

The rooting device allows the investigator querying all information in
Android device. However, the side effects of rooting devices can cause the device
become brick or malware attack. Moreover, rooting device will result in an inval-
idation of the guarantee for the equipment, lastly, and more importantly will
affect legitimate characters of the equipment. Because, the equipment mentioned
here serves as an evidence if an investigator has the right to root and affect it
too much, it will result in the problem that the evidence will lose its legitimate
character. Therefore, we must think carefully before rooting the device and do
it in a very carefully and thoughtful way.

Another indirect data extraction that causes fewer side effects to the device is
to use a third party application for data extraction. This application is similar to
the normal application, it is installed the device and request enough permission
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to extract data needed for investigation such as SMS reading permission, call
log access permission, address book read permission. The popular application for
this kind of app is the AFLogical OSE which specializes for forensics activities.
This application can extract CallLogs, Contacts, and SMS into the csv format
and save to /Sdcard directory. The user can use command adb pull to save from
phone to desktop computer.

4 Data Synthesis from Mobile Devices

After extraction data from mobile devices, we begin to synthesise the data. In
order to follow the progress of activities and their relations in a period of time,
we synthesise the extracted information to become a common database (Fig. 1).
There are many types of information such as SMS messages, call logs, emails,
locations.

4.1 Call Logs

After successfully extracted the call logs, we collect the call logs of many mobile
devices. In order to distinguish between them, we have to add each call logs its
own phone number because in the call log the owner number is not represented
using Linux awk command:

awk ‘BEGIN{FS = OFS = ‘ ‘ , ’ ’}
{$ (NF+1) = NR==1 ? ‘ ‘ number own ’ ’ : ‘ ‘932870887 and

963270532 ’ ’} 1 ’ CallLog . csv > CallLog1 . csv

4.2 SMS Logs

Similar to Call Logs, we have to add the own number to each SMS databases.
Because in SMS database, it does not show its own number. We used awk com-
mand in Linux:

awk ‘BEGIN{FS = OFS = ‘ ‘ , ’ ’} {$ (NF+1) = NR==1 ? ‘ ‘ number own ’ ’ :
‘ ‘ 932870887 ’ ’} 1 ’ SMS. csv > SMS1 . csv

There are many different structures of SMS databases between different
Android version. Therefore, we only extract information from these columns:
address, date, type, body and number own then synthesise it into a common
table using awk command:

awk ‘FNR==1 && NR!=1{ next ;}{ pr in t } ’ SMS∗ . csv > AllSMS . csv

5 Building Evidence Graph Database

After got the synthesis database, we convert them into a graph database to
visualise it. In this work, we use Neo4J as a platform to present the database.
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5.1 Grap Call Logs and SMS

In order to create a relation table for call logs, we use Neo4j command to import
the data from AllCallLogs.csv into a graph database:

Load CSV from ‘ ‘ f i l e : / home/dmtuantv/ a f l o g i c a l −data/
Al lCa l lLogs . csv ’ ’ as r e c r e a t e ( r : r e l a t i o n {number1 : re [ 1 ] ,
date : re [ 2 ] , durat ion : re [ 3 ] , type : re [ 4 ] , name1 : re [ 6 ] ,
number2 : re [ 9 ] } ) re turn r ;

Similarity, to create a relation table for SMS logs:

Load CSV from ‘ ‘ f i l e : / home/dmtuantv/Phone Data/AllSMS . csv ’ ’
as sms c r ea t e (n : sms{ address : sms [ 0 ] , date : sms [ 1 ] , type : sms [ 2 ] ,
body : sms [ 3 ] , number own : sms [ 4 ] } ) r e turn n ;

5.2 Working the Graph Database

After created a graph database, we use some Neo4J queries to refine the tables
to get more useful data such as: (See Fig. 2)

– This command creates a number table which contains all numbers of the num-
ber1 column:
match(r:relation) with distinct r.number1 as num create(n:number
number:num) return n;

– This command inserts into table number include the numbers of number own.
match (r:sms) with distinct r.number own as num create
(n:numbersmsnumber:num) return n;

– This command creates nsms table to omit the duplicate numbers between
address and number own: match (n:numbersms) with distinct n.number as
num create (m:nsmsnumber:num) return m;

– We can create a SEND relation from sms and nsms tables. This command
creates the SEND relationship of all numbers had sent SMS:
where n.number=r.address and n1.number=r.number own and r.type =‘1’ cre-
ate (n)-[:SENDdate:r.date,body:r.body] → (n1)

– This command creates SEND relationship of all numbers: match (n:nsms),
(r:sms),(n1:nsms) where n.number=r.address and n1.number =r.number own
and r.type =‘2’ create (n) ← [:SENDdate:r.date,body:r.body]-(n1)

6 Evidence Graph Extraction

After the information is organized into a graph database (Fig. 3). We can start
finding information on it such as:

– Find information 20/5/2015. We have to convert the date format from dd/m-
m/yyyy into a timestamp formart: Match ()-[r]-() where r.date=‘14454.*’
return r;
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Fig. 2. Call connections

– Filter the duplicate incomming and outgoing calls: match
(n:number),(r:relation),(n1:fnumber) where n.number=r.number1 and
n1.number=r.number2 and r.type =‘3’ create (n)-[:Misseddate:r.date ]-(n1)
return n,n1

Fig. 3. Refined duplicate calls

7 Conclusion and Future Works

This paper presents surveys and techniques for tracing evidence on Android using
programming methods and evidence representation using graph database. The
innovation here is that the authors have shown evidence by correlation the pieces
of information together using a graph database. With the intuitive expression will
contribute to the process of investigation and in particular with the professional
investigators will allow them to explore more of the details related to their case.
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In summary, the article “Using graph database for evidence correlation on
android smartphones” has accomplished its objectives which are information
extraction and presentation in graph database, as well as providing sample
queries for evidence finding. We believe that the contribution of the paper will
contribute to saving time investigator investigation.

The search for evidence on smartphones is becoming increasingly more diffi-
cult due to the continuous development of the operating system, the variety of
mobile operating systems, the vigilance of users, particularly those intentionally
crime. Moreover, the manufacturers started to enhance the system security by
encrypting data of smartphones and does not provide a mechanism for decoding
the police upon request. This has increased the complexity of the investigation
evidence on mobile. These challenges will be an important topic in the search
for evidence on mobile and will be a fascinating subject for researchers.
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Abstract. Secure routing is vital in wireless ad-hoc networks for estab-
lishing reliable networks and secure data transmission. However, most
routing security solutions in wireless ad-hoc networks make assump-
tions about the availability of key management infrastructures that are
against the very nature of ad-hoc networks. In this paper, we propose
DASSR scheme, a new secure routing approach based on a fully distrib-
uted authentication and self-organized public key management scheme
without any central authorizing entity. In DASSR, routing messages
are authenticated between neighboring nodes (hop-by-hop) and between
source and destination nodes (end-to-end) by using nodes’ signatures.
Once authenticated, messages are guaranteed for integrity and non-
repudiation, hence the scheme could prevent potential routing attacks
from malicious nodes. We evaluate our proposed scheme DASSR by
applying it to the AODV routing protocol, a representative of reactive
ad-hoc routing protocols, and demonstrate the effectiveness and security
properties of the proposed approach. A comprehensive review of related
secure routing protocols is presented and compared with the proposed
scheme DASSR.

Keywords: Mobile · Wireless ad-hoc · Security · Secure routing
protocol · Distributed · MANET

1 Introduction

A wireless ad-hoc network is a network of nodes, commonly mobile nodes,
communicating to each other by self-organizing without a fixed or centralized
infrastructure [7,26]. Mobile ad-hoc networks (MANETs) and wireless sensor
networks (WSNs) are two instances of a wireless ad-hoc network that are widely
deployed and used in practice such as in military, vehicular networks, disaster
recovery [24], and many other domains. Wireless ad-hoc networks have been also
integrated with Internet of Things (IoT) to carry out more powerful applications
to real-world [2].

In a wireless ad-hoc network, the connectivity is ad-hoc in the sense that each
node can create and join a network “on-the-fly” by performing basic networking
c© Springer International Publishing AG 2016
T.K. Dang et al. (Eds.): FDSE 2016, LNCS 10018, pp. 219–236, 2016.
DOI: 10.1007/978-3-319-48057-2 16
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functions such as routing, forwarding, and service discovery. Nodes in a wire-
less ad-hoc network participate in routing processes to establish data forwarding
policies for end-to-end communications. In order to realize multi-hop communi-
cations, effective multi-hop routing protocols, such as AODV [22], OLSR [25],
HWMP [5], must be implemented in each node [6,31].

Ad-hoc network routing protocols mainly focus on providing the convenience
for nodes to join the networks, improving collaborations between nodes in an end-
to-end multi-hop communication fashion. These protocols normally assume that
every node performs and follows the protocol and have not considered security
aspects. However, there is no mechanism in a routing protocol to ensure that
every node in an ad-hoc network follows the protocol. For example, a malicious
node can modify a field in a routing message illegitimately to falsify the routing
information in a network, which cannot be detected and prevented in wireless ad-
hoc network standard routing protocols. This makes wireless ad-hoc networks be
vulnerable with various security attacks including data forwarding attacks (e.g.,
denial of service, data fabrication, packet delay, data dropping and spoofing,
etc.,) and network control attacks (route fabrication, making loop on networks,
changing network topology) [1,3,16,29] (c.f. Sect. 2 for detailed attacks).

In addition, in the dynamic environments of ad-hoc networks, nodes are
dynamically issue control messages for network establishment and management.
Specifically, in the reactive routing protocol such as AODV [22], a node can issue
control messages, e.g., for route request, whenever it wants to transfer data. This
creates a great chance for malicious nodes to attack the network. For example,
a malicious node can spoof the address of its neighbor nodes to send a false
routing message to break an active routing path [1]. As a result, security for
wireless ad-hoc network routing protocols is a great challenge attracting many
researchers recently.

There have been a number of works proposing secure routing protocols in
wireless ad-hoc networks [1,12,16,23,28,30,33,34]. Most routing security solu-
tions such as SAODV [34], ARAN [28] assume the availability of key management
infrastructures. This assumption is impractical in wireless ad-hoc networks as
it violates the nature of this network architecture that does not have a fixed
infrastructure. Furthermore, in our security analysis, there is no previous secu-
rity scheme examining the integrity of transactions between neighbor nodes,
which create security flaws for fabrication attacks. Some other works attempt to
resolve this issue by proposing a cryptographic model [3] or a public-key scheme
using MAC addresses on layer 2 based routing protocols [8,10]. However, the
cryptographic approach needs a complex algorithm embedded in a routing pro-
tocol, while the later one cannot be able to work on layer 3 routing protocols
which are commonly used in wireless ad-hoc networks.

In this work, we aim at filling the aforementioned gaps by proposing a simple
yet efficient authentication scheme for secure routing based on a self-organized
public-key mechanism in wireless ad-hoc networks. Our proposed scheme, namely
DASSR (Distributed Authentication Scheme for Secure Routing), is different
from previous approaches that it is fully distributed without requiring a trusted
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server while still can defense the network against the identified attacks with low
overhead. In summary, the main contributions of this paper are:

– A fully distributed authentication scheme is proposed to ensure the integrity
and non-repudiation of routing messages between neighbors’ nodes (hop-by-
hop communications), and between the source and destination nodes (end-to-
end communications) in wireless ad-hoc networks. The proposed distributed
scheme is based on a key exchange and a revised self-organized public-key
mechanism without a certification server.

– The proposed approach does not rely on MAC addresses for identifying public
keys so that it can work on layer 3 protocols which are commonly used in
ad-hoc networks. An application of the proposed scheme DASSR on AODV,
a reactive routing protocol has been performed to illustrate the effectiveness
of the approach.

– The proposed authentication method is based on signatures, which is sim-
ple for implementation and introduces low overhead compared to hashing or
cryptography-based counterparts.

– A deep security analysis is performed to demonstrate that the proposed scheme
DASSR can prevent identified attacks. We also present a comprehensive review
of existing solutions and compare their security properties with DASSR.

The rest of this paper is organized as follows. Section 2 presents background of
this work including routing protocols in wireless ad-hoc networks, security flaws
in routing protocols, and examines current approaches to securing routing proto-
cols. In Sect. 3, we detail our proposed distributed authentication scheme DASSR
and key exchange for reactive routing protocols. We present an implementation
of the proposed scheme in the AODV routing protocol in Sect. 4. Section 5 ana-
lyzes the security properties and advantages of the proposed scheme DASSR,
and performs a comparison of DASSR and related secure routing schemes.
We conclude our contributions and address further work in Sect. 6.

2 Background and Related Work

In this section, we review routing protocols in wireless ad-hoc networks, analyze
and discuss the security issues in the existing routing protocols, and present
related work.

2.1 Routing in Wireless Ad-Hoc Networks

In wireless ad-hoc networks, network topology is dynamically changed with fre-
quent joining or moving out of mobile nodes. To realize multi-hop communica-
tions, effective multi-hop routing protocols must be implemented in each node.
Two main branches of routing protocols, namely the proactive and reactive rout-
ing protocols have been proposed. The proactive protocols statically build rout-
ing tables for mobile nodes in advance (before the routes/paths are used) and
periodically update those routing tables. This approach is suitable for small
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networks, but it is inefficient for large networks involving a huge number of con-
trol packages traveling through. Representatives of proactive routing protocols
are OLSR (Optimized Link State Routing Protocol) [25], DSDV (Destination-
Sequenced Distance-Vector Routing Protocol) [17], STAR (Source-Tree Adap-
tive Routing) [11]. In contrast, the reactive counterparts, such as AODV
(Ad hoc On-Demand Distance Vector Routing Protocol) [22], DSR (Dynamic
Source Routing Protocol) [13,15], DYMO (Dynamic Manet on Demand Routing
Protocol) [18], TORA (Temporally Ordered Routing Algorithm) [19], examine
routes on-demand when a node needs a route/path for data forwarding.

With the flexibility nature in ad-hoc networks as mobile nodes can actively
issue control messages to establish routing processes for data forwarding, specif-
ically in reactive routing protocols, the networks are exposed to attacks by mali-
cious nodes. Typical types of attacks are described in the following sub-section.

2.2 Typical Attacks in Wireless Ad-Hoc Routing Protocols

As mentioned earlier, security issues have not been considered in ad-hoc net-
work routing protocols. Any node can join a network, and read, forward, and
send routing messages to neighbor nodes in a network without authentication.
This design allows malicious nodes to launch serious attacks. In this subsection,
we detail three types of attacks that are common in reactive routing protocols
in wireless ad-hoc networks. The proposed scheme DASSR aims to detect and
prevent these attack types.

Impersonation Attacks. A malicious node misrepresents its identity in the
network so that it will break route discovery or path maintenance processes.
A malicious node listens to its neighbor nodes to identify their identities and
then modify its identity such as MAC or IP address in outgoing packets to
generate falsified routing information: (1) a malicious node impersonates the
source node, (2) a malicious node impersonates the destination node or neighbor
of destination by forging a Route Reply with its address as a destination node,
and (3) a malicious node forms a loop by spoofing nodes to change an existing
route to a circle so that the message is relayed in the loop continuously without
reaching the real destination.

Modification Attacks. When a malicious node is in the route discovery path,
it might modify the route request or route reply. As a consequence, the dis-
covered path causes the source node to transmit data wrong. The modification
can happen for the following things: (1) route sequence numbers and (2) hop
count. As for case (1), when a malicious node M receives a route request, that
is destined to node D from source node S , from its neighbor node N , the mali-
cious node M , after re-broadcasting the message, redirects transactions toward
itself by unicasting to N a Route Reply containing a much higher destination
sequence number for D than the value last advertised by D . In consequence, on
receiving valid Route Reply from D , N will discard this message. As for case
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(2), malicious nodes can modify the hop count field of a Route Request message
by resetting this value to zero or setting this value to infinity. This modification
leads the route discovery process wrong.

Fabrication Attacks. In reactive routing protocols in ad-hoc network, when
a node in an active path moves, the path is broken. Routing protocols such as
AODV has a route maintenance mechanism to recover such broken paths. This
is implemented by the node upstream of the broken link, broadcasting a Route
Error message to all active upstream neighbors [28]. However, this mechanism
is vulnerable as a malicious node may falsify an existing route by generating
a Route Error message that in fact is not true, resulting in a denial-of-service
attack in the network as nodes receiving falsified Route Error message cannot
verify the correctness and thus delete the active path.

2.3 Related Work

In the following paragraphs we summarize related work for security in wireless
ad-hoc networks.

Data Forwarding Security. Several works have been dedicated for data
forwarding security in distributed systems like wireless sensor networks and
MANETs, where there is no centralized element to manage the security pol-
icy. Rezvani et al., proposed a collaborative-based reputation method to which
the credibility of each node is evaluated by other nodes in the network [27]. Based
on the credibility, the trustworthiness of mobile nodes is measured. This allows
the network to detect malicious or untrusted nodes, protecting network nodes
from receiving data from attackers. The accuracy of the propagated credibility is
validated using the variances of sensors whereby the distribution of noise in sen-
sors is modeled by Gaussian distribution which is not always correct in the real
wireless environments. In addition, the credibility propagation may also include
judgments from untrusted/malicious nodes.

Routing Security. Beside data forwarding security, because of its nature, wire-
less ad-hoc network is significantly vulnerable with routing security as routing
establishment and management are essential and these processes are conducted
frequently. Various researches have been dedicated for routing security methods
which mainly rely on cryptography [3]. Ben-Othman et al., proposed an Identity
Based Cryptography (IBC) method for node identity in the Hybrid Wireless
Mesh Protocol (HWMP) [8–10] for IEEE 802.11s mesh network [5]. As HWMP
is a layer 2 routing protocol, MAC addresses of mobile nodes are used as the
public keys for the control messages such as route request (RREQ), route reply
(RREP). As a result, this approach does not need a centralized entity to verify
the authentication of public keys. Therefore, it is suitable for security routing in
infrastructure-less ad-hoc networks. The essential issues in this method, however,
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are that (i) IEEE 802.11s is not the only standard protocol for ad-hoc networks,
meanwhile more commonly used routing protocols work on layer 3 where IP
address is used instead of MAC address; (ii) theoretically, MAC address can also
be faked by malicious nodes thus the system needs a secured scheme to protect
MAC address fabrication. Our work in this paper is different which focuses on
layer 3 secure routing protocols which are commonly used in ad-hoc networks.

In another aspect, there have been a number of solutions for securing routing
protocols working on layer 3 in wireless ad-hoc networks such as [1,4,12,16,20,
23,28,30,33,34]. These solutions both have advantages and disadvantages. The
most common disadvantage is that they assume a fixed infrastructure, which is
against the nature of ad-hoc networks, and is complex to implement in practice.
In a previous work [23], we proposed a hash-based authentication scheme among
two nodes to authenticate the messages without introducing a fixed infrastruc-
ture. While that approach can ensure the integrity of messages, it still be open to
fabrication attacks as there is no end-to-end authentication between the source
and destination nodes. The proposed scheme DASSR in our work overcomes
these weaknesses by introducing a fully distributed authentication mechanism
without a fixed server while providing end-to-end authentication. We present
DASSR in detail in the next section and perform a comprehensive comparison
of the proposed scheme DASSR and related solutions in Sect. 5.2.

3 Distributed Authentication Scheme for Reactive
Routing Protocols

Reactive routing protocols demonstrate the effectiveness in wireless ad-hoc net-
works as it works on-demand, reducing the broadcasting messages for updates.
However, this feature makes the network vulnerable to attacks since there is no
mechanism to authenticate the messages from neighbor and source nodes. With-
out authentication, reactive routing protocols are vulnerable to three main attack
categories: impersonation attacks, modification attacks, and fabrication attacks
as analyzed in Sect. 2. Our approach to preventing these potential attacks is to
authenticate all messages in a routing protocol. Using authentication, routing
messages are guaranteed two main properties:

Integrity. This property ensures that the content of routing messages from
an untrusted node cannot be altered or modified by malicious/unauthorized
nodes thanks to the signature verification. The integrity of routing messages
are guaranteed by a hop-to-hop and end-to-end authentication mechanism.

Non-repudiation. Routing messages are signed using a private key by the
sending node, and will be validated by the receiver using public key of the
sender. The successful validation guarantees the non-repudiation of the mes-
sages, which ensures that the messages are sent by the node signed the mes-
sages and cannot be spoofed by other nodes.

The authentication process in DASSR is performed in 2 steps: hop-by-hop
authentication at intermediate nodes and end-to-end authentication at the des-
tination node. The authentication uses RSA Public-key crypto-system: messages
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will be signed by the sender using its private key and verified by the receiver
using the sender’s public key. The original message with signature from a sender
will be forwarded to the destination receiver so that the receiver can verify its
integrity. Thus in this scheme, each node needs to store a public-key reposi-
tory for the authentication process. In the following subsections, we present the
process in detail.

3.1 Overview of the Proposed Scheme

The overview of the proposed scheme DASSR is depicted in Fig. 1 and explained
as follow. Before a source node S sends/broadcasts a routing message M accord-
ing to a routing protocol, it first signs M with its private key to create a sig-
nature signature S and attach to M. Then S broadcasts the signed message
[M,signature S ]. When its neighbor node n receives the signed message, n uses
the public key of S to verify signature S. If the verification succeeds and n is
not the destination, it additional signs the message with its private key then for-
wards the double signed message [M,signature S,signature n ] further. At any
intermediate node i , once it receives a double signed message, it verifies the
second signature (which is signed by a neighbor node). The verification ensures
the integrity of the message from the neighbor node. If the destination address
does not match with i ’s address, it signs the message and generates its signature
signature i, then replaces the signature n by its own signature signature i, and
finally forwards the new double signed message further. This process is similar
at a destination node d except when checking if the destination address matches
with d ’s address, d needs to verify the signature of S signature S.

In summary, routing messages are authenticated among intermediate nodes
(hop-by-hop) and from the source to destination nodes (end-to-end authen-
tication). The authentication is based on signature using RSA Public-key
Cryptosystem [14]. Thus, each node in a network generates its own pair of public
key PuK and private key PrK . For hop-by-hop authentication, each node keeps
track of a list of neighbor nodes and for each neighbor, maintains its neighbors’

Fig. 1. Overview of the proposed distributed authentication scheme DASSR for secure
routing.
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address and public key. For end-to-end authentication, a destination node needs
to keep the public key of the sender in order to verify the signature. The big
challenge in this scheme is how each node can keep public keys of other nodes
for the authentication. Using or assuming a centralized element or certification
server to distribute public keys or certifications is not suitable for wireless ad-
hoc networks. Our approach for this issue is that each node when joining the
network first exchange its public key with the neighbor nodes. Each node in
the network exchanges its public key repository to neighbor nodes so that even-
tually, any node in the network will have public keys of the other nodes in a
self-organized and distributed manner without having a central element. These
steps are presented in detail below.

3.2 Public Key Exchange Process Between Neighbor Nodes

A node that wants to join a network sends a join request message to its neighbors
to exchange their public keys. The node broadcasts a message requesting the
key exchange to its neighbor nodes. The receiving node responds with a join
reply message that includes its public key. The pseudo-code algorithm is given
in Fig. 2.

Sender i:

1. Generate RSAPairKey = (PuK, PrK);

2. Broadcast Join.Req = (AGREEMENT_REQ, request_id, sender_addr, PuK);

Receiver j:

1. Receive a message;

2. If packetType == AGREEMENT_REQ then

Send Join.Rep =

(AGREEMENT_REP, request_id, sender_addr, neighbor_addr, PuK);

Else if packetType == AGREEMENT_REP then

Store it to public key list;

Fig. 2. Public key exchange process between neighbor nodes

A sender i before joining the network first generates its RSA private and pub-
lic key pair PuK, PrK , then it broadcasts a join message with the packet type
AGREEMENT REQ , together with the request id, its address and public key
PuK .

Once a node receives a message with a packet type AGREEMENT REQ ,
it will unicast back the key exchange agreement message with the packet type
AGREEMENT REP , together with the request id, its address, and the
neighbor address and its public key PuK . If the packet type is AGREE-
MENT REP , it will extract the neighbor public key and store in its neighbors’
public key list.
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3.3 Public Key and Certificate Repository Exchange

In our proposed scheme DASSR, an end-to-end authentication must be per-
formed to ensure the integrity and non-repudiation of the original message from
the source node. Therefore, a node must keep the public key of other nodes in
the network to be able to verify the signature of the source node. To this end,
we adopt and revise self-organized public-key management scheme proposed by
Capkun et al., [32], which is suitable for wireless ad-hoc networks as the man-
agement scheme does not rely on any trusted authority or fixed server.

Overview of Self-organized Public-Key Management Scheme [32]. This
public key management scheme works based on the following principle:

“If a user u believes that a given public key PuK v belongs to a given
user v , the user u can issue a public-key certificate in which PuK v is
bound to v by the signature of u .”

Based on that principle, nodes that receive the newly issued certificate from a
neighbor add it to their own certificate graph and further distribute the updated
certificate graph. When a node u wants to verify the authenticity of another node
v ’s public key, it merges its local certificate repositories and then evaluates the
authenticity of PuK v from the merged repository.

The scheme also provides the way that detects misbehaving users and resolves
the conflicting certificates during operation. The solution requires users conscious
involvement in creating their public/private key pairs and issuing certificates; all
other operations (including certificate exchange and construction of certificate
repositories) are fully automatic.

Revised Scheme for Public Key and Certificate Repository Exchange.
We adopt and revise the aforementioned self-organized public key management
scheme to apply in our distributed authentication scheme to ensure end-to-end
authentication. The modified scheme is detailed below.

Nodes exchange their certificate graph and construct their updated certificate
repository by following the certificate exchange process given in [32]. The scheme
is applied to our scheme with a modification in which after certificate repository
exchange, nodes perform public key exchange with its neighbors.

Upon receiving a public key exchange request, a node validates the public
key by looking up its certificate repository. If found, it exchanges the public key
and then store the tuple (node id, public key) in its trusted neighbor list. If not
found, it waits for the convergence time TCE (that is the expected time after
which, when issued, a certificate reaches all the nodes in the network [32]) and
then looks up its latest updated certificate graph again. If still not found, it
refuses to exchange public key.

Through this exchange process, a node will have a up-to-date certificate
repository and the list of trusted neighbors’ public-keys. The certificate graph
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is used for authentication of end-to-end transactions in a network; whereas the
list of neighbors public-key is used for hop-by-hop authentication.

According to this scheme, at least one node in the network has to issue the
certificate for inclusion of a new node. If the certificate is issued, its public-key
certificate is distributed throughout the network during the convergence time.
Otherwise, it means that no node in the network know the new node. Thus, the
new node is not allowed to take part in the further networking activities.

4 An Implementation of the Proposed Scheme DASSR
for the AODV Routing Protocol

To demonstrate how our proposed authentication scheme works in a particular
reactive routing protocol, we deploy the scheme in the AODV (Ad hoc On-
Demand Distance Vector) routing protocol. In this section, we first review the
AODV protocol, then we present a secure AODV protocol using our distributed
authentication scheme DASSR.

4.1 AODV Protocol

As mentioned earlier, AODV protocol is a routing protocol for wireless ad-hoc
networks using a reactive routing approach, which does not keep every node in
the network on a routing table but builds a path on-demand. The routing pro-
tocol has three main different packets: Route Request (RREQ), Route Reply
(RREP), and Route Error (RERR) [21,22]. When a node wants to send a
message to a destination that is not cached in the routing table, it issues a Route
Request (RREQ). When a node receives a Route Request, it forwards further
or issues a Route Reply if it is the destination node or it has a fresh-enough route
to the destination. When a node issues a Route Reply, it constructs RREP mes-
sage and unicasts back to the neighbor node in the reverse path. A Route Error
message will be issued and broadcasted when there is an error in a discovered
path.

Similar to other routing protocols in wireless ad-hoc networks, AODV was
designed without security consideration. Hence it is also vulnerable to typical
attacks such as impersonation, modification, fabrication attacks presented in
Sect. 2.2. In the next subsection, we present the implementation of our distrib-
uted authentication scheme DASSR in AODV to secure the routing protocol.

4.2 Secure AODV Using the Proposed Distributed Authentication
Scheme DASSR

In the following revised AODV protocol, we assume that the public key exchange
process presented in the previous section have been performed and completed.
Thus, each node has neighbor nodes’ public keys and a certificate repository of
other active nodes in the network.
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Route Request. A node having a packet to send, so-called a source node S ,
initiates a RREQ message. Eventually, this message arrives at the destination
node through the forwarding of zero or more intermediate nodes. In our scheme
DASSR, the source node S attaches its signature signed with its private key
PrK S to the RREQ message as follows:

Message = (RREQ, signature_S)

where

signature_S = [bcastId, destAddr, destSeq, srcAddr, srcSeq]PrK_S

Note that the signature signature S = [bcastId, destAddr, destSeq,

srcAddr, srcSeq]PrK S indicates that it is signed by the private key PrK S
on the content in [..], which are broadcast ID, destination address, destina-
tion sequence number, source address, source sequence number. These are non-
mutable fields in a RREQ message. The content is not encrypted so that any
receiving node can read to perform the routing protocol.

On receiving RREQ with a single signature from the source node S , a neigh-
bor node n first assures the integrity of the message by validating the source’s
signature with the source’s public key. If the message is valid, the node continues
the steps in the AODV routing protocol such as updating the hop count in the
RREQ.

The neighbor node n generates its own signature and appends this signature
to the message before forwarding. The new message contains:

Message = (RREQ, signature_S, signature_n)

where

signature_n = [bcastId, destAddr, destSeq, srcAddr, srcSeq, hopcount]PrK_n

Continuing with this revised AODV protocol, any intermediate node i
(except the neighbor node n which is one-hop from the source node) will receive
a double signed RREQ message. Upon receiving the double signed RREQ mes-
sage, node i validates the signature of the forwarding node only. This authenti-
cation process follows a hop-by-hop authentication that uses the exchanged and
trusted public-keys. If the validation succeeds, node i signs the RREQ message
similar to node n above, and replaces the forwarding node’s signature with its
own signature, and then rebroadcasts the message:

Message = (RREQ, signature_S, signature_i)

The signatures of intermediate nodes help preventing spoofing attacks. In this
way, the authentication process is performed in a hop-by-hop manner based on
the list of trusted neighbors’ public-keys, without accessing the local certificate
repository.

Repeating this procedure, the authenticated RREQ message arrives at the
destination node. Note that all intermediate nodes do not validate the signature
of the source node S in our scheme, except the neighbor node n and the destina-
tion node or an intermediate node initiating a Route Reply. At the destination,
it first validates the forwarding (neighbor) node’s signature and then validates
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the signature of the source node signature S. If the validation succeeds, the mes-
sage is ensured its integrity (content is unaltered by unauthorized nodes) and
non-repudiation (it was actually sent by the source node S). The destination
node validates the signature of its neighbor node as the same procedure as that
in the intermediate nodes presented in the previous section.

For the signature of the source node, after successfully authenticating the
neighbor nodes signature, the destination node verifies the signature of the
source node to authenticate the original route request from the source node.
In our public key exchange mechanism presented in Sect. 3.3, the destination
node should have the public key of the source node. Thus, the destination node
of a RREQ can validate the signature of the source node. If the validation is suc-
cessful, the RREQ message is guaranteed the integrity and non-repudiation from
source node to destination node and among intermediate nodes. This end-to-end
authentication process can prevent the modification attacks and impersonation
attacks that cannot been solved in a hop-by-hop authentication method such as
in [23].

In the case that the destination node cannot find the public-key of the source
node in its repository, it still can apply the authentication process proposed
in [32]. According to [32], when a user u wants to authenticate a public key
PuK v of another user v , both nodes merge their updated certificate repositories
and u tries to find a certificate chain to v in the merged repository. If the
certificates are both valid and correct, u authenticates PuK v . Here again,
u performs the certificate correctness check locally. If node u cannot find any
certificate chain to PuK v , it aborts the authentication.

Route Reply. In the AODV routing protocol, a route reply message (RREP)
is initiated by either the destination or intermediate nodes which have a fresh-
enough route to the destination.

In this secure AODV protocol, the node initiating a route reply RREP mes-
sage signs the message by its own private key and unicasts back to the neighbor
node in the reverse path. The neighbor node of the initiating node validates the
signature of source node (physical neighbor) and then attaches its signature to
the message and forwards back to the next hop in the reverse path. Each node
along the reverse path back to the source, on receiving the RREP message, val-
idates the signature of the senders by using their trusted neighbors public key
list, replaces the signature of neighbor node by its own one and forwards back
to the next hop. When the source node receives the RREP message, it validates
the two signatures. This process is similar to the destination node validates the
RREQ message presented previously.

Route Error. Route Error (RERR) message in the route maintenance process
is another target for attacks; hence, it needs to be authenticated. The procedure
for authentication of route error is the same as RREP authentication process.
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In route reply and route error processes, if all validations succeed, the RREP
message is guaranteed the integrity and non-repudiation for end-to-end transac-
tions; therefore, this solution could prevent possible attacks mentioned above.

5 Evaluation and Comparison

5.1 Security Analysis of the Proposed Scheme DASSR

As presented and discussed above, our proposed authentication scheme DASSR
is fully distributed without any fixed server. Since the validation of signatures
does not need any central server, the authentication process imposes less over-
head on the network because it does not need to communicate with a server for
verification. In addition, the messages themselves are not encrypted, thus reduce
the computation overhead at nodes.

As discussed in Sect. 3, using the message authentication in DASSR scheme,
the integrity and non-repudiation of routing messages are guaranteed among
nodes that include source, destination, and intermediate nodes. The integrity of
messages ensures that the content of messages is unaltered by a malicious node.
The non-repudiation guarantees that a received message came from the node did
construct and sent the message, a malicious node cannot spoof another node to
send a message thanks to signature verification. Therefore, our DASSR scheme
can prevent potential routing attacks including impersonation, fabrication, and
modification attacks. We present the detailed analysis as follows.

Impersonation attacks: By using hop-by-hop and end-to-end signature valida-
tion, our DASSR scheme can prevent any malicious node from spoofing the MAC
or IP address of other nodes. If a malicious node constructs a falsified routing
message using a spoofed address, the signature validation is failed because the
address does not match with its public key thanks to the signature. If the sig-
nature validation is failed, the received messages are dropped.

Fabrication attacks: Any malicious node can generate a wrong route error mes-
sage to falsify the network. However, our DASSR scheme authenticates any
type of message in the network. Therefore, malicious nodes cannot spoof other
nodes address to falsify route errors. Nevertheless, any trusted node can initiate
wrong information to do the network harm. Since the scheme ensures the non-
repudiation of messages, a trusted node that continues to inject false messages
into the network can be detected and thus deleted from trusted list of neighbors,
being excluded from future routing activities.

Modification attacks : Modifications such as source ID or destination sequence
number are detected by the end-to-end authentication. However, the falsified
modification of hop-count field can not be detected. For this case, we just rely
on the transitively trusted relationship in which all nodes in the network are
trusted directly or indirectly via some other nodes.
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5.2 Comparison

In this subsection, we review the state-of-the-art on secure reactive routing pro-
tocols in wireless ad-hoc networks and compare our DASSR scheme with the
existing secure routing protocols in literature.

ARAN [28]. ARAN (Authenticated Routing for Ad-hoc Networks) uses cryp-
tographic certificates to achieve authentication, message integrity and non-
repudiation in the route discovery process. It assumes the existence of a trusted
certificate server which forms a center element.

SAODV [34]. SAODV (Secure Ad-hoc On-Demand Vector) routing protocol
guarantees security based on a key management scheme in which each node
must have certificated public keys of all nodes in the network. This protocol
uses public key distribution approach. Therefore, it is difficult to deploy and it
costs high since it requires both asymmetric cryptography and hash chains in
exchanging messages.

OSR [4]. OSR, stands for On-demand Secure Routing Protocol Resilient to
Byzantine Failures, floods route request and reply messages to prevent Byzantine
failures. It uses digital signature to authenticate the source, however it requires
a public key infrastructure.

Ariadne [12]. Ariadne, stands for Secure On-Demand Routing Protocol, pro-
vides point-to-point authentication of routing messages using MAC (Message
Authentication Code) based on a shared key between two nodes. It assumes that
sender and receiver establish the shared key before exchanging routing messages.

IBC [10]. IBC (Identity Based Cryptography) uses MAC addresses and cryp-
tography to secure routing messages. MAC addresses are used as public keys,
therefore, the mechanism does not require a centralized entity. However, as dis-
cussed earlier, this protocol is applicable for layer 2 routing protocols while more
commonly used routing protocols work on layer 3 where IP address is used.

ESARP [33]. ESARP (Efficient Security Aware Routing Protocol) uses an
asymmetric encryption to encrypt routing messages. It uses a key exchange
scheme to distribute public keys so that it does not require a centralized server.
However, the encryption introduce high overhead in computation.

In summary, existing schemes for secure routing are either based on the
assumptions of the availability of key management infrastructures, which are
against the very nature of ad-hoc networks [4,12,28,34], or not applicable for
every ad-hoc network protocols [10], or high overhead due to complex crypto-
graphic algorithms [10,33]. Our scheme DASSR authenticates routing messages
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Table 1. Comparison of secure routing protocols with DASSR.

Scheme Security Verification mechanism Fixed infrastructure
required

ARAN [28] Encryption Public Key Cryptography Trusted certificate
server

SAODV [34] Authentication Digital Signature Key Distribution
System

OSR [4] Authentication Digital Signature Public Key
Infrastructure

Ariadne [12] Authentication MACa Key Distribution
Center

IBC [10] Encryption Cryptography None

ESARP [33] Encryption Cryptography None

DASSR Authentication Digital Signature None
a Message Authentication Code.

using digital signature without encryption, therefore it creates less overhead.
The public key exchange in DASSR is fully distributed without any centralized
element or fixed infrastructure. DASSR can prevent identified routing attacks in
ad-hoc networks as analyzed in Sect. 5.1. Table 1 shows a comprehensive com-
parison of our DASSR scheme compared with existing secure routing solutions.

6 Conclusion and Future Work

In this work, we proposed DASSR, a fully distributed hop-by-hop and end-to-end
authentication scheme for reactive routing protocols in wireless ad-hoc networks.
Its advantages are two-fold: (1) It uses an efficient hop-by-hop authentication
scheme, which prevents impersonation, modification, and fabrication attacks,
during path discovery without resorting to any central entity. (2) The proposed
scheme also provides an end-to-end authentication mechanism by adapting a self-
organized public-key management scheme. In this way, our DASSR scheme can
ensure the integrity and non-repudiation of original messages from the source
node, thus can prevent modification attacks without relying on a certificate
server. Our scheme can work on layer 3 protocols (as it does not rely on MAC
addresses) which are widely used in wireless ad-hoc networks. We demonstrate
the security properties and the effectiveness of the proposed scheme by deploying
it to the AODV protocol, a representative of reactive ad-hoc network routing
protocols. Secure routing protocols adopted the proposed scheme DASSR do not
use cryptography or rely on a central server, therefore the overhead is low. In
the future work, we will implement the DASSR scheme in other reactive routing
protocols and compare its overhead and performance with other related secure
routing protocols to confirm the effectiveness as well as the efficiency of the
proposed approach.
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Abstract. Today, software projects often have several independent sub-
systems which provide resources to clients. To protect all subsystems
from unauthorized access, the mechanisms proposed in the OAuth2.0
framework and the OpenID Standard are often used. The communica-
tion between the servers, described in the OAuth2.0 framework, must
be encrypted. Usually, this is achieved using Transport Layer Security
(TLS), but administrators can forget to activate this protocol in the
server configuration. This makes the whole system vulnerable. Neither
the developer, nor the user of the system is able to check whether the
communication between servers is safe. This paper presents a way to
ensure secure communication between authentication-, authorization-
, and resource servers without relying in on a correct server configu-
ration. For this purpose, this paper introduces an additional encryp-
tion of the transmitted tokens to secure the transmission independently
from the server configuration. Further this paper introduces the Central
Authentication & Authorization System (CAAS), an implementation of
the OpenId standard and the OAuth2.0 framework that uses the token
encryption presented in this paper.

Keywords: OpenID · OAuth2.0 · Security · Authentication · Autho-
rization · Token · Encryption

1 Introduction

This work is based on and partially implements OpenID [1] and OAuth2.0 [2]. It
presents a cloud environment with several independent actors, clients, resource-,
authorization- and authentication servers. Within the system, a user can access
data and services from resource servers. To obtain access, the user has to prove
his identity to the authentication server. Further, the authorization server has
to confirm that this specific user has permission to access the resource.
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The OAuth2.0 framework requires secure communication between the
involved parties. Otherwise an attacker could gain access to secured resources.
To prevent this, a cryptographic protocol has to be enabled by the server admin-
istrator, explicitly [2,3]. According to the SSL Pulse project, most Internet sites
use no or inadequate security protocols [4]. A user may verify that the connec-
tion of his client is secure, but he can not check whether the communication
between the servers is secure. Therefore, our approach introduces an additional
encryption of the sensitive information on the application level.

This paper starts by discussing some related work in Sect. 2. In Sect. 3 a
common definition and explanation of tokens, different kinds of tokens and their
attributes follows. Section 4 introduces an implementation of a security frame-
work and its actors. Afterwards, Sect. 5 discusses some major use cases of this
implementation and how a faulty server configuration can be exploited. A solu-
tion to this problem is presented in Sect. 6 by illustrating a major use case that
uses encrypted tokens. Next, Sect. 7 presents the introduced framework as a
security layer in an agricultural environment. Finally, the paper concludes the
results of this work in Sect. 8.

2 Related Work

In the publication [5] the authors analyze the Oauth2.0 framework regarding
possible security problems. Among others, they could identify several possible
attacks which exploit an insufficient transport layer encryption (TLS). Unfortu-
nately, the authors did not present a solution to this problem.

To reduce the harm of such attacks, [6] suggests to reduce the scope associ-
ated with an access token and to use a short expiration time for access tokens.
However, the document does not provide an alternative to the TLS.

The OpenID Connect specification provides an identity authentication for
OAuth2.0 systems. Although, OpenID Connect allows to use encrypted tokens
for the user authentication [7], it does not define the communication for the
authorization. As a consequence, the OAuth2.0 system that uses the OpenID
Connect, may use plaintext tokens to authorize resource accesses.

In contrast to the OpenID Connect, our approach enforces encrypted token
not only for the authentication of users but also for the authorization of resource
accesses.

Similar Open-Source projects like Apache Oltu [8], Restlet Framework [9] and
APIs [10] do not address the issue of weakly secured server communications.

An alternative approach that could be adopted for secure token communica-
tion is the blockchain technology. Blockchain technology is a decentralized app-
roach. It was developed for transactions of electronic money within the Bitcoin
network [11,12]. The downside of this technology is the increased implementa-
tion effort for new clients in the cloud. Further network traffic in this method
would be higher, because every client additionally has to broadcast its token
transactions to the so called minors.
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3 Tokens

Tokens are often hardware-items for identifying and authenticating user. They
also can be software-based artifacts of permission granting systems, where multi-
path authentication algorithms are used. In this work, the token concept of RFC
6750 [13] is used and implemented with the basic authentication concept of RFC
2617 [14]. Typically tokens are shared between multiple components, so every
token has to be unique in its usage, autonomous and should not be repeated.
Tokens themselves contain only implicit information – they carry information
about the owner of the token (e.g. the user it was created for), the purpose of
the token (e.g. for a user authentication), how long the token is valid etc.

Referring to the RFCs, the properties of different types of tokens are shown
in Table 1:

perishable token: is used to validate a single action; afterwards the token will
be invalidated; it is secret and must be transferred via secure communication.

session token: is valid for one specific session and can be used several times
within this session; valid time span has to be renewed if token was used;
session token must be transmitted over TLS.

access token: can be used multiple times but cannot be renewed; its derivation
must be verifiable; its transmission is encrypted.

refresh token: can be used only once (must be invalidated after its use); like
the access token its derivation must be verifiable; the transmission of the
token is encrypted.

Table 1. Token types

Type Valid Reuse Renew New on use

perishable token 24 h No No No

session token 720 h Yes Yes No

access token 1 h Yes No No

refresh token ∞ No No Yes

4 Central Authentication & Authorization System
(CAAS)

The Central Authentication & Authorization System (CAAS) is a security frame-
work developed by the FAW (Institute for Application Oriented Knowledge
Processing). The CAAS environment runs at least one authentication server
and one authorization server. These servers handle access privileges for arbi-
trary users and clients to resources of one or more resource servers.

The authentication server checks the identity of users, whereas the autho-
rization server manages privileges of users. A user uses a user-agent to access
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resources over a client or directly. Considering a web access, the web browser is a
user-agent and the server providing the web page is a client accessing resources.
The corresponding resource server asks the authorization server whether the
user is authorized to access the resources. Because the authorization server can-
not check the identity of the user, it asks the authentication server whether the
user is who he claims to be. Therefore, the user has to prove his identity to the
authentication server.

4.1 Authentication Server (ANS)

An Authentication Server (ANS) is responsible for the user management. Users
can create accounts and reset their password. A user account can be in one of
the following states: activated, suspended, resumed or deleted.

The main purpose of the ANS is to verify the identity of a user to the autho-
rization server as described in the OpenID specification in [1]. Therefore, the
server asks the user to prove his identity. Such identity prove can either be a
password, a session token, or a perishable token (see Sect. 3). A session token is
generated by the ANS and shared with a user that already authenticated himself
with a password. This way the user does not have to send his password every
time he has to authenticate.

Authenticated users can obtain an authorization code, which is basically
a perishable token. Using this authorization code as described in the OAuth
2.0 standard, the user can provide information to the authorization server which
only this user and the ANS know. The authorization server checks the identity
of the user by letting the ANS validate the authorization code. Therefore, the
user does not have to send his password or its session token to the authorization
server to prove his identity.

4.2 Authorization Server (AZN)

The Authorization Server (AZN) administrates and provides information about
which user has permission to access which resource. For this purpose it imple-
ments the OAuth2.0 protocol. Therefore, the server manages a so called
ScopeTree whose nodes represent subjects and objects. In this context a subject
can be a user, a client, or a group. An object is a resource or a group of resources
provided by a resource server. A subject can have one or more permissions on
an object.

The ScopeTree fulfills the following conventions:

– All clients must be listed in the /clients scope.
– Users must be listed in an [ans id] scope.
– For every user in the system a link in the /users scope must exist.

Figure 1 shows an example of a ScopeTree. In the /clients scope is one
client registered, [client id]. For this client the AZN knows the public key
and which scope nodes the client or its users are allowed to access. This example
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tree is paired with one ANS, [ans id]. Therefore, the AZN knows the public
key of [ans id]. The AZN updates the user scope automatically when a request
refers to a user that was not found in the scope tree. For this purpose, the AZN
requests a list of all users from the registered ANS. Both users in the ANS scope
have a link pointing to them in the /users scope.

Finally, the example lists some objects. Within the [country code] scope
is the object node [object id] registered. This object has 2 sub objects,
[sub object id 1] and [sub object id 2]. If a subject (e.g. [user id 1]) has
permissions for object id, it has implicitly the same permissions on the sub
objects. The inherited permissions on a sub object can be extended or removed.
Because of this it is possible to create complex permission structures.

/

|-- /clients

| |-- /[client_id]

|-- /users

| |-- /[user_id_1] [LINK]

| | -> /^[ans_id]/[user_id_1]

| |-- /[user_id_2] [LINK]

| | -> /^[ans_id]/[user_id_2]

|-- /[ans_id]

| |-- /[user_id_1]

| |-- /[user_id_2]

|-- /[country_code]/[object_id]

| |-- /[sub_object_id_1]

| |-- /[sub_object_id_2]

| ...

Fig. 1. Example ScopeTree

Permissions are stored as triples comprising of subject, object and a permis-
sion string. The SCRUDL scheme, used for the permission string, distinguishes
the following six privileges:

– (S)EARCH in a requested scope and its subtree.
– (C)REATE a new object or resource in the requested scope.
– (R)EAD an existing object (including its attributes) in the requested scope.
– (U)PDATE or modify an existing object (including modification, deletion

and creation of attributes) in the requested scope.
– (D)ELETE an existing object in the requested scope.
– (L)IST existing objects in a requested scope but not in its sub trees.

Figure 2 illustrates the format of the permission string. Every privilege has
its fixed position in the string. If the letter representing the privilege is present,
the privilege is granted. A ’.’ character instead of the letter means that the
corresponding privilege of the parent scope is inherited. The ’-’ character denies
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the privilege it is representing, even if the privilege was inherited from the parent
node. Example:

[..RU.-]: grants READ and UPDATE permission, SEARCH, CREATE,
DELETE remain unchanged and the LIST permission is denied

[.C-.D.]: grants CREATE and DELETE permission, SEARCH, UPDATE,
LIST remain unchanged and the READ permission is denied

permissions := (’S’ | ’.’ | ’-’)(’C’ | ’.’ | ’-’)

(’R’ | ’.’ | ’-’)(’U’ | ’.’ | ’-’)

(’D’ | ’.’ | ’-’)(’L’ | ’.’ | ’-’)

Fig. 2. Permission format

The example in Fig. 3 illustrates a permission definition that belongs
to the ScopeTree in Fig. 1. In the example the subject refers to the
scope node /[ans id]/[user id 1] and the object refers to the scope node
/[country code]/[object id]. As a consequence, the authorization server
grants READ and UPDATE privileges for the user [user id 1] to the object
[object id].

Since there is no permission definition for the child nodes, the user inherits
there READ and UPDATE privileges for the child nodes.

Subject: /[ans_id]/[user_id_1]

Object: /[country_code]/[object_id]

Permissions: [..RU..]

Fig. 3. Permission example

5 Accessing Resources

This section explains some major work flows of the CAAS based on OAuth2.0
framework [2].

5.1 Obtaining Permissions

To obtain an authorization code, a User-Agent has to send an Authorization
Request as illustrated in Fig. 4(a). Because the User-Agent is not authenticated,
the AZN replies an Unauthorized Response (b). This response contains an
URL to the ANS where the user should authenticate himself. After the user
is successfully authenticated (c), the ANS responses with an Authentication
Response that contains a perishable token (d). With this token the User-Agent
can send an Approved Authorization Request (e). The AZN forwards the
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token to the ANS (f), which validates the token (afterwards the token is invalid
for further requests) and replies an Authentication Response (g). At this point
the AZN knows the identity of the user and sends back an Authorization Code
Response if the user is allowed to access the resource (h). This Authorization
Code Response contains a perishable token that is used to obtain an access
token and a refresh token.

Fig. 4. User authorization flow [2]

5.2 Permission Delegation

The permission delegation concept is based on the usage of bearer tokens as
described in [13].

Figure 5 shows the process of obtaining and using access tokens and refresh
tokens. The process starts with the User-Agent requesting a service from a
Client (a). An Authorization Challenge responded by the Client contains
a list of all scope permissions the Client needs to provide the service, as well
as an URL to the responsible AZN (b). Using this Authorization Challenge
the User-Agent obtains access to the required resources as demonstrated in
Subsect. 5.1 (c–g).

The authorization code from the AZN is redirected as a Bearer token to
the Client (h) and then forwarded back to the AZN (i). This way the user
delegates his permissions on the resource to the Client. After validating the
authorization code, the code is invalidated and the AZN replies with an access
token and a refresh token (j). These tokens are used as bearer tokens to autho-
rize resource access to the Client [13]. According to [2] the access token can
be leaked, for example, by delegating it to a malicious Client (e.g. due to
phishing). Therefore, the access token expires after a specified time to limit
the harm of a stolen access token. Until the access token is expired, the Client
can use it to access the resource (k, l). If the access token expires, the Client
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can request a new one from the AZN by providing the refresh token (m, n). The
use of refresh tokens is described as optional in [2]. In case the refresh token is
invalid, the Client proceeds with sending the Authentication Challenge to
the User-Agent again (b).

Fig. 5. Access/refresh token sequence flow

This flow relies on secure communication between the single components.
Although, the user can ensure that the communication between the User-Agent
and other components is secured by the TLS protocol, an unsafe communication
between Clients, AZNs and ANSs would be unrecognized. This would allow an
attacker to steal the access token and get access to the requested resource.

5.3 Resource Access

This subsection extends the example in Subsect. 5.2 where the Clients require
some resources from one or more Resource Servers to fulfill their task. Figure 6
illustrates this work flow. After the User-Agent sent the request (a), the Client
tries to request the necessary resource (b). The Client does not need to try
to request resources for which it has no authorization. Because the request
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Fig. 6. Resource access sequence flow

(c) is not authorized, the AZN and further the Resource Server deny the
access (d, e). Therefore, the Client returns an Authorization Challenge to
the User-Agent (f). Like in Fig. 5, the User-Agent obtains an Authorization
Code (g–i) which is used by the Client to get an access token from the AZN (i,
k). Now, the Client can request the resource by use of the access token (l). The
Resource Server uses the access token to obtain an Access Granted response
from the AZN (m). After the Resource Server received the Access Grant (m),
he returns the resource to the Client (o).

6 Secure Communication

In the previous sections, this paper presented the CAAS, its components and
how they communicate with each other in token based manner. Further, a pos-
sible vulnerability of such implementations of OAuth2.0 and OpenID have been
discussed. This section presents a solution to this problem.

By encrypting and/or signing the tokens before every transmission, the
system is able to ensure secure communication between the single compo-
nents independent from environmental influences like the server configuration.
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To demonstrate this procedure, Fig. 7 illustrates the complete authorization flow
from the initial user request to the final resource response.

Fig. 7. Complete delegation flow [2].

(a) The user requests a service provided by a Client. If the Client needs
resources from one or more Resource Servers and has access tokens for
those resources it will try to fetch those.

(b) The Client asks one or more Resource Servers for the resources it needs
for its job. If the Client has no authorization information it will skip the
steps (c) and (d).

(c) The Resource Server asks the Authorization Server if it can provide the
requested resources to the Client.

(d) At this point, the Authorization Server denies the request (invalid/ex-
pired access token or no access token was provided).

(e) The Resource Server forwards the response to the Client.
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(f) The Client issues an Authorization Challenge and returns it to the user.
Such Authorization Challenge must contain the client id and a list of
requested scope nodes.

(g) The user forwards this to the Authorization Server. This can happen
automatically using redirects [14].

(h) Since the user is not even authenticated yet, the Authorization Server
replies with another Authorization Challenge but for an Authentication
Server. It uses the client id of the Authorization Server in this
Authorization Challenge.

(i) The user forwards this to the Authentication Server, with his credentials.
Those can be user id/password, session token, etc. There will be at least 2
rounds between the Authentication Server and the user. First the user
will get an Unauthorized response. In the next round, he provides his cre-
dentials. Before sending the credentials, the user can check if his browser is
connected using the TLS protocol with an valid certificate. This way, the
user ensures that he does not disclose his credentials.

(j) In case the second round will pass, the Authentication Server issues a
specific access code for the Authorization Server and encrypts it with the
Authorization Server’s public key. Therefore, only the Authorization
Server can use this token to validate the identity of the user.

(k) The user forwards this encrypted access code to the Authorization Server,
which decrypts it, signs it and uses it to obtain an access token and a
refresh token from the Authentication Server. These tokens are transmit-
ted encrypted with the Authorization Server’s public key as the access
code before.

(l) The user authenticates himself to the Authorization Server directly
using the token the Authentication Server issued to the user. The
Authorization Server will then be able to check with the Authentication
Server if the user is still valid and the authentication was not revoked by
using the access token/refresh token issued to it by the Authentication
Server. For the transmission of the access token/refresh token, these tokens
must be encrypted by the Authentication Server’s public key. Therefore,
the Authentication Server an Authorization Server can be sure the
tokens are not leak to a third party.

(m) The Authentication Server confirms or denies the request. For the con-
firmation, the server encrypts the already encrypted access token with its
private key and returns it to the Authorization Server. This way, the
Authorization Server can verify that the request confirmation was issued
by the Authentication Server.

(n) The Authorization Server checks the original Authorization Challenge
and renders a confirmation page to the user, where he reviews the permission
delegation. It issues a perishable token with this response, which should be
used to approve the request.
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(o) If the user approves, he does so by sending the generated perishable token
with the approved scope node back to the Authorization Server. Before
sending the perishable token, the user can check if his browser is connected
using the TLS protocol with an valid certificate. This way, the user ensures
that he does not send the token to a third party in case of a Man-in-the-
middle attack.

(p) If the perishable token was valid the Authorization Server issues an access
code for the Client and encrypts it with the Client’s public key. Therefore,
only the Client is able request an access token using this code.

(q) The user forwards the encrypted access code to the Client.
(r) The Client decrypts the access code and uses it to obtain an access token and

a refresh token directly from the Authorization Server. For this request,
the access code must be encrypted with the Authorization Server’s public
key. Therefore, the Client an Authorization Server can be sure the token
is not leak to a third party.

(s) The Authorization Server issues a new access token and refresh token,
encrypts both with the Client’s public key and sends them to the Client.
Only the Client able to use these token to request a resource.

(t) The Client uses the access token encrypts with its Authorization Server’s
public key, every time it needs to access the given Resource Server. This
way, the Authorization Server can verify that the access token was not
leak to a third party.

(u) The Resource Server uses this signed access token to check with the
Authorization Server if token is valid.

(v) The Authorization Server confirms or denies the request. For the con-
firmation, the server encrypts the already encrypted access token with
its private key and returns it to the Resource Server. This way, the
Resource Server can verify that the request confirmation was issued by
the Authorization Server.

(w) The Resource Server makes the requested resources available to the
Client.

In this work, the asymmetric Rivest-Shamir-Adleman (RSA) cryptosystem
is used to prevent insecure token transmissions due to a faulty server configu-
ration [15]. For the encryption we suggest keys with a minimum bit-length of
3072-bit. According to the NIST this key size is equivalent to a 128-bit symmetric
key, which is acceptable for usage beyond 2030 [16].

7 Application in the Agricultural Domain

The CLAFIS (Crop, Livestock and Forests Integrated System for Intelligent
Automation) project [17] is a research project, involving 12 partners from differ-
ent countries and diversified fields of excellence, funded by the European Union.
The project’s goal is, to support people, who are working in the agricultural
domain. On every step, the farmer should be assisted by modern technologies,
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via automation and analyzing data for predicting the agricultural returns. There
are several sensors used, which provide real time data into the CLAFIS cloud
for the knowledge processing system. With the results, e.g. regulation steps for
machinery can be generated or predictions of the current disease pressure. Those
results can be accessed by the farmer live via mobile devices.

There are many components, which have to communicate with each other,
that a system like CLAFIS is able to work properly. In this context, security is a
very important topic. On the one hand, valuable data must not be accessed by
unauthorized parties, on the other hand, each component of the system must be
able to trust every other component. The CAAS was designed to ensure these
requirements in the CLAFIS.

For example: the Disease Pressure Model (DPM – calculation model for pre-
dicting the risk of the outbreak of a disease on a specific field), is working with
data from several external systems and sensors. The implementation of the DPM
is already secured by CAAS. Therefore, every component has to be authorized
before it is able to access the DPM. Furthermore the components can trust on
the certainty of the values provided by the DPM.

8 Conclusion

This paper presented the token-based authentication and authorization system,
CAAS that implements the OpenId platform [1] and the OAuth2.0 framework [2].

Afterwards, it showed the major use cases and discussed the importance of
the Transport Layer Security (TLS) [18] for OAuth2.0 systems. This leads to
the result that a false configured server reveals a critical security flaw. During
operation it is not possible for the user or the security framework to determine
the missing security layer.

Therefore, a token encryption was introduced that secures the tokens and
furthermore the resources of the system even if the TLS protocol is not activated.
This mechanism prevents OAuth2.0 based system from being exploited due to a
deployment failure.

Finally, the use of the introduced CAAS and the token encryption within an
agricultural domain was stated and the importance of secure authentication and
authorization scheme was outlined.
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Abstract. The Rew-XAC model, based on Extensible Access Control Markup
Language (XACML) 3.0, has been developed to solve the problem in the case
that requests receive “Not Applicable” responses from the policy decision point
(PDP). According to the most applicable policy that has the best score computed
by a fuzzy function, the Rew-XAC model carried out rewriting the request.
However, an important issue not addressed yet in the Rew-XAC model is that
there has more than one policy with the same highest fuzzy value. In this paper,
we propose an enhancement that assigns a union operator for all resource filter
expressions produced from the related modules in the Rew-XAC model for each
selected policy to the rewritten request. Besides, we demonstrate the potential of
our model through analyzing the complex security requirements for a case study
in the healthcare domain, and then propose a mechanism integrated with the
proposed model to support access control for workflow data. We also perform
an experiment using the dataset of policies in the case study to verify the
feasibility of our approach in the healthcare domain that needs the
data-protection rigorously complying with the regulations.

Keywords: Access control � Rew-XAC � Rewriting � Workflow data �
XACML

1 Introduction

Protecting resources from unauthorized accesses is an aspect on which most of access
control models concentrate. An access control policy defines conditions to determine
which access resources can be granted and to whom. Attribute based Access Control
(ABAC) model is defined as an access control method where subject requests to
perform operations on objects are granted or denied based on assigned attributes of
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the subject, assigned attributes of the object, environmental conditions, and a set of
policies that are specified in terms of those attributes and conditions [10]. In addition,
Organization for the Advancement of Structured Information Standards (OASIS) has
developed the eXtensible Access Control Markup Language (XACML) standard [6]
supporting specifying attribute based policies and requests based on attributes of
subjects, actions, environments and resources. In XACML, each specific request
receives one of four results from the access decision-making process, including Permit,
Deny, Indeterminate and Not Applicable [5]. The paper [1] concentrated on analyzing
the request in the case of “Not Applicable” response and introduced the Rew-XAC
model, which modifies such kind of request. Based on conditions of system’s policies,
the system allows the request to access data with some limitations in comparison with
the original one. We realize that this model needs an enhancement to enable a high
efficient, flexible and applicable mechanism for data access control in healthcare.

Data access is an essential requirement to biomedical research, clinical education,
and patient care [3]. In healthcare information systems, the enormous amount of medical
records has additional value when they are stored in data warehouses [9]. These records
contain a great deal of data about people and may also contain privacy information such
as fertility and abortions, emotional problems and psychiatric care, sexually transmitted
diseases, HIV status, substance abuse, physical abuse, genetic predisposition to dis-
eases, and so on [5]. Using such information must strictly follow Health Insurance
Portability and Accountability Act (HIPAA) regulations [2] that state many rigorous
data-protection policies. Hence, a repository of policies for accessing resources in these
data warehouses needs to be introduced to prevent unauthorized access. However, these
systems must provide data access control mechanisms that allow right people to access
right information in the right context so that healthcare providers would deliver proper
services to patients without misusing sensitive information. The workflow system for
the clinical trial study [12] also needs access the data warehouse and states such complex
security requirements, which this paper will analyze.

The rest of paper is organized as follows: Section 2 analyzes the Rew-XAC model,
which introduces the request rewriting approach based on the XACML 3.0 model.
Section 3 shows the limitations of the Rew-XAC model, and then describes an
enhancement to improve the Rew-XAC model. Section 4 introduces a case study in
healthcare domain, analyzes the regulations to show potential of enhanced Rew-XAC
model integration. Section 5 presents an experiment of access control for workflow
data in a case study to demonstrate and verify the proposed enhancement. Section 6
consists of conclusions and recommended future works.

2 Related Work

In the XACML standard, ABAC policies and requests are specified based on attributes
of subjects, actions, environments and resources. In some certain situations, the
requester receives a “Not Applicable” decision when the system cannot find any
appropriate policy for evaluating the request. The numerous of “Not Applicable”
response may reduce the availability of system. To tackle this problem, the Rew-XAC
model [1] modifies the original XACML model by adding a new interceptor module
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shown in Fig. 1 for rewriting requests with “Not Applicable” response based on
conditions specified in policies. This model supports for the system to allow the request
with some limitations in comparison with the original one.

In the model, the Rew-XAC module receives the input request having “Not
Applicable” response. It chooses a suitable policy having the highest fuzzy value to
replace the resource filter expressions on the set-theoretic intersection between the
Resource of that policy and the one of the request to make a rewritten request. This
module then forwards the rewritten request to Context Handler like a normal flow. The
system will terminate the loop when there is no suitable policy found to rewrite the
request or the decision value of response that is not “Not Applicable”. Even when the
system policies are changed before receiving a request or after having one created
rewritten request will be used in the rewritten progress, so that assures the dynamic
policies enforcement.

The following formula describes how the fuzzy value for a policy calculated:

FuzzyPolicy ¼ FuzzySub � FuzzyAct � FuzzyEnv � FuzzyRes

ID Description

1 Policy

2 Access request

3 Request

4 Request notification

5 Attribute queries

6 Attributes query

7a Subject attributes

7b Resource attributes

7c Environment attributes

8 Attribute

9 Resource content

10 Attributes

11 Response context

12 Response

12a I) Permit; Deny or Inde-
terminate response

II) Original response 
from 12

12b Rewritten request

13 Obligations

10

5

access
requester

PEP
obligation

service

Rew-XAC

PDP context 
handler

PAP

PIP

subject

resource

environment

2

3

12b 12

12a

13

9

7b

7c

7a

86
11

4

1

Fig. 1. The Rew-XAC Model
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Group A {subject, action, and environment} the components of Policy is subset
group B {subject, action, and environment} the components of Request:

If A�Bð Þ , FuzzyA ¼ 1 Else FuzzyA ¼ 0

FuzzyRes ¼ jResPolicy \ResRequestj � 1n
Where n is the number of component of Resource Request.
In this approach, a suitable policy is the one having conditions on attributes in

categories Subject, Action and Environment satisfied all by the request, and has the
highest fuzzy value computed on set-theoretic intersection between Policy Resource
and Request Resource.

3 An Enhancement for the Rew-XAC Model

In theory, Rew-XAC may ignore other suitable policies having the same computed
fuzzy value against the chosen one. Table 1 shows an example for this issue.

In Table 1, p1 and p3 are two policies having the same fuzzy value 0.5 calculated
for the request r. If the system uses p1 for rewriting the request, the next process of
rewriting request will ignore the policy p3 because of HIV status in p3 is definitely
different to the one in p1. Then, the requester may never able to reach the resource

Table 1. An example of a request having more than one suitable policy in the Rew-XAC

Subject Action Environment Resource

p1 Doctor Read Time: 08:00 AM–

16:00 PM
ResourceName: Hematology test results
Filter Expressions:
HIV status: negative
Treatment department: Infection control

p2 Doctor
nurse

Read Time: 08:00 AM–

16:00 PM
ResourceName: Biochemistry test results
Filter Expressions:
Treatment department: Intensive Care
Unit

p3 Doctor Read Time: 08:00 AM–

16:00 PM
ResourceName: Hematology test results
Filter Expressions:
HIV status: positive
Patient age: >12

r Doctor Read Time: 09:00 AM ResourceName: Hematology test results
Filter Expressions:
Patient age: >12
Dengue confirmed: Yes
Treatment department: Infection control

r1 Doctor Read Time: 09:00 AM {ResourceName: Hematology test
results},

{ResourceName: Biochemistry test
results}
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defined in p3 if the same request statement is used. Therefore, this case causes a
problem in implementing the Rew-XAC model.

Besides, Rew-XAC also does not support multiple decisions whereas the resource
component of request may be an array of filter expressions in practical such as r1 in
Table 1. In this section, we propose an enhancement for Rew-XAC to tackle to these
problems.

In the XACML architecture [5], PEP sends an authorization request to PDP using a
XACML context, which contains the subject, action, resource, and environment. We
propose using an array of filter expressions for the resource component instead of a
single-valued in order to facilitate the creation of multiple decisions. Besides, our
approach is retrieving the suitable system policies for each filter expressions in the
resource component of the request that receives “Not Applicable” decision to support
rewriting request.

Let R = {rq1, rq2,…, rqn} is the set of resource filter expressions for request r.

• n is the number of resource filter expressions for request
• rqi (1 � i � n) is a specific expression belonging to R.

Pi = {pi1, pi2,…, pim} is the set of policies having the best fuzzy value computed by
the fuzzy function of Rew-XAC, and suitable for rqi.

• m is the number of suitable polices for rqi
• pij (1 � j � m) is a specific policy belonging to Pi.
• The FuzzyPolicy value of policies must be greater than 0.

Resij is the specific filter expression built from replacing the resource of a condition
on the set-theoretic intersection between the Resource of policy pij and the specific filter
expression rqi of the request r.

Let assume R’ is the set of resource filter expression of the rewritten request r’. If
there is any decision in the response having “Not Applicable” value, the Enhanced
Rew-XAC module will do following steps:

Step 1. For each specific expression rqi in R, the module finds Pi the set of policies
having the best fuzzy value computed by the fuzzy function of Rew-XAC, and
suitable for rqi.
Step 2. For each policy pij in Pi, the module builds Resij and adds Resij into R’.
Step 3. The module then forwards the rewritten request r’ back to the context
handler.

The loop will stop if there is no suitable policies exist or the response does not
contain any “Not Applicable” decision.

Example 1: Let consider using the fuzzy function of Rew-XAC for two policies in the
Table 1 with the request r. The computed fuzzy value for each policy will be p1 =
p3 = 0.5. If the original Rew-XAC module chooses p1 for making the rewritten request
r’, the policy p3 may be ignored in the next turn unless p3 changed to p3’ before the
next turn happened and p3’ has the highest computed value. Therefore, the requester
could only receive the granted access for the resource described in p1 and may not be
able to reach the resource described in p3. If the enhanced model is applied, the
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resource requirement is an array instead of single-valued in order to facilitate the
creation of multiple decisions. Therefore, it allows the requester able to reach a part of
resource described in both p1and p3. The rewritten request r’ is described in Table 2.

In fact, the enhanced model works similar to the original one if there is only one
suitable policy for the request. For the certain circumstance, the enhanced model allows
the requester reach resources which the suitable policies indicate, whereas the original
one only allows the requester accessing the resource defined in the first suitable policy.
Therefore, the enhanced one is more flexible, still ensuring the system regulations, and
inheriting the dynamic policies support of the original one.

Table 2. An example of a request, policies and rewritten one of Enhanced Rew-XAC

Subject Action Environment Resource

p1 Doctor Read Time: 08:00 AM–16:00
PM

ResourceName: Hematology test
results

Filter Expressions:
HIV status: negative
Treatment department: Infection
control

p3 Doctor Read Time: 08:00 AM–16:00
PM

ResourceName: Hematology test
results

Filter Expressions:
HIV status: positive
Patient age: >15

r Doctor Read Time: 09:00 AM ResourceName: Hematology test
results

Filter Expressions:
Patient age: >12
Dengue confirmed: Yes
Treatment department: Infection
control

r’ Doctor Read Time: 09:00 AM {ResourceName: Hematology test
results

Filter Expressions:
Patient age: >12
Dengue confirmed: Yes
Treatment department: Infection
control

HIV status: negative},
{ResourceName: Hematology test
results

Filter Expressions:
Patient age: >15
Dengue confirmed: Yes
Treatment department: Infection
control

HIV status: positive}
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4 A Case Study

In this section, we discuss some requirements relating to data management in a clinical
trial study described in the article [12].

The study is conducted at four research sites in Vietnam, including Ho Chi Minh
City, Hanoi, Hai Phong, and Quang Ninh. Each member involving this study has a role
and assigned into a research site. There are six roles in this study, including patient,
principle investigator, study doctor, pharmacist, study coordinator, research nurse and
data manager. The Fig. 2 shows the tasks and relationship in workflow process of the
study. A research nurse or a study doctor interviews and consults the patient who
benefits in the study. The patient must complete the consent form when participates the
study. After screening results are available, eligibility for this treatment protocol will be
assessed by the study inclusion and exclusion criteria. Then, a nurse or a doctor
interviews patient for some basic information, including demographic information and
allergy information for the baseline stage. Following that, the nurse completes the
physical examination for patient at day 1, including height, weight, and blood pressure
and pulse. If there is any allergy information reported, a study pharmacist will involve
into the medicine-consulting step. After having the report from pharmacist, the study
doctor takes the treatment randomization for the patient, orders laboratory tests for
patient and follows up the patient evolutions. If there is any adverse event during the
treatment process, a study doctor produces an adverse event report and delivers it to the
principle investigators. The clinical response will also be evaluated earlier during
therapy at week 2, week 4, and later at week 24. Finally, the outcome report is
produced for that patient.

This study uses a clinical data management system that supports workflow
implementation using a XACML policy repository named Workflow Policy Repository
(WFPR) for workflow access control. In this system, an electronic Case Report Form
(eCRF) is designed to collect the patient data for a domain in a clinical trial; and it
denotes a tuple with object attributes. All eCRFs produced from the system is stored in

Consent Screening Baseline

Medicine 
consultation

Treatment 
Randomization

Follow-up

Treat-
ment

Evaluation Outcome

Fig. 2. Study Flow Diagram
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a data warehouse, which has a policy repository named Data Warehouse Policy
Repository (DWPR) for data access control.

Assuming the current system manages access control by using two above policy
repositories. We discuss some typical regulations that the study protocol may stipulate
and means by which the workflow system could support them effectively.

4.1 Regulations in Case Study

There are dozens of complex security requirements in the case study for workflow data
access control. In this paper, we only discuss some typical requirements which ask the
access control model for rewriting request module integration to be satisfied.

Regulation 1. When perform the Treatment, Follow-up or Evaluation task, a doctor d
can read the Case Report Forms (CRFs) of

• the patient p that d is treating (may include those records of p that were not treated
by d), and

• those cases of other patients besides p the doctor d treated before.

Discussion: In this requirement, at least two access control rules may effect on the
requests. The first one is a policy wfa-p1 in WFPR requiring the attribute “task” for the
environment component. Besides, a policy wfda-p1 in DWPR does not require this
attribute because the other systems, which may not support workflows but require
access data in the data warehouse. However, wfda-p1 may require the other different
attributes that may not be in the resource component of the request when performing
workflow. Table 3 shows the typical example of case study.

In Table 3, the policy wfda-p1 for data warehouse defines that a doctor can read all
medical records of a patient who has HIV test and agrees to this, whereas the request r
from tasks of workflow usually missing the “Patient Agreed” attribute because the
doctor already has the patient consent form. Therefore, wfda-p1 may cause preventing
doctor d access the CRFs of patient p when d performs these tasks in the workflow.

Due to this circumstance, the Enhanced Rew-XAC model can effectively support
solving this restriction. It uses these both policies to evaluate the request and makes a
new request satisfying these policies. The example in the Table 3 shows the rewritten
request r’ reduced required resource for aligning with policies wfda-p1 and wpa-p1.

Regulation 2. A pharmacist ph can access allergy information, examination, adverse
event and serious adverse event CRFs of the patient p when performing the medicine
consultation task. This pharmacist also needs other related information about the cases
he/she consulted for an effective consultation.

Discussion: This requirement is similar to the requirement in Regulation 1. The
pharmacist needs to retrieve the historical record of patients related to the medicine
consulting session. The protecting mechanism of access control for data warehouse
causes the major difficulty for this requirement because there is a policy at Data
Warehouse Polices Repository, which may not contain any information about the task.
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This requirement can be satisfied if the Enhanced Rew-XAC model is integrated, and
the system uses policies in both repositories, including DWPR and WFPR to evaluate
the request. When the decision of response is the “Not Applicable” value for the
request, the rewriting request mechanism enables and uses policies in both repositories
to reduce required resource for aligning with them.

4.2 An Enhanced Rew-XAC

The requirements in Regulations 1 and 2 show the necessary of the Enhanced
Rew-XAC model for access control of workflow data. We analyze the requirement of

Table 3. An example of a request and a rewritten one of Rew-XAC

Subject Action Environment Resource

wfa-p1 Doctor Read Time: 08:00 AM–

16:00 PM
Task: Treatment

ResourceName: Medical
Records

Filter Expressions:
HIV test performed: Yes
Consent: Yes

wfda-p1 Doctor Read Time: 08:00 AM–

16:00 PM
Network: Internal

ResourceName: Medical
Records

Filter Expressions:
HIV test performed: Yes
Patient agreed: Yes
Treatment department: Infection
control

r Doctor Read Time:09:00 AM
Task: Treatment
Network: Internal

ResourceName: Medical
Records

Filter Expressions:
Treatment department: Infection
control

r’ Doctor Read Time:09:00 AM
Task: Treatment
Network: Internal

{ResourceName: Medical
Records

Filter Expressions:
Treatment department: Infection
control

HIV test performed: Yes
Consent: Yes},
{ResourceName: Medical
Records
Filter Expressions:
Treatment department: Infection
control

HIV test performed: Yes
Patient agreed: Yes}
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case study and propose architecture for workflow data access control integrating the
Rew-XAC module to support rewriting the request in Fig. 3.

In the proposed architecture, the workflow system with a dedicated data warehouse
relies on two policy repositories to make decisions for data access control, including
Data Warehouse Policy Repository (DWPR) and Workflow Policy Repository
(WFPR). The DWPR is a repository of policies that supports data access control at the
data warehouse. The systems accessing the data warehouse must strictly follow these
policies despite the fact that the workflow system for case study is accessing its data at
this warehouse. Besides, the WFPR is a repository of policies of the workflow system,
which is defined to indicate the conditions and the resources needed to perform the
tasks. For each the data access request from this workflow system, the access control
module evaluates the request and finds the suitable policies in both policy repositories
to make the response for the request. In this situation, the numerous of policies may
cause the issues we present in Sect. 3. Besides, the requester must provide all infor-
mation for attributes in each filter expression to satisfy the policies having many filter
expressions in the resource component to avoid the “Not Applicable” decision. For this
certain circumstance, the Enhanced Rew-XAC module in this architecture can support
rewriting the request aiming to reduce the times of “Not Applicable” response

ID Description
1a Workflow policy
1b Data warehouse policy
2 Access request
3 Request
4 Request notification
5 Attribute queries
6 Attributes query
7a Subject attributes
7b Resource attributes
7c Environment attributes
8 Attribute
9 Resource content
10 Attributes
11 Response context
12 Response

12a I) Permit; Deny or Indeter-
minate response

II) Original response from 
12

12b Rewritten request
13 Workflow data object
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Fig. 3. Proposed architecture for workflow data access control with the Enhanced Rew-XAC
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receiving, allowing requesters spend less effort to retrieve data, but ensuring policy
satisfaction.

For the non-workflow request, only data warehouse policies are applicable used to
evaluate the request in theory. However, the system must check the policies from
WFPR if the data is produced from a workflow instance to detect any changes of
policies, so that makes a niche response for the request.

5 Experiment

To verify the applicability of the enhanced model, we gathered the policies from the
system used for case study in Sect. 4, including 50 policies for workflow access control
and 80 policies for workflow data. To support the evaluation, we built six sets of
request showed in Table 4 to access resources in data warehouse.

In the first scenario, we performed finding out the numbers of “Not Applicable”
response using AT&T XACML module for each set of requests. Then, we integrated
the Enhanced Rew-XAC module into AT&T XACML to find the numbers of “Not
Applicable” response to compare to the original ones. Through this comparison, we
could see how the enhanced new model done. In the next scenario, we counted the
times that the system detected policies having the same best fuzzy value when the
rewriting process performed. This result in this experiment showed the necessary of our
enhancement for the Rew-XAC model. Table 4 shows the results of experiment.

In this experiment, we could not measure how the original Rew-XAC done for
these policy and request datasets because this model did not support multiple decisions
for the response and could not stop the loop. The paper [1] clearly demonstrates that
Rew-XAC can support dynamic policy changes, and the enhanced model is only a one
extending the Rew-XAC. Therefore, we did not measure how the enhanced model
supports dynamic policy changes in this experiment.

Table 4. Sets of request and results of the measurement

Number
of
request

Number of not
applicable
response without
enhanced
Rew-XAC

Number of not
applicable response
after integrating
enhanced
Rew-XAC

Request
rewriting
time with
enhanced
Rew-XAC

The number of
fuzzy value
duplication
detected in
enhanced model

500 464 243 225 13
1000 949 547 419 20
2000 1876 1093 825 51
5000 4705 2577 2224 155
10000 9420 5161 4424 269
20000 18787 10434 8698 577
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6 Conclusion and Future Work

On the assumption that other unpredictable factors do not adversely affect the result in
our experiment, we conclude that the enhanced model effectively reduces a numerous
“Not Applicable” responses for the case study. Besides, the experiment results clearly
stated that the Rew-XAC model had an issue of fuzzy value duplication addressed in
Sect. 2. We have proposed an enhancement, so that tackles the problem of Rew-XAC
model and allows the enhanced one inherit the powerful feature of the original one such
as dynamic policies support. This paper also provided the workflow data access control
model in healthcare domain which was a comprehensive architecture and highly
applicable. Unfortunately, the experiment showed a numerous rewriting request times,
which affected the system performance. However, our proposed model could satisfy the
complex security requirements of stakeholders to access the workflow data in the data
warehouse, but ensuring the data-protection regulations.

An extension to this work is to develop a method to support the policy changes
before sending the response for rewritten request to ensure the ABAC policy
enforcement in dynamic environments. We also plan to analyze all risks related to
workflow data misusing in the proposed architecture and develop a methodology to
detect and reduce it.
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Abstract. Access Control is becoming increasingly important for
today’s ubiquitous systems. In access control models, the administration
of access control policies is an important task that raises a crucial analysis
problem: if a set of administrators can give a user an unauthorized access
permission. In this paper, we consider the analysis problem in the con-
text of the Administrative Role-Based Access Control (ARBAC), one of
the most widespread administrative models. We describe how we design
heuristics to enable an analysis tool, called asaspXL, to scale up to han-
dle large and complex ARBAC policies. An extensive experimentation
shows that the proposed heuristics play a key role in the success of the
analysis tool over the state-of-the-art analysis tools.

Keywords: User-role reachability problem · Administration · Safety
analysis · Access control · Model checking · Heuristics · Security

1 Introduction

Modern information systems contain sensitive information and resources that
need to be protected against unauthorized users who want to steal it. The most
important mechanism to prevent this is Access Control [7] which is thus becom-
ing increasingly important for today’s ubiquitous systems. In general, access
control policies protect the resources of the systems by controlling who has per-
mission to access what objects/resources.

Role-Based Access Control (RBAC) [14] is one of the most widely adopted
access control models in the real world. In RBAC, access control policies specify
which users can be assigned to roles which, in turn, are granted permissions
to perform certain operations in the system. Usually, RBAC policies need to be
evolved according to the rapidly changing environments and thus, it is demanded
to have some mechanisms to control the modification of the policies. Administra-
tive RBAC [6] is the corresponding widely used administrative model for RBAC
policies. The main idea of ARBAC is to provide certain specific users, called
administrators, some permissions to execute operations, called administrative
c© Springer International Publishing AG 2016
T.K. Dang et al. (Eds.): FDSE 2016, LNCS 10018, pp. 267–284, 2016.
DOI: 10.1007/978-3-319-48057-2 19
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actions, to modify the RBAC policies. In fact, permissions to perform admin-
istrative actions must be restricted since administrators can only be partially
trusted. For instances, some of them may collude to, inadvertently or maliciously,
modify the policies (by sequences of administrative actions) so that untrusted
users can get sensitive permissions. Thus, automated analysis techniques taking
into consideration the effect of all possible sequences of administrative actions to
identify the safety issues, i.e. administrative actions generating policies by which
a user can acquire permissions that may compromise some security goals, are
needed.

Several automated analysis techniques (see, e.g., [4,8,11,12,16,17]) have been
developed for solving the user-role reachability problem, an instance of the
safety issues, in the ARBAC model. Recently, a tool called asaspXL [13] has
been shown to perform better than the state-of-the-art tools on sets of bench-
mark problems in [10,16]. The main advantage of the analysis technique inside
asaspXL over the state-of-the-art techniques is that the tool can solve the user-
role reachability problem with respect to a finite but unknown number of users in
the policies manipulated by the administrative actions. However, asaspXL does
not scale to solve problems in some recently proposed benchmarks in [17]. This
is because the so-called state explosion problem has not been handled carefully
and thus, prevent asaspXL to tackle such benchmarks.

In this paper, we study how to design heuristics to enable asaspXL to ana-
lyze large and complex instances of user-role reachability problems. The main
idea is to try to alleviate the state explosion problem, which is well-known
problem in model checking techniques, in the analysis of ARBAC policies. We
also perform an exhaustive experiment to conduct the effectiveness of proposed
heuristics and compare asaspXL’s performance with the state-of-the-art analy-
sis tools.

The paper is organized as follows. Section 2 introduces the RBAC, ARBAC
models, and the related analysis problem. Section 3 briefly introduces the auto-
mated analysis tool asaspXL and the model checking technique underlying it.
The proposed heuristics to enable asaspXL to scale to solve user-role reachabil-
ity problem are described in Sect. 4. Section 5 summarizes our experiments and
Sect. 6 concludes the paper.

2 RBAC, ARBAC, and the Reachability Problem

In Role-Based Access Control (RBAC), access decisions are based on the roles
that individual users have as part of an organization. The process of defining
roles is based on a careful analysis of how an organization operates. Permissions
are grouped by role name and correspond to various uses of a resource. A per-
mission is restricted to individuals authorized to assume the associated role and
represents a unit of control, subject to regulatory constraints within the RBAC
model. For example, within a hospital, the role of doctor can include operations
to perform diagnosis, prescribe medication, and order laboratory tests; the role
of nurse can be limited to a strict subset of the permissions assigned to a doctor
such as order laboratory tests.
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Fig. 1. User and Permission Assignments; and Role Hierarchies

We formalize a RBAC policy as a tuple (U,R, P, UA, PA,�) where U is
a set of users, R a set of roles, and P a set of permissions. A binary relation
UA ⊆ U ×R represents a user-role assignment and a binary relation PA ⊆ R×P
represents a role-permission assignment. A user-role assignment specifies the
roles to which the user has been assigned while a role-permission assignment
specifies the permissions that have been granted to a role. A partial order � on
R is a role hierarchy of the policy, where r1 � r2 means that r1 is more senior
than r2 for r1, r2 ∈ R, i.e., every permission assigned to r2 is also available to r1.

A user u is an explicit member of role r when (u, r) ∈ UA while the user
u is an implicit member of role r if there exists r′ ∈ R such that r′ � r and
(u, r′) ∈ UA. A user u has permission p if there exists a role r ∈ R such that
(r, p) ∈ PA and u is a (explicit or implicit) member of r.

Example 1. Consider an RBAC policy describing a department in a university as
depicted in Fig. 1. The top-left table is the user-role assignment, the top-right is
the role-permission assignment, and the bottom is an example of role hierarchies
(The role at the tail of an arrow is more senior than the one at the head).

Let us consider the user Charlie: he is an explicit member of role
Faculty because the tuple (Charlie,Faculty) is in the user-role assignment
UA. Additionally, role Faculty has been assigned to permissions AssignGrades,
ReceiveHBenefits , and UseGym. Thus, Charlie can assign grades, receive bene-
fits and use the gym through the role Faculty .

Let us consider the role hierarchy: role Faculty is more senior than role
UEmployee (i.e., Faculty � UEmployee). Therefore, Charlie is an implicit mem-
ber of the role UEmployee, and thus he can also use all permissions assigned to
the role UEmployee. ��



270 A. Truong and S. Ranise

2.1 Administrative RBAC (ARBAC)

Access control policies need to be maintained according to the evolving needs
of the organization. For flexibility and scalability in large distributed systems,
several administrators are usually required and there is a need not only to have a
consistent policy but also to ensure that the policy is modified by administrators
who are allowed to do so.

Several administrative frameworks have been proposed on top of the RBAC
model to address these issues. One of the most popular administrative frame-
works is Administrative RBAC (ARBAC) [6] that controls how RBAC policies
may evolve through administrative actions that update the UA and PA relations
(e.g., actions that update UA include assigning or revoking user memberships
into roles).

Formalization. Usually, administrators may only update the relation UA while
PA and � are assumed constant. This is because a change in PA and/or � implies
a change in the organization (see [16] for more detail). From now on, we focus on
situations where U and R are finite, P plays no role, and � can be ignored1 (and
then, we only need to process the explicit members of a role when considering
the role member relations). Thus, a RBAC policy is a tuple (U,R,UA) or for
short UA if U and R are clear from the context.

Since administrators can be only partially trusted, administration privileges
must be limited to selected parts of the RBAC policies, called administrative
domains. An administrative domain is specified by a pre-condition defined as
follows:

Definition 1. A pre-condition C is a finite set of expressions of the forms r or
r where r ∈ R.

A user u ∈ U satisfies a pre-condition C if, for each � ∈ C, u is a member of
r when � is r or u is not a member of r when � is r for r ∈ R. We also say that
r is a positive role and r is a negative role in C.

Permission to assign users to roles is specified by a ternary relation can assign
containing tuples of the form (Ca, C, r) where Ca and C are pre-conditions, and
r a role. Permission to revoke users from roles is specified by a binary relation
can revoke containing tuples of the form (Ca, r) where Ca is a pre-condition and
r a role. In both cases, we say that Ca is the administrative pre-condition, C
is a (simple) pre-condition, r is the target role, and a user ua satisfying Ca is
the administrator. The relation can revoke is only binary because simple pre-
conditions are useless when revoking roles (see, e.g., [16]). When there exist users
satisfying the administrative and the simple (if the case) pre-conditions of an
administrative action, the action is enabled.

The semantics of the administrative actions in the ARBAC policy ψ :=
(can assign, can revoke) is given by the binary relation →ψ defined as follows:

1 We can transform a policy with role hierarchies to a policy without them by pre-
processing away the role hierarchies as shown in [15].
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Definition 2. UA →ψ UA′ iff there exist users ua and u in U such that either:

– there exists (Ca, C, r) ∈ can assign, ua satisfies Ca, u satisfies C (i.e.
(Ca, C, r) is enabled), and UA′ = UA ∪ {(u, r)} or

– there exists (Ca, r) ∈ can revoke, ua satisfies Ca (i.e. (Ca, r) is enabled), and
UA′ = UA\{(u, r)}.
A run of the administrative actions in ψ := (can assign, can revoke) is a

possibly infinite sequence UA0, UA1, ..., UAn, ... such that UAi →ψ UAi+1 for
i ≥ 0.

Example 2. Consider the RBAC policy with the UA relation depicted in
Fig. 1 and an administrative action ({PCMember}, {Student ,TA}, PTEmpl) ∈
can assign, i.e., the administrative pre-condition is Ca = {PCMember}, the
simple pre-condition is C = {Student ,TA}, and the target role is PTEmpl .

User Alice satisfies the pre-condition Ca because (Alice,PCMember) ∈ UA.
User Fred satisfies the pre-condition C because he is a Student but not a TA
(e.g., (Fred,Student) ∈ UA and (Fred,TA) /∈ UA). As a sequence, the admin-
istrative action is enabled.

We can update the current UA to UA′ = UA∪{(Fred,PTEmpl)} by execut-
ing the following instance of the administrative action specified above: adminis-
trator Alice (who has role PCMember) assigns role PTEmpl to user Fred.

Notice that Alice cannot assign role PTEmpl to David because he is not only
a Student but also a TA (i.e., David does not satisfy the pre-condition C). ��

2.2 The User-Role Reachability Problem

Normally, policy designers and administrators want to foresee if the interactions
among administrative actions, as seen in the Example 2, can lead the system to
conflict states violating the security requirements of the organization (e.g., the
security requirements forbid a user to be assigned to some sensitive roles). Thus,
they need to analyze access control policies in order to discover such violation.
This problem is called as the user-role reachability problem and is defined as
follows.

Definition 3. A pair (ug, Rg) is called a (RBAC) goal for ug ∈ U and Rg a
finite set of roles. The cardinality |Rg| of Rg is the size of the goal.

Definition 4. Given an initial RBAC policy UA0, a goal (ug, Rg), and
administrative actions ψ = (can assign, can revoke); (an instance of) the
user-role reachability problem, identified by the tuple 〈UA,ψ, (ug, Rg)〉, con-
sists of checking if there exists a finite sequence UA0, UA1, ..., UAn (for n ≥ 0)
where (i) UAi →ψ UAi+1 for each i = 0, ..., n − 1 and (ii) ug is a member of
each role of Rg in UAn.

In real scenario, subtle interactions between administrative actions in real
policies may arise that are difficult to be foreseen by policy designers and admin-
istrators. Thus, automated analysis techniques are thus of paramount impor-
tance to analyze such policies and answer the user-role reachability problem.
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The analysis techniques we will present in the following will be able to establish
this automatically for the problem in ARBAC.

3 Model Checking Modulo Theories and the Reachability
Problem

Model Checking Modulo Theories (MCMT). MCMT [9] is a framework
to solve reachability problems for infinite state systems that can be represented
by transition systems whose set of states and transitions are encoded as con-
straints in first-order logic. Several systems have been abstracted using such
symbolic transition system such as parametrised protocols, sequential programs
manipulating arrays, timed system, etc. (see again [9] for an overview).

MCMT framework uses a backward reachability procedure that repeatedly
computes the so-called pre-images of the set of goal states, that is usually
obtained by complementing a certain safety property that the system should
satisfy. Then, the set of backward reachable states of the system is obtained by
taking the union of the pre-images. At each iteration of the procedure, the pro-
cedure checks whether the intersection between the set of backward reachable
states and the initial set of states is non-empty (i.e., safety test) or not (i.e., the
unsafety of the system: there exists a (finite) sequence of transitions that leads
the system from an initial state to one satisfying the goal). Otherwise, when
the intersection is empty, the procedure checks if the set of backward reachable
states is contained in the set computed at the previous iteration (fix-point test)
and, if yes, the safety of the system (i.e. no (finite) sequence of transitions leads
the system from an initial state to one satisfying the goal) is returned. Since sets
of states and transitions are represented by first-order constraints, the computa-
tion of pre-images reduces to simple symbolic manipulations and testing safety
and fix-point to solving a particular class of constraint satisfiability problems,
called Satisfiability Modulo Theories (SMT) problems, for which scalable and
efficient SMT solvers are currently available (e.g., Z3 [2]).

ASASPXL. In [3,5], it is studied how the MCMT approach can be used to
solve (variants of) the user-role reachability problem. On the theoretical side,
it is shown that the backward reachability procedure described above decides
(variants of) the user-role reachability problem. On the practical side, extensive
experiments have shown that an automated tool, called asasp [4] implement-
ing (a refinement of) the backward reachability procedure, has a good trade-off
between scalability and expressiveness. Immediately after asasp, a set of much
larger instances of the user-role reachability problem has been considered in [10].
Unfortunately, asasp does not scale to solve the set of problem. This is in line
with the following observation of [10]: “model checking does not scale adequately
for verifying policies of very large sizes.” Then, in [13], a new tool based on the
MCMT approach, called asaspXL, has been proposed to efficiently solve much
larger instances of the user-role reachability problem. The new analysis tool
asaspXL is build on top of mcmt, the first implementation of the MCMT app-
roach. The choice of building a new analysis tool instead of modifying asasp
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Fig. 2. asaspXL architecture

gives some advantage. First, we only need to write a translator from instances
of the user-role reachability problem to reachability problems in mcmt input
language, a routine programming task. Second, mcmt has been developed and
extensively used for the past years. It is thus more robust and offers a high degree
of confidence. Third, we can re-use some features of a better engineered incar-
nation of the MCMT approach that can be exploited to significantly improve
performances, as shown in [13].

The structure of asaspXL is depicted in Fig. 2. It takes as input an instance
of the user-role reachability problem and returns reachable, when there exists a
finite sequence of administrative operations that leads from the initial RBAC pol-
icy to one satisfying the goal, and unreachable otherwise. To give such results,
asaspXL firstly translates the user-role reachability problem to the reachabil-
ity problem in mcmt input language (module Translator). Then, it calls the
model checker mcmt to verify the reachability of the problem. Finally, accord-
ing to the answer returned by the model checker (in the data storage Explored
Policies), asaspXL refines it and returns reachable or unreachable as its
output (module Refinement).

To keep technicalities to a minimum, we illustrate the translation on an
instance of the user-role reachability problem as follows.

Example 3. Let U = {u1, u2, u3, u4, u5}, R = {r1, ..., r8}, initially UA :=
{(u1, r1), (u2, r2), (u5, r5)}, and

({r1}, {r2}, r3) ∈ can assign (1)
({r3}, {r4, r5}, r6) ∈ can assign (2)

({r4}, {r5}, r7) ∈ can assign (3)
({r2}, {r7}, r8) ∈ can assign (4)

({r2}, r3) ∈ can revoke (5)
({r5}, r4) ∈ can revoke (6)

The goal of the problem is (u5, {r8}).
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To formalize this problem instance in mcmt, asaspXL firstly generates an
unary relation ur per role r ∈ R. The initial relation UA can thus be expressed
as

∀x.
[
(ur1 (x) ↔ x = u1) ∧ (ur2 (x) ↔ x = u2) ∧ (ur5 (x) ↔ x = u5) ∧ ¬ur2 (x) ∧ ¬ur3 (x)∧
¬ur4 (x) ∧ ¬ur6 (x) ∧ ¬ur7 (x) ∧ ¬ur8 (x)

]
.

A tuple, for instance, ({r3}, {r4, r5}, r6) in can assign is formalized as

∃x∃y.
[
ur3(x) ∧ ur4(y) ∧ ¬ur5(y) ∧ ∀λ.(u′

r6(λ) ↔ (λ = y ∨ ur6(λ)))
]

and a tuple, for example, ({r2}, r3) in can revoke can be expressed as

∃x∃y.
[
ur2(x) ∧ ur3(y) ∧ ∀λ.(u′

r3(λ) ↔ (λ �= y ∧ ur3(λ)))
]

where ur and u′
r indicate the value of Ur immediately before and after, respec-

tively, the execution of the administrative action (we also have omitted—for the
sake of compactness—identical updates, i.e. a conjunct ∀λ.(u′

r(λ) ↔ ur(λ)) for
each role r distinct from the target role in the tuple of can assign or can revoke).
The other administrative actions are translated in a similar way.

The goal (u5, {r8}) can be represented as:

∃x.ur8(x) ∧ x = u5

The pre-image of the goal, that is computed by the model checker mcmt, with
respect to ({r2}, {r7}, r8) is the set of states from which it is possible to reach
the goal by using the administrative action ({r2}, {r7}, r8). This is formalized as
the formula (see [5] for details)

∃x∃y.((ur7(y) ∧ y = u5) ∧ ur2(x)),

On this problem, mcmt returns unreachable (i.e., there does not exist a finite
sequence of administrative operations that lead from the initial policy UA to
one satisfying the goal). ��

Recently, a tool named Vac has been proposed in [8] for solving the user-role
reachability problem of ARBAC policies. In [8], it is shown that Vac outperforms
rbac-pat [16], mohawk [10], and asaspXL on the problems in [16] and on a new
set of complex instances of the user-role reachability problem. It was natural to
run asaspXL on these new benchmark problems: rather disappointingly, it could
tackle such problem instances, however, its performance cannot be comparable
with the new tool Vac (e.g., asaspXL returns time-out in some problems). The
reason of the bad scalability of asaspXL is that asaspXL does not work well
on the user-role reachability problems with some specific features such as the
problem containing some sub-problems having same structure of administrative
actions; and the problems in which no state can be reached from the initial
state. These and other problems have lead us to design new heuristics to make
asaspXL more scalable, as we will see in the next sections.



ASASPXL: New Clother for Analysing ARBAC Policies 275

4 ASASPXL with new Heuristics

To enable asaspXL to scale up to analyze the complex instances of the user-role
reachability problem as shown in the previous section, our main idea is to design
heuristics that help to alleviate the so-called state explosion problem, one of the
commonly known problems in model checking techniques that must be addressed
to solve most real-world problems. One of the main source of complexity is the
large number of administrative actions; thus, for scalability, the original set of
actions must be refined by using heuristics that tries to eliminate administrative
actions that do not contribute to the analysis of RBAC policy. This and other
techniques to control the state explosion problem will be detailed in the following
(sub-)sections. Before going to the details of heuristics, we emphasize that all
heuristics in the following will be implemented in a module named Heuristics
and will be put before module Translator in the architecture of asaspXL in
Fig. 2. The asaspXL’s input, a user-role reachability problem, will be processed
by module Heuristics before being forwarded to module Translator and then
to module mcmt as described in Sect. 3.

4.1 Backward Useful Actions

The main idea to alleviate the state explosion problem is to eliminate as much as
possible administrative actions that is useless to the analysis of ARBAC policy.
This is done by extracting increasingly larger sub-sets of the tuples in the origi-
nal set of administrative actions ψ so as to generate a sequence of increasingly
more precise approximations of the original instance of the user-role reachabil-
ity problem. The heuristics to do this is based on the following notion of an
administrative action being useful.

Definition 5. Let ψ be the set of administrative actions and Rg a set of roles
in an ARBAC policy:

– A tuple in ψ is 0-useful iff its target role is in Rg.
– A tuple in ψ is k-useful (for k > 0) iff it is (k−1)-useful or its target role occurs

(possibly negated) in either the simple pre-condition or the administrative
pre-condition of a (k − 1)-useful transition.

A tuple t in ψ is useful iff there exists k ≥ 0 such that t is k-useful.

Let ψ≤k = (can assign≤k, can revoke≤k) denote the set of all k-useful
tuples in ψ = (can assign, can revoke). It is easy to see that can assign≤k ⊆
can assign≤k+1 and can revoke≤k ⊆ can revoke≤k+1 (abbreviated by ψ≤k ⊆
ψ≤k+1) for k ≥ 0. Since the sets can assign and can revoke in ψ are bounded,
there must exist a value k̃ ≥ 0 such that ψ≤k̃ = ψ≤k̃+1 (that abbreviates
ψ≤k̃ ⊆ ψ≤k̃+1 and ψ≤k̃+1 ⊆ ψ≤k̃) or, equivalently, ψ≤k̃ is the (least) fix-point,
also denoted with lfp(ψ), of useful tuples in ψ. Indeed, a tuple in ψ is useful iff
it is in lfp(ψ).
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Example 4. Let ψ be the administrative actions in Example 3 and Rg := {r8}.
The sets of k-useful tuples for k ≥ 0 are the following:

ψ≤0 := ({({r2}, {r7}, r8)}, ∅)
ψ≤1 := ψ≤0 ∪ ({({r4}, {r5}, r7)}, ∅)
ψ≤2 := ψ≤1 ∪ (∅, {({r5}, r4)})

ψ≤k := ψ≤2 for k > 2

Now, we run the user-role reachability problem: 〈UA, ψ≤2, (u5, {r8})〉.
asaspXL returns unreachable on this problem instance. We obtain the same
result if we run the tool on the translation of the following problem instance:
〈UA, ψ, (u5, {r8})〉. This leads to the following proposition. ��
Proposition 1. A goal (ug, Rg) is unreachable from an initial user-role assign-
ment relation UA by using the administrative operations in ψ iff (ug, Rg) is
unreachable from UA by using the administrative operations in lfp(ψ).

The proof of this fact can be obtained by slightly adapting the proof for the
proposition in [13] and is thus omitted here.

4.2 Forward Useful Actions

In Sect. 4.1, we have introduced a heuristics identifying the set of useful actions
(that is a subset of the original set of administrative actions) that is enough for
solving the user-role reachability. We start using the roles in the goal to identify
0-useful actions and then using roles in the pre-conditions of k-useful actions to
decide (k + 1)-useful actions. Dually, we can start from the roles in the initial
states and forwardly compute the set of useful actions. This is captured by the
notion of forward useful action as follows:

Definition 6. Let ψ be the set of administrative actions, R be the set of roles,
and Ri := {r|(u, r) ∈ UA0} ∪ {r|r ∈ R} be a set of roles occurring in the initial
policy UA0. A tuple τ ∈ ψ :

– is forward 0-useful iff its pre-condition is a subset of Ri

– is forward k-useful (for k > 0) iff it is:
• (k − 1)-useful or,
• its pre-condition is a subset of Ri = Ri ∪ {r| r is the target role of a

(k − 1)-useful action}
τ is forward useful iff there exists k ≥ 0 such that τ is forward k-useful.

Let ψ≤k
F = (can assign≤k, can revoke≤k) denote the set of forward k-useful

actions in ψ = (can assign, can revoke), it is easy to see that ψ≤k
F ⊆ ψ≤k+1

F for

k ≥ 0 and there exists a value k̃ ≥ 0 such that ψ≤k̃
F = ψ≤k̃+1

F (i.e., lfpF (ψ) =

ψ≤k̃
F ). Similar to the heuristic for backward useful actions above, we conclude

the following proposition.
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Proposition 2. A goal (ug, Rg) is unreachable from an initial user-role assign-
ment relation UA by using the administrative operations in ψ iff (ug, Rg) is
unreachable from UA by using the administrative operations in lfpF (ψ).

Example 5. Let consider again Example 3. The set Ri of roles in UA0 is
{r1, r2, r5, r1, r2, ..., r7, r8}.

The sets of forward k-useful tuples for k ≥ 0 are the following:

ψ≤0
F := {({r1}, {r2}, r3), ({r2}, r3), ({r5}, r4),

ψ≤k
F := ψ≤0

F for k > 0,

asaspXL returns unreachable on the user-role reachability problem
〈UA, ψ≤0

F , (u1, {r8})〉 that confirms the results in Examples 3 and 4. ��
The Combination of Backward and Forward Useful Actions. The mod-
ule Heuristics in Sect. 4 works as follows to take into consideration the forward
and backward useful actions. First, the module computes ψk and ψk

F that are the
set of backward k-useful and forward k-useful actions, respectively. Then, the
module will compute the intersection ψU of the sets ψk and ψk

F that is expected
to be much smaller than ψk, ψk

F , and the original set ψ. Finally, the set of useful
actions ψU is used to replace the original set ψ in solving the user-role reachabil-
ity problem. The correctness and completeness of taking into consideration the
intersection instead of the set of forward or backward useful actions is guaranteed
by Proposition 3 that is simply a corollary of Propositions 1 and 2.

Proposition 3. A goal (ug, Rg) is unreachable from an initial user-role assign-
ment relation UA by using the administrative actions in ψ iff (ug, Rg) is unreach-
able from UA by using the administrative operations in lfp(ψ) ∩ lfpF (ψ).

4.3 Ordering Administrative Actions

We recall that the module mcmt implements the backward reachability proce-
dure that computes the sets of backward reachable states from the goal. Basi-
cally, at each iteration, the procedure takes the first administrative action in the
set ψ, computes its backward reachable states (pre-image) and then checks the
intersection between the initial state and the backward states (by using an SMT
solver to check the satisfiability). If the intersection is not empty (i.e., the goal
is reachable from the initial state), the procedure returns reachable and stops.
Otherwise, it selects the second action and repeats the process until all actions
have been considered. This idea gives two advantages: first, the procedure can
stop as soon as possible when it decides that the goal is reachable by checking
an action and thus, not necessary to check the remaining actions; second, the
fix-point formula can be divided into a set of smaller formulae, namely local
fix-points, that is easier to be checked by SMT solvers. The original fix-point is
reached when all the local fix-points are reached.
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Clearly, the selection of the next action for computing the pre-images should
be handled carefully since this will cause some redundant in the analysis that
may negatively affect the performances of the procedure. In fact, if the goal is
reachable and the administrative action, let us say τ , that helps the procedure
in deciding the reachability of the goal is at the end of the action list, the
current version of the backward reachability procedure must computes the pre-
images for all actions before τ that are actually redundant computations. It is
thus desirable to design a heuristics to select the next action to maximize the
possibility of picking up an action that is important to show the reachability of
the goal.

Our heuristics is based on the idea of how “close” between the set of states
produced by computing the pre-image with respect to a given action and the set
of initial states. This is because for each iteration, the procedure checks if the
intersection between the pre-image generated by the given action and the set of
initial states is empty, and then uses this check to decide the reachability of the
goal. To illustrate how an action is “closer” than another, let us consider the
following example:

Example 6. Let U = {u1, u2}, R = {ra, r1, ..., r7} initially UA := {(u1, ra), (u1,
r1), (u1, r2), (u1, r5)}, and the set ψ contains:

({ra}, {r1, r2, r4}, r7) ∈ can assign (7)
({ra}, {r1, r3}, r7) ∈ can assign (8)

The pre-images of the two actions (7) and (8) (computed by the backward
reachability procedure) are represented by formulae ∃x, y.(ra(x)∧r1(y)∧r2(y)∧
¬r4(y)) and ∃x, y.(ra(x) ∧ r1(y) ∧ r3(y)), respectively. It is easy to see that the
set of reachable states of action (7) is contained in the initial state UA (i.e., their
intersection is not empty). We also notice how all the roles in the precondition of
action (7) appear in UA while role r3 in the precondition of action (8) does not.
In this case, we say that action (7) is closer (to the initial state) than action (8).
Then, action (7) should be selected before action (8) in the backward reachability
procedure. ��

We define the function Diff calculating how “close” two sets of roles are as
follows:

Definition 7. Let C1 and C2 be pre-conditions, the difference between C1 and
C2 is:

Diff (C1, C2) := (C+
1 \C+

2 ) ∪ (C−
1 \C−

2 )

where C+
1 and C+

2 are sets of positive roles in C1 and C2, respectively; C−
1 and

C−
2 are sets of negative roles in C1 and C2, respectively.

We illustrate how the function Diff is used in the heuristic by the following
example:
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Example 7. Let us consider again Example 6. First, the heuristic will calculate
Ri = {ra, r1, r2, r5, ra, r1, ..., r7} that represents all roles occurring in the initial
UA as defined in Definition 6.

Let consider action (7) with its precondition C1 = {ra, r1, r2, r4}, the heuris-
tic then computes Diff (C1, Ri) = ∅. Similarly, the precondition of action (8) is
C2 = {ra, r1, r3} and Diff (C2, Ri) = {r3}.

Since |Diff (C2, Ri)| > |Diff (C1, Ri)|, we say that action (7) is closer (to
the initial state) than action (8). In other words, the precondition C1 can be
easily satisfied by the initial UA while C2 requires more tuples, for instance
(u1, r3) ∈ UA, to be satisfied. Thus, the heuristic will select the actions (7) to
compute its pre-image before (8) ��

We add this heuristic to the tool asaspXL by adding a sub-module, namely
Ordering the Actions, to module Heuristics mentioned above. After com-
puting the set of useful actions as in Sects. 4.1 and 4.2, Heuristics will invoke
the sub-module Ordering the Actions with the set ψU of useful actions as the
parameter. The sub-module then orders the administrative actions in ψU and
returns the ordered set as workflow below:

1. Let ψU be the set of actions and Ri containing all roles occurring in the initial
state UA0.

2. For each τ = (Ca, C, r) ∈ ψU :
(a) If Ca = ∅ and C = ∅:

i. set τ be the first order in ψU (for several actions with Ca = C = ∅,
we do not care the order between them)

(b) Else:
i. Calculate Diff τ := Diff (Ca ∪ C,Ri) for τ

3. Order the actions in ψU by their |Diff τ | (from lower value to higher one)
(a) If |Diff τ1 | = |Diff τ2| where τ1 = (Ca1, C1, r1) and τ2 = (Ca2, C2, r2):

i. τ1 has higher order if |Ca1 ∪ C1| < |Ca2 ∪ C2| and vice versa

Initially, the procedure computes the set Ri containing all roles in the ini-
tial UA0. Then, it calculates the set Diff for each administrative action in ψU

(Step 2). Administrative actions of the form (∅, ∅, r) are set highest order in Step
2(a) since its pre-conditions are alway satisfied. For several actions of the form
(∅, ∅, r), we do not care about the order between them. The procedure then clas-
sifies the actions in ψU based on their Diff (Step 3). Notice how the procedure
prioritizes the action containing smaller set of pre-conditions (Step 3(a)) for the
actions having the same |Diff |. This is because the formula representing the set
of backward reachable states generated by the action (see, e.g., Example 6) may
be smaller (i.e., containing less literals) than the others and thus easier for the
SMT solver to check the satisfiability.

5 Experiments

We have implemented asaspXL and heuristics in Python and used the mcmt
model checker [1] for computing the pre-images. We have also conducted an
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experimental evaluation to show the scalibility of asaspXL and compare it
with state-of-the-art analysis tools such as Mohawk [10], Vac [8], and Pms [17]
on two benchmark sets from [10] and [8]. Note that Pms contains 2 versions,
namely Prl and Fwd that implement the analysis with/without applying their
parallel algorithm [17].

Remark. Sometimes, to simplify the analysis of ARBAC policies, separate
administration assumption (for short, SA) has been applied (see, e.g. [16]) which
amounts to requiring that administrative roles (i.e., roles occurring in the admin-
istrative precondition Ca) and regular roles (i.e., roles occurring in the sim-
ple precondition C) are disjoint. This permits to consider just one user, omit
administrative users and roles so that the tuples in can assign are pairs com-
posed of a simple precondition and a target role (i.e., (C, r)) and the pairs in
can revoke reduce to target roles only (i.e., (r)). In the state-of-the-art analysis
tools mentioned above, Mohawk requires this assumption while the other two
and asaspXL do not need it. The benchmarks are thus classified as either SA
benchmarks (that require SA assumption) or non-SA benchmarks (that do not
the the assumption) as in the following.

Description of Benchmarks. The first benchmark set is a SA benchmark
taken from [10]. It contains three synthetic test suites: Test suite 1 contains
policies in which roles occur only positively in the (simple) pre-conditions of
can assign rules and the set of can revoke rules is non-empty. Test suite 2 con-
tains policies in which roles occur both positively and negatively in can assign
rules and the set of can revoke rules is empty. Test suite 3 contains policies in
which roles occur both positively and negatively in can assign rules and the set
of can revoke rules is non-empty. The second benchmark set is a non-SA bench-
mark from [17]. It contains 10 instances of the user-role reachability problem
inspired by a university.

Evaluation. We perform all the experiments on an Intel Core I5 (2.6 GHz) CPU
with 4 GB Ram running Ubuntu 11.10

Table 1 reports the results of running asaspXL, Pms, Vac and Mohawk on
the first benchmark set. Notice that all problems in this benchmark are unsafe
(i.e., analysis tools returns “reachable”). Column 1 shows the name of the test
suite, column 2 contains the number of roles and administrative operations in
the policy. Columns 3, 4, 6 and 7, and 8 show the average times (in seconds)
taken by Mohawk, Vac, Pms (with two versions), and asaspXL, respectively,
to solve the instances of the user-role reachability problem associated to an
ARBAC policy. For Mohawk and Vac, the average time also include the time
spent in the slicing phase (a technique for eliminating irrelevant users, roles, and
administrative operations that are non relevant to solve a certain instance of the
user-role reachability problem, see [8,10] for more details) and the verification
phase. Column 6 and 10 represent the number of actions remaining after the
slicing phase of Vac and the useful actions obtained by asaspXL, respectively.

Experiments for the benchmark that does not adopt the separate admin-
istration assumption are reported in Tables 2; their columns have the same
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Table 1. Experimental results on the “complex” benchmarks in [10]

(Separate administration assumption)

Test suite # Roles � Mohawk Vac Pms asaspXL

Fwd Prll

#Rules Time Time # Rules Time Time Time # Rules

Test suite 1 3 � 15 0.45 0.29 1 0.38 0.45 0.09 1

5 � 25 0.53 0.35 1 0.38 0.47 0.11 1

20 � 100 0.64 0.35 1 0.35 0.39 0.12 1

40 � 200 0.97 0.69 1 0.49 0.57 0.31 2

200 � 1000 2.69 0.95 1 0.47 0.55 0.38 1

500 � 2500 4.88 1.59 1 0.97 1.16 0.70 1

4000 � 20000 16.99 1.88 1 33.55 22.39 1.27 2

20000 � 80000 51.57 2.72 1 TO TO 1.27 2

30000 � 120000 65.51 4.12 1 TO TO 1.69 2

40000 � 200000 131.17 9.94 1 TO TO 2.29 2

Test suite 2 3 � 15 0.45 0.25 1 0.36 0.37 0.15 1

5 � 25 0.55 0.39 1 0.35 0.38 0.28 1

20 � 100 0.59 0.24 1 0.32 0.49 0.16 1

40 � 200 1.21 0.56 1 0.54 0.59 0.15 1

200 � 1000 2.55 0.83 1 0.59 0.63 0.14 1

500 � 2500 6.12 1.52 1 1.54 0.83 0.47 2

4000 � 20000 15.51 1.63 1 29.17 21.39 1.18 2

20000 � 80000 26.12 5.25 1 TO TO 1.22 2

30000 � 120000 98.95 6.73 1 TO TO 1.28 2

40000 � 200000 146.84 11.89 1 TO TO 1.43 2

Test suite 3 3 � 15 0.51 0.15 1 0.37 0.35 0.08 1

5 � 25 0.45 0.19 1 0.55 0.49 0.09 1

20 � 100 0.87 0.31 1 0.42 0.62 0.16 1

40 � 200 0.99 0.67 1 0.46 0.57 0.19 2

200 � 1000 7.23 2.12 1 0.92 1.28 0.56 2

500, 2500 4.69 1.20 1 0.74 0.97 0.10 1

4000 � 20000 15.15 4.61 1 20.49 15.13 1.17 2

20000 � 80000 32.35 3.85 1 TO TO 2.25 2

30000 � 120000 115.11 9.65 1 TO TO 1.69 2

40000 � 200000 157.35 10.32 1 TO TO 2.55 2

TO: time out Err: Error m: minute
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Table 2. Experimental results on the benchmarks in [17]

(Non separate administration assumption)

Test case # Roles �
# Rules

Answer Vac Pms asaspXL

Fwd Prll

Time # Rules Time Time Time # Rules

Test 1 40 � 487 Unsafe 17.25 3 0.83 0.68 1.15 2

Test 2 40 � 450 Safe 0.21 0 0.91 0.75 0.19 0

Test 3 40 � 462 Unsafe 9.33 3 0.92 0.93 0.71 2

Test 4 40 � 446 Unsafe 7.51 3 0.99 45.16 0.69 2

Test 5 40 � 480 Unsafe 48.31 47 1.25 0.91 2.12 9

Test 6 40 � 479 Unsafe 26.62 13 1.02 0.86 1.69 4

Test 7 40 � 467 Unsafe 1 m 12.56 101 4.22 3.26 1.85 2

Test 8 40 � 484 Unsafe 1 m 16.23 65 5.08 2 m 16.21 2.04 8

Test 9 40 � 463 Unsafe 1 m 35.11 89 5.91 6 m 35.24 2.91 11

Test 10 40 � 481 Unsafe 29.94 38 0.65 0.75 2.45 5

semantics as in previous table with additional column “Answer” reports the
results returned by analysis tools (Safe means the goal is unreachable while
Unsafe means the goal is reachable). We do not report the experimental result
of Mohawk because it cannot handle user-role reachability problems without
the separate administration assumption.

The results clearly show that asaspXL performs significantly better than
Mohawk, Pms, and Vac in the first benchmark set (Table 1). Notice that Pms
throws a time-out (that is set to 10 min) in the biggest test cases. For the sec-
ond benchmark set, asaspXL outperforms Pms and is much better than Vac.
We emphasize that the number of actions after using module Heuristics in
asaspXL is reduced significantly (column 9).

Table 3. Experimental results when turning on/off heuristics in Sect. 4

Test case # Roles � # Rules Answer asaspXL

Without Heuristic With heuristics

Test 1 40 � 487 Unsafe 2 m 52.73 1.15

Test 2 40 � 450 Safe 16.22 0.19

Test 3 40 � 462 Unsafe 1 m 1.63 0.71

Test 4 40 � 446 Unsafe 57.15 0.69

Test 5 40 � 480 Unsafe 2 m 35.87 2.12

Test 6 40 � 479 Unsafe 2 m 45.71 1.69

Test 7 40 � 467 Unsafe 3 m 17.33 1.85

Test 8 40 � 484 Unsafe TO 2.04

Test 9 40 � 463 Unsafe TO 2.91

TO: time out Err: Error m: minute
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Table 3 shows experimental results when we run asaspXL on the instances of
user-role reachability problem in Table 2 with/without heuristics introduced in
Sect. 4. Columns 1, 2, and 3 have the same semantic as previous tables. Column
4 reports the analysis time when turning off heuristics while column 5 shows
the performance obtained by using heuristics. The results prove the effective-
ness of heuristics on the analysis. In many cases, the analysis time is reduced
significantly, for example, from 3 min to nearly 2 s.

6 Conclusions

We have presented techniques to enable the MCMT approach to solve instances
of user-role reachability problem. We have also designed a set of heuristics that
help our analysis techniques to be more scalable. The main idea is to reduce
as much as possible the number of administrative actions in the original prob-
lem. An excerpt of an exhaustive experimental evaluation has been conducted
and provided evidence that an implementation of the proposed techniques and
heuristics, called asaspXL, performs significantly better than mohawk, Vac,
and Pms on a variety of benchmarks from [8,10].

As future work, we plan to design new heuristics based on some functionalities
provided by the model checker mcmt such as the capability of tracking the
visited states for later use. Another interesting line of research for future work
is to consider the combination of backward and forward reachability procedure
to speed up the analysis of the model checker.
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Abstract. Intrusion and threat detection systems analyze large amount
of security-related data logs for detecting potentially harmful patterns.
However, log data often contain sensitive and personal information, and
their access and processing should be minimized. Anonymization can
provide the technical mean to reduce the privacy risk, but it should
carefully applied and balanced with utility requirements of the different
phases of the process: a first exploration analysis needs less details than
an investigation on a suspect set of logs. As a result, a complex access
control framework has to be put in place to, simultaneously, address
privacy and utility requirements. In this paper we propose a trust- and
risk-aware access control framework for Threat Detection Systems, where
each access request is evaluated by comparing the privacy-risk and the
trustworthiness of the request. When the risk is too large compared to the
trust level, the framework can apply adaptive adjustment strategies to
decrease the risk (e.g., by selectively obfuscating the data) or to increase
the trust level to perform a given task. We show how this model can
provide meaningful results, and real-time performance, for an industrial
threat detection solution.

Keywords: Trust · Risk · Privacy · Utility · Privacy-preserving threat
detection

1 Introduction

Big Data analytics for security, based on the correlation of security events from
several log files, play a key role in state-of-the-art threat detection and prevention
techniques [25,33]. Threat detection systems, as intrusion detection systems, are
typically characterized by an automatic pattern or anomaly detection phase, which
can highlight suspicious events, followed by a detailed investigation performed by
an human expert to decide if a real attack is detected or it is a false positive. In
this phase, the expert often inspects the raw data (log files) triggering the alert.

However, log data often contain sensitive and personal information (e.g.,
user ids, IP addresses), and, although the security investigation can constitute a
c© Springer International Publishing AG 2016
T.K. Dang et al. (Eds.): FDSE 2016, LNCS 10018, pp. 285–304, 2016.
DOI: 10.1007/978-3-319-48057-2 20
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legitimate purpose for their processing, the access and usage should be limited
to the relevant and necessary data to accomplish a specific analysis.

Anonymization is often used to pre-process the data, removing sensitive
information from log files, and enabling further processing with minimal pri-
vacy risk. However, this is achieved by deteriorating the quality or utility of the
data. Although some analytics can still be run on anonymized log data [20], in
many cases the anonymization can impact the quality of results, and, ultimately,
decrease the ability to detect and react to cyber threats.

We propose a trust- and risk-aware access control framework for Threat
Detection Systems (TDS), which addresses the concerns described above. Our
framework does not require an a priori, i.e. off-line, anonymization of the data
sources. The automatic pattern detection phase uses the original dataset and
anonymization is applied only if further, human based, analysis is needed on the
resulting data.

The risk level of each data request is dynamically evaluated by the access
control decision point based on several parameters (e.g., context, role and trust-
worthiness of the requester), and, if needed, anonymization is applied on the
specific resulting data set. In this study, we focus on re-identification risk and,
following common practice, we use k-anonymity as risk metrics. However, our
approach is not bound to these choices and can be adapted to use alternative
metrics (e.g., l-diversity, t-closeness, and differential privacy). To summarize, the
approach has multiple advantages:

– it limits the impact on the utility, since we apply the anonymization only
after running the pattern detection on the original data, and we adapt the
anonymization strategy to the specific pattern.

– it provides a simple framework to address the, often conflicting, privacy and
utility requirements.

– it is based on concepts as trust and risk, which have an intuitive meaning in
the business world.

– it offers a flexible configuration, allowing to define a trade-off between security
and privacy suitable to the organization’s priorities (risk and trust levels can
be tuned to set a permissive or a restrictive access, the adjustment strategy
can be configured to optimize utility or performance priorities, etc.)

To evaluate the effectiveness of the proposed approach, we have developed a
prototype implementation and we experimentally evaluated it by running a num-
ber of threat detection patterns based on the SAP Enterprise Threat Detection
(ETD) solution. The results obtained (reported in Sect. 4.6) show that the model
can address the utility and performance requirements of a realistic use-case.

Structure of the Paper. In the next Section we provide a threat detection sys-
tem use case, which we use to illustrate the main features of our risk-aware
privacy preserving approach. In Sect. 3 we present a trust- and risk-aware app-
roach for privacy enhancing access control model and we describe its application
on the proposed use case Sect. 4 is dedicated to an experimental evaluation of the
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proposed approach in terms or performance, scalability and data utility (after
anonymization). Lastly, we discuss the related work in Sect. 5 and we conclude
in Sect. 6 with some final remarks.

2 Use Case

Modern intrusion detection systems at application level (called Threat Detection
System, TDS, herein)1, collect security information on the application stack and
correlated it with context information, to detect potential threats.

A TDS, typically, first collects application level log files from various systems,
it enriches the logs with contextual (e.g., time, location) information, and finally
stores the events data in a database table.

The events data are then periodically automatically analyzed against pre-
defined threat patterns to detect potential anomalies and attacks. Any matching
with these patterns generates real time alerts. When an alert is raised a human
user is informed and actions must be undertaken to evaluate and react to the
alerts (e.g., investigate the validity of the alert or locate its cause). Figure 1
illustrates the architecture of the system, as well as the different users involved
in the process.

Fig. 1. Business roles and system landscape

For our purpose, two operations of the TDS are important:

– Pattern detection. A pattern is a representation of a combination of suspicious
log events that could indicate a threat. It is often implemented as a set of
filters applied to the event database, and compared with some thresholds.

1 We refer to these systems as TDS, to distinguish them from network level intrusion
detection systems (often called IDS or SIEM). Moreover, we base our description
on the SAP Enterprise Threat Detection, but the analysis could be applied to other
solutions, including IDS. For a comparison between application and network level
intrusion detection systems, see [18].
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Table 1. Roles

Operator Classify alerts and report patterns anomalies His/Her tasks
requires access to pattern detection results (events/log data related
to the suspicious pattern) in case of alerts

Administrator Has all Operator tasks and privileges. They can also Investigate
alerts, Create or Reconfigure patterns. He/She should have access
the detection results and events data related to the patterns

Advanced
administrator

Has all Administrator tasks and privileges. Can also grant
exceptional access to the data by attributing higher trust level to
an Operator or an Administrator

If this threshold is exceeded an alert is triggered. For instance the ensemble of
events indicating a Failed Login initiated by the same source (e.g., Terminal)
may indicate a Brute Force Attack if the number of attempts exceeds, say, 20
attempts in less than 10 min.

– Investigating Alert. In this phase, an human operator investigates the alert,
to decide if this is an actual attack or a false positive. It may require access
to the details of the events triggering the alert, or at least of some attributes
of these events.

The Investigation phase implies that TDS Users access some detailed infor-
mation from the logs, we will provide some examples in Sect. 4.3. These Users
have different functions within the process of monitoring potential threats, inves-
tigating them and reacting. Table 1 gives an example of how you can divide the
user roles in the TDS, and the corresponding access authorizations required to
execute their tasks.

Log files contain personal information, such user names, IP addresses, etc.,
and despite the security investigation can constitute a legitimate purpose for
their processing, it should be done according to the data minimization principle,
reducing the access to personal data. Therefore, TDS systems often perform
some (pseudo-)anonymization before analyzing the event data, such as replacing
real user name or IDs with pseudonyms.

However, with the increasing variety and complexity of collected log files,
a full anonymization of the log dataset before processing could, on one hand,
provide a good privacy protection, but also significantly impact the performance
of the system, both in terms of the utility (the quality of results of the pattern
detection phase, or the information available to the operator for the manual
inspection) and processing time (anonymization on large data set could be time
consuming, and on data stream re-run regularly).

To address this challenge, a more dynamic approach is needed: instead of
anonymizing the complete event data base beforehand, whenever an user per-
forms an operation accessing event tables, we have to apply specific anonymiza-
tion methods which reduce the privacy risk, but preserving the most relevant
information for that operation. In practice, the anonymization process should be
customized for each operation (to preserve the information useful for completing
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the task) and for each type of users, which can have different level of access to
the data. In the next section, we will propose a framework that to realize this
scenario.

3 Privacy-Enhancing Risk-Based Access Control

In this section we provide a general description of our Trust- and Risk-Based
Access Control model, based on previous model we introduced in [1], and we
explain how it can be adapted to the use case described in Sect. 2.

3.1 Trust and Risk-Based Access Control

The framework evaluates access decisions using the trust and risk values related
to the request. This access evaluation can be represented by the function
Auth(obj, u, p) defined as follows. User u is granted permission p on object obj
iff the trustworthiness of the incoming request is larger or equal to the risk, i.e.,

Auth(obj, u, p) =

{
allow if T (u,C) − R(obj, p, C) ≥ 0
adjustΣ(T,R) otherwise

(1)

where T (u,C) is the trustworthiness of the request, which depends on user u
and context information C (e.g., security emergency) and R(obj, p, C) is the
risk, which depends on the requested object obj (e.g. a table a file.) and the
permission p (e.g., read or write)2 and context C.

Access request in evaluated by comparing the risk of the access to the trust-
worthiness, which plays the role of risk threshold (in practice, the maximum
amount of risk that an user can take in a certain context): If T ≥ R access
is allowed, vice-versa if T < R, the access cannot be granted as is. However,
risk-based access control models have been originally devised to increase infor-
mation accessibility, and they tend to be more permissive (still keeping risk
under control) than traditional access control systems. Along this reasoning, in
case of T < R instead of denying access, the system can propose an adjust-
ment strategy σ ∈ Σ, to reach the condition T ≥ R. Clearly, there are two
possible methods for adjustment strategies: (i) Risk mitigation, σR, (decreas-
ing R), or (ii) Trust enhancement strategies, σT , increase the trustworthiness
T . Risk mitigation strategies can include anonymizing the data, or imposing
additional obligations on data handling, whereas trust enhancement could be
implemented by (temporary) privilege escalation or provision of additional cre-
dentials [1] However each of these strategies is expected to have some negative
side effects: for example, anonymization degrades data quality, impacting utility
or privilege escalation can increase the complexity of the security governance;

2 In most cases the dependency of risk from permission is mediated by roles. For
the sake of simplicity, we do not consider here roles, for an extension of this model
including roles, we can follow the lines of the models described in [6].
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accordingly, the choice of the optimal strategy should balance the access control
objectives with the impact of the adjustment strategies.

If we focus on data access and privacy risk (as the use case in Sect. 2), and
limiting the adjustment strategies to anonymization, we should find an optimal
anonymization strategy σ̂R among all the possible anonymization strategies ΣR,
which allows for data access limiting risk (so fulfilling Eq. 1), and, at the same
time, maximizing the utility, after the strategy σR is applied: U(σR). This is can
be expressed as classical utility-privacy optimization problem:

σ̂R = arg max
σR∈ΣR

UσR(obj) (2)

s.t. RσR
≤ T (3)

In practical cases (as we will see in Sect. 3.2), the number of mitigation strate-
gies can be very limited, and the optimization problem is reduced to testing a
small set of anonymization strategies, and estimating either based on numerical
thresholds or expert assessment, if the utility is sufficient for the business task. If
this is not the case, trust enhancement mechanism can be triggered or access is
denied. In the next subsections we will show how trust and risk can be modeled,
with a focus on the application to Threat Detection Systems.

3.2 Privacy Enhancing Approach

Risk Model: Risk in IT security is generally expressed in terms of the likelihood
of occurrence of certain (negative) events times the impact [14]. In this paper
we will deal with the privacy breach risk. Privacy breaches are often associated
with the concept of individual identifiability, used in most data protection pri-
vacy laws (e.g., EU data protection directive [13], Health Insurance Portability
and Accountability Act (HIPAA) [27]). To prevent individual identifiability the
regulation requires that disclosed information (alone or in combination with rea-
sonably available information from other sources or auxiliary informations [24])
should not allow an intruder: to identify individuals in a dataset (identity dis-
closure) or to learn private/sensitive information about individuals (attribute
disclosure) with a very high probability or confidence (see [29,32]).

To assess the privacy risk (when releasing a given dataset) various privacy
metrics have been proposed in the literature (see [4,10] for a review). The most
popular metric is k-anonymity [26]3.

In the k-anonymity approach attributes (or columns) in a dataset are classi-
fied as follows:

– Identifiers: Attributes that can uniquely identify individuals e.g., full name,
social security number passport number.

– Quasi-identifiers (QIs) or key attributes Attributes that, when combined, can
be used to identify an individual, e.g., age, job function, postal code

3 Other privacy metrics exist (for example, �-diversity, and t-closeness, see [15] ), but
k-anonymity is still a de-facto standard in real applications.
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– Sensitive attributes: Attributes that contain intrinsically sensitive information
about an individual, e.g., diseases, political or religious views, income.

In presence of identifiers the re-identification risk is clearly maximum (i.e.,
probability of re-identification P = 1), but even if identifiers are removed,
combining QIs individuals can be singled out and this implies a high risk. k-
anonymity condition requires that every combination of QIs is shared by at
least k records in the dataset. A large k value indicates that the dataset has a
low re-identification risk, because, at best, an attacker has a probability P = 1/k
to re-identify a data entry (i.e., associate the sensitive attribute of a record to
the identity of a User). Therefore the (re-identification) risk related to a k-
anonymous data-view v is:

risk(v) = 1/kv × I (4)

where I is the impact. In most cases any identity disclosure is considered
equally important, and, thus for simplicity sake we will set the impact I = 1 this
will allow us to normalize the risk and the trust values to [0, 1] (for a discussion
on the impact normalization, see [1]).

Trust Model: Several definitions have been proposed in for the concept of
Trust in the literature [17]. In this paper, trust plays the role of risk threshold:
a very trusted user is allowed to take a large risk (for a discussion on how
relating this definition with more classical trust metrics, see [1]. We assign trust
level Tuser(u) to the users according to their competence/roles and the tasks this
role is expected to fulfill (see Table 1). Following data minimization policy, a role
should have enough trust to access the resources (data) needed to fulfill these task
and not more. These values are assigned on a scale from 0 to 1, where 0 means
that basically no privacy risk can be taken, therefore impacting significantly the
quality of accessible data; and 1 means the role should be granted access to
maximum amount of data.

Note: the same request can be used to fulfill different tasks in different con-
texts for instance “Perform Maintenance and Improvement tasks” or “React to
a Security Incident” (if an alert is raised). In the latter the need to react to
a security threat overcomes the privacy requirements and the request should
receive more permissive results thus have higher level of trust we will define the
two context-related trust levels as Tcontext(Alert) = 1 and Tcontext(noAlert) = 0

To compute the request trustworthiness (total trust value) we can use the
approach for multi-dimensions trust computation proposed in [22], where the
total trust is computed as weighted sum of trust factor values.

T =
n∑

i=1

Wi × Ti(βi) (5)

with {β1...βn} a set of trust factors and Ti() and Wi respectively the trust func-

tion and weight of the ith trust factors, with
n∑

i=1

Wi = 1 and T ∈ [0, 1]
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We are in a 2-dimensions trust case thus we will express our total trust value
as the following

T (q) = W × Tuser(u) + (1 − W ) × Tcontext(c) (6)

Adjustment Strategies:

Risk Mitigation: A possible way to decrease the disclosure risk is anonymization.
Anonymization is a commonly used practice to reduce privacy risk, consisting
in obfuscating, in part or completely, the personal identifiable information in a
dataset. Anonymization methods include [9]:

– Suppression: Removal of certain records or part of these records (columns,
tuples, etc., such UserId column);

– Generalization: Recoding data into broader classes (e.g., releasing only a Net-
work prefixes instead of IP addresses etc.) or by rounding/clustering numerical
data;

Traditionally, anonymization is run off-line, but more recently risk-based access
control models, which use in-the-fly anonymization as mitigation strategy have
been proposed [2].

Trust Enhancement: Trust enhancement mechanisms can realized by asking the
user to provide additional guarantees (i.e., additional credential) or proofs of
obligation enforcement. In our case, we may require trust enhancement for an
emergency alert, where there is the need to increase the access to the original data
for investigation. This could be implemented as a change in the context, which
impacts the trust value according to Eq. 6, or simply increasing temporarily the
trust of an user Tu (privilege escalation).

4 Experimental Evaluation

We validate our approach by applying the described model to the scenario
described in Sect. 2. The threat detection system is expected to provide real
time and a accurate results. In this section of the paper we will investigate the
impacts our approach has on the functioning of the threat detection system and
whether the expected Performance and Utility matches the requirement of a
real-time.

More in details, as mentioned in Sect. 2 the threat detection system allows
to automatically detect potential attack patterns, and then, if an additional
investigation is needed, a human operator can browse the log data of the events
corresponding to certain pattern for manual inspection.

Ideally, the Operator should be in the position to perform the manual analy-
sis, so to decide if the detected pattern is a false or true positive, on data
where the personal information are anonymized (or in any case, where the re-
identification risk is low). In fact, if the operator has not sufficient information
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to decide, they needs to access less anonymized (more risky) data, or in other
words to get higher access privileges (trust enhancement) getting Administrator
rights, or directly involving an Administrator.

Accordingly, we need to check:

– Utility. Does the model allow a low trusted operator (i.e., small risk threshold)
to perform the investigation in most cases, and relying on trust enhancement
for the remaining cases?

– Performance. Does the additional anonymization step impact real-time per-
formance?

Before addressing these questions (see Sect. 4.6), we need to describe our
prototype implementation (Sect. 4.1), the data set and its classification from a
privacy risk perspective (Sect. 4.2), the selection of typical patterns used for the
validation (Sect. 4.3), the utility measure (Sect. 4.5) and the trust level setting
(Sect. 4.4).

4.1 Prototype Implementation

We developed a prototype of our framework, based on the implementation
described in [3]. Our prototype is implemented in Java 8 and uses SAP HANA
Database. It is composed from 3 main modules:

– The Risk Aware Access Control module: mimics a typical XACML data flow,
providing an implementation of the PDP, the PEP and the PIP functionality
as well as a set of authorization policies.

– The Risk Estimation module: evaluates the privacy risk using pre-configured
criteria (privacy metrics, anonymization technique, identifying information).
It compares the privacy risk to the request trustworthiness level, then produces
an estimation of the minimal anonymization to be applied in order to meet
this level.

– The Trust and Risk Adjustment module: we implemented the Risk Adjustment
Component to perform anonymization. It uses ARX [19] a Java anonymization
framework implementing well established privacy anonymization algorithms
and privacy metrics such as k-anonymity, �-diversity, t-closeness, etc. (the
Trust Adjustment Component was not implemented in this version of the
prototype.)

4.2 Data Set and Privacy Classification

To test the performance of our framework in the TDS use case, we used a data
set containing around 1 bn record of log data collected from real SAP systems
deployed in test environment. The logs data set is composed 20 fields (in Table 2
we present a summery of the most important fields)

As described in Sect. 3.2, to anonymize a data set, we first need to formal-
ize our assumptions on the attributes that can be use to re-identify the entry,
or, in other words, classify the attributes in terms of identifiers, QIs and sen-
sitive attributes. This classification, typically, depends on the specific domain.



294 N. Metoui et al.

Table 2. An extract of the Log dataset columns, privacy classification of each column
and anonymization technique to be applied

Log events data set

Attribute Type Anonymization

EventID Non-sensitive

Timestamp Sensitive

UserId (Origin) Identifier Suppression

UserId (Target) Identifier Suppression

SystemId (Origin) QI Generalization

SystemId (Target) QI Generalization

Hostname (Origin) QI Generalization

IPAddress (Origin) QI Truncation

MACAddress (Origin) QI Truncation

TransactionName Sensitive

TargetResource Sensitive

QIs should include the attributes a possible attacker is likely to have access
to from other sources, whereas sensitive attributes depend on the application
the anonymized data are used for. For example, in our experiments we set (obvi-
ously) User ID as an identifier, and the IP address as a quasi-identifier. Similarly,
we assume that the Transaction name (the called function) cannot provide any
help for re-identification, therefore we consider it a sensitive attribute (and no
anonymization will be applied). Table 2 provides an example of this classifica-
tion, and, for identifiers and quasi-identifiers, the corresponding anonymization
methods applied.

l3

l2

l1

l0

Fig. 2. The generalization hierarchy for host names is organized as following: l1 and l2
are a location based generalization by country then by continent. in level l3 host names
are totally obfuscated and entirely revealed at the level l0.

4.3 Pattern Detection and Investigation

In our experiments we focus on 5 typically Patterns with different and increas-
ing complexity in terms of the size of the returned views and the privacy risk.
Two different kind of queries are used during each phase respectively Detection
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Queries and Investigation Queries. The selected queries {Q1 ... Q5} described in
Table 3 are all Investigation Queries. An Investigation Query is a “SELECT *”
extracting all the details of the events corresponding to certain pattern.

Table 3. Queries: resulting views size and risk level

Query Corresponding pattern View size Risk level

Q1 Brute force attack Large (50550) Very high (k = 2)

Q2 Security configuration changed Large (40300) Medium (k = 7)

Q3 Blacklisted function called Medium (14500) Very high (k = 1)

Q4 Table dropped or altered Small (228) Medium (k = 6)

Q5 User assigned to admin group Very small (12) Very high (k = 1)

4.4 Roles and Trustworthiness Levels

We have 3 roles Operator, Administrator and an Advanced administrator with
increasing access requirements (to fulfill their tasks), and we that expect to
require increasing privacy clearance, or in other words,to be able to accept larger
risk. Usually, for k-anonymity, k values in the range 3−10 are considered medium
risk, k > 10 low risk, and for k ≤ 2 the risk is very high (clearly, for k = 1 the
risk is the maximum, no anonymity) [11]. Therefore we propose the parameter
setting described in Table 4, where for sake of simplicity we have considered a
single trust factor T = Tu (i.e. we set W = 1 in Eq. 6).

Table 4. Users/Roles Privacy clearances and Trustworthiness levels

Role Access
requirement

Privacy clearance Trust level (risk threshold)

Operator Low Minimal (k > 10) Tu ∈ [0.05, 0.1]

Admin Medium Medium (k > 2) Tu ∈ [0.1, 0.5]

Adv. Admin. High Maximum (k ≤ 2) Tu ∈ [0.5, 1]

4.5 Utility Evaluation

The effect of anonymization terms of utility is a widely discussed issue in the
literature several generic metrics have been proposed to quantify the “damage”
caused by anonymization (see [16] for a review). However, these metrics do not
make any assumption on the usage of the data (so called syntactic metrics),
limiting their applicability on realistic use-cases.

Other approaches propose to assess the accuracy loss (Utility loss) of a system
(i.e., IDS in [21], Classifier in [5]) by comparing the results of certain operations
run on original then anonymized dataset using use case related criteria ( i.e., in
the context of a TDS the comparison criteria can be the number False positives)

Although interesting for our context, this approach can not be applied in our
use case, since it assumes that the analysis is run directly on anonymized data,
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whereas, in our use case, the pattern detection is performed on clear data, and
the anonymization is applied only on the results (data-view).

We propose a method combining both approaches and that would include an
evaluation:

– From Syntactic standpoint: The information loss caused by the anonymiza-
tion, we use the Precision Metric that allows us to estimate the precision
degradation of QIs based on the level of generalization with respect to the
generalization tree depth (e.g., for th generalization tree Fig. 2 if we allow
access to continent instead of host-names we used the 3rd level generalization
out of 4 possible levels so dp(hostnames) = 3/4 = 75% precision degradation
for host-names ).

– From Functional standpoint: The effect of this loss on our use case. During
the investigation phase, the operator, mostly, bases their analysis on a sub-set
of attributes, which are different for each attack pattern. Thus we will assign
a utility coefficient uc to different attributes based on the relevance of the
attribute to the pattern/query.

Combining the to approaches we compute the utility degradation of a data-view
v as

Ud(v) =
∑

ai∈A

ucai
× dp(ai) (7)

with A = {a1..ai} the set of attributes in the data set. We also set the precision
degradation of the identifiers to dp(identifiers) = 1 as they will be totally
suppressed after the anonymization.

4.6 Results and Analysis

For our experiments, we want to investigate: (i) Performance: the impact of on-
the-fly anonymization (as risk mitigation strategy) on the performance (response
time). (ii) Utility: we would like to investigate if the quality of resulting data
is generally enough to fulfill the expected tasks for every user/role for various
pattern investigation.

In order to evaluate these aspects we run several experiments considering 5
patterns and 7 users/role with different trustworthiness level, t = {0.055, 0.083}
Operators, t = {0.12, 0.15, 0.45} Administrators, and t = {0.9, 1} Advanced
Administrators. The corresponding size and anonymity level of the views
returned by the queries (corresponding to the selected patterns) are reported
in Table 3. In the rest of this section we will indicate both the queries and the
corresponding views as Q1, Q2, Q3, Q4 and Q5.

Performance and Scalability. To evaluate the the performance of our tool,
including the computational overhead caused by the anonymization, we run
queries Q1, Q2, Q4, and Q5 (described in Table 3) using our access control
prototype experiment, 100 times for each query to average out the variance of
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Fig. 3. Average anonymisation time (horizontal striped bars) and average total
response time (diagonally striped bars) for Q1, Q2, Q4, and Q5 (data-views) and
6 different users (trust levels).

the response time. In Fig. 3 we report the results of the experiments for the four
queries for the 6 trustworthiness levels.

For Q1, we observe that the anonymization process increases significantly
the response time. In fact when the query is carried out by the most trusted
user (t = 0.9), with no anonymization needed, the response time on aver-
age is less then 15 ms (see Fig. 3.Q1, diagonally striped bar corresponding to
t = 0.9). By decreasing the trustworthiness of the requester the view must be
anonymized and the average response time increases to 150 ms in the worst case
(cf. Fig. 3.Q1, diagonally striped bar corresponding to t = 0.055). This time dif-
ference is entirely due to the anonymization time (130 ms, as shown in Fig. 3,
Q1, horizontal striped bars corresponding to t = 0.055). Increasing the trust
level decreases the needed anonymization, but it slightly affects anonymization
time. We can observe a similar behavior in the other queries (see Fig. 3, Q2, Q4,
and Q5), with an increase of response time when anonymization takes place and
no significant variations in performance for different levels of anonymization. For
instance, for Q2 and Q4 we have two views with an already medium level of
anonymity (respectively k = 7 and k = 6),the anonymization (when needed)
still impacts the performance in the same scale then Q1 and Q5 with very low
anonymity level (respectively k = 2 and k = 1).

From these experiments, we observe that when anonymization is applied
the response time increases, but, even in the worst cases, the increase is far
less than one order of magnitude, and, basically, it has no impact on the real-
time response of the system. Moreover, the application of different levels of
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Fig. 4. Average anonymization time variation according to data-view sizes ( for trust-
worthiness t = 0.055).

anonymization (different k in our case) have a small impact. We will investigate
in the next paragraph the effect of the data-view size on the Anonymization and
Response time.

Let us analyze the behavior of the anonymization time increasing the size of
the data set. Typically patterns run in limited time window (e.g., 10 to 30 min)
producing small-sized data-views (i.e., in the range of 10 − 103). To investigate
the scalability of our approach, in Fig. 4, we report the average anonymization
time variation for 5 different data-view {Q1 to Q5} (with 5 different sizes see
Table 3) and a low trustworthiness level (t = 0.055, so anonymization is always
applied). As mentioned above, the worst case (around 5104 records) takes less
than 150 ms, and a linear extrapolation of the data allows as to estimate the
anonymization time for a 105 data view (so, 100 times the typical size) around
200 ms, which it can be safely considered as a real-time response for our use case.
Utility: Trustworthiness levels (i.e., risk threshold) should be set to allow the
best a trade off between data exploitation and privacy protection. In our use case
we set our trustworthiness levels respecting a conventional distribution of privacy
risk levels presented in Table 4, and we would like to investigate the convenience
of this repartition by answering the following question: Do these trustworthiness
levels provide enough data (or data with enough utility) to allow each user/role
to fulfill their tasks described in Table 1. In Fig. 5, we report the the utility
degradation according the six selected trustworthiness levels, representing the
3 roles (reported on the top of the figure). We can observe that the utility
degradation (obviously) decreases as we increase the trust level, with the limiting
case of t = 1 with no utility loss (and no anonymization) for the Advanced
Administrator. For most of the patterns (4 over 5, so except Q5), the Operator
role has a maximum utility loss of 30%, showing that the specific anonymization
transformations applied are strongly decreasing the risk, and limiting the impact
on the utility. That should allow to perform the analysis on the anonymized data,
without the need to enhance the trust level (so no need to get Admin rights).
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Fig. 5. Utility degradation by trust level for different queries

In the case of Q5, the anonymization is not able to significantly decreases the
risk, without largely impacting the utility. In fact, the Operator is left with no
information (utility degradation = 1), and to analyze the result an increase of the
acceptable risk threshold (trust level) is needed. Enhancing trust (i.e. assigning
Admin rights to the Operator) could reduce the utility degradation in the 30%−
40% range, likely allowing the assessment of the pattern result. We should note,
that Q5 is particularly hard to anonymize, because it has a small amount of
events (around 10), and, since k-anonymity is measure of indistinguishability, it
needs strong anonymization.

Figure 5 also shows that in most cases increasing the trust level for Admin-
istrator or even Advanced Administrator (except of course for t = 1, where we
have no anonymization) the impact on utility degradation is moderate: for exam-
ple Q1 and Q4 are almost flat in the Administrator zone, similarly Q2 has a first
drop, and stays flat in the Administrator and Advanced Administrator parts.
In other words, increasing the risk thresholds, we could take more risk, but we
do not gain much in terms of the utility. This counter-intuitive effect is mostly
due to the difficulty to find an anonymization strategy able to equalize the risk
threshold. As mentioned in Sect. 3.1, in practical cases the number of possible
anonymization strategies is limited, and to fulfill the condition of Eq. 1 the final
risk may be quite below the risk thresholds (trust values). In practice, in many
cases, even increasing the risk thresholds (trust values), it is not possible to find
a more optimal (from the utility point of view) anonymization strategy. In Fig. 5
we show the utility loss for four patterns both showing the risk thresholds (dot-
ted lines) and the actual risk achieved after the anonymization. In the ideal case,
the two curves should be the same, meaning that we could always find a trans-
formation that equalize actual risk and risk thresholds (trust), but in practice we
see that we are often far from this optimal condition. For example, for pattern
Q2, with risk thresholds t = 0.15, t = 0.45 (Administrator role) and t = 0.9
(Advanced Administrator), indicated with red circles, we have the same value
of utility degradation. In fact, the anonymization strategy found for t = 0.15
case, corresponds to an actual risk of 0.14 (square dots with a circle in Fig. 5,
upper-right panel), so quite close to the threshold. Increasing the thresholds to
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t = 0.45 and t = 0.9 (round dots with a circle in the figure), no better strate-
gies were found, so the same anonymization strategy is applied, and clearly the
final risk is still 0.14 (and utility is the same), well below the thresholds. Similar
effects are also present for the other patterns.

The experimental analysis shows that adapting the anonymization to the
specific patterns, we can mostly preserve enough information for the investiga-
tion, keeping the privacy risk low. In cases where this is not sufficient, typically
characterized by small data set, the trust enhancement strategy can support the
access to less-anonymized data.

5 Related Work

Privacy Issues in Intrusion Detection: Privacy issues related to shearing
and/or using network and log data in IDS and TDSs has received a growing
interest in the last few years. Several analysis were proposed in the literature
to describe privacy breaches related to sharing and using log data and privacy
preserving approaches have been proposed to address these issues.

A strict enforcement of the need-to-know principle has been proposed for
reducing the likelihood of privacy violations. For example, Ulltveit-Moe et al.
in [31] propose to set two profiles of users according to the expertise level: the
first profile allows monitoring tasks using anonymized data the second consists
of security experts, with clearance to perform necessary privacy-sensitive opera-
tions to investigate attacks. This model clearly increases the privacy protection,
but it is hard to apply in realistic cases, since it relies on anonymizing the entire
(source) data set beforehand, resulting in either low privacy or low utility. In
our approach, we use a similar approach, strictly adopting the need-to-know
principle, but, as described in Sect. 3, the anonymization is dynamically only
on the data set resulting from a pattern, and according to the trust level of
the users/roles. As a result, we can use the better anonymization transformation
depending on the specific utility of each pattern, assuring an increase of both
privacy and utility.

Other works focus on specific anonymization techniques for logs (see [23] for
review), and on measuring the privacy risk. For example, in [30], the authors use
entropy to measure privacy leakage in IDS alerts. We implemented several of
the proposed anonymization techniques in our prototype, and, although based
on k-anonymity, our framework can include other privacy measures by changing
the risk function. More specifically, entropy based privacy metrics can be easily
integrated with k-anonymity approach, as shown in [20].

Risk Based Access Control Systems: Several risk and trust based access
control models have been introduced in the last years. (e.g. [6–8,12,28]), where
for each access request or permission activation, the corresponding risk is esti-
mated and if the risk is less than a threshold (often related to trust) then the
operation is permitted, otherwise it is denied. Cheng et al. [8] estimate risk and
trust thresholds from the sensitivity labels of the resource and clearance level of
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the users in a multi-level-security system. They also consider a trust enhance-
ment mechanism (the authors call it risk mitigation strategy in their paper) that
allow users to spend tokens to access resources with risk higher than their trust
level. The details on how this mechanism can be applied in real cases are not
provided.

Chen et al. [6] introduced an abstract model which allows role activation
based on a risk evaluation compared to predefined risk thresholds. Trust val-
ues are considered, and they impact (decreasing) risk calculation. If risk is too
high, the model includes mitigation strategies, indicated as system obligations.
The paper does not specify how to compute the risk thresholds, trust, and the
structure of obligations. In a derived model [7], mitigation strategies have been
explicitly defined in terms of user obligations (actions that have to be fulfilled
by the user). The model also introduces the concept of diligence score, which
measured the diligence of the user to fulfill the obligations (as a behavioral
trust model), and impact the risk estimation. Another extension has been pro-
posed [2,3], focusing on re-identification risk and anonymization is used as mit-
igation strategy (as in our paper).

Following the original Chen et al. [6] model, these papers consider trust as
part of the risk value. We can essentially map our model to the Chen et al. [6]
approach; in fact renaming the difference R − T as risk in Eq. 1, and explicitly
defining as a threshold the impact of risk mitigation, we obtain mostly the same
model as described in [6]. However, as we discussed in [1], explicitly introducing
the risk/trust comparison allows for: (i) trust enhancement and risk mitigation
strategies are clearly separated, making easier to find an optimal set of strate-
gies to increase access, keeping risk under control, (ii) trust thresholds are not
dependent on the risk scenario, and, if we consider multiple risk factors, we can
compare the overall risk with the trust. Our model addresses these issues, clearly
separating trust aspects from risk.

6 Conclusions and Future work

Motivated by a strong need to improve privacy protection in security monitor-
ing products, such as Threat Detection Systems, we proposed an access con-
trol model able to address their, complex, privacy and utility requirements. We
adapted a Risk-based Access Control approach (described in [1,2]) for a threat
detection solution, where anonymization is dynamically applied to reduce the pri-
vacy risk. Automatically applying specific anonymization strategies, in real-time,
for each pattern, we showed how this model is able to provide a simple solution
for investigating potentially harmful patterns, with a minimal privacy risk. In
the cases where significantly reducing risk results in an excessive degradation
of the quality of data, the model supports mechanisms of trust enhancement to
access less-anonymized data. We also showed that the anonymization step does
not impact the real-time performance of the systems for typical data set.

We based our analysis on real TDS, using a small sample of typical patterns.
A more extensive analysis is needed to be able to implement a robust solution.
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In particular, the parameter setting (risk thresholds) can be complex in presence
of a large number of patterns. In addition, although widely used k-anonymity
has its own limitation, for example, in presence of multiple overlapping data
sets, it is well known that the k-anonymity condition cannot be fulfilled (lack
of composability). Other privacy models exist, such differential privacy, which
could be integrated in our framework.

Acknowledgments. The research leading to these results has received funding from
the FP7 EU-funded project SECENTIS (FP7-PEOPLE-2012-ITN, grant no. 317387)
and EU-funded project TOREADOR (contract n. H2020-688797).

References

1. Armando, A., Bezzi, M., Cerbo, F., Metoui, N.: Balancing trust and risk in access
control. In: Debruyne, C., Panetto, H., Meersman, R., Dillon, T., Weichhart, G.,
An, Y., Ardagna, C.A. (eds.) OTM 2015. LNCS (ISAIH), vol. 9415, pp. 660–676.
Springer, Heidelberg (2015). doi:10.1007/978-3-319-26148-5 45

2. Armando, A., Bezzi, M., Metoui, N., Sabetta, A.: Risk-aware information disclo-
sure. In: Garcia-Alfaro, J., Herrera-Joancomart́ı, J., Lupu, E., Posegga, J., Aldini,
A., Martinelli, F., Suri, N. (eds.) DPM/QASA/SETOP -2014. LNCS, vol. 8872,
pp. 266–276. Springer, Heidelberg (2015). doi:10.1007/978-3-319-17016-9 17

3. Armando, A., Bezzi, M., Metoui, N., Sabetta, A.: Risk-based privacy-
aware information disclosure. Int. J. Secur. Softw. Eng. 6(2), 70–89 (2015).
http://dx.doi.org/10.4018/IJSSE.2015040104

4. Bezzi, M.: An information theoretic approach for privacy metrics. Trans. Data
Priv. 3(3), 199–215 (2010)

5. Brickell, J., Shmatikov, V.: The cost of privacy: destruction of data-mining utility
in anonymized data publishing. In: Proceedings of the 14th ACM SIGKDD Inter-
national Conference on Knowledge Discovery and Data Mining, KDD 2008, pp.
70–78. ACM, NewYork (2008). http://doi.acm.org/10.1145/1401890.1401904

6. Chen, L., Crampton, J.: Risk-aware role-based access control. In: Meadows, C.,
Fernandez-Gago, C. (eds.) STM 2011. LNCS, vol. 7170, pp. 140–156. Springer,
Heidelberg (2012). doi:10.1007/978-3-642-29963-6 11

7. Chen, L., Crampton, J., Kollingbaum, M.J., Norman, T.J.: Obligations in risk-
aware access control. In: Cuppens-Boulahia, N., Fong, P., Garćıa-Alfaro, J., Marsh,
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Abstract. Due to the rapid development of large scale and big data systems,
attribute-based access control model has inaugurated a new wave in the research
field of access control models. In this paper, we propose a novel and compre-
hensive framework for enforcing attribute-based security policies stored in
JSON documents. We build a lightweight grammar for conditional expressions
that are the combination of subject, resource, and environment attributes so that
the policies are flexible, dynamic and fine grained. Moreover, with the approach
of attribute-based access control, it can be applied to specify access purposes
and intended purposes in purpose-based access control models for privacy
protection. The experiment is carried out to illustrate the relationship between
the processing time for access decision and the complexity of policies.

Keywords: Attribute based access control model � Purpose based access
control model � Privacy protection � Privacy preserving

1 Introduction

Since the rapid development of large scale, open and dynamic systems, the short-
comings of traditional access control models (e.g. Discretionary Access Control
(DAC), Mandatory Access Control (MAC), Role based Access Control (RBAC) [1])
have gradually revealed, for example, applied for only closed systems, role explosion,
complexity in compulsory assignments between users, roles, and permissions, and
inflexibility in specifying dynamic policies and contextual conditions. Attribute based
access control models (ABAC) have been recently investigated [2–4] and considered as
one of three mandatory features for future access control systems [5].

Extensible Access Control Markup Language (XACML) 3.0 is an industrial OASIS
standard1 for enforcing access control policies based on attributes, considered as a
predecessor of ABAC. In XACML policies, every operation on attributes even trivial
conditions such as comparison requires function and data type definitions. This has
caused the verbosity and difficulty in the specification of policies. Moreover, XACML
is based on XML, which is not well-suited for Web 2.0 applications.

1 Tran Khanh Dang: https://www.oasis-open.org/committees/xacml/.
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In this paper, our access control model is built on the principle of NIST Stan-
dard ABAC that an access decision is permitted only if the request satisfies conditions
on attributes of subject, resource and environment specified in policies. We also pro-
pose a light-weight grammar based on ANTLR for conditional expressions, which are
human readable text and enough robust to describe complex policies such as user, data,
environment driven policies. Besides, we extend ABAC for data privacy protection.

Privacy is a major concern in both of research and industrial fields due to dis-
semination of personal and sensitive data without user control, especially in mobile and
ubiquitous computing applications and systems. In [6], privacy is defined as the claim
of individuals, groups, or institutions to determine for themselves when, how, and to
what extent information about them is communicated to others. Most previous studies
have considered privacy protection in access control models as constraints on purpose
of data usage. This research area has recently drawn many interests, although it has
developed since 2000 s. However, to the best of our knowledge, no research has
integrated purpose-based access control into attribute-based access control model.

The rest of the paper is organized as follows. Section 2 gives a brief survey of
related works. Section 3 presents the proposed model and introduces the main com-
ponents. Section 4 describes the structure of policies. Section 5 indicates the mecha-
nism of the proposed access control model in details. The experiment for evaluating the
processing time is shown in Sect. 6. Concluding remarks and future work are discussed
in Sect. 7.

2 Related Work

The development of Information Technology, especially in the age of Big Data and the
Internet of Things environment, causes the role explosion problem and increases the
complexity in permission management in the RBAC models which have been domi-
nant for a long time [19, 20]. An emerging interest in addressing these problems is
ABAC models, which can be adaptable with large, open and dynamic environments
[2, 3]. In the common approach of ABAC, according to NIST standard [2], autho-
rization decision is based on rules that simultaneously specify a set of conditions on
numerous attributes such as subject, object, action and environment for a certain valid
permission. Recent developments mostly focus on modeling attribute based access
control to cover traditional models (i.e., DAC, MAC, RBAC) [4, 21–23]. Our paper
takes a new approach at processing conditional expressions in attribute based policies
and proposes an access control model integrating attribute based access control model
with purpose based access control model.

Basically, a purpose compliance check in purpose based access control models
depends on the relationship between access purposes and intended purposes of data
objects ranging from the level of tables to the data cells [7–10]. In the beginning,
Byun et al. [7] proposed the model with two types of allowable and prohibited intended
purposes. It was then extended with an additional purpose, i.e. conditional intended
purpose [9]. Several works have been conducted on enhancing this model by
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combining with role based access control (e.g., [11–14]), implementing with relational
database management systems (DBMSs) with the technique of SQL query rewriting
[15] and integrating with MongoDB [16]. Recently, action-aware with indirect access
and direct access has also been considered in policies [17]. Nevertheless, the research
works have not adopted purpose based access control model as attribute based access
control model. Moreover, the declaration of purposes is mentioned mostly in relational
database systems.

In summary, our work contributes a novel and comprehensive attribute based
access control model with the new approach for policy specification. The proposed
model also integrates the purpose concept to describe attribute based privacy policies
for data privacy protection. Moreover, we use JavaScript Object Notation (JSON),
which is a more light-weight data interchange format than XML and widely used in
Web 2.0 applications as the language for policy specification.

3 FAPAC Components

In this section, we describe the proposed access control model. When a subject s ac-
cesses an object o, the authorization process is carried out through two stages called as
2-stage authorization: (1) access policy authorization and (2) privacy policy autho-
rization. The first step using access policies verifies that the request is legitimate with
rights for the subject to access data. After that, the request is transferred to the second
stage for checking privacy compliance based on privacy policies. The mechanism for
authorization is described in details in Sect. 5.

The following part introduces the components shown in Fig. 1.

ObjectSubject 2-stage Authorization

Access
Purposes

Access
Policies

Privacy
Policies

Intended
Purposes

Access
Actions

Intended
Objects

Access
Subjects

Access
Resources

Access
Environment

Access
Attribute based 

Conditions

Fig. 1. The components of attribute based access control model for privacy protection
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Access policies describe access permissions of subjects on resources, a set of
permitted access purposes, and conditions based on attributes of subject, resource, and
environment as well as obligations that are instructions from the Policy Decision Point
module to the Policy Enforcement Point module to implement before or after an access
is evaluated.

Privacy policies describe access restrictions on data objects which need to be
preserved privacy. Privacy policies are specified through the assignment of intended
purposes for data objects.

Access subjects are entities assigned rights to perform actions on objects.
Access conditions are Boolean combinations of subject, resource and environment

attributes. The condition is specified according to a proposed grammar and parsed by
using open source ANTLR2.

Access Purposes and Intended Purposes. Purpose plays an important role in
privacy policies to describe the reason for data usage. Purpose is classified into two
types: Access Purposes and Intended Purposes. When users send a request to query
data, they must provide their access purpose to the system. The access purpose is then
verified whether the access subject is permitted for using it in the access policy
authorization stage. Meanwhile, Intended Purposes is the set of allowable purposes of
usage defined for data objects. Only data objects which intended purposes contain
access purpose are valid for the request. The concept of purpose is borrowed from other
research works in the series of purpose access control models [7, 8].

4 Policy Structure

In this section, we describe a general structure of attribute based policies and a detailed
structure of access and privacy policies in the proposed model. The grammar for
specifying conditional expressions in policies is also described in this section.

4.1 General Structure

In our system, a policy set includes policies. Each policy includes rules. Each rule
defines a conditional expression that is a critical component in the policy. The rule
returns a value specified in Effect if the condition is true. The target component,
including three sub components Subject, Action and Resource, is used to select
applicable policies for access decision. To avoid conflicts between policies and rules,
the combining rule algorithms such as permit override, deny override, etc. are applied
into the policy set and policies. The solution for using combining rule algorithm is
inherited from XACML [26]. The relationship diagram between policy set, policies and
rules are illustrated in the Fig. 2. The structure of a policy set is indicated by JavaScript
Object Notation (JSON) as follows:

2 www.antlr.org.
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CombiningRuleAlgID: <CombineAlgID>,
Policies: [{

Policy: <policyID>,
CombiningRuleAlgID: <CombineAlgID>,
Target: {

Subject: <subjectID>,
Action: <actionID>,
Resource: <resourceName>},

Rules: [{
RuleID: <ruleID>,
Target: {
Subject: <subjectID>,
Action: <actionID>,
Resource: <resourceName>},

Condition: <conditionalExpr>,
Effect: <effectValue>} ]

}]}

In the above structure, the condition component < conditionalExpr > is written
according to the below grammar:

Fig. 2. The relationship diagram of components in policy set
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It can be seen that the operands in the condition expression are attributes from
Subject, Action, Resource, Resource Content and Environment or specific values. The
values of attributes are loaded from the request context. For missing values, the Policy
Information Point module will look up from database to fulfill the request context.
More details will be presented in Sect. 5.

An example for a rule is shown to demonstrate the above grammar:

//Description: Alice can read patient records only if she 
is the doctor of patients.
RuleID: “ru001”,
Target: {

Subject: Alice,
Action: read,
Resource: patients},

Condition: Subject.role = “doctor” AND       
ResourceContent.doctorID = “Alice”,

Effect: permit

4.2 Policies for Privacy Protection

To specify policies for privacy protection, access purpose is modeled as an attribute of
environment and intended purpose is considered as an attribute of data objects in the
resource content.

For example, the below policy indicates Alice has the privilege to access patient
records with the purpose of research.

RuleID: “ru002”,
Target: {

Subject: Alice,
Action: read,
Resource: patients},

Condition: Environment.AccessPurpose = “research”,
Effect: permit

Take an example that Alice sends a request to database to read patient records with
the access purpose “research”. Then, the request context generated by the Policy
Enforcement Point module is illustrated as follows:

Fine Grained Attribute Based Access Control Model 311



Subject: {
ID: “Alice”,
role: “researcher”},

Action: {
ID: “read”},

Resource: {
name: “patients”,
resourceContent: [

{patientID: “001”,
patientName: “Bob”,
doctorID: “Alice”,
intendedPurpose: [“treatment”, “research”]

},
{patientID: “002”,
patientName: “John”,
doctorID: “Alice”,
intendedPurpose: [ “treatment”]

}]
},
Environment: {

accessPurpose: “research”}

With the above request, the rule “ru002” returns permit and only the information of
Bob is returned to Alice due to (1) Alice has the privilege of using the research access
purpose, (2) the intended purposes of Bob contain “research”. The detail of access
control mechanism is described in Sect. 5.

5 Attribute Based Access Control Mechanism for Privacy
Protection

In this work, we utilize the concepts in XACML such as Policy Enforcement Point
(PEP), Policy Decision Point (PDP), Policy Information Point (PIP), Policy Admin-
istration Point (PAP) and Obligations. Due to space limitation, we do not explain the
functions of these components. More details can be seen at [26]. The below section will
describe the data flow of our model.

The main processes in the data flow of our model depicted in Fig. 3 are described
as follows:

1. PEP receives the access request consisting of the components: subject, action, and
resource.

2. PEP creates another request, called request context, for policy decision from the
access request fulfilled with the attributes of subject, action, resource, and envi-
ronment and then sends to PDP for access authorization.

3. PDP retrieves the list of access policies from database.
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4. For each policy, PDP checks whether the target element of the policy (i.e. subject,
action, resource) matches with the corresponding components of the request con-
text by the Target Matching module. If it returns “successfully matching”, all rules
of this policy are examined. Rules satisfying the target component will be pro-
cessed in the next step.

5. In this step, the condition component of applicable rules is evaluated by the module
ConditionalExpr Parser and Evaluator.ConditionalExpr Parser and Evaluator
uses the open source ANTLR with the grammar presented in Sect. 4.1 to evaluate the
expression.

Depending on the combining rule algorithm specified in the component Combin-
ingRuleAlgID in the current policy, PDP will continue to check the next access rule
(e.g. permit overrides) or terminate with the result deny (e.g. deny overrides). Similarly,
depending on the combining algorithm for policies specified in the component Com-
biningRuleAlgID of PolicySet, PDP will stop with the result of policy evaluation or
keep on checking with other applicable policies.

6. The module Condition Parser and Evaluation sends requests to Policy Infor-
mation Point (PIP) to retrieve values for operands.

Fig. 3. The data flow diagram of the proposed access control model
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7. PIP collects values from the request context and database; and then sends them to
ConditionalExpr Parser and Evaluator for expression evaluation.

8. After evaluating all applicable policies from step 4 to step 7, PDP returns the
response to PEP. The response can be permit or deny.

9. In the case of permit, PEP asks the module Privacy Data Filtering for filtering
data in ResourceContent which are valid for the access purpose.

10. In the case that ResourceContent has not been fulfill in the request context due to
no policy requires resource data, the Privacy Data Filtering module sends the
request to PIP for querying resource content.

11. Finally, PEP calls Obligation Services to perform obligations. Depending on
specification, the obligations are executed before or after PEP returns results to the
requester. The details can be referred at [26].

12. PEP returns data results to the requester.

In this section, we presented the data flow for processing policies in the proposed
attribute based access control model for privacy protection. A prototype with the basic
modules (e.g. PDP and PIP) for access decision is also implemented. The next section
describes several results for evaluating the solution.

6 Evaluation

We carried out experiments about the relevance between processing time of the PDP
module and complexity of rules. The system configuration for the experiments is Dell
Vostro 3650, 8 GB RAM, Intel core i5-3230 M 2.60 GHz. The prototype is imple-
mented by Java SDK, Spring Framework and MongoDB 3.0.7 for storing policies and
data. The target database includes 20 collections with 20 attributes and 200 documents
for each collection generated randomly. Each subject, action, resource and environment
contains 20 attributes.

The following table indicates the results after six experiments. For each experiment,
we measure processing time with three times (e.g. T1, T2 and T3). From the Table 1, it
can be seen that the processing time increases with the complexity of rules. However,
when there was a fivefold and twofold increase in the number of rules from 10 to 50 and
from 50 to 100, the processing time only increased by 2–3 ms, approximately 13–25 %.

Table 1. The results of experiments

ID Number
of rules

Logical expressions
in each rule

Arithmetic
expressions in each
rule

T1
(ms)

T2
(ms)

T3
(ms)

1 1 1 1 5 4 4
2 1 5 5 6 6 6
3 1 10 10 8 8 7
4 10 10 10 12 11 12
5 50 10 10 15 14 14
6 100 10 10 17 17 16
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About the fine granularity, our attribute based access control model can describe
various attribute based policies due to the flexibility of conditional expressions built
under the proposed grammar. Compared to other approaches, our model can specify
policies with the conditions based on the combination of attributes of subject, resource,
and environment. Besides, by using JSON, our model can easily integrate with Web
2.0 applications as web as devices and systems in Internet of Things.

7 Conclusion

In this paper, we have proposed the fine grained attribute and purpose based access
control model for privacy protection with the mechanism of 2-stage authorization.
A conditional expression based on attributes of subject, resource, action and envi-
ronment are built on the ANTLR grammar, which is enough to describe various
policies. Modeling access purpose as the attribute of environment and intended pur-
poses as the attribute of data objects in the resource makes the mechanism simpler but
effective and consistent. In future, we will improve the grammar for the conditional
expression to describe more complex policies which can retrieve data from multiple
sources not only from the request context. Besides that, intended purposes will be
extended for data cells to increase the fine grained level of the proposed access control
model.
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Abstract. Worldwide, there are over 1.65 billion monthly active Facebook
users (MAUs) which is a 15 % increase year over year. What this means for
you: in case you meet any lingering doubts, Facebook is too big to be ignored.
Online social networks (OSNs) offer a useful environment for our social pur-
poses such as sharing information and communicating to with each other.
However, OSNs suffer also high risk of leakage private user information. In this
paper, we present a mechanism for data owner preventing automatically per-
sonal privacy from colluding attack. We approach supporting automatically
making approval for new relationship to shared data basing on historical data.

Keywords: Access control � Online social network � Colluding attack

1 Introduction

In recent years, we have seen a surprising growth of OSNs, and OSNs become more
popular on internet. [1] Following Facebook’s report in 27 April 2016, worldwide, there
are over 1.65 billion monthly active Facebook users (MAUs) which is a 15 % increase
year over year. 1.09 billion users log onto Facebook daily (DAU) for March 2016, which
represents a 16 % increase year over year. The Implication: A huge and vastly growing
number of Facebook users are active and consistent in their visits to the site, making them
a promising audience for your marketing efforts. Every 60 s on Facebook: 510 com-
ments are posted, 293,000 statuses are updated, and 136,000 photos are uploaded. Again,
there are many active users, but also a huge amount of information competing for their
attention, so quality and strategy on your part matter. 4.75 billion pieces of content are
shared daily as of May 2013 which is a 94 % increase from August 2012.
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This means we have a huge amount of privacy information including profile data,
location data, and activities on OSNs. It is a major difficulty to control sharing data to
each other with a trade-off between privacy risk and social benefit. Current OSNs
provide us a mechanism for allowing or denying what friends can access what data.
However, users on OSNs often do not care who can access their shared information.
Further, considered users may take mistakes in sharing data because of lacking of
security skills or no concern about the importance of sharing.

On OSNs, a piece of content belongs to particular people having various connec-
tions. For example, Alice posts an image which Bob is tagged in; Carol likes a Dave’s
comment about some articles else. Thus, concerned users expect to have a mechanism
to define their own access control policies. Users regulate access control policies for the
same shared data, so policy conflict is inevitable. Therefore, OSNs have trend to put
considered policies together to harmonize users’ social purpose with privacy infor-
mation of each particular people. Malicious users make use of collaboration data
sharing on OSNs for colluding to each other to disclose privacy information.

The remainder of this paper is organized as follows: Sect. 2 overviews online social
networks and access control models for them. In Sect. 3, we discuss and present our
mechanism Sect. 4 presents the experimental results. Finally, we discuss conclusion
and future work in Sect. 5.

2 Related Works

2.1 Online Social Networks

Boyd and Ellison [2] defined social network sites (also described as “online social
network” or “social networking services”) as web-based services that allow individuals
to (1) construct a public or semi-public profile within a bounded system, (2) articulate a
list of other users with whom they share a connection, and (3) view and traverse their
list of connections and those made by others within the system. OSNs are graph data
structures. They consist of a finite (and possibly mutable) set of vertices (presenting the
list of users and the list of resource), together with a set of ordered pairs of these
vertices known as edges (presenting the three types of relationship on OSNs:
user-to-user, resource-to-resource, and user-to-resource).

OSNs always encourage users give information as more as possible by declaring
user profile, making new connections. The more frequently you have activity on OSNs,
the more valuable information you supply in OSNs. Analyzers will analyze this valuable
information on OSNs to find out interesting user trends. E.g. Which subjects are
Vietnamese youth interested in? Shopping trends and predictions of U.S. So, it makes a
fast developing of social services for particular purpose (entertainment, travel, shopping,
food & drink, dating, etc.). E.g. If you like travel a lot for going somewhere to discover
lifestyle, and interesting places, a travel social networks will be an excellent tools for
you to browser some recommended information, choose future target, review hotels,
public transportation, etc. However, for this travel OSN is more convenient and useful,
you have to give some information to this OSN, such as: user profile, photos, historical
search places, making review, or rating on historical places which you went to.
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Thus, other can know your interest, your current location, etc. On the other hand, users
have a high risk of disclosing personal information (Fig. 1).

Protecting privacy problem on OSNs was interesting, and attracted attention to
research community soon when it was presented in 1992. Several models have been
proposed to address collaborative systems, usually focusing more on groupware-like
applications. Notable models include Task-based access control [3, 4] and Team-based
access control [5]. Those models are more appropriate for social networks, they are still
lacking in several respects. Simple ACMs have the advantage of being straightforward;
on the other hand, they are not flexible enough. To address these questions, some
classical ACMs have been incorporated in SNs with specific aspects added to the
underlying mechanisms. Other approaches emerged to fit different requirements of
OSNs.

Ralph Gross et al. [6] presented some researches about revelation personal infor-
mation and privacy on OSNs with case study – Facebook. In this work, they raised the
problems which have privacy implications, such as: stalking when using an instant
messenger application, data re-identification, and some fragile privacy protection
problems. Then, Yan Li et al. [7] analyzed them same problem more detail, and
described it systematically. They classified personal information on OSNs in to 3 types:
Personal particular (current city, hometown, sex, birthday, relationship status, high
school, music, books, email, etc.), Social Relationship (incoming friend list, outgoing
friend list), Social Activities (status message, photo, link, comments, like, etc.). Users
on OSNs share their information, interaction with each other by 4 basic functionalities:
Publish, Recommend, Tag and Push. E.g. Alice publishes her personal information;
Bob’s social relationships are recommended to Alice, Alice tags Bob in her social
activity, Bob’s personal information is pushed to Alice’s feed page when Bob publishes

Article 1

Alice

Bob

Carol Dave

Photo 1

Comment 1

Video 1

Post

Tagged
Upload

Colleague

Colleague

Co-worker

ResourceUser

OnEve

Friend

Friend

Colleague

Frank

Friend

LikePost

Fig. 1. A sample of online social networks
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his personal information. They have analyzed the exploits and attacks which may lead
to privacy leakage and to find out suggestions on mitigating the corresponding exploits
and attacks. They are inferable personal particular, cross-site incompatibility, inferable
social relationship, unregulated relationship recommendation, inferable social activity,
ineffective rule update, invalid hiding list.

2.2 Access Control for Online Social Networks

As we discussed, protecting privacy problem on OSNs was interesting for research
community. There are a lots access control model with various approaches were pro-
posed for OSNs. Lorena González-Manzano [8] classified those models into 5 groups:

• Role-Based Access Control: According to Jianguo Li et al. [9], the user plays a
social role when s/he enters a social network site or creates relationships with other
users. For example, when a user enters a university, he gets a social role “student”.
His relationship with other user which has “student” role is “classmate” or
“alumnus”, and the relationship with other user which has “teacher” role is
“teacher-student”. Thus roles have a relational nature and imply patterns of rela-
tionships. Users who are closely related with each other or belong to the same
organization will form a social community (known a group). Every group has a
particular role which associates the group members. When the user enters the group,
he acquires the Group Role.

• Trust-Based Access Control, Barbara Carminati et al. [10] present a model, where
policies are expressed as constraints on type, depth, and trust level of existing
relationships. This model allows the specification of access rules for online
resources which are expressed in Notation 3 Logic (N3), and then evaluated by
Cwm reasoner against the existing relationships in order to generate a proof.Jennifer
Ann Golbeck [11] presents computing and applying trust in web-based social
networks. In her dissertation, she apply approach into some specific domain, such
as: “TrustFilm” this is an application, This is an website that combines trust net-
works with movie information (user’s movie rating, and their friends’). This OSNs
will collect and analysis trust data to recommend concerned film to someone.

• Attribute-Based Access Control
• Relationship-Based Access Control
• And, Ontology-Based Access Control Carminati et al. [12] propose a rule-based

model that defines authorization, administration and filtering policies based on trust
relationships. The model encodes user profiles, relationships, objects and actions in
an ontology-based hierarchy. The model offers a high degree of flexibility in terms
of defining hierarchies of user types, relations, objects and actions as well as adding
new ontology to the knowledge base. The hierarchical structure enables flexible
rules propagation on concepts. OSNAC, an Ontology-Based Access Control Model
for Social Networking Systems [13], is more detailed than the previously discussed
model [14]. Masoumzadeh et al. focus in this model on relationship protection. For
this purpose, the concept annotation is incorporated in access rules, which is a type
of a digital object representing a relationship between an object and a subject.
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Access rules define negative or positive authorization, which can be simple or
advanced when composed by means of disjunctions or conjunctions yielding
multiple authorization rules and delegation of authority from one user to another.

The tendency of access control model for OSNs is incorporating models by utilizing
advantages of those to meet current requirements of OSNs. E.g. Yuan Cheng et al. [15]
extend their model by adding attribute factor to propose Attribute-aware
Relationship-based Access. Control for Online Social Networks. Bruns et al. [16]
fused reason rule factor into [17] to propose Relation based access control through hybrid
logic.

2.3 Access Control for Collaboration Environment

Because each user may have various relationship to the same resource, so each user
desires to regular particular access policies for the same resource. So, each user has a
certain role in control how to access that resource. In that case, OSNs have features of
collaboration environment. Hongxin Hu [18] proposed Multiparty Access Control for
OSNs. In their model, they pre-defined 4 types of relationship between user-to-resource
(Owner, Contributor, Stakeholder, and Disseminator). They describe the processing of
their model into 2 phases: evaluation, decision aggregation (Fig. 2).

Whenever an access request occur, user firstly has one of 4 types of user-to-resource
relationship (Owner, Contributor, Stakeholder and Disseminator) with resource, will
evaluate himself/herself policies to make partial decision deny or allow access infor-
mation. Secondly, system will aggregate all partial decision which has concern with to
make final decision. Policy conflict is inevitable. They present some mechanisms can be
apply to solve this problem, including a voting scheme for decision making of multi-
party control, threshold-based conflict resolution, strategy-based conflict resolution with
recommendation by calculating sensitivity score of each controller on the shared data.
Finally, they have proof the correctness of their mechanism.

Fig. 2. Multiparty policy evaluation process
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3 Our Approach

The key process of this mechanism is analyzing on the historical data between data
owner, existing stakeholders and new candidate stakeholder, when this new candidate
stakeholder requires making a new relationship to something. A candidate stakeholder
is reasonable, if he has a reasonable count of historical data between them. Otherwise,
he is in one of three situations:

– He is a stranger (a newcomer or a new friend), so he has too little relationship with
others.

– He has less activity in OSNs, so that he has little common data with them.
– He is a malicious user who colludes with others stakeholder to disclose data

owner’s personal information.

Our mechanism will calculate automatically the similarity value of new candidate
stakeholder whenever occurrence of request a new connection. The less similarity value
is, the more similar candidate stakeholder is, and the more opportunity request will be
approved.

Given:

• o is the data owner of data d,
• S = {si | i � n} is the set of n stakeholders of data d,
• c is the candidate stakeholder who want to make a new connection to data d.

Our mechanism processes sequentially through 4 steps below:

Step 1: Select m concerned data item d, which satisfy two conditions:

– Its type is the same type of owner’s shared data.
– Its minimum common relationships equals 2, because we cannot require make new

relationships for the person who has only 1 common relationship to each other.

Step 2: Fill weighted value in below table (n + 2 columns, m + 1 rows) by these rules
(Table 1):

wðj; iÞ ¼ 0; j[ 0 ^ relationshipðsi; djÞ 2 R
0:9; j[ 0 ^ relationshipðsi; djÞ 62 R

�

Step 3: Calculate similarity value of each item dj with item d by Distance Formula:

similarityðda; dbÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
nþ 1

wða; iÞ � wðb; iÞð Þ2
r

This means the similarity of 2 data items. The more minimum similarity value is,
the closer they are.
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Step 4: Calculate some average similarity value

real AVG similarity ¼

P
j!m

Similarityðdj; dÞ

m

Some Special Cases:

• When each data item dj has only relationship with candidate stakeholder c, and data
owner o.

case 1 AVG similarity ¼

P
j!m

Similarityðdj; dÞ

m
¼

P
j!m

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
n
ð0:9Þ2

r
m

¼ 0:9
ffiffiffi
n

p

• When each data item dj has relationship with candidate stakeholder c, and every
stakeholders with the exception of data owner o. (the colluding case)

case 2 AVG similarity ¼

P
j!m

Similarityðdj; dÞ

m
¼

P
j!m

ffiffiffiffiffi
n2

p

m
¼ n

Table 1. Weight matrix summarizing relations between m data item

o s1 … si … sn c

d 0 0 … 0.9 … 0.9 0

d1 0 0.9 … 0 … 0.9 0.9

… … … … … … … …

dj n 0 … 0 … 0 0

… … … … … … … …

dm n 0 … 0 … 0.9 0
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• When each data item dj has relationship with candidate stakeholder c, and everyone
(the most similar case)

case 3 AVG similarity ¼

P
j!m

Similarityðdj; dÞ

m
¼

P
j!m

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðnþ 2Þ � 02p
m

¼ 0

• When each data item dj has only relationship with candidate stakeholder c, and with
one stakeholder s (the most different case)

case 4 AVG similarity¼
P
j!m

Similarityðdj;dÞ

m ¼
P
j!m

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2 þðn�1Þ�0:92

p

m

¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2 þðn� 1Þ � 0:92p

• When each data item dj has only relationship with candidate stakeholder c, and with
data owner o, and with one stakeholder s.

case 5 AVG similarity ¼
P
j!m

Similarityðdj;dÞ

m ¼
P
j!m

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðn�1Þ�0:92

p

m

¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðn� 1Þ � 0:92p ¼ 0:9
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðn� 1Þp

Step 5: Make decision on creating a new relationship, based on conditional formula:

allow : real AVG similarity� 1
3

P
i2f1;2;4g

case i AVG similarity

 !

?ask data owner : real AVG similarity[ 1
3

P
i2f1;2;4g

case i AVG similarity

 !
8>>>><
>>>>:

4 Experiments and Results

We are experimenting with the case (given k common stakeholders of data d is between
1 and 12; and n stakeholders, and m historical selected data item is 90) in order to
examine and approve our mechanism (Tables 2, 3 and 4).
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Finally, we choose a specific case (when k – the number of common stakeholders is
4, and the number of common historical data is from 7 to 90) to summarize our method.
In this chart, value of c + o is always less than value of c + k(s), because c + o case is
more similar than c + k(s). We find out avg value by averaging to examine on allowing
to create a new relationship (Fig. 3).

Table 2. Experiments when (candidate stakeholder and data owner) historical selected data item
is between 7 and 90; common users is between 1 and 12.

1 2 3 4 5 6 7 8 9 10 11 12

7 11.6 11.6 11.6 11.6 11.6 11.6 11.6 11.6 11.6 11.6 11.6 11.6

15 5.4 5.4 5.4 5.4 5.4 5.4 5.4 5.4 5.4 5.4 5.4 5.4

22 3.7 3.7 3.7 3.7 3.7 3.7 3.7 3.7 3.7 3.7 3.7 3.7

30 2.7 2.7 2.7 2.7 2.7 2.7 2.7 2.7 2.7 2.7 2.7 2.7

37 2.2 2.2 2.2 2.2 2.2 2.2 2.2 2.2 2.2 2.2 2.2 2.2

45 1.8 1.8 1.8 1.8 1.8 1.8 1.8 1.8 1.8 1.8 1.8 1.8

52 1.6 1.6 1.6 1.6 1.6 1.6 1.6 1.6 1.6 1.6 1.6 1.6

60 1.4 1.4 1.4 1.4 1.4 1.4 1.4 1.4 1.4 1.4 1.4 1.4

67 1.2 1.2 1.2 1.2 1.2 1.2 1.2 1.2 1.2 1.2 1.2 1.2

75 1.1 1.1 1.1 1.1 1.1 1.1 1.1 1.1 1.1 1.1 1.1 1.1

82 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0

90 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9

Table 3. Experiments when (candidate stakeholder and k other stakeholders) historical selected
data item is between 7 and 90; common users is between 1 and 12.

1 2 3 4 5 6 7 8 9 10 11 12

7 159.0 158.6 158.1 157.7 157.3 156.9 156.4 156.0 155.6 155.2 154.7 154.3

15 74.2 74.0 73.8 73.6 73.4 73.2 73.0 72.8 72.6 72.4 72.2 72.0

22 50.6 50.5 50.3 50.2 50.0 49.9 49.8 49.6 49.5 49.4 49.2 49.1

30 37.1 37.0 36.9 36.8 36.7 36.6 36.5 36.4 36.3 36.2 36.1 36.0

37 30.1 30.0 29.9 29.8 29.8 29.7 29.6 29.5 29.4 29.4 29.3 29.2

45 24.7 24.7 24.6 24.5 24.5 24.4 24.3 24.3 24.2 24.1 24.1 24.0

52 21.4 21.3 21.3 21.2 21.2 21.1 21.1 21.0 20.9 20.9 20.8 20.8

60 18.5 18.5 18.5 18.4 18.4 18.3 18.3 18.2 18.2 18.1 18.1 18.0

67 16.6 16.6 16.5 16.5 16.4 16.4 16.3 16.3 16.3 16.2 16.2 16.1

75 14.8 14.8 14.8 14.7 14.7 14.6 14.6 14.6 14.5 14.5 14.4 14.4

82 13.6 13.5 13.5 13.5 13.4 13.4 13.4 13.3 13.3 13.2 13.2 13.2

90 12.4 12.3 12.3 12.3 12.2 12.2 12.2 12.1 12.1 12.1 12.0 12.0
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5 Conclusion and Future Work

In this paper, we present a supporting automatically mechanism for data owner pre-
venting personal privacy from colluding attack on Online Social Networks. This
method can automatically approve or deny making relationship by calculating

Table 4. Experiments when (candidate stakeholder, data owner, and k other stakeholders)
historical selected data item is between 7 and 90; common users is between 1 and 12.

1 2 3 4 5 6 7 8 9 10 11 12

7 38.4 36.6 34.7 32.7 30.6 28.3 25.9 23.1 20.0 16.4 11.6 0.0

15 17.9 17.1 16.2 15.3 14.3 13.2 12.1 10.8 9.4 7.6 5.4 0.0

22 12.2 11.6 11.0 10.4 9.7 9.0 8.2 7.4 6.4 5.2 3.7 0.0

30 9.0 8.5 8.1 7.6 7.1 6.6 6.0 5.4 4.7 3.8 2.7 0.0

37 7.3 6.9 6.6 6.2 5.8 5.4 4.9 4.4 3.8 3.1 2.2 0.0

45 6.0 5.7 5.4 5.1 4.8 4.4 4.0 3.6 3.1 2.5 1.8 0.0

52 5.2 4.9 4.7 4.4 4.1 3.8 3.5 3.1 2.7 2.2 1.6 0.0

60 4.5 4.3 4.1 3.8 3.6 3.3 3.0 2.7 2.3 1.9 1.4 0.0

67 4.0 3.8 3.6 3.4 3.2 3.0 2.7 2.4 2.1 1.7 1.2 0.0

75 3.6 3.4 3.2 3.1 2.9 2.6 2.4 2.2 1.9 1.5 1.1 0.0

82 3.3 3.1 3.0 2.8 2.6 2.4 2.2 2.0 1.7 1.4 1.0 0.0

90 3.0 2.8 2.7 2.5 2.4 2.2 2.0 1.8 1.6 1.3 0.9 0.0

Fig. 3. Experiments (three cases and average value) when historical selected data item is
between 7 and 90; real common users is 4 over 12.
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historical data. In our future work, we will study how to determine the threshold values
used in this paper effectively and efficiently according to Social networks sample data
from Stanford Large Network Dataset Collection [19].
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Abstract. Recommender systems (RSs) suggest a list of items to users by using
collaborative or content-based filtering. Collaborative filtering approaches build
models from the user’s past behaviors (items previously purchased or selected
and/or numerical ratings given to those items) as well as similar decisions made
by other users, while content-based filtering approaches utilize attributes of the
items to recommend additional items with similar properties. Although RS is
aplied in many real systems, it has several problems that need to be solved, e.g.,
cold-start (new users or new items) problem, data sparse problem, and especially
data scarcity problem since most of the users are not willing to provide their
opinions on the items. In this work, we present a semantic approach to recom‐
mender systems, especially for alleviating the sparsity and scarcity problems
where most of the current recommendation systems face. We create a semantic
model to generate similarity data given an original data set, thus, the prediction
model has more data to learn. Experimental results show that the proposed
approach works well, especially for sparse data sets.

Keywords: Recommender systems · Ontology · Data scarcity · Semantic
recommender systems

1 Introduction

Recommenders Systems (RS) help users to tackle the overloading problem by effec‐
tively presenting new contents adapted to the user’s preferences. This system is a type
of information filtering system. Indeed, RS is used to predict preference or rating that
user may like or rate on an item which has not been seen in the past (item could be song,
movie, video clip, paper, task, course… [15, 16]). For example, in an online shopping
system such as Amazon, to maximize the user shopping capability, the system usually
takes into account which user likes which item based on using the past behaviors of the
user (these behaviors could be the user’s rate, number of clicks, browsing time… on an
item). Using these behaviors, the system can automatically predict the items, which the
user may prefer and then recommend them to him/her [13].

However, current recommendation algorithms commonly suffer from data sparsity
and scarcity problems where the models have not enough data to learn.

In this study, we present a semantic approach to recommender systems by using an
Ontology model. From this semantic model, we can generate similarity data so that the
prediction model has more data to learn. We step-by-step present how to build the
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semantic model as well as how to integrate this model to the recommender systems.
Finally, we evaluate the proposed approach by using several public data sets.

2 Related Works

Several works have been published in using semantic for recommender systems,
however, each work has its own different purpose [14].

In [10], an ontological user profiling is employed for recommending academic
research papers. While relationships are rich in semantics, the authors found that this
approach has some limitations, as it fails to consider other types of concept relationships.
The authors proposed a classification algorithm, based on the k-Nearest Neighbor clas‐
sifier, that assigns topics to papers and the model predict topics for articles of similar
neighbors.

The Hermes framework [6] offers a semantic-based approach for retrieving news
which is directly or indirectly related to the concepts of interests from the domain
ontology, which is called the knowledge base. The ontology consists of classes, e.g.,
Company and CEO, and the relationship between these classes, e.g., is CEOOf and has
CEO. A concept is defined as either a class or an instance of a class, e.g., Company and
Microsoft. The Hermes News Portal (HNP) is a Java implementation of the Hermes
framework [6]. It allows the user to query the news and views the knowledge base. It
uses Jena library for manipulating and reasoning with the OWL ontologies. For
querying, it employs SPARQL and tSPARQL, which add time functionalities to the
queries. The classification of the news is done using GATE [8] and the WordNet [3]
semantic lexicon. Author used TF-IDF and Jaccard similarity for finding similar articles
to recommend for users.

Ontologies can be used to improve content-based search, as seen in OntoSeek [7].
Users of OntoSeek navigate the ontology in order to formulate queries. Ontologies can
also be used to automatically construct knowledge bases from web pages, such as in
Web-KB [5]. Web-KB takes manually labelled examples of domain concepts and
applies machine-learning techniques to classify new web pages. On the basis of auto‐
mated capture of information as well as user interests serve the recommendation.

Another relevance system is CiteSeer [1], which uses content-based similarity
matching to help searching for interesting research papers within a digital library. It used
Jaccard coefficient and TF-IDF similarity.

Quickstep recommender system is proposed in [7, 11]. This system combines AKT
ontology and OntoCoPI which has been shown that the system can reduce both the cold-
start and interest-acquisition problems. Quickstep is a hybrid recommender system,
addressing the real-world problem of recommending online research papers to
researchers. User browsing behavior is unobtrusively monitored via a proxy server,
logging each URL browsed during normal work activity. A nearest-neighbor algorithm
classifies browsed URL’s based on a training set of labelled example papers, storing
each new paper in a central database.

In [12], the research approaches a search architecture that combines classical search
techniques with spread activation techniques applied to a semantic model of a given
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domain. Spread activation techniques are used to find related concepts in the ontology
given an initial set of concepts and corresponding initial activation values. In this
approach, the structure inherent in the basic ontology used clearly and automatically in
training and updating the user profile. The authors use cosine similarity measure to
compare the similarity of two documents. Research uses Protégé tools for building
ontologies and uses SPARQL as a data query language.

Many researches have been focused on exploitation of semantics to improve the
technical quality of their prediction. Most of them use the same approach semantics
(semantic similarity) to enhance the performance of the approach based on the content,
however, there are also some systems using collaborative filtering methods based on the
user’s profile stored in the Ontology. For example: ePaper [9] is a recommender system
of scientific papers using the inheritance relationships of concepts in the domain to
calculate the combination of concepts and describes an item concept which is collected
from the user’s preferences. FOAFing music project [4] is a recommender system using
standard music vocabulary FOAF to set up user profiles and exploit the semantic
description of songs, mainly the relationship of technology officers, to find similar songs
listening habits of users to implement recommend.

Another recommender system uses semantic inference methods in both phases of
the process that AVATAR [2] which is a recommender system for TV channels using
back-propagation method (upward-propagation) and semantics similarity methods.

In this work, we focus on pre-learning step, which means that we propose building
sematic model to generate more data before training the prediction model.

3 Proposed Approach

In this study, we propose a semantic approach to recommender systems. The purpose is
to overcome the sparsity and scarcity problems in the current recommender systems.
We create ontology models to store the items so that given an active item, the models
can easily retrieve other semantically similar items which are already having user rating/
feedback in the past.

The main idea of the proposed approach is given by a following example. Suppose
in the past data we have “John like a car (e.g., Toyota Camry car) very much”. In this
example, the user is “John”; the item is “Toyota Camry car”; and the rating is “5 stars”.
Using the proposed semantic model, we can find the (top-N) highest similarity cars in
the ontologies and assign them with the same user (John) and the same rating (5 stars).
Thus, the original data set can be enriched after applying the proposed semantic model.

Moreover, this approach can also be used for the cold-star (new user) problem where
the new user comes to the system in the first time and has no rating/feedback in the past,
as introduced in the first case of the following figure.

3.1 Overall Model for Integrating Semantic into RS

An overall model for integrating semantic into recommender systems is proposed in
Fig. 1. There are two possible contexts in this model.
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Fig. 1. Overall model

Context 1: For new users and guests. In this case, the users do not have any feedback/
rating information in the system, i.e. they have no “User-ID”, thus, the RS cannot
recommend the items to those new users. However, in the proposed semantic model, we
can provide recommendations for them easily by the following steps.

Step 1 (basic recommendation): The system recommends n-Top items for the user
by using popular methods, e.g., most popular items, most buying items, most viewing
items, or the new items, etc. This case depends on specific objectives of the application

Step 2: After the user chooses or views or even rates for an item, the system starts
processing in the Ontology to find and recommend top-N items that are semantically
similar to the active item (the item that is currently interacted with the user).

Context 2: For existing users. For the users who already have their information in the
system, i.e., they had “UserID” and historical feedback (rating), the system recommends
items to them as the following steps

Step 1: The system uses recommender algorithms, e.g., matrix factorization, to give
n-Top items that the users might be interested.

Step 2: After the user chooses, views or rates for an item, the system start processing
in the Ontology to find all items with semantically similar to the active item. Then, this
result is combined with the results in the Step 1 to returns n-Top items for the current
user. This can be considered as an ensemble approach.

For building the semantic model for RS, we will describe the structure of the
Ontology as well as how to integrate it to the recommender system.
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3.2 Ontology Structure

In order to store the items for processing as described in Fig. 1, the Ontology structure
(RDFS Graph) is proposed Fig. 2. In this structure, the RDFS:Class is the class of all
classes, RDFS:subClassOf transfers properties of the superclass rs:item into the new

Fig. 2. Ontology structure

Fig. 3. An example of ontology structure
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class rs:sub_item, RDFS:domain specifies domain of an attribute, RDFS:range specifies
range of properties, rdf:property is the class of all properties, rdf:type specifies class of
new classes or resources. In particular, for each instance of the Item class, we have many
[privateproperty] and that is the same for each subclass of the Item class. This depends
on the particular data set which is used to build the Ontology.

An example for this structure is presented in Fig. 3. This figure demonstrates for a
record in MovieLens data set, which will be described in the experimental section, for
example:

(Movie_id=1, Movie_title=Toy Story (1995), Video_release_date=01-Jan-1995,
Movie_genre (attributes) = {Comedy, Amination, Childrens}

This record will then be mapped (dash arrows) to the ontology structure as seen in
the below part of Fig. 2.

3.3 Building the Ontology

To be able to store and retrieve the items that the users rated in the past, we propose to
build an Ontology as modeled in Fig. 2. This Ontology can be shared and reused of the
knowledge of a domain. For building the Ontology, we perform the following steps:

Step 1. Create an empty OWLModel
Step 2. Using the structure in Fig. 2, we create a Class Item type, all classes [Private‐

properties] and [Publicproperties]; note that [Privateproperties] belongs to Item
domain, and [Publicproperties] is the [Class] type

Step 3. Create an instance of the class [Publicproperties], i.e., its corresponding Indi‐
viduals

Step 4. Read each item from data. Each ItemID is an Individual (instance of the class
Item) and the subclass is sub_item; Each item’s properties is properties of
Individual that has just created; Note that every [Publicproperties] is the prop‐
erty of Individual of class [Publicproperties] that was created in step 3;

3.4 Integrating Ontology into the Recommender Systems

To integrate Ontology into RS, the system needs to transfer the active ItemID which the
current user is currently selecting/viewing to the RS-Integration as in Fig. 4. The main
idea of this function is to combine the results from the recommender system with a list
of items which have the highest semantic similarity retrieved from the Onlology for the
active item.

In this study, we have used Jaccard coefficients similarity to calculate the similar
between items which are stored in the ontology structure. Jaccard index, also known as
Jaccard coefficients similarity, is a statistical coefficient was used to compare the simi‐
larities and diversity of the sample (sample sets). Jaccard coefficients similarity between
samples A and B is defined as
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3.5 Data Enrichment from Semantic Model

For tackle the problem of data sparsity and scarcity, we propose using semantic model
to generate similarity data. The generation procedure is described in Fig. 5. This process
is done through two main stages, as follows:

Fig. 5. Procedure for data enrichment

Fig. 4. Integrated procedure
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Stage 1: Preparation. 
– Prepare data (collect the data from public data sets which have rating/feedback in the

past). This data will be used for building semantic models.
– Sort the data (ASC/ DESC) by the UserID.
– Store the items to the Ontology structure as described in Sessions 3.2 and 3.3.

After data preparation phase is completed, we proceed to stage 2 for generating data.

Stage 2: Data enrichment. In this stage, we use the Ontology to retrieve all the rated
items which are semantically similar to the given item.

After having enrichment data set, we can build the prediction model by using any
method in recommender system. For testing purpose, in this work we have used the
state-of-the-art method in Collaborative Filtering, which is Matrix Factorization [13,
14], however, other methods can also be applied.

Matrix Factorization (MF) is a technique that decomposes (approximately) a large
matrix X into two smaller matrices W and H, such that X can be rebuilt from W and H
as closely as possible [14], that means , as illustrated in Fig. 6. In this figure,
W ∈ ℜ|U|×K is a matrix where each row u is a vector with K latent factors which describe
for user u; and H ∈ ℜ|I|×K is a matrix which each column i is a vector with K latent
factors that describe for an item i (please note that K<<|U| and K<<|I|)

Fig. 6. Matrix factorization

Let  and  be the elements of W and H, then the rating by user u on item i is
predicted by:

(1)

The critical issue in the MF is to determine the values of two parameters W and H.
These two parameters can be obtained by optimizing an objective function such as in
the following (this optimizes for the squared error)
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After optimization process, we get the parameters W and H, then we can predict for the
unseen data using formula (1). Please see more details in [13, 14].

4 Experimental Results

4.1 Data Sets

(a)Movielens data set (www.grouplens.org/datasets/movielens). This data set has
many different versions: MovieLens 100 k, MovieLens 1 M and MovieLens 10 M. In
this work, we have used the MovieLens 100 K which has 100,000 rating and it made by
943 users on 1682 films; each user rates for a films from 1 star (the worst) to 5 stars (the
best). This data set is not sparse since we have counted that there are at least 100 ratings
per user. The Movielens data set also has several attributes that can be used for building
the Ontologies of the proposed semantic model, for example: movie title, IMDb URL,
movie genre (action, adventure…), etc.

(b)MovieTweetings dataset. This dataset is available at github.com/sidooms/Movie‐
Tweetings. This is a dataset including the rating of 3,906 films collected on the Twitter
website. MovieTweetings data is classified into the specific data segments: 10 k means
previous data set collected 10,000 reviews; and 20 k means data collected before 20,000
reviews and similar data sets 200 k; This dataset also has several attributes, e.g.,
movie_title, movie_year, genre,… In this work, we have used MovieTweetings 10 K
dataset; The original rating is assigned from 1 to 10.

(c)Restaurant & Consumer Data dataset (RCData). This dataset is stored at
archive.ics.uci.edu/ml/machine-learning-databases/00232. It was collected from a part
of the Restaurants recommender system rated by customers in Mexico City. Several
attributes of this data set can be used to create Ontologies, such as Alcohol,
Smoking_area, Accessibility, other_services, etc.

Table 1 presents the number of users in each data set on average. For the Movielens
data set, it is not sparse while the Movietweetings and RCData are very sparse.

Table 1. Average number of ratings per user

Data sets Number of users Number of ratings AVG rating
MovieLens 943 100,000 106
Movietweeting 3,794 10,000 3
RCData 138 1,161 8
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4.2 Data Pre-processing

In order to store the Items in the Ontology structure in Fig. 2, the data needs to be pre-
processed. For this purpose, we have presented Items as the following format

For example: the MovieLens data is stored as the following:

4.3 Evaluation Measures

In this work, we have evaluated the models using 3-folds cross validation. The popular
measures in RS, which are Root Mean Squared Error (RMSE) and Mean Absolute Error
(MAE), are used for assessment. These measures are defined as the following formulas:

Where  is the test set; U: the set of users; I: the set of items; :
actual value (rating); : predicted value.

4.4 Experimental Results

The information from each data set before and after generating using semantic model is
presented in Table 2. From these results, we can see that the MovieLens100 k data set
after enrichment increases by 12.8 times compared to the original training data; For
MovieTweetings and RCData data sets increase 41.34 and 4.15 times, respectively.

Table 2. Statistics on original data and enrichment data
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Experimental results using RMSE and MAE on 3 data sets are presented in Figs. 7
and 8. In these results, we have used the same well-known technique in RS, which is
Matrix Factorization [13, 14], on the original data (denoted as OldData) and enrichment
data by using semantic model (denoted as SemData).

Fig. 7. RMSE results

Fig. 8. MAE results

From these results, we can see that by using semantic model to generate more data,
the prediction model has more data to learn, thus, the model can reduce the prediction
errors on both RC-Data and Movie Tweetings data sets, especially the error is signifi‐
cantly reduced on Movie Tweetings data set.

However, using enrichment data on Movielens data set, it does not help but
producing negative results. The reason for this case is that the Movielens data set is not
sparse (more than 100 ratings per each user, on average) thus, after generating more
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data, the model gets over-fitting. These results help us validating that the proposed
semantic recommendation approach can be used for tackling the sparsity and scarcity
problems.

5 Conclusions

In this work, we have proposed a semantic approach to recommender systems, especially
for alleviating the sparsity and scarcity problems where most of the current recommen‐
dation systems face. We create a semantic model to generate similarity data given an
original data set, thus, the prediction model has more data to learn. Experimental results
show that the proposed approach works well, especially for sparse data sets.

Using semantic model for tackling the cold-start (new user/ new item) problem could
be a potential topic for future work.
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Abstract. Ontologies play an important role of the applications in recent years,
especially on the Semantic Web, Information Retrieval, Information Extraction, and
Question Answering. Ontologies are used in order to specify the knowledge that is
exchanged and shared between the different systems. Ontologies define the formal
semantics of the terms used for describing data, and the relations between these
terms. Hence, one of the important steps for building the domain specific ontology
is to construct the semantic relations among the terms of the ontology. This paper
represents our proposed method for automatic semantic relation extraction from
text documents of the ACM Digital Library. A random sample among 170 catego‐
ries of ACM categories is used to evaluate our proposed method. Results generated
show that our proposed method achieves high precision.

Keywords: Semantic relations · Computing domain ontology · Information
extraction

1 Introduction

Ontology is defined as formal and explicit specification of shared conceptualization [1].
It represents knowledge in structured form suitable for inference and reasoning over
knowledge. However, the development of domain ontology is not a trivial task and
consumes important resources in term of time and mone. In order to build ontologies,
especially the domain specific ontologies, we must explore many resources related to
domain specific for the extraction of concept instances and semantic relations. Malaisé
[2] used lexical syntactic patterns to detect semantic relations between the main terms
of definition in order to help terminologist build structured terminology following these
relations. Their research achieved good results. With the dramatic increase of data, the
automatic semantic relation construction from text documents plays an important role
in semantic applications. Numerous studies and tools can already be found in the scien‐
tific literature. They include Gate, Termine, Stanford CoreNLP, etc. Generally, they can
detect and extract semantic relations on the different domains. Unfortunately, existing
tools suffer from two main limitations. The first is that the precision factor is not high
since they can use in any domain, not only focus on the Computing domain. The second
limitation is that they cannot detect semantic relations, such as synonyms, hyponyms,
and hypernyms among the instances. Our goal is to automatically identify the semantic
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relations that might be found in text documents of the ACM Digital Library. Afterward,
we extract these relations in order to enrich domain specific ontology. This ontology can
be used in many applications, such as Information Retrieval, Information Extraction,
Question answering focusing on the Computing domain. For this purpose, we propose
a methodology, which combine Natural Language Processing (NLP) and statistical
method. In order to evaluate this methodology, we use three measures, namely Precision,
Recall and F-Measure. The evaluation results prove the effectiveness of the proposed
methodology.

Our key contribution are as follows: (i) we propose a hybrid approach combining
NLP and statistical method for semantic relation extraction from text documents
focusing on the Computing domain; (ii) the semantic relations is not only synonym,
hyponym, hypernym relations, but also the other relations such as IS-A, PART-OF,
MADE-OF, ATTRIBUTE-OF, etc.

The rest of this paper is organized as follows: Sect. 2 examines related work;
Sect. 3 introduces the proposed methodology; Sect. 4 illustrates the experimental results;
Sect. 5 discusses conclusions and future work.

2 Related Work

Information extraction is an important research topic in NLP, especially relevant to
extracting semantic-oriented data. Gomez et al. [3] built a semantic interpreter to assign
meaning to the grammatical relations of the sentences when they constructed a knowl‐
edge base about a given topic. Kongkachandra et al. [4] proposed semantic based
keyphrase recovery for domain-independent key-phrase extraction. In this method, he
added a key-phrase recovery function as a post process of the conventional key-phrase
extractors in order to reconsider the failed key phrases by semantic matching based on
sentence meaning. Zoudong et al. [5] proposed novel tree kernel-based method with rich
syntactic and semantic information for the extraction of semantic relations between
named entities. Abacha et al. [6] built a platform MeTAE (Medical Texts Annotation
and Exploration). This system allows the extracting and annotating of Medical entities
and relationships from Medical text. He relied on linguistic patterns to detect the
semantic relations in medical text files. Jayatilaka et al. [7] constructed ontology from
Web pages. He introduced web usage patterns as a novel source of semantics in ontology
learning. The proposed methodology combines web content mining with web usage
mining in the knowledge extraction process. Li et al. [8] extract semantic relations
between Chinese named entities based on semantic features and the Vector Space Model
(VSM).

Those researchers attempt were meant to identify the semantic relations from web
documents or text documents in order to construct the ontology. They either used NLP
processing techniques, the statistical method, or the machine learning approach in the
ontology learning process. However, the precision and the recall of those approaches
are not high and the type of semantic relations is limited. Our research combines NLP
with statistical for identifying and extracting the semantic relations among instances of
domain specific ontology.
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3 Automatic Semantic Relation Extraction from Text Documents

3.1 Computing Domain Ontology (CDO)

Formally, an ontology can be defined as the tuple [9]:

Where,
C, is set to consist of classes. In this ontology, C represents categories of computing

domain (e.g., “Artificial Intelligent, hardware devices, NLP” ∈ C); I is set of instances
belong to categories. In this ontology, set I consists of computing vocabulary (e.g.,
“robotic, Random Access Memory” ∈ I); S = NS ∪ HH ∪ YH is the set of synonyms,
hyponyms and hypernyms of instances of set I; N = NS is set of synonyms of instances
of set I; H = HH is set of hyponyms of instances of set I; Y = YH is set of hypernyms
of instances of set I; B = {belong_to (i, c) | i ∈ I, c ∈ C} is set of taxonomy orders
between concepts of set C and instances of set I and are denoted by {belong_to (i, c) | i
∈ I, c ∈ C} meaning that i belongs to category c; R = {rel (s, i) | s ∈ S, i ∈ I} is the set
of relationships between terms of set S and instances of set I and are denoted by {rel (s,
i) | s ∈ S, i ∈ I} meaning that s is relationship with i.

The purpose of this paper is to automatically extract the relationships in the set R.
This process includes two steps, the first step is to identify the instances and the second
step is to identify the types of relationships between them. In addition, all concepts and
instances of this ontology focus on the Computing domain; therefore, this ontology is
called as Computing Domain Ontology (CDO). The overall hierarchy of CDO is shown
in Fig. 1.

Fig. 1. CDO hierarchy is presented by Protégé
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3.2 Identifying the Semantic Relations Among the Instances of CDO

Definition 1. Semantic relations – Semantic relation is the primary building block of
many NLP applications, such as Ontology Learning, Question Answering system.
Different types of semantic relations are mentioned in literature, such as hypernym,
hyponym, synonym [10].

After selecting the instances from the above step, the next step is to identify the types
of semantic relations among the instances. Besides the semantic relations such as syno‐
nyms, hyponyms and hypernyms relations, in this paper, we introduce some others,
namely IS-A, PART-OF, MADE-OF, DELIMITED-BY, TAKES-PLACE-IN,
ATTRIBUTE-OF, RESULT-OF, AFFECTS.

IS-A: this generic-specific relation reflects hierarchical inheritance in network of
concepts. All entities are categorized as instances of a particular class. Class can become
instances of a particular class. Thus, any concepts can be linked to its immediate super‐
ordinate concept. For example, Random Access Memory (concept) is a core memory
(concept) in the computer.

PART-OF: this relation also reflects the hierarchical structure of the domain. This
relation directly refers to the parts of each concept in a sentence. For example, Random
Access Memory (ROM) (concept) is part of memory (concept).

MADE-OF: this relation links to concepts, which made of material concepts. For
example, Integrated Circuit (IC) Chip can be made of a semiconductor material.

DELIMITED-BY: this relation marks the boundaries, dividing one concept from
another. This is a domain-specific relation, mainly for the concepts, which are belonged
to different topic in the field of Information technology. This relation usually is repre‐
sented by a number of verbs, such as include, delimit, limit, circumscribe, restrict, etc…
For example, the processing of computer is restricted by CPU, RAM.

TAKES-PLACE-IN: this relation describes the context of processes, which are related
to spatial and temporal dimensions. A number of verbs represent this relation, such as
happen, occur, take place in, etc. For example, in order to tackle the conflict of process,
time scheduling takes place in the Operating System.

ATTRIBUTE-OF: this relation is only useful for concepts designated by specialized
adjectives, such as strong, powerful, etc., or nouns that define the properties of other
concepts. For example, these router devices are powerful and useful in network.

RESULT-OF: this relation is relevant to either processes or entities that are derived
from other processes. For example, as a result of the inconsistency, this file is considered
corrupted.

AFFECTS: this relation, along with RESULT-OF, are crucial semantic relations in the
knowledge base for both can relate all kinds of concepts in the ontology.
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WordNet is used in order to construct the synonym, hyponym and hypernym
relations. The others are constructed based on SLDP. We propose two algorithms for
identifying the semantic relations as follows.

Example 1. The synonyms, hyponyms and hypernyms of the instances are constructed
after applying algorithm 1 as shown in Table 1.

Table 1. The synonym, hyponym and hypernym relations of the instances

Instances of
Ingredient layer

Synonyms Hyponyms Hypernyms

NLP Natural Language
Processing

Informatics’, informa‐
tion processing

Data structure Hierarchical structure Organization, system
Computer Network Internet, intranet,

WAN
Electronic network

RAM Random Access
Memory

Core memory Volatile storage
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In the algorithm 2, the function sentence_refine(sentence) will refine the sentence
by SLDP. It means that we eliminate the unnecessary words in the sentence based on
the dependency tree generated by SLDP. Some examples are shown in Table 2.

Table 2. Examples of eliminating unnecessary words.

The Original sentences Sentences refined using SLDP
COBOL is not a popular programming
language in recent years.

COBOL is not a popular programming
language.

Oracle database is one of the Relational
Database Management System.

Oracle database is Relational Database
Management System.

In my opinion Java Language is an
object oriented programming language

Java Language is an object oriented
programming language

The semantic relations are shown in Fig. 2.

Fig. 2. The semantic relations are represented in CDO.

4 Experimental Results

4.1 Comprehensive Evaluation Method

The proposed approach is evaluated by three measures, namely Precision, Recall and
F-measure. These measures are calculated by each category in CDO as below:

(1)

(2)
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(3)

Where Ci represents a category in CDO and correct, wrong, missing represent the
number of correct, wrong, missing, respectively. We pick a random four categories from
ACM Digital Library as below:

• One corpus with 100 papers in Assembly Language category; One corpus with 100
papers in Database System category; One corpus with 100 papers in Software Engi‐
neering category; One corpus with 100 papers in NLP category.

The experimental results are shown in Table 3.

Table 3. Comprehensive evaluation method

Categories Precision (%) Recall (%) F-measure (%)
Assembly language 85.61 56.14 67.81
Software engineering 93.47 81.16 86.88
Database system 82.53 71.07 76.37
NLP 89.18 85.31 87.20

4.2 Comparative Evaluation Method

We use Stanford CoreNLP [11] for comparative evaluation method. Stanford CoreNLP
is a tool for extraction of instances and relations among instances from text documents.
Stanford CoreNLP supports the API functions to develop the applications related to
NLP. In order to compare the results, we pick a random two categories from the ACM
Digital Library as below:

• One corpus with 100 papers in Assembly Language category.
• One corpus with 100 papers in Database System category.

The experimental results are shown in Table 4 as below.

Table 4. Comparative evaluation method

Categories Precision (%) Recall (%) F-measure (%)
Assembly language 85.61 56.14 67.81
Database system 82.53 71.07 76.37
Assembly language
(CoreNLP)

69.46 62.13 65.59

Database system
(CoreNLP)

62.37 73.75 67.58

The scores reported in Table 4 reveals that the precision and F-measure of our
proposed approach are higher than the CoreNLP tool but the recall is lower. Generally,
our proposed method outperforms the Stanford CoreNLP tool. In the future word, we
will enrich CDO from the other corpora to improve the recall factor.
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5 Conclusion

Our experiment extracted the semantic relations from text documents based on WordNet
and the NLP tools such as OpenNLP, SLDP in order to build an ontology on the
Computing domain. After using the OpenNLP tool to chop sentences, we apply SLDP
for POS tag and using Information Gain to filter instances before inserting to Computing
Doman Ontology. We then identify the type of semantic relations among the instances
of the sentences in text documents. In order to have the semantic relations, we refined
the sentences using the SLDP tool. Therefore, our experimental results have high preci‐
sion and high recall. Overall scores are computed based on three measures, namely
Precision, Recall and F-measure.
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Abstract. Today’s society and organizations rely on large-scale and
ultra-large scale IT systems. Large-scale IT systems drive social and
organizational change. We find them as the backbone of what we call the
digital society, the digital economy, the fourth industrial revolution and
so forth. Large scale-systems show as systems of systems or IT system
landscapes. They show as data-intensive systems, workflow-intensive sys-
tems, massively resource-intensive systems, highly distributed systems.
How to deal with the complexity of large-scale systems? How to approach
architecture, design, realization and management of large-scale systems
in systematic and rigorous ways? In this talk we attempt a foundational
review of modeling and engineering techniques available for large-scale
systems. From this, we try to understand possible pathways, both short-
term and long-term, of large-scale systems modeling and engineering.

Keywords: Ultra large-scale systems · Big data · Cloud computing ·
e-government · e-governance · IT system landscapes

1 Introduction

Today’s society and organizations rely on large-scale and ultra-large scale IT
systems. Large-scale IT systems drive social and organizational change. We find
them as the backbone of what we call the digital society, the digital economy,
the fourth industrial revolution and so forth. How to deal with the complexity
of large-scale systems? How to approach architecture, design, realization and
management of large-scale systems in systematic and rigorous ways? In this talk
we aim at a foundational review of modeling and engineering techniques available
for large-scale systems. We do so, by discussing three different, fundamental
perspectives on the way we perceive IT-enabled systems, see Fig. 1, i.e., a system-
theoretic perspective, a normative perspective and the engineering perspective,
which is, actually, our genuine perspective. Altogether, this is a preliminary
attempt to understand IT-based systems through high-level perspectives. From
this, we try to understand possible pathways, both short-term and long-term, of
large-scale systems modeling and engineering.
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Fig. 1. A preliminary attempt to understand IT-based systems through high-level per-
spectives.

A first attempt to characterize large-scale systems is merely in terms of their
way-above average large size in any relevant dimension like line of code, number
of stakeholders, amount of managed data, degree of distribution and so forth.
Actually, a driving question that led to the important investigation of ultra-large
scale systems in [57] has been how to deal with IT systems that consist of a bil-
lion lines of code. However, see again [57], merely size is not always what makes
a large-scale system. We are interested in systems of system and IT system land-
scapes. For a mature characterization of what systems of systems are about see
[45]. Systems of system consist of components that are developed and managed
separately. Typically, they undergo a steady extension and improvement of their
functionality. Furthermore, typically their functionality is somehow more than
the sum of their parts. It is not our concern in this talk to define what a large-
scale system actually is. However, we are not interested in any kind of large IT
system or IT-based system, but those that we find inside large organizations to
manage people, processes and resources, systems in cross-organizational scenar-
ios, e-Commerce, e-Health [55] and, last but not least, in e-Government [53] and
e-Governance [54]. Certain points are important for us. Large-scale systems are
highly complex. They are socio-technical systems. The environments in which
they are embedded matter and are themselves highly complex. Large-scale sys-
tems challenge us. Standard techniques of modeling and engineering are not
sufficient to address them properly. Technologically, large-scale systems show as
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data-intensive systems [13,22], workflow-intensive systems, massively resource-
intensive systems and highly distributed systems.

The engineering approach to systems is a very successful one. The engineering
principle is about a triad of rigorous analysis, rigorous design and implementa-
tion on the basis of best available technology. It was the credo of the early
software development community [15,49] to turn the art of programming into
an engineering discipline and since then we have seen tremendous achievements
in software engineering methodology. But in understanding large-scale systems,
when it comes to socio-technical systems, there are other important perspectives,
see Fig. 1. We look at the system-theoretic perspective and at a normative per-
spective. The choice of these perspectives and their characterization in this talk
are preliminary and in a sense arbitrary. It is the attempt to come closer to the
complexity and nature of large-scale systems, in service of improving model and
engineering techniques for them. The perspective yields a broad model. Other
perspectives are possible and, in particular, more refined ones. However, the cho-
sen perspectives are not completely arbitrary, actually, they stem from the midst
of how we encounter, of how deal with large-scale systems. The perspectives are
no silos. They overlap and they are implicit and explicit connections between
them that are worth to investigate.

We proceed as follows. In Sect. 2 we discuss the system-theoretic, normative
and engineering perspective on large-scale systems. In Sect. 3 we try to derive
possible pathways for modeling and engineering techniques and technologies for
large-scale systems. The discussion is necessarily biased as it reports, at least
in parts, on current and future work. We discuss related work throughout the
paper and finish with a conclusion in Sect. 4.

2 IT System Engineering Perspectives

2.1 On the System-Theoretical Perspective

The nature of system-theoretic thinking is rather deductive. There is a general
idea from which systems are understood. This idea is a spark, it can stem from
inspiration, also, from a deep insight. A system theoretic model must not be
mixed with what we call a meta model in information system science. It is not
a blueprint for modeling systems. Rather, it models systems-related phenomena
at a high level of abstraction. Concrete system theories vary in the phenomena
they address and in how domain-specific they are.

With cybernetics Norbert Wiener strived for a theory of messages in their
role of controlling systems, i.e., any kind of system ranging from machinery to
society. Cybernetics builds onto insights from several fields, i.e., electrical engi-
neering, psychology, biology, computers. In [62] Norbert Wiener characterizes
cybernetics as the science of “control and communication in the animal and the
machine”. In [61] Norbert Wiener exploits cybernetics thinking as a device to
reflect upon society and societal change. The viable system model of Stafford
Beer is a cybernetic model. The viable system model understands a system as
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acting in and reacting to a changing environment. It explicitly draws an anal-
ogy to biology and organisms [3]. A viable system is a goal-oriented, recursive
feedback-control system. Its goal is to survive in its environment, and as a viable
system it is successful with respect to this goal. The viable system model details
out the several essential components of a viable system, explains their roles,
functionalities and their interplay. The model claims some universal truth. In
that sense, the analogy to biological organisms is more than just a metaphor,
more than just a didactical device. Rather, the analogy is part of the justifica-
tion of the model. Over and over again, it is very instructive, how components of
today’s organization can be mapped to components of the viable system model.
These mappings are meaningful and can be exploited to derive further insights
or claims concerning the investigated organization.

The viable system model itself is universal. Not only it strives for explaining
the single organization and its part. Rather, it has been applied to whole soci-
eties. In the 1970s Salvador Allende asked Stafford Beer for consulting in the
elaboration and establishment of a real-time command economy in Chile. The
project had the name Cybersyn and the system has actually set into action [10].
A kind of internet has been established in these early days in Chile. The so-called
Cybernet was based on telex-machines and connected to a central opsroom in
Santiago de Chile. There was a statistical modeling system Cyberstride [10] and
an economic simulation system CHECO (Chilean economic simulator) [47]. The
whole system was designed after the viable system model. So, the viable system
model is not mere fiction. And again, it comes to our minds, when we look at
systems like the Blackrock Aladdin system. The Aladdin system is a collective
intelligence system that connects experts with big data and supercomputing
capabilities. In 2013 the system held information about $15 trillion of financial
assets, at this point in time this was 7 % of the world’s $225 trillion of finan-
cial assets [29]. The system connects thousands of world-wide experts from the
financial sector and the several industrial domains in real-time to enable risk
assessment. As such, it is a huge monitoring and decision-support system. Of
course, the Aladdin system operates in the free market and the control loop is
not completely closed as in the Cybersyn vision.

System theoretic thinking can show in models that are much more domain-
specific, or let us say more narrow to the kind of systems they investigate. Let
us have a look at the principal-agent model of Jensen and Meckling [42]. It is
explicitly a theory of the firm. As such, it is a high-level theory. It is about the
ownership structure of a company and builds upon elements of agency theory,
theory of property rights and theory of finance. A system consists of actors,
some of them are principles, some of them are agents. Principals hire agents to
perform tasks. Both principals and agents have self-interest and try to maximize
their benefits. A strength of the model is in the analysis of costs and their inter-
relationships. For example, agency costs are explained to consist of incentives,
monitoring costs, and bonding costs. We already see, how the model helps us in
understanding organizational control switches. Actually, the model can help us
in analyzing and predicting people’s behavior in a firm.
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2.2 On the Normative Perspective

The world of normative thinking is the world of standards and regulations. It is
the realm of processes, responsibilities, accountabilities, key performance indica-
tors, policies, laws and contracts. As opposed to system theory, people in practice
necessarily come in touch with the normative perspective. Regulations must be
respected and standards help. Often, standards are authoritative, then, they are
de-facto the only way to fulfill regulations. Standards are dually experienced as
theoretical and practical at the same time. If you conduct a typical ISO9000 [41]
project in your company, you will often receive comments that the standard
is not practically useful, merely theoretical stuff by bureaucrats. On the other
hand, the project might be practically just necessary. Maybe you need it to be
fit for your customers. Maybe these potential customers even formally require
the fulfillment of this standard. On the other hand, you might need to conduct
such a project to drive change in your organization. Normative thinking also
establishes system theories, at least a system model. As such, it is more hands
on, i.e., the model is built only in so far as it is in service of the normative
needs of an organization. Therefore, the models that we find in the normative
environment are less founded and elaborated. However, it is often possible to
map them to a system theory.

Actually, the normative environment is wider than the concrete tools and
driving forces, i.e., standards and regulations discussed so far. It is about the
established distribution of decision making, order and control, i.e., about the
distribution of power in a system. With respect to single organizations this per-
spective is therefore about organizational culture [59]. For single organizations,
it often turns out that it is most appropriate to understand them as recursive
feedback control systems [17] which leads us back to the viable system model.
Larger systems, i.e., markets, economies and society are far more complex and
also need other system theories.

2.3 On the Systems Engineering Perspective

The engineering approach to systems is about rigorous analysis, design and con-
struction. As such, it is forward-thinking and experiences the world as a sequence
of practical challenges that need to be resolved. But engineering thinking has
also its limitations. The systems engineering perspective is very well aware of the
normative perspective. Its issues are often perceived as requirements, side condi-
tions and challenges. Sometimes, the true nature of the normative environment,
i.e., establishment and governance of an organization, is not fully understood or
even neglected by the engineering perspective. Similarly, the engineering app-
roach cannot exploit deeper insight and ideas about a system than those it can
achieve during system analysis. Such analytical knowledge can be very power-
ful as it may accumulate over the years as experience and know-how, actually,
as body of knowledge. Such aggregated analytical knowledge can come close to
a theory, practically, it might be even way more useful. Nevertheless, it stays
inductive in nature and comes with little or no system theoretic ambition and
thinking.
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See how enterprise architecture works. Enterprise architecture frameworks
like TOGAF (The Open Group Architecture Framework) or the IBM Zachman
Framework [63] are extremely useful as they accumulate terminology and, in a
sense, know-how about the components of today’s organizations, for which IT
is always mission critical [23]. An enterprise architecture framework enables a
jump start into the analysis of an enterprise architecture. An enterprise architec-
ture framework goes beyond a modeling language, because it provides a proven
method and seasoned structure for enterprise architecture description. Neverthe-
less, in order to create real value in the sense of a deep domain analysis [56], enter-
prise architecture must be teamed together with business analysis [40] efforts.
Still, business analysis endeavors follow an engineering approach.

A system-theoretic model is as powerful as much as it can inspire and influ-
ence system developments and maybe also technological initiatives. In software
engineering we find paradigms like object-orientation or agent-orientation [60].
These are technological paradigms. They are strong, because they encapsulate
technological design patterns and best practices. Nevertheless, the metaphors
they rely on are really just metaphors and no system theories. In the quasi-
taxonomy of this paper, they do not belong to the realm of system theory as
discussed in Sect. 2.1. Something similar can be said about computational mod-
els like the actor model [37] or process algebra [39,48]. These are reductionist
models of phenomena of computing, concurrency in the aforementioned cases,
however, no system theories in the sense of this Sect. 2.1.

3 Possible Pathways

3.1 Viable Software Engineering Life-Cycle

Large-scale systems enact very large software engineering projects. Very large
software engineering projects are fundamentally different from even large soft-
ware engineering projects. First, sometimes even the project character is entirely
lost, because the system ever evolves and the project never stops. In very-large
software engineering projects, management issues have to be treated as first
class citizens. Without that it is very difficult to gain control over such projects.
Very large projects must be made subject to business alignment and IT strat-
egy. In extreme cases they need to be treated as part of corporate reengineering.
This means that very large projects need organization [34]. Today’s software
processes deal with management issues; however, these are approached implic-
itly and therefore in a non-flexible manner. Each process provides an ad hoc
solution to an arbitrary combination of management problems. However, what
we are talking about here is beyond standard management. We are talking about
projects that are so large that they show group dynamics [43] and need for cul-
tural change management [59]. What is needed in future is software project
management that is aware of the phenomena in these fields and knows exactly
how to deal with them.
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Fig. 2. Software engineering life-cycles.

In Fig. 2 we reconsider today’s software engineering life cycle from a high-
level, truly steering level. This means that the following discussion is not about
concrete software processes. Rather, it is meant to apply to all of them. We
consider a software project as consisting of three major stages, i.e., system con-
struction, software roll out, and operation – see diagram (i) in Fig. 2. Now let
us tell a story about how a typical project is often experienced. This is also
shown in diagram (i) in Fig. 2. First, system construction needs more time than
initially planned. Then, during roll-out the project runs into crisis. The users
complain about the system. Project managers complain about the chief project
management and the chief project manager complains about the development
team, lack of IT strategy and the IT users. Now it has become necessary to
clarify and settle responsibilities, to re-motivate or exclude troublemakers, and
to re-convince users. A systematic way to do this is to enact a project retrospec-
tive in one form or another. In the sequel, a further, initially unplanned round
of construction and roll-out must be started. As a consequence, a substantial
cost and time overrun is encountered and still the system lacks behind initial
expectations.

The problems that we have described here are called storming in group
dynamics research [43] and unfreezing in organizational change research [59].
A viable software engineering life cycle [4] proactively manages storming and
unfreezing. Therefore, it explicitly incorporates a project design phase as a first
step, which can be seen in diagram (ii) in Fig. 2. Extra efforts are invested into
project design to minimize risks. Initially, this costs extra, however, eventually it
saves costs and time and increases quality. A major purpose of project design is to
identify and address potential resistance as early as possible. The essence of the
viable software engineering life cycle also shows in the emphasis on requirement
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Fig. 3. Example viable software product.

elicitation. In very large projects, high-end engineering tasks must be fulfilled
during requirement elicitation that can scale up to business process re-design
or even corporate engineering [36], i.e., the restructuring of the organization. A
viable software engineering life cycle will target the systematic incorporation of
stakeholders, e.g., by a project clearing house or by a builders’ hut. It might
establish an employees’ committee in addition to the standard steering commit-
tee. It will show inbuilt cultural change management and the early anticipation
of software operations.

3.2 Viable Software Products

A viable software product [4] embodies cultural change [59]. Each major release
of an enterprise IT system represents a maturity level. A viable software prod-
uct supports several versions, each version representing a maturity level. Figure 3
shows an integrated IT service management platform as an example. The imme-
diate introduction of a full-fledged product that contains all the features nec-
essary for the highest achievable maturity is likely to fail. It would simply be
too feature-rich and sophisticated to be introduced immediately. The cultural
change caused by the introduction of a large software product should be handled
in a step-by-step way. It should be realized using a pre-defined software version
roadmap. The crucial point is the following. The creation of several versions in
the viable software product portfolio is not merely about deactivating support
for certain processes. A richer version is, in general, a non-conservative exten-
sion of the former version. This means that It does not merely add processes
and features. Instead, it also changes the already supported processes and fea-
tures. For example, the incident management in major release 2 in Fig. 3 might
become significantly more complex when it operates in the context of problem
management in major release 3. More complex means, e.g., more complex forms
and reports, more options, more dialogue steps. A viable software product is a
systematically evolving software product. The notion can be unified with the
notion of software product line engineering [9].
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Fig. 4. Normalization and alignment of CASE tools.

3.3 Disruptive Software Engineering Platforms

In today’s CASE tool landscapes we fight with artificial complexity, error-
prone redundancies and poor tracebility of artifacts. In a view-based software
development platform [4] all of the information about a software application is
tightly integrated into a single underlying model (SUM) – see Fig. 4. The ortho-
graphic software modeling approach has been developed at the University of
Mannheim [6–9]. In this approach, tools and their artifacts become a web of
views onto this SUM. A software product is the collected information that exist
about a software application and it is developed and maintained via its projec-
tions, i.e., via its views. Code plays no extra role. Code is also just a model and is
tightly integrated into the SUM. Also, meta models [32,33,38], type systems [44]
and constraints [16] are all unified in the SUM. A SUM represents the outcome
of a deep standardization process of a software development domain. For each
such domain, e.g., the domain of enterprise application development, all of its
requirements and technological support is grasped and defined by such a deep
standardization.

Deep standardization is not mere fiction. We have seen many successful
instances of deep standardization in the past, e.g., the AS400 technology stack
(OS400 / DB2 / TIMI /RPG), RAD (rapid development) tools, business process
management suites. Albeit these are proofs of concept for deep standardization,
there are proprietary and neither communicated nor exploited as deep standard-
izations. What is needed is to turn deep standardization into an open process.
This is necessary due to the ever increasing complexity and speed of innovation
cycles that we encounter in the domains that we are interested in. Concrete tools
for streamlining the SUM are the maintenance of appropriate meta-information
and a defined moderation process.

A particularly comprehensive and mature software engineering approach that
is compatible with the view-based software development approach is the Living
Models [14] approach. The Living Models approach also targets a tight and con-
sistent integration of models. The viewpoints approach [30,52,58] is different
from the view-based software development approach described here. The view-
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points approach started with a focus on requirements engineering [30]. Later, it
was broadened to arbitrary artifacts [52]. Still then, it kept its focus on require-
ments. In particular, it stresses the problem of different stakeholders onto a
software system. Viewpoints are distinct artifacts and not just projections of an
underlying model [58]. They explicitly evolve separately from each other and they
are also maintained separately. Then, knowledge is created by the construction
of relationships between artifacts.

3.4 Next-Generation End-User Development

In our opinion, a key success factor for future engineering of large-scale system
is in rising the abstraction level of development tools to the end-user level. We
give three examples for such next-generation end-user development, i.e., typed
business process specification, strictly typed enterprise portals and web weaving.

Typed Business Process Specification. Still, we encounter a gap between
business process modeling and business automation [20], a gap between respec-
tive notations and technology. Mitigating these gaps has become even more
important due to the ever increasing need and relevance of inter-organizational
business processes in very large IT systems [31,51]. In form-oriented analysis
[24–27] we model user dialogues in submit/response-style systems as typed,
bipartite state machines that strictly alternate between client pages and server
actions. This way we model the single user in a system dialogue in basic form-
oriented analysis. In typed workflow charts [5], we refine server actions by the
distinction of immediate server vs. deferred server actions to model worklists
and workflows, coming up with a rigorous and executable specification mecha-
nism for IT-based business processes – see Fig. 5. Current challenges are in the
systematic decomposition of typed data flows and the integration of typed data
flows with mainstream business process modeling notations.

Fig. 5. Typed workflow chart.
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Fig. 6. Today’s enterprise IT landscape.

Strictly Typed Enterprise Portals. The world of work changes and we will
see ever more agile and flexible work methods and work organization in the
future [18,19]. It is fitting that we currently experience a focus shift from business
process management to knowledge management practices, a focus shift from
analytical thinking to design thinking. Excellent IT support at all levels and in all
fields, see Fig. 6, will be a crucial success factor in these transformations. But we
need to rethink IT applications fundamentally. We see that process automation
loses its dominant role in favor of other, more lightweight kinds of information
systems. Enterprise content management, social software, Wikis, Web 2.0! Each
of them stands for a special mix of features sometimes driven by a certain world
view. We think that there is need to start from scratch. We should forget all
biases and simply aim at understanding which IT application features are needed
for what in an organization. How does the design of an ECM platform look like
that is amenable to make enterprise content management a pervasive information
system paradigm? What is needed is a balanced combination of access right
control, versioning, collaborative data manipulation, transclusions [50] and data
types.

Web Weaving. Web weaving [21] allows for weaving content and application
hooks into existing web pages and applications - independent of ownership! The
platform raises the Web 2.0 vision of ubiquitous web authorship to a next level of
interactivity. Currently, new social software technologies gain ground in organi-
zations. They come along with new agile and equal approaches to work organiza-
tion. Classical enterprise resource planning (ERP) systems are also still growing
in size and complexity. Therefore, still many organizations have their own soft-
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Fig. 7. Weaving content and application hooks into existing web-based applications.

ware development departments for realizing process-based applications. It seems
that the demand for more and more process automation cannot be satisfied ade-
quately. Computer-supported cooperative work (CSCW) [35] on the one hand
and process-based automation [20] on the other hand co-exist in organizations
with little to no integration. The same is even more true for the third strand of
IT which is about individual office automation and individual ad-hoc IT support.
With respect to this problem, web weaving offers a flexible and lightweight alter-
native to today’s enterprise application integration approaches. Many important
research issues arise with respect to web weaving: screen-to-page classification,
preservation of consistency, refactoring issues, access right control, social group-
ing and tagging, security issues etc.

4 Conclusion

The information society and the ICT sector evolve together, in tandem. A
stable, high-quality growth of the ICT sector is necessary for the sustainable
development of the information society. Past initiatives to boost the ICT sec-
tor’s productivity did not or did not yet take off to their full potential: open
distributed systems, B2B, SOA, agility, offshoring, nearshoring, cloud comput-
ing, etc. A way out of the circle may be the more explicit connection of the engi-
neering perspective with the system-theoretic and the normative perspective on
IT-based systems. Against this background we have shared some thoughts on
possible pathways to the future construction of large-scale systems: viable soft-
ware engineering life-cycles, viable software products, disruptive software engi-
neering platforms and next-generation end-user development (Fig. 7).
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Abstract. In Estonia, digital signing was started with Digital Signatures Act
already in 2000, so that for years, the priority of the state has been to make
digital signing and its use with various types of documents more efficient. This
article provides a study of the use of digital signatures with documents related to
decision-making processes and analyses the factors which influence this. Local
governments have been used as an example to provide an overview of the digital
signing statistics for local government document exchange. The article high-
lights the differences related to the size and administrative capacity of the local
governments as well as their readiness to transition into the information society.

Keywords: Digital signing � Digital document exchange � Digital
administration

1 Introduction

We live in an increasingly digitalized world. In addition to the different technological
solutions in everyday life, document management and the related decision-making
processes have also become digital. The Digital Agenda for Estonia 2020 aims for a
“simpler state 2020” [1], whereby in order to make the public sector more effective, it is
important to achieve a 95 % paperless official communication rate by 2020. This
requires local government services to be as electronic as possible and that as an end
result of the provided services, instead of printing out a paper to prove the fact of
service provision, it is stored in digital form. In order to achieve this, various proce-
dural systems are in use in Estonia, including document management systems (DMS) –
which comprises of and manages documents as well as facilitates constant access to
them. DMS has brought transparency to administration and allowed for including
citizens in the decision-making processes of the organization. This, in turn, has made
the implementation of digital signatures more efficient in Estonia.

In this paper the correlation between the use of digital signatures and specific
document types is discussed based on usage of the DMS Amphora. Additionally, a
survey has been conducted that provides an overview of the factors influencing digital
signing in local governments. Various research methods were used to carry out this
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survey, such as data obtained from databases on the basis of specified criteria, the
observation of world practices, questionnaires and interviews. Generalizations have
been made based on more than 50 % of the Estonian local governments.

In order to make digital document exchange more efficient, several solutions have
been developed in Estonia [2], e.g. the document exchange center (DEC) and e-services
at the citizen portal eesti.ee environment, which enable the digital processing and
management of a document life cycle from its birth to death. Over the years, the
volume of paper documents exchanged between authorities has decreased significantly
[3], which in turn has a positive effect on the budget of the institution. DMS Amphora
is used in 127 Estonian local governments and this article presents the data from 117
Estonian local governments because their data was available in the database in the
proper form. The data has been taken about the first quarter of 2016. The software
solution enables to observe the reply deadline for the letters, and to digitally sign all
documents and letters. The data used in this work have been obtained with SQL queries
from the DMS database according to the following:

• How many incoming documents has the given local government registered in the
Amphora document management system;

• How many outgoing documents has the given local government registered
• How many of the outgoing documents has the given local government signed

digitally;
• Total numbers of letters and documents;
• Capability index of the local government units [4];
• Capability ranking of the local government units;
• Number of residents in the given local government;
• How many documents per residents are there in the document management systems

in the first quarter;
• Name of the local government;
• County in which the local government is located;

In Sect. 2 we explain the background, i.e., the current state of digital signing in
Estonia and its motivation. Also we report on first insight concerning problems with
digital signing and digital archiving. In Sect. 3 we provide the results of a survey
concerning digital signing. In Sects. 5 and 6 we derive factors resp. recommendations
for digital signing from the survey results. We discuss related work in Sect. 6 and finish
the paper with a conclusion in Sect. 7.

2 Digital Signatures in Estonia

As aforementioned before, the digital signatures in Estonia is governed by the Digital
Signatures Act (DAS), which was adopted on 7 March 2000 [5]. In the eyes of the law,
a digital signature is equal to a handwritten signature. All Estonian authorities are
required to accept digitally signed documents. Estonian public authorities are required
to accept digitally signed documents. Two certificates are issued along with an ID-card.
One certificate is for identification and the other for digital signatures. It is important to
ensure that these certificates have not expired when using digital signatures, and it is
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also essential to know PIN1 and PIN2. In addition to signing using the ID-card,
Mobile-ID signatures are becoming increasingly popular. In 2015, the number of
Mobile-ID users increased by 40 %, exceeding the 75,000 user line this January. These
users carried out over 25 million Mobile-ID transactions in the last year. If in 2014,
Mobile-ID was used for an average of 1.8 million transactions per month, then last year
the monthly average was 2.7 million [6]. Three types of formats are used in Estonia –
BDOC, DDOC, and CDOC [7]. The oldest one of these, the original is the DDOC.
BDOC is a newer format meant for replacing the DDOC format, and it is certainly
more consistent with international standards. CDOC is a file which in its encrypted
form contains a data file (XML document or other binary file, e.g. MS Word, Excel,
PDF, RTF, etc.), the certificate of the recipient, an encrypted key for data file
decryption, and other optional metadata [8].

2.1 Reasons for Using Digital Signatures

A digital signature is the counterpart of an ordinary signature used to sign information
in digital form. Digital signatures help identify the link between the document and the
person who signed it. A digital signature along with a time stamp forms a combined
dataset with the document, the components of which cannot be individually altered at a
later time. Digital signatures replace ordinary signatures which helps to ensure the
authenticity and security of electronic documents. Besides apply paperless adminis-
tration to enable digital document exchange [9]. Ensuring security with a digital sig-
nature means that the document author is known and the document has not been altered
by third parties between being sent and received [10]. The digital signature standard
(DSS) was created by the US National Security Agency. DSS is based on the digital
signature algorithm (DSA). DSS can only be used for digital signatures but the DSA
can also be employed for encryption [11]. The simplicity of digital signing can be
considered its biggest advantage. It is quick and convenient and lacks many of the risks
that signing on paper entails. It is certain that a physical person is responsible for the
signature. The signed document has not been subsequently edited by third parties, this
option is eliminated by mathematical links. It is always possible the check the signing
date because the time stamp is a part of digital signing.

• An endless number of legally equal copies can be made of a digitally signed
document.

• Digital documents do not take up physical space.
• Digital documents do not require paper, a printer or other superfluous resources.
• Digital documents do not need to be delivered and communication is possible

through electronic channels.
• With the use of DMS, digital documents can be found more quickly and archived

on the basis of very different criteria.

When signing digitally, one must consider that the generated file can be singly read
using convenient methods by all interested parties and that it can be opened without
issues in the future as well. If a file has been signed in one format, then it cannot be
converted into another format without losing the signature. It is important to use to
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correct file formats for signing so that the file meets all the requirements. There are
several possible purposes for using digital signatures, e.g. no need to specifically meet
in person for a signature or to send documents with ordinary mail, thus significantly
saving time. Digital signing allows for automating activities and to reduce spending
time on regularly signing a large number of documents physically. If necessary, the
document should be encrypted so strangers cannot read it.

2.2 Problems Related to Digital Signing

From a local government perspective, several issues have been highlighted that are
related both to the organizational as well as technical aspects. Also, this is widely
discussed elsewhere as well [12]. From a technical point of view, the digital signature
format can be limited, as it is possible that different environments can show the doc-
ument in different ways. The most important and serious risk with using digital sig-
natures is that the signature rights can be stolen with a private key – the owner of the
certificate must carefully monitor that the private key does not leave the possession of
the signature owner. Nowadays, different methods have been devised to tackle this and
the risk is diminishing.

The problems that may arise when using digital documents tend to differ between
small- and large-scale uses. In both cases, one must bear in mind that not all clients and
partners may have an ID-card or Mobile-ID and that parallel paper document use must
be retained. The latter can only be avoided when an authority issues unilaterally signed
documents. This could create duplication. For small-scale use, e.g. internal use of an
organization and signing contracts with larger partners and clients, different issues
occur and the use of a computer and ID-card and passwords is an extra effort, takes
more time and is not suitable in outdoor conditions. In addition, a problem with digital
documents may arise regarding the accompanying time stamp – the physical time of
signing is visible to everyone who looks at the document. In local governments, this is
linked to certain decisions and the granting of rights, where an important administrative
act is formalized after the fact, so to speak.

2.3 Problems Related to Archiving

Many local governments have brought out archiving as an issue for digital signing.
Archiving digitally signed documents requires some extra effort [13, 14]. With archiv-
ing, one must take into account that in addition to digital documents, paper documents
also need to be managed. Thus, hybrid files are created. Inevitably, it is more difficult to
use two separate management systems rather than only have one; it is reasonable to
manage both digital and paper documents in the same information system. A solution is
that the location, existence, and main information (what type of document, what parties,
when, etc.) about the paper documents is registered in the same information system and
in the same way as for digital documents, in the simplest case by using a small ordinary
document file containing the main information. If an organization already employs a
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paper document registration system, adding digital document management to the same
system is likely to be the most effective – provided that this is technically possible.

Regarding potential software solutions, it is important to consider whether an
existing software already in use could be suitable for archiving digital documents, or if
the standard activities used in the organization already could not be employed for
archiving the files. For instance, digital documents could simply be stored in a file
system, grouping them chronologically into year- or month-based catalogues and
coding the critical information (client name or code) into the file name. This can be
used if there is a relatively small amount of digital documents. In addition, an existing
specialized archiving software could be used and generally, a DMS already contains an
archiving function. If it does not, a suitable archiving software could be created for the
organization.

2.4 Digital Signatures and Digital Document Authenticity

Is a digital signature always a sufficient guarantee of the digital document authenticity
for digital archiving? From the perspective of the Estonian national archive, it can be not
sufficient [15–17]. A digital signature does protect the signed information (the content of
the document) from unwanted changes but it is not enough to completely understand the
document. A part of the information no less important than the content is hidden in the
links between the documents – these allow us to understand the activities of the orga-
nization, during which the document was created. A digital signature does not release an
organization from good and controlled management of the document, which is one of
the guarantees of document authenticity. In the case of signed, but especially for digital
documents with a permanent retention period, the organization must implement and
ensure specific policies and procedures that enable verifying the creation, sending,
forwarding, retention, and separation of documents [16].

In the future, it is possible to use archival time-stamping for ensuring the long-term
preservation of documents in the BDOC format. This mechanism is based on the
principle “fortify that, which could be weak” [18]. Consecutive time stamps protect the
entire contents from weak hash algorithms and from breaching cryptographic material
and algorithms. Certain costs are associated with this, as there is a need to enter into a
contracts with an organization that offers certification and time stamping services
(presently, in Estonia, this organization is Certification Centre). Monthly bills also need
to be paid for the validity confirmation service, however, the costs are not that big.

3 Digital Signature Statistics Based on DMS Databases

The study presented in this article only reflects the digital signing of documents
exchanged using the DMS, but many documents are processed outside of the document
management system using other components [19]. For instance, if one were to change
one’s place of residence and make an application about this to the local government,
this application is registered as an entry in the Population Register and may well not be
reflected in the document management system. The same applies to construction
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permits, authorizations for use, and applications for design criteria, which are all
registered in the Construction Register. The data that are registered in the social ser-
vices and benefits data register (STAR) are also excluded from the document man-
agement system. In Estonia, information exchange with other systems is mainly carried
out over the X-road for relational systems [20]. However, this is not always the case,
and therefore it is necessary to also observe the situations where information with
external systems is exchanged outside the X-road, in order to have adequate statistics
about the public sector document exchange. Although X-road is the preferred com-
munication channel, there are still information systems that communicate directly, i.e.
exchange documents by other interfaces. Below, data is shown in various groups (local
government totals, more successful local governments, less successful local govern-
ments, etc.), bringing out volume of digitally signed documents (Fig. 1) (Table 1, 2, 3,
4 and 5).

Fig. 1. Summarization according to counties

Table 1. Consolidated data

Consolidated data were as follows:

Total number of sent documents 24801
Total number of digitally signed sent documents 12245
Percentage of digital signing for sent documents 49 %
Number of local governments in the sample 117
Average number of residents in local governments in the sample 3298
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Table 2. Local governments that use digital signing the most

Local
government

County Sent digitally
signed
documents

Number of
residents

Local government
capability index ranking

Tori parish Pärnu 86 % 2327 127
Elva town Tartu 85 % 5768 39
Värska
parish

Põlva 81 % 1374 113

Tahkuranna
parish

Pärnu 81 % 2389 114

Audru
parish

Pärnu 81 % 5858 52

Karksi
parish

Viljandi 80 % 3400 88

Vigala
parish

Raplamaa 79 % 1267 66

Paikuse
parish

Pärnumaa 75 % 3899 74

Kehtna
parish

Raplamaa 75 % 4459 49

Vinni parish Lääne-Viru
county

75 % 4757 21

Table 3. Local governments that use digital signing the least

Local
government

County Sent digitally
signed documents

Number of
residents

Local government
capability index ranking

Pihtla parish Saare
county

2 % 1411 109

Ahja parish Põlva
county

0 % 1011 191

Kihelkonna
parish

Saare
county

0 % 773 86

Laimjala
parish

Saare
county

0 % 711 183

Meeksi
parish

Tartu
county

0 % 594 194

Mustjala
parish

Saare
county

0 % 691 207

Sõmerpalu
parish

Võru
county

0 % 1799 118

Torgu
parish

Saare
county

0 % 350 208

Torma
parish

Jõgeva
county

0 % 1991 137

Varstu
parish

Võru
county

0 % 1075 180
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Table 4. Most digitally signed letters per resident in local governments with up to 10,000
residents

Local
government

County Sent digitally signed
documents per
resident

Number
of
residents

Local government
capability index
ranking

Lüganuse
parish

Ida-Viru
county

0.235 3014 23

Vihula
parish

Lääne-Viru
county

0.117 1955 36

Piirissaare
parish

Tartu
county

0.098 102 210

Vormsi
parish

Lääne
county

0.096 415 75

Misso
parish

Võru
county

0.096 645 126

Meremäe
parish

Võru
county

0.092 1093 181

Mõniste
parish

Võru
county

0.084 873 166

Kernu
parish

Harju
county

0.084 2040 27

Värska
parish

Põlva
county

0.080 1374 113

Are parish Pärnu
county

0.069 1297 122

Table 5. Number of digitally signed letters per resident in local governments with more than
10,000 residents

Local
government

County Sent digitally signed
documents per
resident

Number
of
residents

Local government
capability index
ranking

Viimsi
parish

Harju
county

0.010 18430 4

Viljandi
town

Viljandi
county

0.028 18111 32

Rae parish Harju
county

0.035 15966 1

Rakvere
town

Lääne-Viru
county

0.021 15942 40

Maardu
town

Harju
county

0.005 15676 29

Saue parish Harju
county

0.032 10451 7

Haapsalu
town

Lääne
county

0.037 10425 41
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4 Factors Influencing Digital Signing

In this section we delve into the factors influencing digital signing by seeking for
generalizations based on survey. This analysis is based on the survey conducted in
spring 2016, which examined the various factors that influence the implementation of
digital signing in local governments. The answers obtained from the survey illustrate
the main factors which obstruct or advance digital signing in DMS. The answers
reflects different criteria and measurements sets concerning the digital signing. For
instance, answers to the questions “Do you sign government legislation digitally” the
“yes” was answered 39.3 %. Question “Do you sign outgoing documents digitally” got
58.2 % “yes” and “partially” 40 %. “Do you think preserving digital signatures is
safe?” gave 46.4 % “maybe” and 49,1 “yes”. Question “Do you think digital signatures
can be used as evidence (e.g. in court)” got 79.8 % “yes” answers. To the question “Is
forwarding digitally signed documents to citizens an issue” gave 57.4 % of “Yes
answers”. On the following figures are shown different criteria which were investigated
such us variety of age and different factors influencing the digital signing (Figs. 2, 3
and 4).

Also, in the inquiry, there was an open text question “What should be done to
introduce the digital signing in depth”. The most used suggestions were brought out as
follows:

• In order to raise elder people capability, the access to a computer, internet should be
guaranteed more widely

• Digital signing should be introduced (forced) by rural municipality mayor within
organisation (local government)

• Raise awareness regarding the digital archiving – explain long-term preservation
methods

• It is necessary introduce and market digital signing for both - officials and citizens
• Develop more Public Internet Access points (for instance use county’s library),

which gives the opportunity to consume public e-services (different application)

Allover, from the survey, we learned that the following are the delaminating factors
for digital signing:

• Digital Divide
• elder people vs. younger people
• lack of ubiquities internet access

• Lack of sponsorship. Lack of sponsorship by leaders in administrations.
• Lack of awareness concerning digital archiving.
• Lack of iniquitousness towards population. Barrier in the usage of digital signing

between officials and citizens.
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Fig. 3. Please mark the factors which could prevent forwarding digitally signed documents to
citizens

Fig. 4. How do you motivate your citizens to use digital signatures?

Fig. 2. How to raise digital signing?
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5 Recommendations for Implementing Digital Signatures

In order to implement the digital signing of documents more efficiently, it is necessary
to consider the most suitable scenarios regarding saving/archiving documents. In most
cases, there is no need to develop or implement some kind of special software, and
using freely available standard software will suffice. Implementing digital signatures in
the DMS requires certain changes which can be divided into organizational and
technological. On the information technology level, the work of users should be made
convenient and where possible, automatic storage of deliveries and work task flows
should be introduced, as these support digital signing. On the organizational level,
potential activities are mainly linked with training and increasing user awareness, both
regarding simplifying work flows and digital archiving. If automatic work flow sim-
plification is not possible, awareness campaigns are required and the users need to be
taught how to a document is sent to be digitally signed when registered in the DMS or
forwarded from the DMS. Digital signing is closely related to the implementation of
digital records management. If the work processes are digital, digital signing is one
logical step in the whole process. When discussing the digitalization of processes, it is
important to note the complexity of business processes which in many cases are related
to the size of the organization and the complexity of the offered services. For orga-
nizations with a rather large number of users, the complexity and large amount of
business processes will be the deciding factors, nevertheless the people signing digi-
tally tend to be the leaders of the organizations.

It is important to consider mapping, selecting, and analyzing the business processes
suitable for the paperless alternative. The work load ranges from a few days to half a
year, depending on the organization and the complexity of the task. Vitally, the
preparation and carrying out of archiving digital documents must be planned. If the
organization already has the required software or experience of using ordinary soft-
ware, developing the principles for digital archiving is going to be easier.

Transitioning to digital signing in Estonia is also supported by a European Com-
mission directive called eIDAS [21] that enters into force on 1 July 2017. The standards
listed in this directive also include the bdoc-format digital signature used in Estonia.
European public authorities are required to recognize digital signatures that meet this
standard, thus providing an Estonian citizen with the right to bring an action against
someone in a court in Barcelona that is signed digitally. On the other hand, Estonian
public authorities have to learn to receive other types of digital signatures received from
Europe. Estonian digital signatures must start accepting digitally signed documents
with an equal or “stronger” signature from other European Union countries. Estonian
citizens in turn get the opportunity to turn to other European public authorities with
their digitally signed documents.

6 Related Works

Digital signing Problems related to digital signing are widely discussed from the
perspective of the integrity and authenticity [12], and digitally signed documents
requires extra effort for digital archiving [13–15]. In order to guarantee the organization
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in Estonia must implement and ensure specific policies and procedures [17], besides the
initiative comes from the EU level as well [22]. However, investigating other countries
experiences several circumstances indicates the rise of the digital signing. Levy [24]
recognizes that “to benefit from its massive advantages, digital signatures still have
challenges to overcome”.

According to Little´s report [24] the financial services industry has been the pioneer
in the adoption and development of digital signature solutions, and he expects other
industries, such as telecommunications, commerce, utilities, notaries and healthcare, to
follow suit. Estonian case shows that besides the financial service industries the public
sector has been adopted digital signatures quite well as well. However, based on Little´
s report´s the findings [24] are claiming that “challenges include the integration and
alignment of the technology with existing processes, together with a transparent
analysis of the related regulatory situation and its legal consequences when imple-
menting digital signatures” On this basis, it should be admitted that same matter must
be considered in Estonian case. Although, the digital signatures are more efficient way
to work, still the different obstacles should be resolved first. Besides the legal frame-
work, the problems related to digital signing are tight to technology issues and people’s
resistance. This is discussed in the study conducted in USA where survey [23] shows
that “digital signatures have emerged as one of the technology priorities for local and
state governments for the purpose of gaining both operational efficiencies and legal
assurances”. Like to this paper, the aforementioned survey was conducted among the
local and state authorities and shows many similarities in findings to this work here as
well. Still, the main advantages of this presented work are presenting besides the
qualitative research results based on statistics from the DMS databases. This in turn
gives real-live numbers of the actual signing of the local governments and qualitative
research helps to understand the difference of the curve within local governments. To
conclude, the international studies are indicating that digital signing is an important
future trend and its development should be considered, while making local govern-
ments work routines more efficient along with the cost savings on paper products.

7 Conclusion

Digital signing has already claimed a significant place in today’s society but signs are
showing that the importance of digital signing is bound to increase even more in the
near future. Firstly, the simplicity and security of the signature make it a preferred
choice ahead of signing on paper. Secondly, digital document exchange also translates
into savings in the budget. It can also help increase the security of the documents: a
digital signature is tamper-proof and creates the option of creating an unlimited number
of authentic verifiable copies of the document. This in turn enables to reduce the work
load and increase the efficiency of local governments. Although the survey revealed
that many of the smaller local governments do not have such administrative capabil-
ities, the proportion of digital signatures is still notable. The main findings of the survey
can be summarized as limiting factors concerning digital signing, which are digital
divide, lack of sponsorship, lack of awareness concerning digital archiving and lack of
iniquitousness towards population. For more efficient implementation, in addition to
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technological adaptations, the awareness of officials about issues related to digital
archiving as well as software capabilities and interoperability for reading documents
should be increased.
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Abstract. Business services arguably play a central role in service-based
information systems as they fill in the gap between the technicality of
Service-Oriented Architecture and the business aspects captured in Enter-
prise Architecture. Business services have distinctive features that are not
typically observed in Web services, e.g. significant portions of the function-
ality of business services might be executed in a human-mediated fashion.
As such, service level agreement (SLA) should be described as a mixture
of human-mediated functionality (e.g., service penalty) and computer-
interpretable measurement (e.g., reliability, payment). In this paper, we
propose a formal framework for reasoning about the SLAs from the
perspective of services bundling – the practice of innovatively organizing
business services into a bulkier service offering that creates new values.
Specifically, we (a) represent multi-level SLA of a business service in terms
of service reliability, payment and penalty using the mathematical struc-
ture of semiring; (b) provide formality for aggregating SLAs of the con-
stituent services that make up the service bundling; (c) make multi-level
SLAs of a bundled service technically comparable. The main contribution
of this work is a machinery for handling a large number of SLAs gener-
ated through services bundling, allowing to the service consumers to pick
up the right service offering according to their preference.

Keywords: SLA · Services bundling · Semiring · Formal methods

1 Introduction

In the last few years, service-oriented computing has become an emerging
research topic in response to the shift from product-oriented economy to service-
oriented economy. On the one hand, we now live in a growing services-based econ-
omy in which every product today has virtually a service component to it [21].
In this context, services are increasingly provided in different ways in order to
meet growing customer demands. Business domains involving large and complex
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collection of loosely coupled services provided by autonomous enterprises are
becoming increasingly prevalent [1,24]. On the other hand, Information Tech-
nology (IT) has now been thoroughly integrated into our daily life [14] and
gradually gives rise to the paradigm of ubiquitous computing. As such, business
services are essentially IT-enabled making the border between business services1

and IT-enabled services blurred. At the high-level operationalization of a busi-
ness service, we see business activities happening between service stakeholders.
We may or may not witness IT operations at this representational level. At lower
levels, the operationalization of these services are eventually translated into IT
operations as we have seen in the cases of banking services, recruitment services,
library services, auctioning services, etc.

Services bundling is a practice of innovatively grouping related business ser-
vices to come up with new service offerings that create new service values for
customers. A typical example of service bundling is car rental, accommodation,
travel insurance could be combined to offer a valued travel package to tourists.
The customers may experience to-be-bundled business services in two different
ways: by consuming them individually and by taking them via service bundling.
As such, aggregating service level agreement (SLA) of business services when
bundling them poses a number of challenging questions. First, the SLA of busi-
ness services are to be perceived from at least two different angles, specifically
the customer’s point of view and through the provider of the service bundling
(e.g. travel agency). Second, as the SLA of a service might have multiple levels
(hence, the term multi-level SLA), bundling services could results in generating a
large number of SLAs that are to be perceived by the customers. We are in need
of a machinery that sorts them and helps the customers choose the right SLA
according to their preference. While there exists considerable amount of work
on reasoning about SLA of Web services, not much effort has been put in coping
with the complexity of the SLAs from the business standpoint. In this paper, we
propose a formal framework for reasoning about the SLAs for service bundling.
Specifically, we (a) represent multi-level SLA of a business service in terms of
service reliability, payment and penalty using the mathematical structure of
semiring; (b) provide formality for aggregating SLAs of the constituent services
that make up the service bundling; (c) make multi-level SLAs of a bundled
service technically comparable. This work sheds light on how human-mediated
concepts such as business contracts [12,17] could be reasoned about together
with computer-interpretable aspects such as costs and reliability in SLA.

The remaining of this paper is organized as follows. In Sect. 2, we give pre-
liminaries for SLA, service penalty and the semiring. Section 3 expresses our
research approach and describes a running example. Section 4 is the core of the
paper – we formally define multi-level SLAs and reason about aggregating them

1 By calling them business services, we mean services happening between people or
business entities. They are enabled by IT in one way or another. For the sake of
simplicity, we shall use the term “business service” or simply “service” to refer to
these IT-enabled business services throughout this paper.
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in services bundling. We survey related work in Sect. 5. Section 6 ends the paper
by drawing some concluding remarks and outlining our future work.

2 Preliminaries

2.1 SLA Overview

A service level agreement (SLA) [22] is a contract between the service consumer
and the service provider, formally defines the level of services. It gives details
about the quality and scope of the service provided, which can also be referred
to as a “service level contract”.

“A service level agreement, SLA, is a technical contract between two types
of businesses, producers and consumers. A SLA captures the agreed upon
terms between organizations with respect to quality of service (QoS) and
other related concerns. In simple cases, one consumer forms a SLA with a
producer.” [4]

In service-oriented computing, a SLA is a collection of service level require-
ments which have been negotiated and mutually agreed upon by the information
providers and the information consumers [5]. Usually, providers define some ser-
vice levels as a fixed combination of their specific capabilities on a set of quality
dimensions, and users must choose one these levels. An SLA could be split into
different levels, each solving problems for different groups of customers who
have the same services, in the same SLA [16], hence the term multilevel SLA as
follows.

– Corporate-level SLA: covers all the generic service level management (often
abbreviated as SLM) issues appropriate to every customer throughout the
organization. These issues are likely to be less volatile and so updates on this
kind of SLA are less frequently required.

– Customer-level SLA: addresses all service level issues relevant to a particular
customer group, regardless of the services being used.

– Service-level SLA: is relevant to a specific service, in relation to a specific
customer group.

Quality of service (QoS) is defined as the “collective effect of service performance,
which determines the degree of satisfaction of a user of the service” [15]. However,
compatibility with the system and the definition can be used in contracts between
service providers and customers, here we define QoS as follows: “QoS is the
degree to which service providers can offer customers under contracts have been
committed”.

One of the most significant QoS concerns of Web services is reliability. For
services (cloud) the reliability can be measured by the time the system is ready to
serve as intended. For the mission-critical task, the reliability is more important
than other aspects [18].
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2.2 Semiring

Semiring is a mathematical structure that features a domain equipped with two
operations satisfying certain properties, as described in Definition 1.

Definition 1. A semiring is a tuple 〈A,⊕,⊗, 0̄, 1̄〉 such that

– A is a set and 0̄, 1̄ ∈ A
– ⊕, called the additive operation, is a commutative, associative operation having

0̄ as its neutral element (i.e. a ⊕ 0̄ = a = 0̄ ⊕ a)
– ⊗, called the multiplicative operation, is an associative operation such that 1

is its unit element and 0̄ is its absorbing element (i.e. a ⊗ 0̄ = 0̄ = 0̄ ⊗ a)
– ⊗ distributes over ⊕ (i.e. ∀a, b, c ∈ A → a ⊗ (b ⊕ c) = a ⊗ b ⊕ a ⊗ c)

An idempotent semiring is a semiring whose additive operation is idempotent
(i.e. a ⊕ a = a). This idempotence property allows us to endow a semiring with
a canonical order defined as a 	 b iff a ⊕ b = b [7]. There exists another form
of idempotent semiring called c-semiring whereby the ⊕ operator is defined over
subsets of a domain and as such it has flattening property [3]. The endowed
order of a c-semiring is actually a partial order that would be used for choosing
“best” solutions in a constraint satisfaction problem.

Definition 2 ([2]). A semiring will be called c-semiring, where “c” stands
for “constraint”, meaning that they are the natural structures to be used when
handling constraints. A c-semiring is a tuple 〈A,⊕,⊗, 0̄, 1̄〉 such that

– A is a set and 0̄, 1̄ ∈ A
– ⊕ is defined over (possibly infinite) sets of elements of A as follows:

– For all a ∈ A,
∑

({a}) = a;
–

∑
(∅) = 0̄ and

∑
(A) = 1̄;

–
∑

(
⋃

Ai, i ∈ I) =
∑

({∑
(Ai), i ∈ I}) for all sets of indices I (flattening

property).
– ⊗ is a binary, associative and commutative operation such that 1 is its unit

element and 0 is its absorbing element
– ⊗ distributes over ⊕ (i.e. for any a ∈ A and B ⊆ A, a⊗∑

(B) =
∑

({a⊗b, b ∈
B})

To make an idempotent semiring applicable for the representation of QoS, we
endow it with a canonical order defined as a 	 b iff a ⊕ b = b. A semiring is
used to express the domain and the order between values that feature a QoS. To
represent QoS factors, we may use the notion of bounded lattice. Each bounded
lattice has a greatest element (denoted as �) and a least element (denoted as ⊥)
and features two operations: meet (denoted as ∧) and join (denoted as ∨) [7].
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2.3 Business Contract Modeling Based on Deontic Logic

Business contracts specify obligations, permissions and prohibitions as mutual
agreements between business parties [19], as well as actions to be taken when
a contract is violated. Governatori and Milosevic [12] have proposed such a
contract modeling language which includes a non-boolean connective, �, to rep-
resent contrary-to-duty obligations (i.e., what should be done if the terms of a
contract are violated). Deontic operators capture the contractual modality (i.e.
obligations, permissions and prohibitions) [10]. Governatori et al. represent a
contractual rule as r : A1, A2 . . . An � C where each Ai is an antecedent of the
rule and C is the consequent. Each Ai and C may contain deontic operators but
connectives can only appear in C.

As an example, r : ¬p, q � Osellerα�Osellerβ is a contractual rule (identified
by r) stating that if antecedents ¬p and q hold, then a seller is obliged to make
sure that α is brought about. Failure to do so results in a violation, for which a
reparation can be made by bringing about β (the connective � can therefore be
informally read as “failing which”).

Definition 3 (Contractual rules of SLA [12]). Contractual rules r and r′

can be merged into rule r′′ as follows where X denotes either an obligation or a
permission.

r : Γ � OsA � (
⊙n

i=1 OsBi) � OsC r′ : Δ,¬B1,¬B2, ..,¬Bn � XsD

r′′ : Γ,Δ � OsA � (
⊙n

i=1 OsBi) � XsD
(1)

The ⊗ operator is associative but not commutative. This property matters when
reasoning about the subsumption and merging of contractual rules. Definition 3
defines how contract rules might be merged. Governatori et al. also devise a
machinery for determining if one contractual rule subsumes another as presented
in Definition 4.

Definition 4 ([12]). Let’s consider two rules r1 : Γ � A�B�C and r2 : Δ � D
where A =

⊙m
i=1 Ai, B =

⊙n
i=1 Bi and C =

⊙p
i=1 Ci. Then r1 subsumes r2 (i.e.

r2 can safely be discarded if we have r1) iff

1. Γ = Δ and D = A; or
2. Γ ∪ {¬A1, . . . ,¬Am} = Δ and D = B; or
3. Γ ∪ {¬B1, . . . ,¬Bn} = Δ and D = A � ⊙k≤p

i=0 Ci

3 Research Motivation

In this section, we first describe a running example2 (Subsect. 3.1) and then come
up with our research statements (Subsect. 3.2).

2 The running example will be used for explaining our research questions and exem-
plifying our formality.
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3.1 Running Example

Let’s consider the business of a tour company that is performed on the theme
of Future Internet [20] – a recently-emerging trend that aims to offer integrated
access to people, media, services, etc. using an underlying platform. It seeks to
enable new styles of social and economic interactions on an unprecedented scale,
offering both flexibility and quality. Besides being the constituting building block
of the so-called Internet of Services, the Future Internet, through the metaphor of
the Internet of Things, will provide location-independent, interoperable, scalable,
secure and efficient access to a coordinated set of services. However, to turn the
promise of this principle into realized benefits, services must be accompanied
by exact definitions as to the conditions of their usage. These conditions can be
specified by Service Level Agreement (SLA).

Fig. 1. Breakdown of the SERVQUAL-based SLA

Businesses using SERV-
QUAL to measure and man-
age service quality deploy a
questionnaire that measures
both the customer expecta-
tions of service quality in
terms of these five dimen-
sions (i.e., reliability, assur-
ance, tangibles, empathy and
responsiveness) [9], and their
perceptions of the service they receive. When customer expectations are greater
than their perceptions of received delivery, service quality is deemed low. Accord-
ing to SERVQUAL, the quality of a business service includes assurance, relia-
bility, responsiveness, tangibles and empathy. Table 1 describes them in detail.
Each dimension descriptor has an informal definition in the tourist industry. In
our framework, these items together make up the first element to arrange and
evaluate the SLA, i.e., satisfaction have a reliability of service and weight of
evaluating the importance of a service in the SLA. The other two SLA elements
are cost and penalty rules. Figure 1 illustrate our standpoint. When customers

Table 1. Components of SLA in SERVQUAL [9]

Num Dimensions Definition

(1) Assurance Knowledge and courtesy of employees and their ability to convey trust and

confidence

(2) Reliability Ability to perform the promised service dependably and accurately

(3) Responsiveness Willingness to help customers and provide prompt service

(4) Tangibles Physical facilities, equipment, and appearance of personal

(5) Empathy Caring, individualized attention the firm provides its customers

(6) Satisfactions Satisfaction have a reliability of service and weight of evaluating the impor-

tance of a service in the SLA

(7) Cost Cost is a payment or price of service

(8) Rules The penalty clauses in contract are also represented as contractual rules
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book a trip through a travel tour company’s website, they get travel information
such as destinations, restaurants, hotels. For example:

“This trip departs within 60 days and requires full payment to confirm a
place. Upon receipt of payment we will confirm your booking within 2–4
days. We recommend waiting for our confirmation before purchasing air
tickets or other non-refundable travel arrangements.”

In Fig. 2, services provided by car rental companies, airlines and hotels will be
bundled and offered to customers via a tour company. Customers will interact
directly with the system via a booking agency website. This system will be
connected to many different types each of which could be provided by at different
SLAs by multiple companies. The SLAs will be combined and arranged to send
to customers. Customers will choose the SLA have been combined to send to the
travel agency. This agency will manage the customer contracts with companies
providing services.

Fig. 2. Bundling car rental agents, airlines and hotels

The tour was made up of a combination SLA of companies providing ser-
vices as: Bank A, Bank B, Flight D, Flight E, Flight F, Hotel G, Hotel H, Car
Rental M, Car Rental N,... Tables 2 and 3 are used to illustrate the service level
of the Hotel G, Car rental M in Fig. 2. In fact, each company will release many
different SLA and need a screening inspection and combined. Table 2, the Hotel
G provided more level services (level SLA) a customer might want as: Luxury
(SLAH1), Bussiness (SLAH2), Personal (SLAH3), helping customers to select
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the one that’s best for them. Each level SLA consist of several sub-agreements,
the Luxury (SLAH1) level Hotel G include 3 sub-agreement: sah1, sah2, sah3.
The sub-agreements is a service, has the weight of evaluating the importance of
a services in the SLA. The total weight of a level SLA must equal 1 (100 %),
the weight of a sub-agreement must be one minus the weight of another. The
total weight of a level SLA = sah1 + sah2 + sah3 = 1. Satisfaction of an agree-
ment for a sub-agreements is an operation multiplication between the reliability
and weight. In SLAH1 level, the satisfaction (sat) of sah1 = weight of sah1 *
reliability (rel) of sah1 = 0.2 * 0.99 = 0.198. The total satisfaction of several
sub-agreements in the level SLA is satisfaction of the level SLA. The satisfaction
of SLAH1 = sah1 + sah2 + sah3 =0.198 + 049 + 0.285 = 0.973. The Car rental
M provided more level SLA for customer as: Full size(SLAR1), SUV(SLAR2),
Economy(SLAR3), the Full size(SLAR1) include 3 sub-agreement: sar1, sar2,
sar3. A SLA of a tour is a combination of multiple SLA of 2 Tables 2 and 3
as {SLAH1, SLAR1}, {SLAH1, SLAR1, SLAH1}, {SLAH1, SLAR1, SLAR2},
{SLAH1, SLAR2}:

Table 2. Multi-level SLA for hotel or restaurant

With: Weight(w), Commitment(Com), Reliability (Rel), Satisfactions (Sat)

Sub-Agreement w Luxury(SLAH1) Bussiness(SLAH2) Personal(SLAH3)

Com Rel Sat Com Rel Sat Com Rel Sat

sah1-Phone 0.2 24/7 0.99 0.198 24/7 0.99 0.198 24/7 0.99 0.198

sah2-Free Breakfast 0.5 Type1 0.98 0.490 Type2 0.90 0.450 No 0 0

sah3-Pick up: At airport 0.3 Yes 0.95 0.285 Yes 0.93 0.279 No 0 0

Price (Cost) $1500 0.973 $1000 0.927 $500 0.198

Table 3. Multi-level SLA for rental car

With: Weight(w), Commitment(Com), Reliability (Rel), Satisfactions (Sat)

Sub-Agreement w Full size(SLAR1) SUV(SLAR2) Economy(SLAR3)

Com Rel Sat Com Rel Sat Com Rel Sat

sar1-Support of a rental car 0.4 Yes 0.99 0.396 Yes 0.98 0.392 Yes 0.87 0.348

sar2-Time of delivery car 0.3 Yes 0.98 r0.294 lYes r0.93 0.279 Yes 0.92 0.278

sar3-Pick up: At airport 0.3 Yes 0.95 0.285 Yes 0.95 0.285 No 0 0

Price (Cost) $350 0.975 $300 0.956 $250 0.624

3.2 Research Statements

Let’s formulate our research statements based on the running example described
above. First, business services usually come with multi-level SLAs. We need a
formal representation that captures SLA items described in Table 1. We aim
to shorten them to have a more succinct representation for the sake of formal
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reasoning. In our running example, the representational items in Table 1 will be
combined in a way to describe the SLA using no more than 3 elements.

Second, bundling business services involves multiple service providers. As
such, we need to represent the multi-level SLAs from at least two perspectives,
namely the customers’s point of view and the viewpoint of the providers who
provide the services to be bundled. In our running example, we take into account
the travellers’ point of view and the viewpoint of car rental companies, airlines
and hotels when in comes to services bundling and SLAs.

Third, bundling business services will lead to the aggregation of their multi-
level SLAs. As same service provider may offer multiple business services under
different SLAs, bundling services generate a large number of SLAs many of
which are multi-level. We need to come up with an approach to systematically
handling the generated SLAs and helping customers choose the one that best
suits their needs. This is observable in our running example where multiple car
rental companies, hotels, etc. make offerings to travellers to pick up a travel
package.

4 A Framework for Reasoning About SLA in Services
Bundling

4.1 Formal Representation

Our fundamental idea is the definitions to create a SLA document from services
of providers. It can be used to create a new SLA from the provider’s SLA when
they provide services. This means that the relationship of providers and new
SLA. Therefore, we can define an new SLA document as follows.

Definition 5. Each multi-level SLA consist of several sub-agreements. The sat-
isfaction of the SLA is intended to reflect the customer satisfaction, which is the
sum of the sub-Agreements’s satisfaction [26]. Let S =

∑n
i=1 si where S is the

Satisfaction of the SLA and s is satisfaction of an agreement of SLA, clearly
S ∈ [0,1].

The SLA can include many sub-Agreements with different policies defined
in each of them. A sub-Agreements (subcontract) is understood as a part of
SLA. Each sub-Agreements is a service which has the reliability and weight of
evaluating the importance of a services in the SLA. Satisfaction of an agreement
for a service is an operation multiplication between the reliability and weight w
by the formula: s = r ∗w Where s is satisfaction of an agreement, r is reliability.
The reliability is defined in Difinition 6.

Definition 6. Reliability is defined as follow: r = 1 − fr where r is reliability
of a service, fr is failure rate.

Reliability of a service, can be represented by the failure rate as shown below
and the failure rate of a service can be measured by the ratio of the number of
times the service damaged to the total service requests.
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Example 1. A customer rented a car which was provided by the company Rental
Car. Rental Car contacted the owner determine the time delivery for customers.
But all the time the owner had a problem and couldn’t deliver for customers. It
was recorded as a case of cancelled service.

Definition 7. Let C0 = {c1, c2, ...cn} be the initial set of values of Cost. Cost
is a payment or price of a service which is in the closure of cost values under
addition. By closure of C0, we mean the smallest set containing all summation
of elements in C0: C+

0 = {∑∞
k=1 (Ci1 + ... + Cik)|Cik ∈ C0}. Based on those

conditions, Cost is defined as C = C+
0 ∩ [0, Costmax] , where Costmax is the

highest cost that the customer can pay.

Definition 8. The complete SLA is a combination of mutilevel SLA from ser-
vice providers that offer several types of services. The complete SLA is defined
SLA (Combining SLAs) which has included the several types of services. Let
K0 = {k1, k2, ...kn} be the initial set of types of services in CSLAs. With type of
service ki, We have more service providers to choose SLAs. The service providers
will deliver services to make up the initial set Jki

0 = {jki
1 , jki

2 , ...jki
mki

}, mki
is

defined l. A set types of services and services of provider is defined as follows:
{SLA(ki, jki

l )} where ki ∈ K0 and jki

l ∈ Jki
0 }. Each element of SLA(ki, jki

l ) is
the triple 〈S,C,R〉 ,where S: Satisfaction; C: Cost;R: Rule. A CSLA is combined
from SLA(ki, jki

l ) as follows:

CSLA =
n⊙

i=1

SLA(ki, jki

l )

= 〈min S
SLA(ki,j

ki
l )

,
n∑

k=1

(
C

SLA(ki,j
ki
l )

)
,mergeR

SLA(ki,j
ki
l )

〉.
(2)

Example 2. The running example in Sect. 3.1, a tour is combinated services’ SLA
in Tables 2 and 3. Let K0 = {k1,k2} where k1 is the type of service for hotel and
k2 is type of services for the car rental. We call jk1

l is SLA in the type of service
for hotel (k1). The SLAH1 will be converted to SLA(k1, jk1

1 ). The conversion of
SLAs is presented in Table 4.

Table 4. Combining multi-level SLAs into one CSLA

Services Provider Multi-level SLAs are provied for customers

Level SLA Satisfaction Cost

Hotel Hotel G Luxury(SLAH1) SLA(k1, j
k1
1 ) 0.973 $1500

Bussiness(SLAH2) SLA(k1, j
k1
2 ) 0.927 $1000

Personal(SLAH3) SLA(k1, j
k1
3 ) 0.198 $500

Car rental Car Rental M Full size(SLAR1) SLA(k2, j
k2
1 ) 0.975 $350

SUV(SLAR2) SLA(k2, j
k2
2 ) 0.956 $300

Economy(SLAR3) SLA(k2, j
k2
3 ) 0.624 $250
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In Definition 8, the satisfactions of CSLA is the smallest satisfaction in the
SLA set. The combination of mutilevel SLA from service providers created a
collection of CSLA objects. The table 5 is a range of CSLAs that shows how
combinding two or more SLA, which displays the satisfaction index of CSLA.

Table 5. Listing CSLA in details of SLAs

CSLA Combination SLA 〈S,C,R〉
CSLA1 SLA(k1, j

k1
1 ), SLA(k2, j

k2
1 ) 〈0.975; c; r〉

CSLA2 SLA(k1, j
k1
1 ), SLA(k2, j

k2
2 ) 〈0.956; c; r〉

CSLA3 SLA(k1, j
k1
1 ), SLA(k2, j

k2
3 ) 〈0.624; c; r〉

CSLA4 SLA(k1, j
k1
2 ), SLA(k2, j

k2
1 ) 〈0.931; c; r〉

CSLA5 SLA(k1, j
k1
2 ), SLA(k2, j

k2
2 ) 〈0.931; c; r〉

CSLA6 SLA(k1, j
k1
1 ), SLA(k2, j

k2
1 ), SLA(k2, j

k2
2 〈0.956; c; r〉

CSLA7 SLA(k1, j
k1
1 ), SLA(k2, j

k2
1 ), SLA(k2, j

k2
3 ) 〈0.624; c; r〉

CSLA8 SLA(k1, j
k1
1 ), SLA(k2, j

k2
2 ), SLA(k2, j

k2
3 ) 〈0.624; c; r〉

4.2 Aggregating SLAs

Mathematicaly combining Satisfaction, Cost and Rule results in the set of triple
A = {〈S,C,R〉}, where S is Satisfaction, C is Cost, R is Rule.

– The Satisfaction has become an aspect of quality of service. It has been proven
by a number of quality research services related to customer satisfaction:
Satisfaction ∈ [0, 1];

– Cost is a payment or price of service which is presented in Definition 8
– The penalty clauses in contract are also represented as contractual rules. Rules

are formulas in first order logic.

We consider the following ordering on set A. Let a = 〈s1, c1, r1〉 and b =
〈s2, c2, r2〉. We can say that a ≤ b iff (s1 ≤ s2) or (s1 = s2) ∧ (c1 ≤ c2) or (s1 =
s2)∧ (c1 = c2)∧ (r2 � r1). In the case that (s1 = s2)∧ (c1 = c2)∧ (r2 � r1)∧ (r1 �

r2), we define a = b.
Clearly, the relation “≤” defines a total ordering over the set A. We define

the ⊕ operation as the max operation with respect to this order.
The ⊗ operator is the multiplication acting on each component an element in

the set A differently. The ⊗ operator’s action on S is the min operation. The ⊗
operator’s action on C is ordinary addition. The ⊗ operator’s action on R is the
merging of two different rules into one rule. More precisely, let a = 〈s1, c1, r1〉
and b = 〈s2, c2, r2〉, then a ⊗ b is defined as follow

a ⊗ b := 〈min {s1, s2} , c1 + c2, merge(r1, r2)〉.
Proposition 1. Let 0̄ = 〈�, 0, 0〉, 1̄ = 〈⊥, 0, 1〉, with � and ⊥ are tautology and
the empty set, respectively. Then the tuple 〈A,⊕,⊗, 0̄, 1̄〉 is a semiring.
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Proof. Clearly, 0̄ is the neutral element of ⊕ and 1̄ is the unit element of ⊗. It
suffices to show that the ⊗ operator is distributive over ⊕. Let a = 〈s1, c1, r1〉,
b = 〈s2, c2, r2〉, and c = 〈s3, c3, r3〉 ∈ A. We show that a⊗(b⊕c) = (a⊗b)⊕(a⊗c).

Indeed, without lost of generality, we may assume that b ⊕ c = c (i.e., b ≤ c)
and b �= c. Then we have r3 � r2. Therefore, merge(r1, r3) � merge(r1, r2). Hence

R.H.S. = max(〈merge(r1, r2), c1 + c2, min {s1, s2}〉,
〈merge(r1, r3), c1 + c3, min {s1, s3}〉)

= 〈merge(r1, r3), c1 + c3, min {s1, s3}〉
= a ⊗ c

= L.H.S.

4.3 Sorting

In Example 2, more conditions can be added: the ability to pay of customer, types
of services needed for the trip. The ability to pay of customer is Costmax and it
can hit $2000. A customer can pick up a tour that comes with an accommodation
service and one or two car rental services.

We define a total order for sorting the SLAs in services bundling. This
order can intuitively be explained as follows. First, the system looks at CSLAs’
satisfaction as a criteria to establish the order. If the system encounters two
CSLAs having same satisfaction, the system will look into their cost. The one
having a lower cost is preferred to the other. In case the two CSLAs being
compared have exactly the same satisfaction and cost, the system will check
their penalty rules. Note that penalty rules are sorted by applying the entail-
ment. Formally, we can define this total order as: CSLAi ≥ CSLAj iff
(SCSLAi

> SCSLAj
) or (SCSLAi = SCSLAj) ∧ (CCSLAi ≤ CCSLAj) or (SCSLAi =

SCSLAj)∧(CCSLAi = CCSLAj)∧(RCSLAi � RCSLAj) where S: satisfaction, C: cost,
R: rule.

Table 6 illustrates how the first step in this sorting procedure changes the
order of the CSLAs listed in Table 5. Note that CSLA6 and CSLA3 have been
moved and marked with * to their new location.

Table 6. A CSLA List are ordered by satisfaction

CSLA Combination SLA 〈S,C,R〉
CSLA1 SLA(k1, j

k1
1 ), SLA(k2, j

k2
1 ) 〈0.975; c; r〉

CSLA2 SLA(k1, j
k1
1 ), SLA(k2, j

k2
2 ) 〈0.956; c; r〉

* CSLA6 SLA(k1, j
k1
1 ), SLA(k2, j

k2
1 ), SLA(k2, j

k2
2 ) 〈0.956; c; r〉

CSLA4 SLA(k1, j
k1
2 ), SLA(k2, j

k2
1 ) 〈0.931; c; r〉

CSLA5 SLA(k1, j
k1
2 ), SLA(k2, j

k2
2 ) 〈0.931; c; r〉

* CSLA3 SLA(k1, j
k1
1 ), SLA(k2, j

k2
3 ) 〈0.624; c; r〉

CSLA7 SLA(k1, j
k1
1 ), SLA(k2, j

k2
1 ), SLA(k2, j

k2
3 ) 〈0.624; c; r〉

CSLA8 SLA(k1, j
k1
1 ), SLA(k2, j

k2
2 ), SLA(k2, j

k2
3 ) 〈0.624; c; r〉
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After finding the CSLA with equal satisfaction, the system continue to add
the cost of CSLA to Table 6. The CSLA’s cost are calculated by the formula
C = C+

0 ∩ [0, Costmax] in the Difinition 7. By comparing the maximum value
of the two closures, we will choose the better CSLA as follows: CCSLA1 >
CCSLA2 iff max{C+

CSLA1
∩ [0,Costmax]} < max{C+

CSLA2
∩ [0,Costmax]}. In

Table 6, we have:

CSLA5 > CSLA4 ⇔ max{C+
CSLA5

∩ [0, Costmax]} < max{C+
CSLA4

∩ [0, Costmax]}
⇔ max{C+

CSLA5
∩ [0, 2000]} < max{C+

CSLA4
∩ [0, 2000]}

⇔ 1900 < 2000.

Table 7 illustrates how the second step in our sorting procedure makes a new
order between the CSLAs. If CSLAs changed positions they will be marked **.

Table 7. A CSLA List are ordered by cost

CSLA Combination SLA 〈S,C,R〉
CSLA1 SLA(k1, j

k1
1 ), SLA(k2, j

k2
1 ) 〈0.975; 1500, 350; r〉

CSLA2 SLA(k1, j
k1
1 ), SLA(k2, j

k2
2 ) 〈0.956; 1500, 300; r〉

* CSLA6 SLA(k1, j
k1
1 ), SLA(k2, j

k2
1 ), SLA(k2, j

k2
2 ) 〈0.956; 1500, 350, 300; r〉

**CSLA5 SLA(k1, j
k1
2 ), SLA(k2, j

k2
2 ) 〈0.931; 1000, 300; r〉

CSLA4 SLA(k1, j
k1
2 ), SLA(k2, j

k2
1 ) 〈0.931; 1000, 350; r〉

**CSLA8 SLA(k1, j
k1
1 ), SLA(k2, j

k2
2 ), SLA(k2, j

k2
3 ) 〈0.624; 1500, 300, 250; r〉

* CSLA3 SLA(k1, j
k1
1 ), SLA(k2, j

k2
3 ) 〈0.624; 1000, 250; r〉

CSLA7 SLA(k1, j
k1
1 ), SLA(k2, j

k2
1 ), SLA(k2, j

k2
3 ) 〈0.624; 1000, 350, 250; r〉

5 Related Work

In general, SLA management has been studied in the past few years and it has
been mainly concentrated on the definition of languages and the specification
of standards for SLA [6,23]. However, these standards are still evolving as they
present some limitations. The existing frameworks for SLA management only
define the format and types of messages that can be exchanged during the nego-
tiation between service providers and service consumers. Some projects partic-
ularize the management of SLAs to specific domains, such as military, database
management, or information systems [8,13,25]. Garvin proposed a quality man-
agement grid featuring a total of eight dimensions including performance and
reliability [11].

In our paper, we provide insights of how the SLAs of business services could
be aggregated in services bundling. Our approach to combining SLAs is focused
on cost, reliability and penalty. Our goal is to provide a mechanism for sorting
the SLAs generated.
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6 Conclusions

The representation of business services requires that we view human activity
and human-mediated functionality through the lens of computing and systems
engineering. Services bundling is a practice that creates new service values by
purposely combining business services. The resutling combination, called a new
service offering, poses a few challenging questions of how to aggregate the SLAs
of the bundled services. We give insights into the modeling of SLA for high-level
business services taking into account their human-mediating nature. Concretely,
the SLA should be multi-level and incoorporate technical attributes such as
reliability and contract-like statements such as payment and penalty rules. We
use Deontic logic for formally reasoning about penalty rules. Altogether, we
leverage the mathematical structure of semiring to represent the SLA as a whole,
which helps explain the intuitive meaning of aggregating the SLAs of business
services when bundling them.

Future Investigations. Our future work includes: (i) devising algorithms for
generating the SLAs when bundling services; (ii) designing a recommendation
mechanism that would suggest the service consumers pick up an aggregated SLA
according to their service preference.
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Abstract. Scheduling problems in which agents (users, customers,
application masters, resource manager, etc.) have to share the same set(s)
of resources are at the frontier of combinatorial optimization and coop-
erative game theory. This paper deals with scheduling problems arising
when two agents, each with a set of nonpreemptive jobs, compete to per-
form their respective jobs on two common identical parallel machines.
Each agent aims at minimizing a certain objective function that depends
on the completion times of its jobs only. The objective functions we con-
sider in our study are makespan and number of tardy jobs. The agents
may share some jobs and this problem is called non-disjoint multi-agent
scheduling problem [3]. Finding the optimal solution for one agent with
a constraint on the other agent’s cost function is known to be NP-
hard. To obtain best compromise solutions for each agent, we propose
polynomial and pseudo-polynomial heuristics. Two mixed integer linear
programming models are developed to calculate exact non-dominated
solutions. Experimental results are conducted to measure the solutions
quality given by heuristics.

Keywords: Multicriteria optimization · Multiagent scheduling · Paral-
lel processors · Heuristics ·Dynamic programming · Linear mathematical
programming

1 Introduction

Efficient management of large-scale job processing systems is a challenging prob-
lem, particularly in the presence of multi-users. In addition, real world sys-
tems require processing of jobs on common resources and considering different
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objective functions. Most conventional algorithms are designed for multi-criteria
scheduling problems where each measure is applied on the whole set of jobs with-
out any distinction. However, these classical multi-criteria scheduling problems
are not well appropriated to the more general resource allocation problem across
heterogeneous networks frequently encountered in real applications. It is useful
to classify jobs as either time constrained, which should be scheduled as soon
as possible, or non-time-constrained, which should simply be processed before
their due date. This is the subject of multi-agent scheduling [3,8,12]. Indeed, in
[11] the author considered an integrated-services packet-switched networks such
as ATM (Asynchronous Transfer Mode). Information carried by the network are
first split into smaller messages called packets. The data comes from different
types, such as voice, video, image and so on. Each packet is wrapped with the
essential information needed to get it from its source to the correct destination.
In the case of audio and video data the authors show that minimizing the number
of late delivered packets is more relevant when for the other types of data, the
minimizing delay queuing is more suitable. Delay queuing is commonly expressed
in the scheduling literature by the total completion time. Peha’s results provide
polynomial time algorithms to schedule a set of n jobs on m identical parallel
machines with assumption of unit processing times.

In this paper, we study the problem of scheduling jobs on identical paral-
lel processors. The model is featured by agents (local decision makers) - each
of which is associated with a subset of jobs to perform, and each one has its
own objective function depending only on the completion times of its jobs.
The agents share not only the common resources but also some common jobs.
This problem has been introduced by [3] and called non-disjoint multi-agent
scheduling problem. These problems belong to a particular class of multi-criteria
scheduling problems where their practical and theoretical benefits are highlighted
in [3]. During this past decade, such a class has drawn a significant interest
to researchers dealing with scheduling problems and from operational research
domain.

Depending on the agent’s relationships, three scenarios have been defined in
[3]: competing (CO), interfering (IN) and non-disjoint (ND). According
to our knowledge, except few results appeared in [3], the non-disjoint scenario
is not already studied in the literature. However, the competing scenario is no
doubt the most studied scenario until now. It was introduced in [4], the authors
considered two disjoint sets of jobs, each one is associated with one agent and
one objective function. The jobs have to be executed on the single machine
and the goal is to find the best compromise solutions between the two agents.
When the ε-constraint approach is used, a polynomial time algorithm is pro-
posed to minimizing the number of tardy jobs of each agent. In [10], the authors
study Peha’s problem introduced in [11] by considering any processing times
(not necessary identical). They present an NP -hardness proof and propose a
dynamic programming algorithm to calculate a non-dominated solution. The
interfering job set scheduling problems is particularly studied in [8,12]. Polyno-
mial and pseudo-polynomial time algorithms are derived for settings with various
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combinations of the objective functions in the case of single processor and par-
allel processors.

The rest of this paper is organized as follow. We define the problem in
Sect. 2. In Sect. 3, we propose a discussion on the appropriate solutions structure.
Section 4 is dedicated to the mathematical programming formulations which
determine strict pareto solutions. Two polynomial heuristics are proposed and
presented in Sect. 5. We also develop two pseudo-polynomial heuristics in Sect. 6.
A comparison between the exact and approximate methods is illustrated in
Sect. 7. Conclusion and future researches are presented in Section 8.

2 Problem Definition and Notations

We consider two competitive agents A and B sharing the same machines. Each
agent is owning a set of jobs. We denote by J A = {JA

1 , JA
2 , . . . , JA

nA
} a job set

associated with agent A, while J B = {JB
1 , JB

2 , . . . , JB
nB

} is the job set associated
with agent B. The agents can share some jobs, that means that J A ∩ J B is
not necessary empty. The whole set of jobs is denoted by J such as |J | =
n, that is given by J A ∪ J B . The machine environment is composed of two
identical parallel machines, denoted by Mi that are always available, for i = 1, 2.
Preemption is not allowed and each machine can process only one job at a time.
The processing time of Jj denoted by pj is known and given, where Cj is its
completion time, ∀j ∈ J . We assume that all jobs are available at time zero,
and jobs within agent B are subject to a common due date denoted by dB . In
this study, the objective function to be minimized of agent A is the makespan
of its jobs: CA

max = maxJA
j ∈J A Cj , while agent B minimizes the number of its

tardy jobs:
∑

UB
j =

∑
JB
j ∈J B 1{

Cj>dB
}.

According to the three fields notation of the multi-agent scheduling prob-
lems introduced by [3], the problem addressed in this paper is denoted by
P2|ND, dB |(CA

max, U
B
j ), where ND means that the job sets are non-disjoint.

When the ε-constraint approach is considered, the studied problem is denoted
by P2|ND, dB ,

∑
UB
j ≤ QB |CA

max. In this case the problem is to find a schedule
that minimizes the objective function of agent A, while keeping the objective
function of agent B less than a given threshold QB .

3 Structure of the Non-dominated Solutions

Schedule σ is called Pareto solution if there does not exist another solution
that dominates it. On the basis of the studied problem properties, we want to
determine the overall structure of the Pareto solutions. Some of these properties
are generalization of classical single machine scheduling problems. In fact, as jobs
of agent B are submitted to one common due date, it is easy to see that they
have to be sequenced on each machine according to their shortest processing
time order, thus to minimize the number of tardy jobs of agent B. It can also
be shown that on a given machine, the tardy jobs of agent B that belong to
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J B\{J A ∩J B}, have to be scheduled last, otherwise the makespan of the agent
A can be increased. So, we can write the following proposition.

Proposition 1 If problem Pm|ND, dB ,
∑

UB
j ≤ QB |CA

max admits a feasible
solution, then it is possible to build an optimal solution such that on each machine
we have:

1. Jobs of agent B appear in SPT order.
2. Tardy job Jj within J B\{J A ∩ J B} is scheduled after the jobs of agent A.

CA
maxdB CB

max

J A ∩ J B

J A\{J A ∩ J B}

J B\{J A ∩ J B}

S1 S3

S2

Fig. 1. Structure of non-dominated solution for the Pm|ND, dB |CA
max,

∑
UB

j .

Notice that the jobs of agent B should be scheduled before the common
due date DB . Thereby, to minimize the number of tardy jobs (maximize the
number of early jobs) we only have to schedule jobs according to SPT rule.
Therefore, there is an optimal schedule, if there exists, with structure similar to
the one presented in Fig. 1: a sub-schedule S1 containing jobs of agent B and
sequenced according to SPT order on each machine, followed by a sub-schedule
S2 consisting of the remaining jobs of agent A, ended by a sub-schedule S3

including the remaining jobs within agent B (some agent B jobs in S3 may be
early jobs).

4 Integer Programming Formulation

We present in this section two mixed integer linear programming formulations to
solve the ε-constraint non-disjoint multi-agent scheduling problem. These models
are tailored for the problem considering m identical parallel machines (m > 0).
The first type of our proposed mathematical model is based on assignment of
the jobs to machines, it is presented in Sect. 4.1. The second formulation is based
on the time indexed, it is presented in Sect. 4.2.

To generate the set of strict Pareto solutions (Pareto front), we solve the
problem with different values of QB . At the first iteration, QB is set to the upper
bound of the objective function

∑
UB
j (at worst case this value is equal to nB).

The obtained solution is denoted by (α̂A, α̂B). We then solve the symmetric



404 F. Sadi et al.

problem, denoted by Pm|CA
max ≤ α̂A|∑ UB

j . The obtained solution is hence
strict Pareto solution, denoted by (α̂A, α̂B′

). It is then added to the current set
of non-dominated solutions. Next we iterate with QB = α̂B′ − 1; If no feasible
solution is obtained then the procedure is stopped.

4.1 Assignment-Based Formulation

Let us consider the following decision variables:

– xi,j is a binary variable that takes value 1 if job Jj is scheduled on machine
Mi; 0 otherwise.

– yj,k is a binary variable that is equal to 1 if job Jj is executed before job Jk

on the same machine; 0 otherwise.
– zj is a binary variable that is equal to 1 if job Jj is scheduled after its due

date dB ; 0 otherwise.

We also need to define continuous variables: Cj is the completion time of job
Jj and CA

max is the value of the agent A objective function. We define HV some
positive high value.

(MILP − Assign) Min CA
max

s.t.

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∑m
i=0 xi,j = 1, ∀Jj ∈ J (1)

Cj − ∑n
k=1 pk × yj,k ≥ pj , ∀Jj ∈ J (2)

yj,k + yk,j ≤ 1, ∀Jj , Jk ∈ J (3)

xi,j + xi,k − yj,k − yk,j ≤ 1, ∀Jj , Jk ∈ J (4)
i = 1, . . . , m

xi,j + yj,k − xi,k ≤ 1, ∀Jj ∈ J (5)
i = 1, . . . , m

yj,k + yk,l − yj,k ≤ 1, ∀Jj , Jk, Jl ∈ J (6)

Cj − dB − HV zj ≤ 0, ∀Jj ∈ J B (7)

∑
Jj∈J B zj ≤ QB (8)

xi,j , yj,k, zj ∈ {0, 1}, Cj ≥ pj ∀Jj , Jk ∈ J (9)
i = 1, . . . , m

Constraints (1) impose that each job Jj should be assigned to one and only
one machine. Constraints (2) mean that each jobs’ completion time is at least
equal to the summation of the processing times of the jobs scheduled before it on
the same machine plus its own processing time. Constraints (3) avert solutions
that consider job Jj scheduled before job Jk, concurrently job Jk scheduled before
job Jj . Constrains (4) impose that if two jobs are on the same machine, then one
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must be scheduled before another. Constraints (5) express that if Jj is executed
on machine Mi and Jj is before Jk, than Jk must be scheduled on machine Mi

also. Transitivity constraints are expressed by formula (6), which mean that if
Jj is executed before Jk, and Jk is executed before Jl than Jj is executed before
Jl. Constraints (7) fixe the values of the binary variables zj : if it equals to 0
then we have Cj ≤ dB , otherwise the job is late and the constrain is still valid.
Constraints (8) express the ε-approach bound and constraints. Constraints (9)
are the integrity ones.

4.2 Time-Based Formulation

In this section, we propose a second mathematical formulation to solve the con-
sidered scheduling problem. We consider sj,t a new binary variables that are time
indexed. sj,t takes as a value 1 if job Jj starts its processing at time t; 0 other-
wise. Thereby, we have n×(T +1) binary variables, which is pseudo-polynomial.
The general formulation is the following one.

(MILP − Time) Min CA
max

s.t.

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∑T
t=0 sj,t = 1, ∀Jj ∈ J A (10)

∑
Jj∈J

∑t
l=max{0,t−pj+1} sj,l ≤ m, ∀t = 0, . . . , T (11)

CA
max − ∑T−pj

t=0 (t + pj)sj,t ≥ 0, ∀Jj ∈ J A (12)

∑T−pj

t=0 (t + pj)sj,t − HV zj ≤ dB , ∀Jj ∈ J B (13)

∑
Jj∈J B zj ≤ QB , (14)

sj,t ∈ {0, 1}, zj ∈ {0, 1}, ∀Jj ∈ J t = 0, . . . , T, (15)

Constraints (10) impose that each job Jj starts at a given time t. Constraints
(11) ensure that no more than m jobs are scheduled simultaneously, it avoids the
jobs overlapping at any time t. Constraints (12) determine the makespan value
of jobs of agent A. Constraints (13) fixe the values of the binary variables zj : if
zj = 0 then we have Cj ≤ dB , otherwise job Jj is late and the constrain is still
valid. Constraints (14) express the ε-approach bound. Constraints (15) are the
integrity ones.

5 Polynomial Heuristics

The studied scheduling problems are NP -hard [12], we propose computationally
efficient heuristics technical. To illustrate our approach, let consider the case of
two machines (m = 2). Our approach can be easily extended to multiple proces-
sors environment. Our goal is to generate the set of non-dominated solutions,
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where the decision maker can evaluate the tradeoffs in the criteria. This is a
posteriori approach in which the decision maker makes his choice only after a
set of points is presented. Of course, our resolution methods can be also used as
interactive approach where the decision maker specifies the maximum allowed
number of tardy jobs of agent B and seek for the optimal value for the makespan
of agent A.

Since makespan is equivalent to the decision problem involving a common
deadline (i.e. whether a feasible schedule can be obtained such that all jobs
finish before a common deadline) the set of non-dominated solutions can give
the decision-maker important information on whether jobs for one set can be
finished by a given time and the resulting compromise or effect on the number
of tardy jobs for the other agent.

We consider the problem where the agent B objective function is bounded by
QB . The goal is to obtain at least nB −QB early jobs. Since Property 1 specifies
that the jobs of agent B have to be sequenced in their smaller processing time
order, we consider in the following subset of jobs E containing the smallest
nB − QB jobs of agent B. These jobs should be scheduled early so as to have
a feasible solution. In order to obtain an approximate Pareto front, we solve
the problem with different values of QB , such that QB ∈ [0, nB ]. Then after,
dominated solutions are removed.

5.1 Heuristic 1

We focus on minimizing the makespan of agent A, using the heuristic LPT-
FAM that is a well heuristic method for solving classical scheduling problem
Pm||Cmax. It sorts the jobs in non-increasing processing times order (LPT) and
assigns them to the first available machine (FAM).

The heuristic presented in this section is made up of three phases, where
LPT+FAM is used (see Algorithm 1). It starts by scheduling jobs of E, followed
by the remaining jobs of agent A from J A\{J A∩E}, and finishes by sequencing
jobs of agent B not already scheduled. The remaining jobs of agent B have no
influence on the makespan we can execute them at the end of any machine, but
in order to optimize the number of tardy jobs it would be more efficient to use
LPT+FAM. This heuristic is presented in Algorithm 1 and has O(nAlog(nA) +
nBlog(nB)) time complexity.

5.2 Heuristic 2

In this section we develop the precedent heuristic by allowing the jobs reassign-
ment. Indeed, instead of scheduling the jobs using LPT-FAM, this heuristic tries
progressively to schedule jobs of E ∪ J A, so as to minimize the makespan, and
when a job of E is scheduled late, then it is rescheduled until is executed early.
Alternatively, this heuristic cannot find a feasible solution. The complexity is
still O(nAlog(nA) + nBlog(nB)), since the step 8 of Algorithm 2 can be done in
constant time.
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Algorithm 1. LPT-FAM
Sort jobs in JB according to SPT rule;

2: Set E = {JB
1 . . . , JB

nB−QB
};

Schedule the jobs in E using LPT-FAM ;
4: if at least one job is late then

Stop; // this heuristic cannot find a feasible solution
6: else

Schedule jobs in J A\{J A ∩ E} using LPT-FAM ;
8: Schedule jobs in J B\{J B ∩ E} using LPT-FAM ;

Return the resulting solution;

Algorithm 2. LPT-FAM with jobs rescheduling
Sort the jobs in JB according to SPT rule;

2: Set E = {JB
1 . . . , JB

nB−QB
};

Set S = E ∪ J A in LPT order;
4: Set EB = 0; // the number of early jobs;

while S �= ∅ and EB < nB − QB do
6: Schedule Jj using LPT-FAM ;

if Jj is late then
8: Remove largest job Jk already scheduled, Jk /∈ E;

Put S = S\{Jk}
10: Reschedule Jj using LPT-FAM ;

else
12: Set EB = EB + 1;

if EB = nB − QB then
14: Schedule jobs of J A not already scheduled using LPT-FAM ;

Return the resulting solution;
16: else

Stop; // This heuristic cannot find a feasible solution;

6 Pseudo-polynomial Heuristics

In general, classical heuristics for solving scheduling problems are greedy algo-
rithms based on priority rules. These approaches guaranty an efficient com-
putational time but local optimality. In this section we try to overcome the
gap by solving in the exact way the problem minimizing the makespan, that
is P2||Cmax(S) such as S ⊆ {J A ∪ J B}. We will use the following pseudo-
polynomial time algorithm based on dynamic programming [6]:

Let Pj the makespan on machine Mi (i=1,2), and Fj(P1, P2) is a recursive
boolean function, it is equal to true if jobs J1, . . . , Jj of S can be scheduled
on M1 and M2 in such away that each machine Mi is busy in interval [0, Pi]
(i = 1, 2), and false otherwise.

Applying F0(0, 0) = true and F0(P1, P2) = false ∀(P1, P2) 	= (0, 0).
F (j, tj) = min(F (j − 1, pj − tj);F (j − 1, tj) + pj), the recursive function is
given as follows:

Fj(P1, P2) =
(
Fj(P1 − pj , P2) ∧ Fj(P1, P2 − pj)

)
,
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∀j = 1, . . . , n, ∀Pi ∈ [0, UB],∀i = 1, 2.

This dynamic programming algorithm (DP) determines the assignment of
jobs to machines, which is sufficient to compute an optimal schedule that mini-
mizes a makespan. The optimal makespan value is given by

Cmax(S) = min( max
∀Pi∈[0,UB]

({P1, P2}|Fj(P1, P2) = true)

This algorithm runs in O(nUB2) time, where UB is the upper bound of the
makespan.

6.1 Heuristic 3

This heuristic start by scheduling the nB −QB first jobs of agent B, by applying
the previous DP. If the optimal value of the obtained makespan is greater than dB
then there is no feasible solution for the problem. Otherwise jobs are scheduled
early and they are followed by the remaining jobs of agent A and after by the
remaining jobs of agent B, by always applying this DP. This algorithm runs in
O(n2 + nUB2) time, where UB is the upper bound of the makespan.

Algorithm 3. Heuristic based on dynamic programming
1: Sort the jobs in JB according to SPT rule;
2: Set E = {JB

1 . . . , JB
nB−QB

};
3: Optimally solve problem P2||Cmax considering only jobs of E by the DP
4: if Cmax(E) > dB then
5: Stop; // This problem has no feasible solution;

6: Optimally solve problem P2||Cmax considering only jobs of (JA\{JA ∩E}) by the
DP and taking into account no-availability machines at time zero (jobs of E have
been already scheduled)

7: Optimally solve problem P2||Cmax considering only jobs of (J B\{J A ∪E}) by the
DP and taking into account no-availability machines at time zero (previous jobs
have been already scheduled)

8: Try to schedule tardy jobs of agent B earlier without increasing makespan value
by moving them to the left before dB

9: Return the resulting solution;

6.2 Heuristic 4

This heuristic is inspired from Heuristic 2, but instead of using LPT-FAM for
assigning the jobs, it uses the dynamic program presented above. This algorithm
runs in O(nlogn+nUB2) time, where UB is the upper bound of the makespan.
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Algorithm 4. LPT-FAM-Dynamic programming
1: Sort the jobs in JB in SPT order;
2: Set E = {JB

1 . . . , JB
nB−QB

};
3: Set S = E ∪ J A in LPT order;
4: Set EB = 0; // the number of early jobs;
5: while S �= ∅ and EB < nB − QB do
6: Schedule Jj using LPT-FAM ;
7: if Jj is late then
8: Remove Jk the largest job already scheduled;
9: Put S = S\{Jk}
10: Reschedule Jj using LPT-FAM ;
11: else
12: Set EB = EB + 1;

13: if EB = nB − QB then
14: if some jobs of EB are late then
15: Stop; // This problem has no feasible solution;
16: else
17: Use DP to schedule the jobs of J A not already scheduled;
18: Use DP to schedule the jobs of J B not already scheduled;

19: Return the resulting solution;

7 Computational Results

The algorithms under study are coded in C language and executed on a work-
station with a 2.4 GHz Intel Core i5 processor with 8 GB of memory running
Mac OS X Lion 10.7.5. Cplex version 12.6.2 was used to solve the mathemati-
cal model. The computation time limit has been fixed to 3600 s for each value
(getting only one Pareto solution), where the Pareto fronts are determined as
described in Sect. 4.

In this section, we compare Pareto fronts generated by each heuristic pre-
sented in Sects. 5 and 6 to the exact Pareto fronts generated by the mathematical
integer linear programs (presented in Sect. 4). The used instances are generated
with different settings. Processing times, are generated using a discrete uniform
distribution from 1 to 10. For each value of n such that n ∈ {10, 20, 30, 40, 50, 70},
thirty instances are generated. For each instance, the jobs are assigned randomly
to the agents. We generate uniformly a value in the interval [1, 3], for the value
1, the job belongs to J A\{J A ∩J B}; 2, the job belongs to J A\{J A ∩J B} and
3, the job belongs to {J A ∩ J B}.

We use three different metrics in order to evaluate the solutions quality:

1. First, for each exact and approximate solution, we calculate the cardinalities
of the generated Pareto fronts. We denote by |S∗| the cardinality of the exact
Pareto front S∗, and by |S| the cardinality of the near Pareto front |S|.

2. Using the cardinalities, we define %S, this metric calculates the number of
exact solutions generated by each heuristic, it is given by |S ∩ S∗|/|S|.
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3. GD is a generational distance, it calculates the average of the minimum
Euclidian distances between the approximate solutions and the exact ones. It
is given by GD = 1

|S|
( ∑

s1∈S mins2∈S∗ ds1,s2

)
where ds1,s2 is the Euclidian

distance between the element s1 ∈ S and the element s2 ∈ S∗.
4. H is the Hypervolume, it calculates the area dominated by some front. In the

following, we give the ratio of the area dominated by the approach pareto
front and not by the exact Pareto front. Even when GD are small, they may
be a poor indicator of the quality of the front S. Therefore we introduced the
metric H in order to estimate the repartition of the approach solutions on
the exact Pareto front (see Fig. 2).

5. Furthermore, we calculate the CPU running time needed for each method.

Fig. 2. Hypervolume measures representations

In the following, we first analyze the results graphically in the objective space
(see Fig. 3) by considering four representative instances of obtained solutions. We
also report complete results in Tables 1, 2 and 3 with some discussions.

7.1 Graphical Representation for Four Instances

In this section, we provide some graphical examples of the Pareto fronts gener-
ated by the exact and the heuristics methods. The chosen instances are fairly
representative of the other instances. We can see in Figs. 3(a), (b), (c) and (d)
five curves, such that the blue one gives the exact Pareto front, where the others
are resulting from the heuristics. From this graphical, we can easily see that the
green and purple curves are better that the others. They are the results of the
heuristics 2 and 4.

In the next section we analyze and discuss all the results and give the average
of the metrics previously introduced.
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Fig. 3. Example of the obtained Pareto fronts with four instances with 20, 30, 40 and
50 jobs. (Color figure online)

Table 1. Comparison of the performances of the MILPs

MILP -Time MILP -Assign

n CPU |S∗| CPU |S|
10 0.01 2.37 1.281 2.37

20 0.69 4.07 708.39 4.07

30 2.65 4.87 - -

40 12.20 6.13 - -

50 78.00 7.50 - -

70 4664.16 9.766

7.2 Result Tables and Discussions

In this section, we present the quantitative comparison results.
Table 1 gives the performances to the proposed mathematical formulations

(MILP-Time and MILP-Assign).
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Table 2. Performance comparison using the CPU and |S|

H1 H2 H3 H4

n CPU |S| CPU |S| CPU |S| CPU |S|
10 0.00 2.87 0.00 2.43 0.000 2.97 0.000 2.53

20 0.00 5.63 0.00 4.07 0.000 5.40 0.000 4.03

30 0.00 7.50 0.00 4.90 0.001 7.13 0.000 4.87

40 0.00 9.67 0.00 6.20 0.002 9.30 0.001 5.97

50 0.00 11.53 0.00 7.27 0.006 11.40 0.003 6.77

70 0.00 15.23 0.00 9.60 0.019 15.13 0.005 8.63

Table 3. Performance comparison using the %S, GD and H

H1 H2 H3 H4

n %S GD H %S GD H %S GD H %S GD H
10 29.83 0.86 24.21 36.94 0.68 17.90 33.28 0.82 25.66 28.33 0.89 21.11

20 14.40 1.39 37.39 28.85 0.91 11.52 18.85 1.39 36.31 12.08 1.24 19.95

30 6.09 1.86 40.94 25.19 1.06 10.37 7.08 1.89 40.54 9.82 1.44 21.23

40 1.78 2.02 41.13 27.04 1.12 7.86 1.84 2.06 41.58 9.66 1.43 20.07

50 1.01 2.47 44.52 37.08 1.01 5.65 1.21 2.48 44.50 14.50 1.53 17.69

70 0.70 3.09 45.30 35.74 0.96 4.77 0.70 3.10 45.29 14.13 1.39 10.51

About MILPs performances, we can easily see that the time indexed formula-
tion is better than the assigned formulation, since its solves instances with 70 jobs
in 1 h and 18 min on average, the average time spent to obtain the whole Pareto
front. Unfortunately, the assigned indexed formulation shows weaker results since
its cannot solve instances with more than 20 jobs. We note that the time indexed
formulation has a pseudo-polynomial binary variables, so the present perfor-
mances are due to the small values of the processing times.

Table 2 represents the CPU average and the cardinality |S| of each heuristic.
Table 3 is dedicated to the comparison using the metrics %S, GD and H.
Table 1 shows that the number of compromise solutions increases with the

increase of the number of jobs. This is also true for the heuristics (see Table 2),
where more compromise solutions are found using the heuristics 1 and 3. How-
ever, this does not necessarily mean that these solutions are better than the
solutions found by the heuristics 2 and 4. In fact, we have seen in Fig. 3, that
more solutions are proposed by H1 and H3, but the corresponding curves are
farther from the exact curve.

Although the criteria values are not normalized, the generational distances
are still small for heuristics 2 and 4. In fact, for the instances with 70 jobs,
solutions given by H2 are in average within distance 0.92 from the exacts Pareto
solutions. And for the same instances solutions given by H4 are in average within
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distance 1.39 from the exact Pareto solutions. In the case of H1 and H3, the
distances are slightly more significant. In fact, the values reach 3 for the instances
with 70 jobs.

The generational distance values show that the compromise solutions pro-
posed by the heuristics are close to the exact Pareto solution obtained by the
MILPs. However, when analyzing the multi-criteria heuristic, we need to know
whether the near Pareto solutions are well distributed in the criteria space or
not. The Hypervolume can be a good gauge to measure the repartition of the
solutions obtained by heuristics. Table 3, shows that H2 is the best method
according to metric H. Surprisingly, the values of H2 and H4 are decreasing
with the increasing of the number of jobs.

8 Conclusion and Perspectives

This paper tackled multi-agent scheduling problem, which is featured by two
non-disjoint agents A and B, competing to perform their jobs on two identical
parallel machines. Agent A aims at minimizing the maximum completion times
of its jobs, whereas agent B tries to minimize the number of its tardy jobs.

The studied problem result from the application of the well known ε-
constraint approach. This mono-criteria problem minimizes agent A makespan
under a bounded constraint on agent B objective function. We proposed two
types of mathematical programming formulation. The first one, is based on
precedence decision variables, while the other is based on time indexing deci-
sion variables. The empirical results showed that when the processing times
were in [1, 10] with two identical machines, the time indexed formulation allows
to obtain Pareto front for large instances.

In the second part of this research we proposed four heuristics for this NP-
hard problem. The first and second heuristics are polynomial, they are based
on LPT-FAM order. The third and fourth heuristics are inspired by the first
two ones, instead of using an approach method for minimizing the makespan, it
uses an exact algorithm based on dynamic programming. These heuristics are
finally compared with the MILPs, using generational distance, hypervolume and
cardinality metrics, the results showed that the heuristics 2 and 4 give better
solutions. All proposed methods can be used to solve the case of m identical
parallel machines. Thereby, we have conducted some other experimental results
with 4 and 6 identical parallel machines and not presented here. In this case, the
preliminary obtained results display the same conclusions.

For further research, we will propose a genetic algorithm starting from the
solutions obtained by the heuristics. It would be also interesting to seek for a
pseudo-polynomial time algorithm.

Acknowledgments. This research was partially funded by the European Union
through the Erasmus STA program.
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Abstract. In an organisation any optimization process of its issues faces
increasing challenges and requires new approaches to the organizational phe-
nomenon. Indeed, in this work it is addressed the problematic of efficiency
dynamics through intangible variables that may support a different view of the
corporations. It focuses on the challenges that information management and the
incorporation of context brings to competitiveness. Thus, in this work it is
presented the analysis and development of an intelligent decision support system
in terms of a formal agenda built on a Logic Programming based methodology
to problem solving, complemented with an attitude to computing grounded on
Artificial Neural Networks. The proposed model is in itself fairly precise, with
an overall accuracy, sensitivity and specificity with values higher than 90 %.
The proposed solution is indeed unique, catering for the explicit treatment of
incomplete, unknown, or even self-contradictory information, either in a
quantitative or qualitative arrangement.

Keywords: Optimization � Efficiency � Logic programming � Knowledge
representation � Artificial neural networks

1 Introduction

The Excellence Model (EM), proposed by the European Foundation for Quality
Management (EFQM), is a self-assessment framework to measure the strengths and
areas of improvement of an organisation. The term Excellence is used once the EM
focuses on what an organisation does, or could do, in order to provide an excellent
service or product to its customers, users or stakeholders [1, 2]. While its origins
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remain in the private sector, public and voluntary sector organisations can also benefit
from using the EM. It is non-prescriptive and does not involve a strict respect of a set of
rules or standards, but provides a broad and coherent set of assumptions about what is
required for an efficient organisation and its management [1]. The EM starts with the
premise epitomized in Fig. 1, i.e., People, Customer and Society Results achieved
through Leadership driving People, Policy and Strategy, Partnerships and Resources,
leading ultimately to excellence in Key Performance Results [1–3]. Indeed, there are
nine main ideas or criteria in the EM that underpin this premise and attempt to cover all
organisations’ activities, namely:

• Leadership;
• People;
• Policy and Strategy;
• Partnerships and Resources;
• Processes;
• People Results;
• Customer Results;
• Society Results; and
• Key Performance Results.

These nine criteria are separated into Enablers (the former five issues) and Results
(the remaining ones). The former ones are concerned with how the organisation con-
ducts itself, how it manages its staff and resources, how it plans the strategy and how it
reviews and monitors key processes. The Results are what it achieves and encompasses
the level of satisfaction among the organisations’ employees and customers, its impact
on the community and the values of key performance indicators [1–3].

Each one of these criteria is subdivided in order to describe in more detail the concept
of Excellence in a specific area, and to auto-examine the performance of the organisation.

Fig. 1. The Excellence Model framework (adapted from http://www.efqm.org/)
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The starting point for most organisations is to gather relevant evidence to the criteria of
the EM. This involves asking, for each criterion, How good are we? And How could we
improve?. Thus, the Evidence can take a variety of forms depending on the organisation
[1, 4], and it is mandatory that each organisation has to look at the framework that suits it
better [5].

The present study address the theme of the Organizational Efficiency and the focus
was put on the criterion People Results, in particular with regard to employees’ sat-
isfaction. However, employees’ satisfaction is a complex phenomenon that involves a
large number of factors, some of which depend on the worker in itself, and on the
organisation [3, 5, 6]. Consequently, it is difficult to assess the Organizational Effi-
ciency since it needs to consider different conditions with complex relations among
them, where the available data may be incomplete/unknown (e.g., absence of answers
to some questions presented in the questionnaire), and/or contradictory (e.g., questions
relating to the same issue with incongruous answers). In order to overcome these
difficulties, the present work reports the founding of an intelligent computational
framework that uses Logic Programming based techniques to knowledge representa-
tion in order to set the structure of the information and the associate inference mech-
anisms [7], i.e., it will be centered on a Proof Theoretical approach to problem solving,
complemented with a computational framework based on Artificial Neural Networks
(ANNs), selected due to their dynamics like adaptability, robustness, and flexibility [8].

2 Knowledge Representation

Many approaches to knowledge representation have been proposed using the Logic
Programming (LP) epitome, namely in the area of Model Theory [9, 10], and
Proof Theory [7, 11]. In the present work the Proof Theoretical approach in terms of an
extension to the LP language is followed, where a logic program is a finite set of
clauses, given in the form.

f
:p not p; not exceptionp
p p1; � � � ; pn; not q1; � � � ; not qm
? p1; � � � ; pn; not q1; � � � ; not qmð Þ n;m� 0ð Þ
exceptionp1
. . .
exceptionpj 0� j� kð Þ; being k and integer number

g :: scoringvalue

where the first clause stand for predicate’s closure, “,” denotes “logical and”, while “?”
is a domain atom denoting falsity. The pi, qj, and p are classical ground literals, i.e.,
either positive atoms or atoms preceded by the classical negation sign ¬ [7]. Indeed, ¬
stands for a strong declaration that speaks for itself, and not denotes negation-by-
failure, or in other words, a flop in proving a given statement, once it was not declared
explicitly. Under symbols’ theory, every program is associated with a set of abducibles
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[9, 10], given here in the form of exceptions to the extensions of the predicates that
make the program, i.e., clauses of the form:

exceptionp1 ; � � � ; exceptionpj 0� j� kð Þ; being k an integer number

that stand for data, information or knowledge that cannot be ruled out. On the other
hand, clauses of the type:

? p1; � � � ; pn; not q1; � � � ; not qmð Þ n;m� 0ð Þ

also named invariants or restrictions, allows one to set the context under which the
universe of discourse has to be understood. The term scoringvalue stands for the relative
weight of the extension of a specific predicate with respect to the extensions of peers
ones that make the inclusive or global program.

2.1 Quantitative Knowledge

In order to set one’s approach to knowledge representation, two metrics will be set,
namely the Quality-of-Information (QoI) of a logic program that will be understood as
a mathematical function that will return a truth-value ranging between 0 and 1 [12, 13],
once it is fed with the extension of a given predicate, i.e., QoIi = 1 when the infor-
mation is known (positive) or false (negative) and QoIi = 0 if the information is un-
known. For situations where the extensions of the predicates that make the program
also include abducible sets, its terms (or clauses) present a QoIi ε [0, 1], in the form:

QoIi ¼ 1=Card ð1Þ

if the abducible set for predicates i and j satisfy the invariant:

? exceptionpi ; exceptionpj
� �

;: exceptionpi ; exceptionpj
� �� �

where “;” denotes “logical or” and “Card” stands for set cardinality, being i 6¼ j and
i, j � 1 (a pictorial view of this process is given in Fig. 2(a), as a pie chart).

On the other hand, the clauses cardinality (K) will be given by CCard
1 þ � � � þCCard

Card ,
if there is no constraint on the possible combinations among the abducible clauses,
being the QoI acknowledged as:

QoIi1� i�Card ¼ 1�
CCard
1

; � � � ; 1�CCard
Card

ð2Þ

where CCard
Card is a card-combination subset, with Card elements. A pictorial view of this

process is given in Fig. 2(b), as a pie chart.
However, a term’s QoI also depends on their attribute’s QoI. In order to evaluate

this metric, look to Fig. 3, where the segment with bounds 0 and 1 stands for every
attribute domain, i.e., all the attributes range in the interval [0, 1]. [A, B] denotes the
range where the unknown attributes values for a given predicate may occur (Fig. 3).
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QoIattributei ¼ 1� jjA� Bjj ð3Þ

where ||A − B|| stands for the modulus of the arithmetic difference between A and
B. Therefore, in Fig. 4 is showed the QoI’s values for the abducible set for predicatei.

Under this setting, another metric has to be considered, which will be denoted as
DoC (Degree-of-Confidence), that stands for one’s confidence that the argument values
or attributes of the terms that make the extension of a given predicate, having into
consideration their domains, are in a given interval [14]. The DoC is figured using
DoC ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� Dl2
p

, where Dl stands for the argument interval length, which was set to
the interval [0, 1] (Fig. 5).

Thus, the universe of discourse is engendered according to the information pre-
sented in the extensions of such predicates, according to productions of the type:

predicatei �
[

1� j�m

clausej Ax1 ;Bx1ð Þ QoIx1 ;DoCx1ð Þð Þ; � � � ;ð

Axl ;Bxlð Þ QoIxl ;DoCxlð Þð ÞÞ :: QoIj :: DoCj

ð4Þ

where [ , m and l stand, respectively, for set union, the cardinality of the extension of
predicatei and the number of attributes of each clause [14]. On the other hand, either

Fig. 2. QoI’s values for the abducible set for predicatei with (a) and without (b) constraints on
the possible combinations among the abducible clauses

Fig. 3. Setting the QoIs of each attribute’s clause
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the subscripts of the QoIs and the DoCs, or those of the pairs (As, Bs), i.e., x1, …, xl,
stand for the attributes’ clauses values ranges.

2.2 Qualitative Knowledge

In present study both qualitative and quantitative data/knowledge are present. Aiming
at the quantification of the qualitative part and in order to make easy the understanding
of the process, it will be presented in a graphical form. Taking as an example a set of
n issues regarding a particular subject (where the criteria are zero, low, …, high and
very high), let us itemized an unitary area circle split into n slices (Fig. 5). The marks in
the axis correspond to each of the possible options. If the answer to issue 1 is high the

correspondent area is p�
ffiffiffiffiffiffi
0:75
p

q� �2
=n, i.e., 0:75=n (Fig. 6(a)). Assuming that in the

Fig. 4. QoI’s values for the abducible set for predicatei with (a) and without (b) constraints on
the possible combinations among the abducible clauses.

Pn
i¼1 QoIi � pið Þ=n denotes the QoI’s

average of the attributes of each clause (or term) that sets the extension of the predicate under
analysis. n and pi stand for, respectively, for the attribute’s cardinality and the relative weight of
attribute pi with respect to its peers ðPn

i¼1 pi ¼ 1Þ

Fig. 5. Evaluation of the attributes’ degree of confidence
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issue 2 are chosen the alternatives high and very high, the correspondent area ranges

between p�
ffiffiffiffiffiffi
0:75
p

q� �2
=n; p�

ffiffi
1
p

q� �2
=n

� 	
, i.e., 0:75=n; 1=n½ � (Fig. 6(b)). Finally, in

issue n if no alternative is ticked, all the hypotheses should be considered and the area

varies in the interval 0; p�
ffiffi
1
p

q� �2
=n

� 	
, i.e., 0; 1=n½ � (Fig. 6(c)). The total area is the

sum of the partial ones (Fig. 6(d)).

3 Methods

Aiming to develop a predictive model to assess employees’ satisfaction a questionnaire
was set and applied to a cohort of 78 workers of training companies. This section
describes briefly the data collection tool and how the information is processed.

3.1 Questionnaire

The questions included in the questionnaire aimed to evaluate the degree of employee
satisfaction about the performance of the organisation and identify areas of strength and
areas for improvement, in order to trace new goals. The respondents participated in the
study voluntarily and the questionnaires were anonymous to ensure the confidentiality
of information provided. The questions included in the questionnaire were organized
into two sections, where the former one includes the questions related with employees’
age, gender, length of service and functional area. The last one comprises questions
related with the employees’ opinions about the resources, occupational medicine ser-
vice, organizational climate, training and quality of training. In Fig. 7 shows the
possible answers to each question (Option column) and how the responses were
codified (Code column).

3.2 Extract, Transform and Load

To develop a predictive model it was necessary to gather data from several sources
and carry out an extract, transform and load process to organize the information.

Fig. 6. A view of a qualitative data/knowledge processing
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The information was organized in a star schema, which consists of a collection of
tables that are logically related to each other [15]. To obtain a star schema it was
essential to follow a few steps. In the former one it was necessary to understand the
problem and gather the parameters data, information or knowledge that may have
influence in the final outcome. Based on literature [4–6], the parameters that may
influence the satisfaction of workers in a company were age, gender, length of service,
functional area, resources, satisfaction with occupational medicine service, organiza-
tional climate, received training and quality of the received training. The following
stage was related with the dimensions that would be needed to define these parameters
on the facts table. Finally, information from several sources was collected, transformed
according the fact and dimension table and loaded to fact table.

The star schema conceived for this study (Fig. 7) takes into account the variables
that influence the satisfaction of workers (Facts Table) where Dim Tables show how
data was classified. For example, regarding length of service, employees with less than
a year, comprised in the range [1, 3], ranging between [3, 5], and with more than
5 years, were epitomize by the values 0 (zero), 1 (one), 2 (two) or 3 (three),
respectively.

3.3 A Logic Programming Approach to Data Processing

Based on the star schema presented in Fig. 7, it is possible to build up a knowledge
database given in terms of the table depicted in Fig. 8, which stand for a situation

Fig. 7. An overview of the data model

422 A. Fernandes et al.



where one has to manage information aiming to in order to estimate the training
company efficiency. Under this scenario some incomplete and/or unknown data is also
available. For instance, in the former case the Functional Area is unknown (depicted by
the symbol ⊥), while the opinion about Training Received is not conclusive
(Sufficient/Good).

Applying the algorithm presented in [14] to the table or relation’s fields that make
the knowledge base for training company efficiency assessment (Fig. 8), and looking to
the DoCs values obtained as described before, it is possible to set the arguments of the
predicate efficiency (effic) referred to below, whose extensions denote the objective
function with respect to the problem under analyze:

effic : Age; Gender; Lengthof Service; FunctionalArea; Resources;

OccupationalMedicineService; OrganizationalClimate; Training ! f0; 1g

where 0 (zero) and 1 (one) denote, respectively, the truth values false and true.
The algorithm presented in [14] encompasses different phases. In the former one the

clauses or terms that make extension of the predicate under study are established. In a
second step the boundaries of the attributes intervals are set in the interval [0, 1]
according to a normalization process given by the expression
ðY � YminÞ=ðYmax � YminÞ, where the Ys stand for themselves. Finally, the DoC is
evaluated as described in Sect. 2.1.

Exemplifying the application of the algorithm presented in [14], to a term (em-
ployee) that presents the feature vector (Age = 48, Gender = 1, Length of Service = 3,
Functional Area = ⊥, Resources = 1, Occupational Medicine Service = 2, Organizational Cli-

mate = 1, Training = [0.5, 0.62]), one may have:

Fig. 8. A fragment of the knowledge base for training company efficiency evaluation

An Evaluative Model to Assess the Organizational Efficiency 423



Begin (DoCs evaluation)
The predicate’s extension that sets the Universe-of-Discourse to the case (term)

under observation is fixed

f
:effic AAge;BAge

� �
QoIAge;DoCAge
� �� �

; � � � ; AT ;BTð Þ QoIT ;DoCTð Þð Þ� �
 not effic AAge;BAge

� �
QoIAge;DoCAge
� �� �

; � � � ; AT ;BTð Þ QoIT ;DoCTð Þð Þ� �
effic 48; 48ð Þ QoI48;DoC48ð Þð Þ; � � � ; 0:5; 0:62ð Þ QoI½0:5;0:62�;DoC½0:5;0:62�

� �� �� �
19; 62½ � . . . ½0; 1�|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

attribute0s domain
g :: 1 :: DoC

The attribute’s boundaries are set to the interval [0, 1], according to a normal-
ization process that uses the expression ðY � YminÞ=ðYmax � YminÞ

f
:effic AAge;BAge

� �
QoIAge;DoCAge
� �� �

; � � � ; AT ;BTð Þ QoIT ;DoCTð Þð Þ� �
 noteffic AAge;BAge

� �
QoIAge;DoCAge
� �� �

; � � � ; AT ;BTð Þ QoIT ;DoCTð Þð Þ� �
effic 0:67; 0:67ð Þ 10:67;DoC0:67ð Þð Þ; � � � ; 0:5; 0:62ð Þ 1½0:5;0:62�;DoC½0:5;0:62�

� �� �� �
:: 1 :: DoC

½0; 1� . . . ½0; 1�|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
attribute‘s domains once normalized

The DoC’s values are evaluated

f
:effic AAge;BAge

� �
QoIAge;DoCAge
� �� �

; � � � ; AT ;BTð Þ QoIT ;DoCTð Þð Þ� �
 noteffic AAge;BAge

� �
QoIAge;DoCAge
� �� �

; � � � ; AT ;BTð Þ QoIT ;DoCTð Þð Þ� �
effic 0:67; 0:67ð Þ 1; 1ð Þð Þ; � � � ; 0:5; 0:62ð Þ 1; 0:99ð Þð Þð Þ :: 1 :: 0:87

½0; 1� . . . ½0; 1�|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
attribute‘s domains once normalized

g :: 1
End

4 Artificial Neural Networks

The framework presented previously shows how the information comes together and
how it is processed. In this section, a data mining approach to deal with the processed
information is considered. A hybrid computing approach was set to model the universe
of discourse, where the computational part is based on ANNs, which are used not only
to structure data but also to capture the objective function’s nature (i.e., the relation-
ships between inputs and outputs) [16, 17].

ANNs denote a set of connectionist models inspired in the behaviour of the human
brain. In particular, the Multilayer Perceptron (MLP) is the most popular ANN
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architecture, where neurons are grouped in layers and only forward connections exist
[18]. This provides a powerful base-learner, with advantages such as nonlinear map-
ping and noise tolerance, increasingly used in data mining due to its good behaviour in
terms of predictive knowledge. MLP is molded on three or more layers of artificial
neurons, including an input layer, an output layer and a number of hidden layers with a
certain number of active neurons with connections with adjustable weights. In addition,
there is also a bias, which is only connected to neurons in the hidden and output layers.
The number of nodes in the input layer sets the number of independent variables, and
the number of nodes in output layer denotes the number of dependent ones [18].

Figure 9 shows a case being submitted to the organizational efficiency assessment.
The normalized values of the interval boundaries and its QoI’s and DoC’s stand for the
inputs to the ANN. The output is given in terms of organizational efficiency evaluation
and the degree of confidence that one has on such a happening. In this study 78
responses to the questionnaire were considered (i.e., seventy eight terms or clauses of
the extension of predicate effic). To implement the evaluation mechanisms and to test
the model, ten folds cross validation were applied [18]. The back propagation algorithm
was used in the learning process of the MLP. As the output function in the
pre-processing layer it was used the identity one, while in the other layers we con-
sidered the sigmoid function.

A common tool to evaluate the results presented by the classification models is the
coincidence matrix, a matrix of size L � L, where L denotes the number of possible
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1
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Fig. 9. The ANN topology
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classes. This matrix is created by matching the predicted and target values. L was set to
2 (two) in the present case. Table 1 presents the coincidence matrix of the ANN model,
where the values presented denote the average of 30 (thirty) experiments. A glance at
Table 1 shows that the model accuracy was 92.3 % (72 instances correctly classified in
78). Therefore, the predictions made by the ANN model are satisfactory, attaining
accuracies higher than 90 %.

Based on coincidence matrix it is possible to compute sensitivity, specificity,
Positive Predictive Value (PPV) and Negative Predictive Value (NPV) of the classifier.
Briefly, sensitivity evaluates the proportion of true positives that are correctly identified
as such, while specificity translates the proportion of true negatives that are correctly
identified. PPV stands for the proportion of cases with positive results which are
correctly classified, while NPV denotes the proportion of cases with negative results
which are successfully labeled. The values obtained for sensitivity, specificity, PPV and
NPV were 93.1 %, 90.0 %, 96.4 % and 81.8 %, respectively. Thus, it is our claim that
the proposed model is able to evaluate the organizational efficiency properly, and can
be a major contribution to achieve levels of excellence in highly competitive
environments.

5 Conclusion

The organizational efficiency assessment is not only an inestimable practice, but
something of utmost importance in the training context. The problems faced by con-
temporary society require from the training companies the highest standards of quality
in the formation of future professionals. To meet this challenge it is necessary that the
training companies optimize their efficiency in order to achieve excellence practices.
However, it is difficult to assess the organizational efficiency since it is necessary to
consider different variables and/or conditions, with complex relations entwined them,
where the data may be incomplete, contradictory, and even unknown. In order to
overcome these difficulties this work presents the founding of a hybrid computing
approach that uses powerful knowledge representation techniques to set the structure of
the information and the associate inference mechanisms, complemented with a com-
putational framework based on ANNs (due to their proper dynamics, like adaptability,
evolution, robustness, and flexibility). This approach not only allows evaluating the
organizational efficiency but it also permits the estimation of the degree of confidence
that one has on such a happening. In fact, this is one of the added values of this
approach that arises from the complementary between LP (for knowledge representa-
tion) and the computing process based on ANNs.

Table 1. The coincidence matrix for the ANN model

Target Predictive
True (1) False (0)

True (1) 54 4
False (0) 2 18
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