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Preface

The 2016 Asian Information Retrieval Societies Conference (AIRS 2016) was the 12th
instalment of the conference series, initiated from the Information Retrieval with Asian
Languages (IRAL) workshop series back in 1996 in Korea. The conference was held
from November 30 to December 2, 2016, at Tsinghua University, Beijing, China.

The annual AIRS conference is the main information retrieval forum for the Asia-
Pacific region and aims to bring together academic and industry researchers, along with
developers, interested in sharing new ideas and the latest achievements in the broad
area of information retrieval. AIRS 2016 enjoyed contributions spanning the theory and
application of information retrieval, both in text and multimedia.

This year we received 74 submissions form all over the world, among which 57
were full-paper submissions. Submissions were peer reviewed in a double-blind pro-
cess by at least three international experts and one session chair. The final program of
AIRS 2016 featured 21 full papers divided into seven tracks: “Machine Learning and
Data Mining for IR,” “IR Models and Theories™ (two tracks), “IR Applications and
User Modeling,” “Personalization and Recommendation” (two tracks) and “IR Eval-
uation.” The program also featured 11 short or demonstration papers.

AIRS 2016 featured three keynote speeches: “New Ways of Thinking About Search
with New Devices” from Emine Yilmaz (University College London); “Will Question
Answering Become the Main Theme of IR Research?” from Hang Li (Huawei Noah’s
Ark Lab); and “NLP for Microblog Summarization” from Kam-Fai Wong (The Chi-
nese University of Hong Kong).

The conference and program chairs of AIRS 2016 extend our sincere gratitude to all
authors and contributors to this year’s conference. We are also grateful to the Program
Committee for the great reviewing effort that guaranteed AIRS 2016 could feature a
quality program of original and innovative research in information retrieval. Special
thanks go to our sponsors for their generosity: GridSum Incorporation, Sogou.com
Incorporation, Alibaba Group, and Airbnb. We also thank Springer for supporting the
best paper award of AIRS 2016 and the Special Interest Group in Information Retrieval
(SIGIR) for supporting AIRS by granting it in-cooperation status and sponsoring the
student travel grant.
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Modeling Relevance as a Function
of Retrieval Rank

Xiaolu Lu!®) Alistair Moffat?, and J. Shane Culpepper!

1 RMIT University, Melbourne, Australia
{xiaolu.lu,shane.culpepper}@rmit.edu.au
2 The University of Melbourne, Melbourne, Australia
ammoffat@unimelb.edu.au

Abstract. Batched evaluations in IR experiments are commonly built
using relevance judgments formed over a sampled pool of documents.
However, judgment coverage tends to be incomplete relative to the met-
rics being used to compute effectiveness, since collection size often makes
it financially impractical to judge every document. As a result, a consid-
erable body of work has arisen exploring the question of how to fairly
compare systems in the face of unjudged documents. Here we consider the
same problem from another perspective, and investigate the relationship
between relevance likelihood and retrieval rank, seeking to identify plau-
sible methods for estimating document relevance and hence computing
an inferred gain. A range of models are fitted against two typical TREC
datasets, and evaluated both in terms of their goodness of fit relative
to the full set of known relevance judgments, and also in terms of their
predictive ability when shallower initial pools are presumed, and extrap-
olated metric scores are computed based on models developed from those
shallow pools.

1 Introduction

A comprehensive set of judged documents derived from human relevance assess-
ments is a key component in the successful evaluation of IR systems. However,
growing collection sizes make it prohibitively expensive to judge all of the docu-
ments that are potentially relevant, and sampling methods such as pooling [15]
are now commonly used to select a subset of documents to be judged. Partial
judgments present an interesting challenge in carrying out reliable evaluation,
and can result in subtle problems when comparing the quality of two or more
systems.

The main issue arising from partial judgments is how to handle unjudged doc-
uments during evaluation. One simple rule — and the one often used in practice —
is to assume that all unjudged documents are non-relevant. Although an evalua-
tion score can be obtained using this assumption, any conclusions drawn may be
a biased view of a system’s relative performance. Two approaches to handling
these issues have been proposed: metric-based solutions [1,3,5,9,11,17,18], and
score adjustment [7,10,16]. Metric-based solutions can be further categorized

© Springer International Publishing AG 2016
S. Ma et al. (Eds.): AIRS 2016, LNCS 9994, pp. 3-15, 2016.
DOI: 10.1007/978-3-319-48051-0_1



4 X. Lu et al.

as those that ignore the unjudged documents, and work only with the known
documents; and those that attempt to infer the total relevance gain achieved by
the system, or, at least, to quantify the extent of the uncertainty in the mea-
sured scores. Score adjustment approaches require a different type of collection
pooling process, which can greatly impact the reusability of the test collection.
They also seek to minimize the bias between the pooled and unpooled systems,
which is different than the pooling depth bias. Pooling depth bias can occur in
contributing systems as well as new systems since using a pooling depth less
than the evaluation depth can result in unjudged documents occurring in any
system ranking.

Here we consider traditionally pooled collections, and consider the problem
from a fresh angle: does the rank position of a previously unseen document influ-
ence the likelihood of it being relevant, and if so, can that relationship be exploited
to allow more accurate system scores to be computed? Our estimations of gain
based on rank fit well with weighted-precision metrics, and allow both types of
bias to be incorporated when performing evaluations. In particular, we measure
the aptness of several possible models that build on existing judgments, from
which we obtain an observed likelihood of relevance at different ranks. The ben-
efit of assessing relevance as a function of rank is that the model can be applied
both within the original pooling depth and also beyond it. A further advantage
of the proposed approach is that in making the model topic-specific, it automat-
ically adapts to differing numbers of relevant documents and to query difficulty,
both of which can vary greatly across topics.

As a specific example of how our techniques might be employed, we consider
the rank-biased precision (RBP) metric [9], which computes a residual as a quan-
tification of the net metric weight associated with the unjudged documents in
a ranking. Using an estimator, a value within that identified residual range can
also be computed, and given as a proposed “best guess” score. To demonstrate
the validity of our proposal, empirical studies are conducted on two representa-
tive TREC datasets: those associated with the 2004 Robust Track; and with the
2006 Terabyte Track. The first collection is believed to be relatively complete
[13], while the second is understood to be less comprehensive [8,12]. The pro-
posed models are fitted using topics in the two datasets and compared using a
standard goodness-of-fit criterion at different nominal pooling depths. We then
explore the predictive power of those models, by comparing extrapolated sys-
tem scores generated from shallow-depth pools with the corresponding scores
computed using deeper pools.

2 Background

Batch IR evaluations require a set of judgments for each included topic. Pooling
[15] is often used to generate those judgments, but has limitations, since there
is no guarantee that all relevant documents for a topic are identified. The usual
way of handling that problem during evaluations is to assume that unjudged
documents are not relevant. Incomplete judgments have been shown to have lit-
tle effect in the NewsWire collections [19], but the evaluation results in larger
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Incomplete Judgments

Score Adjustment

Metrics

[Non—RelevantJ [Condense} [Infer Releva‘nce} [ Residual J [System Bias} [Limited Pooling Budget}

Fig.1. A taxonomy of approaches for minimizing the effects of unjudged documents
on system evaluation.

web collections can be biased [2]. As a result, several strategies for dealing with
unknown documents have been developed [1,3,5,7,9-11,16-18]. Broadly speak-
ing, these strategies can be categorized into two types — metrics that deal in some
way with the missing judgments, and methods for adjusting the bias. Figure 1
provides a taxonomy of approaches, which we now explore.

Metrics for Incomplete Judgments. Widely used metrics such as AP and
NDCG [6] were developed on the assumption that the judgments were complete.
When they are used with incomplete judgments, unjudged documents are typi-
cally assumed to be non-relevant during the calculation process, an assumption
that can result in underestimating the effectiveness of a system if it returns
many unjudged documents, or overestimating the effectiveness of all systems
if there are many undetected relevant documents. Alternative approaches have
been proposed that use only the documents which are judged, including con-
densed scoring [11,17], and BPref [3]. Sakai [11] compared different condensed
metrics with BPref and concluded that condensed Q-measure and NDCG work
well in practice, and have a higher discriminative power than BPref.

In a quest to make better use of both judged and unjudged documents,
metrics using inference [17,18] have also been proposed. For example, InfAP [17]
estimates the precision at ranks where relevant documents occur, and assumes
that relevant documents are distributed uniformly between identified ranks. A
drawback is that inferred metrics depend on pools being constructed using a
predefined sampling method. A recent study by Voorhees [14] concluded that a
two-strata sampling is a suitable method for constructing collections for inferred
metrics.

The metric StatAP [1] embeds another approach to sampling based estimation
by deploying importance sampling when judgment pools are created in order to
minimize the likelihood of missing relevant documents. StatAP estimates pre-
cision based on a joint distribution derived from the relevance probability of a
pair of ranks. The total number of relevant documents is estimated via a uniform
sampling process over a depth 100 pool. Combining both estimates produces the
final StatAP score. Both InfAP and StatAP have been shown to be highly corre-
lated with AP when the judgments are incomplete, using a range of collections
[17,18]. However, inferred metrics and StatAP are reliant on specific sampling
strategies being followed when pool construction occurs, meaning that applying
these methods on unpooled systems may not be appropriate.
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The final metric-based approach is to provide both the minimum and the
maximum effectiveness score for a system, using the notion of a residual that was
introduced alongside Rank-Biased Precision (RBP) [9]. Instead of generating a
point effectiveness score, RBP provides a lower and an upper bound, with the gap
between them representing the extent of score uncertainty associated with the
unjudged documents. RBP supports traditional score-based system comparisons,
and also provides quantitative evidence of the potential impact the unjudged
documents may have on that comparison.

Score Adjustments Based on Estimated Relevance. The alternative is to
try and adjust for the bias. The first option is to compensate for system bias — the
difference between pooled and unpooled systems when using a fixed pool depth —
using either a metric-based approach [7,10,16] or a metric-independent approach
[5]. Based on RBP@10, Webber and Park [16] propose adjustment methods to
deal with the inference from systems and from topics. In separate work, Ravana
and Moffat [10] propose estimation schemes for picking a point within the RBP
residual range: a background method; an interpolation method; and a smoothing
method that blends the first two. Although Ravana and Moffat primarily focus
on system bias, their results also indicate that the same approaches could be
applied to adjust the bias resulting from a limited pooling budget.

Recent work by Lipani et al. [7] views the problem from another perspective,
proposing an “anti-precision” measure in order to determine when to correct
the pooling bias. By using a Monte Carlo method to estimate the adjustment
score to be added to a run, Lipani et al. empirically obtain better results than
previous work. Lastly, Biittcher et al. [5] consider the problem independent of
the evaluation metric. By transforming bias adjustment into a document classi-
fication problem, the relevance of a document can be predicted to minimize rank
variance when a leave-one-out experiment is applied.

Most of this prior work has focused on adjusting the bias between pooled and
unpooled systems. When the pooling budget is limited, condensed runs and BPref
may be vulnerable to relatively high score variance. Residual-enabled metrics
such as RBP at least allow this variance to be quantified, but do not necessarily
provide any way of drawing useful conclusions. Sampling methods and inferred
metrics may be of some benefit in this regard, but give rise to different issues
when systems not contributing to the original pool are to be scored. It is this
set of trade-offs that motivates us to revisit the question of system comparisons
in the face of a limited pooling budget.

3 Models and Analysis

We now describe methods for modeling relevance as a function of ranking depth.

Gain Models. Consider a weighted-precision metric such as RBP, which is com-
puted as Y .o, W (i) -r;, where W (i) is the ranking-independent weight attached
to the item at rank i according to the metric definition, and r; is the gain associ-
ated with that ith item in the ranking generated for the topic in question. When
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the judgments are incomplete, and the value r; is not known for one or more
ranks j, we propose that an estimated gain #; be used, where 7; is computed via
a model of relevance in which topic and retrieval rank j are the inputs.
Focusing on a single topic, we let (14 ) be a gain matriz spanning n systems
that have contributed to a pooled evaluation to a maximum run length (or evalua-
tion depth) of k = d, so that r; s is the gain attributed to system s by the document

it placed at rank . The empirical gain vector g = (g1, g, - - ., gx) is then:
1 n
gi = n eri,j : (1)
i=

A gain model is a function G (g, k) that generates a value gy as an approximation
for g, the empirical gain at rank k. For example, one simple gain model is
to assert that if a document is unjudged its predicted gain is minimal, that
is, Go(g, k) = mingain, where mingain is the lower limit to the gain range
and is usually zero. This is the pessimal approach to dealing with unjudged
documents that was discussed in Sect. 2. Similarly, the residuals associated with
RBP combine Gy() at one extreme, and G1(g, k) = mazgain at the other, where
mazgain is the upper limit to the gain range, and is often (but not necessarily
always) one.

Increasingly Flexible Models. We are interested in gain models that lie
between the extremes of Go() and G1(), and consider five different interpola-
tion functions in our evaluation, embodying different assumptions as to how
gain varies according to rank. Table 1 lists the five options. The first model
listed, Gs(), assumes that the gain is static and both topic and rank invariant.
For early ranks this is perhaps more realistic than using Gy or G, but is intu-
itively implausible for large ranks, since the goal of any retrieval system is to
bring the relevant documents to the top of the ranking.

The second model is a truncated constant model, G., which is predicated
on the assumption that all relevant documents appear in a random manner

Table 1. Five possible gain models, where £ > 1 is the rank, and “Parameters” lists
the free parameters in the estimated model.

Model Description Parameters Assumptions
Gs  (mazgain — mingain)/2 - Static, constant across all ranks
A 1<k<
Ge { 0 sr=m Ao, m Constant until rank m, zero
0 k>m thereafter
Gy max{—Xo-k+c,0} Ao >0, c Linear, decreasing until rank m,
zero thereafter
G. Xo/(k®-Hn.) Xo,c>0 Zipfian, monotonic decreasing,
never zero
k_1)¢ PR A1 € [071]7 . . .
Guw Ao ((1 — A=D1 - ) ) o Weibull, might increase before
c >0, A0

decreasing, never zero
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at the early ranks of each run, and that beyond some cutoff rank m, no further
relevance gain occurs. This model is rank-sensitive in a binary sense, and because
m is a parameter that is selected in the context of a particular topic, it is also
topic-sensitive. That is, the constant model G. adds a level of flexibility to the
static G4(), and while it may also be implausible to assert that average gain is a
two-valued phenomena determined by rank for any individual topic, in aggregate
over a set of topics, each with a fitted value of m, the desired overall behavior
might emerge.

The third step in this evolution is the model G,. The constant model G,
allows an abrupt change in predicted gain as a function of rank, at the topic-
dependent cutoff value m. If we add further flexibility and suppose that average
relevance gain decreases linearly as ranks increase, rather than abruptly, we get
Gy. This model also has cutoff rank m beyond which the expected gain from
an unjudged document is presumed to be zero, given by m = [¢/Ag]. A fourth
option is to allow a tapered decrease, and this is what G, achieves, via the
Zipfian distribution, in which H,, . is a normalizing constant determined by
the controlling parameter ¢ and the ranking length n. The expected gain rate
decreases at deeper pooling depths but remains non-zero throughout, due to the
long-thin tailed property of the Zipfian distribution.

Another possibility is that the gain may initially increase or be constant,
and then decrease in the longer term. To achieve this option, the monotonicity
expectation is relaxed, a possibility captured by the discrete Weibull distribution,
model G,. Note that this function allows the possibility of an initial increase,
but does not make that mandatory. In particular, when ¢ = 1, the underlying
distribution becomes a simple decreasing geometric distribution. Since this model
is derived from a discrete Weibull distribution, the gain rate decreases faster than
G, when the distribution of relevance by rank is similar.

Given a model G that has been determined in response to a empirical gain
vector g, we take 7; = G(g,j) for unjudged documents when r; is unavailable,
and then compute a weighted-precision metric such as RBP in exactly the same
manner as before. That is, the estimated gain for that topic is used whenever
the actual gain is unknown.

Measuring Model Fit. With a choice of ways in which relevance might be
modeled, an obvious question is how to compare them and identify which ones
provide the most accurate matches to actual ranking data. To measure goodness-
of-fit we use root-mean-squared-error, or RMSE. That is, given a model G fitted
to an empirical gain vector g = (g;) by choosing values for the controlling
parameters (Table 1), we compute

n

RMSE = | -3 (G(g, ) — g5’

Jj=1

as an indicator of how well that model and those parameters fit the underlying
distribution. Small values of this measure — ideally, close to zero — will indicate
that the corresponding model is a good estimator of the underlying observed
behavior.
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Fig. 2. An example of score bound convergence for a single system and a single topic.
The two pairs of lines indicate the RBP score range at different evaluation depths k,
based on two different pooling depths d’ = 10 and d = 100. The “Final Range” is the
metric score range at k& = 100 using a d = 100 judgment pool; A, B, and C indicate
three possible outcomes of a predictive model starting with the d’ = 10 judgment pool.

Measuring Model Predictive Power. A second important attribute of any
model is its ability to be predictive over unseen data, that is, its ability to be used
as a basis for extrapolation. In particular, we wish to know if a model fitted to an
empirical gain vector computed using judgments to some depth d’ (training data)
can then be used to predict system scores in an evaluation to some greater depth
d > d'. Figure 2 illustrates this notion. Suppose that pooled relevance judgments
to depth d’ = 10 are available. If a weighted-precision metric such as RBP is used
at an evaluation depth k£ = 10, all required judgments are available, but even so,
there is a still a non-zero score range, or residual. That d’ = 10 score range is
illustrated in Fig. 2 by the solid lines, plotted as a function of &, the evaluation
depth. Note that as the evaluation depth k is increased beyond 10 there is still
some convergence in the metric, because documents beyond depth d’ = 10 in
this system’s run might have appeared in the top-10 for some other system, and
thus have judgments. The endpoints of those lines, at an evaluation depth of
k = 100, are marked LB and UB. The dotted lines in the figure show the bounds
on the score range that would arise if evaluation to k& was supported by pooling
to d = 100. The final d = 100 LB-UB range — a subset of the wider d’ = 10
LB-UB range — is still non-empty, because the residual at depth k accounts for
all documents beyond depth k, even if full or partial judgments beyond that
depth are available.

Now consider an evaluation to depth k = d, but based on a model G() derived
from a pooling process to depth d’. If the model has strong predictive power,
then the extended-evaluation using the predicted #; values should give rise to a
metric score that falls close to — or even within — the dotted-line LB-UB range
that would have been computed using the deeper d = 100 judgment pool. That
is, a metric score based on a predictive extrapolation will give rise to one of
the three situations shown within the dotted circle: it will either overshoot the
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d = 100 range by an amount e4; or it will undershoot the d = 100 range by an
amount ec; or it will fall within that range, as suggested by the point labeled B.
In the latter case, we take eg = 0.

The overall process followed is that for each topic we use the set of system
runs for that topic, together with the depth-d’ pooled judgments, and compute
the parameters for an estimated gain function. We then use that gain function
to extrapolate the depth-d metric scores for that topic for each system, using 7;
values generated by the model in place of r; values whenever the corresponding
document does not appear within the depth-d’ pool. So, for each combination of
topic and system an e difference is computed relative to the score range generated
by a pooled-to-d evaluation.

4 Experiments

Test Collections. We employ two different test collections, the 2004 Robust
task (Rob04, topics 651-700) and the Terabyte06 task (TBO6, topics 801-850),
considering only the runs that contributed to the judgment pool. The first
dataset has a pooling depth of d = 100 and a set of 42 contributing runs [13];
the second a pooling depth of d = 50, and 39 contributing runs [4]. Figure3
provides a breakdown of document relevance in the two collections. Although
the TB06 dataset uses shallower pooling, on average it contains more relevant
documents per topic than Rob04 (left pane); and the percentage of relevant
documents decreases more slowly as a function of pool depth (right pane). For
example, approximately 8% of the TB06 documents that first enter the pool as
it is extended from d = 40 to d = 50 are found to be relevant.

Goodness-of-Fit Evaluation. Regression was used to compute the two or
three parameters for each model (Table 1), fitting them on a per-topic-basis,
and using a range of nominal pooling depths d. In the static model Gs() the
predicted gain was set to 0.5 at all ranks; and in the constant model G.() the

600+ o Dataset 100 Dataset
- © Rob04 B3 Rob04 E3TBO06
© TBO6
40-
8 4004 204
8 fod o
o
5 x 10
2 < .
3+ 2004 4 }
N
® .
ol Oo . 14
200 400 600 800 1000 1200 1400 10 20 30 40 50 60 70 80 90 100
#Judged Docs Pool Depth

Fig. 3. Datasets used, showing the balance between judged documents and relevant
documents on a per-topic basis (left); and the rate at which relevant documents are
discovered by increasing pool depth bands (right, with a logarithmic vertical scale).
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Table 2. RMSE of models, evaluated to depth d, averaged across topics and systems,
using parameters computed using pooling data to depth d. Model G () is a hybrid that
selects the best of the other models on a per-topic basis. Daggers indicate values not
significantly worse than the hybrid model at p = 0.05, using a two-tail paired t-test.

d Rob04 TB06

Gs Ge Gy G Gy Gu G Ge Gy G Guw Gy
10 0.237 0.106 0.080 0.086 0.071 0.070 0.190 0.040 0.020 0.018 0.011f 0.011
20 0.256 0.113 0.085 0.088 0.072F 0.071 0.186 0.049 0.020 0.022 0.011T 0.011
30 0.275 0.114 0.088 0.087 0.071T 0.070 0.186 0.056 0.022 0.024 0.011T 0.011
40 0.292 0.114 0.090 0.087 0.069T 0.069 0.187 0.060 0.024 0.023 0.012 0.011
50 0.307 0.112 0.090 0.087 0.068T 0.068 0.189 0.063 0.025 0.025 0.012T 0.011

cutoff parameter m was capped at the pooling depth. All of the judgments to the
specified test depth d were used, in order to gauge the suitability of the various
models. Note that the large volume of input data used per topic and the small
number of parameters being determined means that there is only modest risk of
over-fitting, even when d is small. Predictive experiments that bypass even this
low risk are described shortly.

Table 2 lists average RMSE scores, categorized by dataset, by model, and by
pooling depth d. The two columns labeled Gy () are discussed shortly. Two-tail
paired t-tests over topics were used to compare the RMSE values associated
with the five models. When all available judged documents are used, G,, has
the smallest RMSE on both datasets compared to the other four models, at a
significance level p < 0.05 in all cases, and is a demonstrably better fit to the
observed data than are the other four approaches.

We also explored a hybrid model, denoted Gy (), which selects the smallest
RMSE over the available fitting data for the five primary approaches on a topic-
by-topic basis. Two-tail paired t-tests were also conducted between model G g
and each of the others, and in Table 2 superscript daggers indicate the RMSE
measurements that were not found to be significantly inferior to the hybrid
approach, again using p < 0.05. The Weibull model is a very close match to the
hybrid approach, and of the per-topic selections embedded in the hybrid, the
Weibull was preferred around 85% of the time.

Looking in detail at Table 2, we also conclude that the Rob04 judgments are
harder to fit a curve to, with overall higher RMSE values for each corresponding
depth and model compared to the TB06 judgments. It is also apparent that little
separates the Zipfian G () and linear G¢() approaches, and that either could be
used as a second-choice to the Weibull mechanism. Finally in connection with
Table 2, the consistency of values down each column as data points are added
confirms the earlier claim that there is only a modest risk of over-fitting affecting
the results of this experiment.

Figure 4 illustrates the five fitted curves for two topics, and their approx-
imation of the empirical gain, which is shown in the graphs as a sequence of
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Fig. 4. Topic 683 for Rob04 (left column), and Topic 819 for TB06 (right column),
with models fitted using all available judgments (top row) and using a depth d' = 10
pool (bottom row). The black dots show the empirical gain, and are the same in both
rOwS.

black dots. One topic from each of the two datasets is plotted, with two differ-
ent pooling depths — one graph in each vertical pair using all of the available
judgments (d = 100 for Rob04, and d = 50 for TB06, in the top row), and one
graph showing the models that were fitted when pooling was reduced to a nom-
inal d’ = 10 (bottom row). One observation is immediately apparent, and that
is that empirical gain does indeed decrease with rank; moreover, in the case of
TB06 Topic 819, it does so surprisingly smoothly. Also worth noting is that the
empirical gain for the Rob04 topic decreases more quickly than it does for the
TBO06 topic as the evaluation depth k increases, which both fits with the overall
data plotted in the right pane of Fig. 3, and helps explain the better TB06 scores
for the static model in Table 2. Comparing the top two graphs with the lower
two, it is clear that the more volatile nature of the empirical gain in the Rob04
topic has meant that when only d’ = 10 judgments are available, the models all
diverge markedly from the actual g; values when they are extrapolated beyond
the fitted range. The smoother nature of the TB06 empirical gain function means
that the extrapolated models based on d’ = 10 continue to provide reasonable
projections.
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Predictive Strength Evaluation. The most important test of the various
models is whether they can be used to generate reliable estimates of metric
scores when extrapolated beyond the pooling depth, the process that was illus-
trated in Fig. 2. Table 3 lists the results of such an experiment, using RBP0.95
throughout, a relatively deep metric (at an evaluation depth of 50, the inherent
RBP0.95 tail-residual is 0.07, and at an evaluation depth of 100, it is 0.006), and
with G() omitted for brevity. To generate each of the table’s entries, a pool to
depth d’ is constructed, and the corresponding model fitted to the empirical gain
values associated with that pool. Each run is then evaluated to depth £ = 100
(Rob04) or k = 50 (TB06) using pooled-to-d’ judgments, if they are available,
or using estimated gain values 7; generated by the model for that topic. The
RBP score estimate that results is then compared to the score and residual range
generated using the full pool, d = 100 for Rob04 and d = 50 for TB06. If the
extrapolated RBP score falls within that pooled-to-d range, an € of zero is regis-
tered for that system-topic combination; if it falls outside the range, a non-zero
€ is registered, as described in Sect. 3. Each value in the table is then the average
over systems of the root-mean-square of that system’s topic €’s; with the paren-
thesized number beside it recording the percentage of the e values that are zero,
corresponding to predictions that fell within the final RBP score range. We also
measured the “interpolative” method of estimating a final RBP score that was
described Ravana and Moffat [10], denoted as “RM” in the table. It predicts RBP
scores assuming that the residual can be assigned a gain at the same weighted
rate as is indicated by the judged documents for that run.

All of the models are sensitive to the pooling depth d’, and it is only when
sufficient initial observations are available that it is appropriate to extrapolate.

Table 3. Root-mean-square of € prediction errors using different pooling depths d’,
compared to an evaluation and pooling depth of k = d = 100 (Rob04) and k = d = 50
(TB06). The method labeled RM is the “interpolation” method of Ravana and Moffat
[10]. Bold values are the best in that row, and the numbers in parentheses are the
percentage of the system-topic combinations for which ¢ = 0 (point B in Fig. 2).

d’ G. G G Guw Gu RM
Robust04

20 0.020 (33) 0.015
40 0.004 (60) 0.003
60 0.001 (78) 0.001
80 0.000 (92) 0.000

33) 0.027 (15) 0.018 (31) 0.018 (31) 0.040 (9)
65) 0.005 (56) 0.004 (65) 0.004 (65) 0.010 (31)
84) 0.001 (89) 0.001 (88) 0.001 (88) 0.002 (71)
95) 0.000 (99) 0.000 (97) 0.000 (97) 0.000 (98)

o~~~ —~

Terabyte06

10 0.089 (24) 0.061 (45) 0.082 (39) 0.065 (45) 0.067 (45) 0.065 (42)
20 0.033 (40) 0.022 (71) 0.031 (68) 0.023 (73) 0.024 (73) 0.023 (68)
30 0.013 (58) 0.006 (88) 0.008 (87) 0.005 (90) 0.006 (90) 0.008 (87)
40 0.004 (78) 0.001 (98) 0.001 (98) 0.000 (99) 0.000 (99) 0.001 (97)
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Also interesting in Table 3 is that the linear model, G¢(), provides score predic-
tions that are as reliable as those of the Weibull model. As a broad guidance,
based on Table 3, we would suggest that if an evaluation is to be carried out
to depth k, then pooled judgments to depth d’ > k/2 are desirable, and that
application of either the Weibull model G,,() or the simpler linear model G, to
infer any missing gain values between d’ and k will lead to reliable final score
outcomes. Both outperformed the previous RM approach [10].

That then leaves the choice of k, the evaluation depth to be used; as noted
by Moffat and Zobel [9], k is in part determined by the properties of the user
model that is embedded in the metric. In the RBP model used in Table 3, the
persistence parameter p = 0.95 indicates a deep evaluation. When p is smaller
and the user is considered to be less patient, the fact that the tail residual is
given by p¥ means that smaller values of k can be adopted to yield that same
level of tail residual. Note that it is not possible to analyze AP in the same way,
hence our reliance on RBP in these experiments.

5 Conclusions and Future Work

We have investigated a range of options for modeling the relationships between
relevance and retrieval rank, calculating the probability of a document being
relevant conditioned on a set of systems and the evaluation depths. Our exper-
iments show that it is possible to use the models to estimate final scores in
weighted-precision metrics with a reasonable degree of accuracy, and hence that
pooling costs might be usefully reduced for this type of metric. To date the pre-
dictive score models have not been conditioned on the document itself, and the
fact that it might be unjudged in multiple runs at different depths. We plan to
extend this work to incorporate the latter, hoping to develop more refined esti-
mation techniques. We also plan to explore the implications of stratified pooling,
whereby only a subset of documents within the pool depth are judged.
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Abstract. Given a topic-by-run score matrix from past data, topic
set size design methods can help test collection builders determine the
number of topics to create for a new test collection from a statistical
viewpoint. In this study, we apply a recently-proposed score standardis-
ation method called std-AB to score matrices before applying topic set
size design, and demonstrate its advantages. For topic set size design,
std-AB suppresses score variances and thereby enables test collection
builders to consider realistic choices of topic set sizes, and to handle
unnormalised measures in the same way as normalised measures. In addi-
tion, even discrete measures that clearly violate normality assumptions
look more continuous after applying std-AB, which may make them
more suitable for statistically motivated topic set size design. Our exper-
iments cover a variety of tasks and evaluation measures from NTCIR-12.

1 Introduction

Given a topic-by-run score matrix from past data, topic set size design meth-
ods can help test collection builders determine the number of topics for a new
test collection from a statistical viewpoint [8]. These methods enable test col-
lection builders such as the organisers of evaluation conferences such as TREC,
CLEF and NTCIR to improve the test collection design across multiple rounds
of the tracks/tasks, through accumulation of topic-by-run score matrices and
computation of better variance estimates.

In this study, we apply a recently-proposed score standardisation method
called std-AB [7] to score matrices before applying topic set size design, and
demonstrate its advantages. A standardised score for a particular topic means
how different the system is from an “average” system in standard deviation units,
and therefore enables cross-collection comparisons [14]. For topic set size design,
std- AB suppresses score variances and thereby enables test collection builders to
consider realistic choices of topic set sizes, and to handle unnormalised measures
in the same way as normalised measures. In addition, even discrete measures that
clearly violate normality assumptions look more continuous after applying std-
AB, which may make them more suitable for statistically motivated topic set
size design. Our experiments cover four different tasks from the recent NTCIR-12
conference!: MedNLP [1], MobileClick-2 [4], STC (Short Text Conversation) [11]

! http://research.nii.ac.jp/ntcir/workshop/OnlineProceedings12/index.html.
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and QALab-2 [12], and some of the official evaluation measure scores from these
tasks kindly provided by the task organisers.

2 Prior Art and Methods Applied

The present study demonstrates the advantages of our score standardisation
method called std-AB [7] in the context of topic set size design, which deter-
mines the number of topics to be created for a new test collection [8]. This section
situates these methods in the context of related work.

2.1 Power Analysis and Topic Set Size Design

Webber/Moffat/Zobel, CIKM 2008. Webber, Moffat and Zobel [15] pro-
posed procedures for building a test collection based on power analysis. They
recommend adding topics and conducting relevance assessments incrementally
while examining the achieved statistical power (i.e., the probability of detecting
a between-system difference that is real) and re-estimating the standard devi-
ation o; of the between-system differences. They considered the comparison of
two systems only and therefore adopted the t-test; they did not address the
problem of the family-wise error rate [2,3]. Their experiments focused on Aver-
age Precision (AP), a binary-relevance evaluation measure. In order to estimate
o¢ (or equivalently, the variance o?), they relied on empirical methods such as
95 %-percentile computation.

Sakai’s Topic Set Size Design. Unlike the incremental approach of Webber
et al. [15], Sakai’s topic set size design methods seek to provide a straightforward
answer to the following question: “I have a topic-by-run score matrix from past
data and I want to build a new and statistically reliable test collection. How many
topics should I create?” [8]. His methods cover not only the paired ¢-test but also
one-way ANOVA for comparing more than two systems at the same time, as well
as confidence interval widths. The present study focusses on the ANOVA-based
approach, as it has been shown that the topic set sizes based on the other two
methods can be deduced from ANOVA-based results. His ANOVA-based topic
set size design tool? requires the following as input:

a, 3: Probability of Type I error o and that of Type II error .

m: Number of systems that will be compared (m > 2).

minD: Minimum detectable range [8]. That is, whenever the performance differ-
ence between the best and the worst systems is minD or larger, we want to
ensure 100(1 — 3)% power given the significance level a.

&2: Estimated variance of a system’s performance, under the homoscedasticity
(i.e., equal variance) assumption [2,8]. That is, as per ANOVA, it is assumed
that the scores of the i-th system obey N(u;, %) where o2 is common to all
systems. This variance is heavily dependent on the evaluation measure.

2 http://www.f.waseda.jp/tetsuya/ CIKM2014/samplesizeANOVA .xlsx.


http://www.f.waseda.jp/tetsuya/CIKM2014/samplesizeANOVA.xlsx

18 T. Sakai

Sakai recommends estimating within-system variances o2 for topic set size
design using the sample residual variance Vg which can easily be obtained as
a by-product of one-way ANOVA; it is known that Vg is an unbiased estimate
of o%. Let z;; denote the performance score for the i-th system with topic j
(i=1,...,m and j = 1,...,0/); let Zje = & > j—1 xij (sample system mean)

_ 1 m’ n’ .
and T = 7> 7,7, > i T (sample grand mean). Then:

! ’
it 21 (@ij — Tie)?

62 = Ve = (i — 1) . (1)

If there are more than one topic-by-run matrices available from past data, a
pooled variance may be calculated to improve the accuracy of the variance esti-
mate [8]. However, this is beyond the scope of the present study, as we are
interested in obtaining a future topic set size based on a single matrix from
NTCIR-12 for each measure in each task.

The present study uses the above method with ezisting NTCIR test collec-
tions and propose topic set sizes for the next NTCIR rounds. Sakai and Shang [9]
considered the problem of topic set size design for a new task, where we can only
assume the availability of a small pilot topic-by-run matrix rather than a com-
plete test collection. Based on reduced versions of the NTCIR-12 STC official
Chinese subtask topic-by-run matrices, they conclude that accurate variance
estimates for topic set size design can be obtained if there are about n’ = 25
topics and runs from only a few different teams.

2.2 Score Standardisation

Webber /Moffat/Zobel, SIGIR 2008. Webber, Moffat and Zobel [14] pro-
posed score standardization for information retrieval evaluation with multiple
test collections. Given m’ runs and n’ topics, a topic-by-run raw score matrix
{rawy;} (t=1,...,m',j=1,...,n') is computed for a given evaluation measure.
For each topic, let the sample mean be mean,; = # >, raw;;, and the sample

standard deviation be sdo; = \/m,%l > (raw;; — meange;)?. The standardised

score is then given by

mwij — mean.j

stdi; = sdv; ) (2)
which quantifies how different a system is from the “average” system in stan-
dard deviation units. Using standardised scores, researchers can compare systems
across different test collections without worrying about topic hardness (since, for
every j, the mean mean,; across runs is subtracted from the raw score) or nor-
malisation (since the standardised scores, which are in the [—o0, cc] range, are
later mapped to the [0, 1] range as described below). In practice, runs that par-
ticipated in the pooling process for relevance assessments (pooled systems) can
also serve as the runs for computing the standardisation factors (meanej, sde;)
for each topic (standardising systems) [14]. The same standardisation factors are
then used also for evaluating new runs.
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In order to map the standardised scores into the [0, 1] range, Webber et al.
chose to employ the cumulative density function (CDF) of the standard normal
distribution. The main reason appears to be that, after this transformation, a
score of 0.5 means exactly “average” and that outlier data points are suppressed.

Our Method: Std-AB. Recently, we proposed to replace the aforementioned
CDF transformation of Webber et al. [14] by a simple linear transformation [7]:

Tawqi; — 1MeanNej

Sd.j

where A and B are constants. By construction, the sample mean and the
standard deviation of std;; over the known systems are 0 and 1, respectively
(j =1,...,n). It then follows that the sample mean and the standard deviation
of lin;; are B and A, respectively (j = 1,...,n’). Regardless of what distribution
raw;; follows, Chebyshev’s inequality guarantees that at least 89 % of the trans-
formed scores lin;; fall within [-3A4,3A]. In the present study, we let B = 0.5 as
we want to assign a score of 0.5 to “average” systems, and let A = 0.15 so that
the 89 % score range will be [0.05,0.95]. Furthermore, in order to make sure that
even outliers fall into the [0, 1] range, we apply the following clipping step:
if lznlj > 1 then lm” =1
else if lin;; < 0 then lin;; = 0;

This means that extremely good (bad) systems relative to others are all given
a score of 1 (0). Note that if A is too small, the achieved range of std-AB
scores would be narrower than the desired [0, 1]; if it is too large, the above
clipping would be applied to too many systems and we would not be able to
distinguish among them. The above approach of using A and B with standardis-
ation is quite common for comparing students’ scores in educational research: for
example, SAT (Scholastic Assessment Test) and GRE (Graduate Record Exam-
inations) have used A = 100, B = 500 [5]; the Japanese hensachi (“standard
score”) uses A =10, B = 50.

In our previous work [7], we demonstrated the advantages std-AB over the
CDF-based method of Webber et al.: std-AB ensures pairwise system compar-
isons that are more consistent across different data sets, and is arguably more
convenient for designing a new test collection from a statistical viewpoint. More
specifically, using a small value of A ensures that the variance estimates &2
will be small, which facilitates test collection design, as we shall demonstrate
later. Moreover, as score normalisation becomes redundant if we apply stan-
dardisation [14], we can handle unnormalised measures (i.e., those that do not
lie between 0 and 1). Furthermore, even discrete measures (i.e., those that only
have a few possible values), which clearly violate the normality assumptions,
look more continuous after applying std-AB. While our previous work was lim-
ited to the discussion of TREC robust track data and normalised ad hoc IR
evaluation measures, the present study extends the work substantially by exper-
imenting with four different NTCIR tasks with a variety of evaluation measures,
including unnormalised and discrete ones for the first time.
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3 NTCIR-12 Tasks Considered in the Present Study

The core subtask of the MedNLPDoc task is phenotyping: given a medical record,
systems are expected to identify possible disease names by means of ICD (Inter-
national Classification of Diseases) codes [1]. Systems are evaluated based on
recall and precision of ICDs. MedNLPDoc provided us with a precision matrix
with n’ = 78 topics (i.e., medical records) and m’ = 14 runs, as well as a recall
matrix with n’ = 76 topics and m’ = 14 runs.

The MobileClick-2 task evaluates search engines for smartphones. Systems are
expected to output a two-layered textual summary in response to a query [4]. The
basic evaluation unit is called ¢Unit, which is an atomic piece of factual informa-
tion that is relevant to a given query. In the iUnit ranking subtask, systems are
required to rank given iUnits by importance, and are evaluated by nDCG (nor-
malised discounted cumulative gain) and @-measure. In the iUnit summarisation
subtask, systems are required to construct a two-layered summary from a given
set of iUnits. The systems are expected to minimise the reading effort of users
with different search intents; for this purpose the subtask employs a variant of
the intent-aware U-measure [6], called M-measure [4], which is an unnormalised
measure. MobileClick-2 provided us with 12 topic-by-run matrices in total: six
from the English results and six from the Japanese results. While the variances
of the unnormalised M-measure are too large for the topic set size design tool to
handle, we demonstrate that the problem can be solved by applying std-AB.

The STC (Short Text Conversation) task requires systems to return a human-
like response given a tweet (a Chinese Weibo post or a Japanese twitter post) [11].
Rather than requiring systems to generate natural language responses, however,
STC makes them search a repository of past responses (posted in response to
some other tweet in the past) and rank them. The STC Chinese subtask provided
us with three matrices, representing the official results in nG@1 (normalised
gain at 1), P+ (a variant of Q-measure), and nERR@10 (normalised expected
reciprocal rank at 10), all of which are navigational intent measures [10].

The QALab-2 task tackles the problem of making machines solve university
entrance exam questions. From the task organisers, we received two matrices
based on National Center Test multiple choice questions, one for Phase-1 (where
question types are provided to the system) and one for Phase-3 (where ques-
tion types are not provided). As each topic is a multiple choice question, the
evaluation measure is “Boolean” (either 0 or 1).

nGQ1 for STC takes only three values: 0, 1/3 or 1 [10], and Boolean for
QAlab-2 takes only two values: 0 or 1. These clearly violate the normality
assumptions behind ANOVA: z;; ~ N(u;,0?) for each system 4. Thus, it should
be noted that, when we apply topic set size design using the variances of these
rew measures, what we get are topic set sizes for some normally distributed mea-
sure M that happens to have the same variance as that discrete measure, rather
than topic set sizes for that measure per se. Whereas, if we apply std-AB, these
measures behave more like continuous measures, as we shall demonstrate later.
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Table 1. Columns (e) and (f) show within-system variance estimates % based on the
NTCIR-12 topic-by-run matrices and their std-AB versions. The values in bold are
those plugged into the topic set design tool in this study. Column (g) compares the
system rankings before and after applying std-AB in terms of Kendall’s 7, with 95 %
confidence intervals.

(a) Task/subtask (b) Measure | (c) m’ | (d) n’ | (e) &2 (raw scores) (f) &2 (std-AB) | (g) T [95 %CI]
MedNLPDoc precision 14 78 .0597 .0139 .978 [.585, 1.371]
recall 14 76 .0601 .0127 1956 [.563, 1.349]
MobileClick Q-measure |25 100 .0023 .0211 .867 [.587, 1.147]
iUnit ranking nDCG@3 25 100 .0259 .0215 .720 [.440, 1.000]
(English) nDCG@5 25 100 .0198 .0214 713 [.433, .993]
nDCG@10 |25 100 |.0141 .0212 773 [.493, 1.053]
nDCG@20 25 100 .0077 .0211 .853 [.573, 1.133]
(Japanese) Q-measure |12 100 .0189 .0155 1970 [.537, 1.403]
nDCG@3 12 100 .0570 .0176 .970 [.537, 1.403]
nDCGQ5 12 100 .0466 .0173 1909 [.476, 1.342]
nDCG@10 12 100 .0355 .0163 .970 [.537, 1.403]
nDCG@20 12 100 .0276 .0159 1 [.567,1.433]

MobileClick

iUnit summarisation

(English) M-measure |16 100 44.3783 .0072 .983 [.620, 1.346]
(Japanese) M-measure |13 100 93.5109 .0077 1949 [.537, 1.361]
STC (Chinese) nGaQ@l 44 100 .1144 .0193 .884 [.679, 1.089]
P+ 44 100 .0943 .0186 1962 [.757, 1.167]

nERR@10 44 100 .0867 .0182 1947 [.742, 1.152]

QALab Phase-1 Boolean 27 41 2124 .0191 .892 [.624, 1.160]
Phase-3 Boolean 34 36 .2130 .0204 1964 [.728, 1.200]

4 Results and Discussions

4.1 Results Overview

Table 1 Columns (e) and (f) show the variance estimates obtained by applying
Eq. 1 to the aforementioned topic-by-run matrices, before and after performing
std-AB as defined by Eq.3. It can be observed that the variances are sub-
stantially smaller after applying std-AB. This means that the required topic
set sizes will be smaller, provided that the tasks take up the habit of using
std-AB measures. For each subtask (and language), we selected the largest raw
score variance, shown in bold in Column (e), and plugged into the topic set size
design tool (except for the unnormalised M-measure, whose variances were too
large for the tool to handle); that is, we focus on the least stable measures to
obtain topic set sizes that are reliable enough for all evaluation measures. We
then used the variances of the corresponding std-AB measures, shown in bold
in Column (f).

Currently, there is no task at NTCIR that employs score standardisation.
Now, how would std-AB actually affect the official results? Table 1 Column (g)
compares the run rankings before and after applying std-AB in terms of
Kendall’s 7 for each evaluation measure in each subtask. The 95 % confidence
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intervals show that the two rankings are statistically equivalent for all cases,
except for nDCG@5 in MobileClick English iUnit ranking whose 95 % CI is [.433,
.993]. These results suggest that, by and large, std-AB enables cross-collection
comparisons without affecting within-collection comparisons.

Table 2. Recommended topic set sizes for four NTCIR-12 Tasks (a = 0.05, 3 = 0.80).

(I) MedNLPDoc|[(a) raw recall (b) std-AB recall
(6% = .0601) (6% =.0127)
m | minD —|| 0.02] 0.05/0.10{0.20]| 0.02{0.05{0.10|0.20
2(|2301| 369| 93| 24| 487| 79| 20 6
10|{4680( 750| 188| 48| 990| 159| 40| 11
20||6159| 986| 247| 62(/1302| 209| 53| 14
30([7262|1163| 291| 73||1535| 246| 62| 16
50(|8986(1438| 360| 91|]1899| 305 77| 20
iUnit Ranking iUnit Summarisation
(II) MobileClick[|(a) raw nDCG@3 [[(b) std-AB nDCG@3][(c) std-AB M-measure
English|[(6% = .0259) (6% = .0215) (6% = .0072)
m | minD —|| 0.02] 0.05/0.10{0.20]| 0.02({0.05]0.10 0.20(| 0.02{0.05|0.10 0.20
2[| 992| 159| 41| 11|| 824| 133| 34 9]| 276| 45| 12 4
10({2017| 323| 82| 21(|1675| 269| 68 18| 561 91| 23 6
20(|2655| 425| 107| 27((2204| 353| 89 23| 739| 119| 30 8
30(3130| 501| 126| 32]|2598| 416| 105 27| 871| 140| 36 9
50||3873| 620| 156| 39|(3215| 515| 129 33([1077| 173| 44 12
(III) MobileClick||(a) raw nDCG@3 [[(b) std-AB nDCG@3||(c) std-AB M-measure
Japanese||(62 = .0570) (6% = .0176) (6% = .0077)
m | minD —||0.02] 0.05/0.10/0.20]| 0.02{0.05|0.10 0.20]| 0.02(0.05(0.10 0.20
2((2182| 350| 88| 23| 674| 109| 28 8|| 296 48| 13 4
10(|4439( 711| 178| 45|[1371| 220| 56 15|| 600 97| 25 7
20||5842| 935| 234| 59|(1804| 289| 73 19|| 790| 127| 32 9
30||6887|1103| 276| 70(|2127| 341 86 22| 931| 150| 38 10
50||8522(1364| 342| 86((2632| 422| 106 27||1152| 185| 47 12
(IV) STC||(a) raw nG@Q1 (b) std-AB nG@1
(5% = .1144) (6% = .0193)
m | minD —|| 0.02]0.05/0.10]0.20{| 0.02(0.05/0.10]0.20
2| 4379| 701| 176| 45| 739| 119] 30 8
10|| 8908(1426| 357| 90||{1504| 241| 61| 16
20||11724(1876| 470 118((1979| 317| 80| 21
30(|13822(2212| 554| 139(|2333| 374| 94| 24
50(/17104|2737| 685| 172||2886| 462| 116| 30
(V) QALab|[(a) raw Boolean (b) std-AB Boolean
(62 = .2130) (62 = .0204)

m | minD —|| 0.02]0.05]0.10]0.20|] 0.02/0.05[0.10] 0.20
2|l 8152(1305| 327| 82| 782| 126| 32 9
10(/16585|2654| 664 | 167|/1589| 255| 64 17
20(|121828(3493| 874| 219(|2091| 335| 84 22
40/128992(4639|1160| 291||2777| 445| 112 29
50|/31845|5096|1275| 319||3051| 489| 123 31

Table 2 shows the recommended topic set sizes with o = 0.05,3 = 0.20
(Cohen’s five-eighty convention [3]), for several values of m (i.e., number of
systems to be compared) and minD (i.e., minimum detectable range), based
on the variances shown in bold in Tablel. It should be noted first, that the
values of minD are not comparable across Parts (a) and (b). For example, a
minD of 0.02 with raw scores and a minD of 0.02 with std-AB scores are
not equivalent, because std-AB applies score standardisation (Eq.2) followed
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by a linear transformation (Eq.3). Nevertheless, it can be observed that, after
applying std-AB, the choices of topic set sizes look more realistic. For example,
let us consider the m = 2 row in Table 2(I). If we want to guarantee 80 % power
whenever the difference between the two systems is minD = 0.05 (i.e., 5% of the
score range) or larger in raw recall, we would require 369 topics. Whereas, if we
want to guarantee 80 % power whenever the difference between the two systems
is minD = 0.05 (i.e., 5 % of the score range) or larger in std-AB recall, we would
require only 79 topics. Although the above two settings of minD mean different
things, the latter is much more practical. In other words, while ensuring 80 %
power for a minD of 0.05in raw recall is not realistic, ensuring the same power
for a minD of 0.05 in std-AB is.

Figure 1 visualises the per-topic scores before and after applying std-AB for
some of our data. Below, we discuss the effect of std-AB on recommended topic
set sizes for each task in turn.

4.2 Recommendations for MedNLPDoc

The effect of std-AB on the recall scores from MedNLPDoc can be observed by
comparing Fig. 1(a) and (a’). Note that while many of the raw recall values are
0’s, all values are positive after applying std-AB. Moreover, there are fewer 1’s
after applying std-AB.

From Table 2(I), a few recommendations for a future MedNLPDoc test col-
lection would be as follows. If the task is continuing to use raw recall, then:

— Create 100 topics: this guarantees 80 % power for comparing any m = 2 sys-
tems with a minD of 0.10 (93 topics are sufficient), and for comparing any
m = 50 systems with a minD of 0.20 (91 topics are sufficient);

— Create 50 topics: this guarantees 80 % power for comparing m = 10 systems
with a minD of 0.20 (48 topics are sufficient).

Whereas, if the task adopts std-AB recall, then:

— Create 80 topics: this guarantees 80 % power for comparing m = 2 systems
with a minD of 0.05 (79 topics are sufficient), and for comparing m = 50
systems with a minD of 0.10 (77 topics are sufficient).

Note that MedNLPDoc actually had 76-78 topics (Table1(d)), and therefore
that the above recommendation is quite practical.

4.3 Recommendations for MobileClick-2

The effect of std-AB on the nDCG@3 scores from MobileClick-2 iUnit ranking
(English) can be observed by comparing Fig. 1(b) and (b’). It can be observed
that, after applying std-AB, the scores are more evenly distributed within the
[0,1] range. Similarly, the effect of std-AB on the unnormalised M-measure
from MobileClick-2 iUnit summarisation (English) can be observed by comparing
Fig. 1(c) and (¢’). Note that the scale of the y-axis for Fig. 1(c) is very different
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Fig. 1. Per-topic raw and std-AB scores for selected NTCIR-12 tasks. The horizontal
axes represent topics. Different colours represent different runs (best viewed in colour).

from others. Despite this, Fig. 1(c’) shows that std-AB transforms the scores
into the [0, 1] range without any problems. In this way, std-AB can handle any
unnormalised measure. Put another way, if we take up the habit of using std-AB
scores, normalisation becomes no longer necessary.

Since MobileClick-2 is a multilingual task, let us discuss topic set sizes that
work for both English and Japanese. Moreover, since the topic set is shared across
the iUnit ranking and summarisation subtasks, we want topic set sizes that work
across these two subtasks. From Table 2(IT) and (IIT), a few recommendations for
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future MobileClick test collections would be as follows. If the task is continuing
to use raw nDCG@3, then:

— Create 90 topics: this guarantees 80 % power for comparing any m = 10 Eng-
lish iUnit ranking systems with a minD of 0.10 (82 topics are sufficient), and
for comparing any m = 2 Japanese iUnit ranking systems with a minD of 0.10
(88 topics are sufficient).

However, the above setting cannot guarantee anything for the iUnit summari-
sation task, due to the use of the unnormalised M-measure. In contrast, if the
tasks adopts std-AB nDCG@3 and std-AB M-measure, then:

— Create 100 topics: this guarantees 80 % power for comparing any m = 20
English iUnit ranking systems with a minD of 0.10 (89 topics are sufficient),
and for comparing any m = 30 Japanese iUnit ranking systems with a minD
of 0.10 (86 topics are sufficient), and for comparing any m = 10 English iUnit
summarisation systems with a minD of 0.05 (91 topics are sufficient), and for
comparing any m = 10 Japanese iUnit summarisation systems with a minD
of 0.05 (97 topics are sufficient).

Thus being able to handle unnormalised measures just like normalised measures
seems highly convenient. Also, recall that MobileClick-2 actually had 100 topics.

4.4 Recommendations for STC

The effect of std-AB on the nGQ1 scores from STC (Chinese) can be observed
by comparing Fig.1(d) and (d’). It can be verified from Fig.1(d) that nG@1
indeed take only three values: 0, 1/3 and 1. Whereas, Fig. 1(d’) shows that std-
AB nG@1 is more continuous, and that there are fewer 1’s, and no 0’s.

From Table2(IV), a few recommendations for a future STC test collection
would be as follows. If the task is continuing to use raw nG@Q1, then:

— Create 120 topics: this guarantees 80 % power for comparing any m = 20
systems with a minD of 0.20 (118 topics are sufficient);

— Create 90 topics: this guarantees 80 % power for comparing any m = 10 sys-
tems with a minD of 0.20 (exactly 90 topics are needed).

But note that, strictly speaking, the above recommendations are for normally
distributed measures that have a variance similar to that of nG@Q1, since nGQ1
takes only three values. Whereas, if the tasks adopts std-AB nG@1, then:

— Create 100 topics: this guarantees 80 % power for comparing any m = 30
systems with a minD of 0.10 (94 topics are sufficient).

The STC task actually had 100 topics; this was actually a decision based on
topic set size design with raw evaluation measures and pilot data [10].
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4.5 Recommendations for QALab

The effect of std-AB on the Boolean scores from QALab Phase-3 can be
observed by comparing Fig. 1(e) and (¢’). It can be observed that std-AB trans-
forms the raw Boolean scores (0’s and 1’s) into something a little more continu-
ous, but that the resultant scores still fall into two distinct score ranges; hence
our topic set size design results for QALab should be taken with a large grain
of salt even after applying std-AB as the scores are clearly not normally dis-
tributed. The reason why the std-AB scores are monotonically increasing from
left to right is just that the QALab organisers sorted the topics by the number
of systems that correctly answered them before providing the matrices to the
present author. This is equivalent to sorting the topics by mean,; (in decreasing
order, i.e., easy topics first).

From Table2(V), a few recommendations for a future STC test collection
would be as follows. If the task is continuing to use raw Boolean, then:

— Create 90 topics: this guarantees 80 % power for comparing any m = 2 systems
with a minD of 0.20 (82 topics are sufficient).

Whereas, if the tasks adopts std-AB Boolean, then:

— Create 40 topics: this guarantees 80 % power for comparing any m = 2 systems
with a minD of 0.10 (32 topics are sufficient), or any m = 50 systems with a
minD of 0.20 (31 topics are sufficient).

But recall that the above recommendations are for normally distributed measures
whose variances happen to be similar to those of the Boolean measures.

QALab-2 Phase-3 actually had 36 topics only. Note that n = 36 is not sat-
isfactory in any of the settings shown in Table2(V)(a); n = 36 does not even
satisfy the suggested setting shown above for (a normally distributed equivalent
of) std-AB Boolean. These results suggest that the QALab task should have
more topics to ensure high statistical power.

5 Conclusions and Future Work

Using topic-by-run score matrices from the recent NTCIR-12 MedNLPDoc,
MobileClick-2, STC and QALab tasks, we conducted topic set design experi-
ments with and without score standardisation and demonstrated the advantages
of employing std-AB in this context. It is clear from our results that std-AB
suppresses score variances and thereby enables test collection builders to consider
realistic choices of topic set sizes, and that it can easily handle even unnormalised
measures such as M-measure. Other unnormalised measures such as Time-Biased
Gain [13], U-measure [6] and those designed for diversified search may be han-
dled similarly. Furthermore, we have demonstrated that discrete measures such
as nGQ1, which clearly violate the normality assumptions, can be “smoothed”
to some extent by applying std-AB. Recall that topic set size design assumes
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that the scores are indepent and identically distributed: that the scores for sys-
tem i obey N(u;,0?). While this is clearly a crude assumption especially for
unnormalised and discrete measures, std-AB makes it a little more believable
at least, as shown in the right half of Fig. 1.

In our previous work [7], we performed a preliminary investigation into the
robustness of standardisation factors means;, sdo; for handling unknown runs
(i-e., those that contributed to neither pooling nor the computation of standard-
ising factors). However, our experiments were limited to handling unknown runs
from the same round of TREC. Hence, to examine the longevity of standardisa-
tion factors over technological advances, we have launched a new web search task
at NTCIR, which we plan to run for several years®. The standardisation factors
obtained from the first round of this task will be compared to those obtained
from the last round: will the initial standardisation factors hold up against the
latest, more advanced systems?

Acknowledgement. We thank the organisers of the NTCIR-12 MedNLPDoc,
QALab-2, MobileClick-2, and STC tasks, in particular, Eiji Aramaki, Hideyuki Shibuki,
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Abstract. The relevance between a query and a document in search
can be represented as matching degree between the two objects. Latent
space models have been proven to be effective for the task, which are
often trained with click-through data. One technical challenge with the
approach is that it is hard to train a model for tail queries and tail docu-
ments for which there are not enough clicks. In this paper, we propose to
address the challenge by learning a latent matching model, using not only
click-through data but also semantic knowledge. The semantic knowl-
edge can be categories of queries and documents as well as synonyms of
words, manually or automatically created. Specifically, we incorporate
semantic knowledge into the objective function by including regulariza-
tion terms. We develop two methods to solve the learning task on the
basis of coordinate descent and gradient descent respectively, which can
be employed in different settings. Experimental results on two datasets
from an app search engine demonstrate that our model can make effec-
tive use of semantic knowledge, and thus can significantly enhance the
accuracies of latent matching models, particularly for tail queries.

Keywords: Latent Matching Model - Semantic knowledge * Learning
to match - Regularized mapping to latent structures

1 Introduction

In search, given a query documents are retrieved and ranked according to their
relevance, which can be represented by the matching score between the query
and each of the documents, referred to as semantic matching in [9]. Traditional
IR models, including Vector Space Model (VSM), BM25, and Language Models
for Information Retrieval (LMIR) can be viewed as matching models for search,
created without using machine learning. The models work well to some extent,
but they sometimes suffer from mismatch between queries and documents.
Recently significant effort has been made on automatic construction of
matching models in search, using machine learning and click-through data. The
learned models can effectively deal with mismatch and outperform traditional IR
models [9]. Among the proposed approaches, learning a latent space model for
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matching in search becomes the state-of-the-art. The class of semantic matching
models, called latent matching models in this paper, map the queries and doc-
uments from their original spaces to a lower dimensional latent space, in which
the matching scores are calculated as inner products of the mapped vectors.

Despite the empirical success of latent matching models, the problem of
query document mismatch in search is still not completely solved. Specifically,
it remains hard to effectively train a matching model which works well not only
for frequent queries and documents, but also for rare queries and documents,
because there is not sufficient click data for rare queries and documents. This
in fact belongs to the long tail phenomenon, which also exists in many different
tasks in web search and data mining. One way to conquer the challenge would be
to incorporate additional semantic knowledge into the latent matching models.
Specifically, semantic knowledge about synonyms and categories of queries and
documents can make the latent space better represent similarity between queries
and documents. Suppose that “Sacramento” and “capital of California” are syn-
onyms and it would be difficult to observe their association directly from click
information(e.g., a query and the title of clicked document), because both rarely
occur in the data. If we can embed the knowledge into the learned latent space,
then it will help to make judgment on the matching degrees between queries and
documents containing the synonyms. The technical question which we want to
address in this paper is how to incorporate semantic knowledge in the learning
of latent space model in a theoretically sound and empirically effective way.

In this paper, as the first step of the work, we propose a novel method for
learning a linear latent matching model for search, leveraging not only click-
through data, but also semantics knowledge such as synonym dictionary and
semantic categories. The semantic knowledge can either be automatically mined
or manually created. Specifically, we reformulate the learning of latent space
model by adding regularization, in which way semantic knowledge can be nat-
urally embedded into the latent space and be utilized in matching. The learn-
ing problem becomes maximization of the matching degrees of relevant query
document pairs as well as the agreement with the given semantic knowledge.
Regularization is also imposed on the linear mapping matrices as well as their
product in order to increase the generalization ability of the learned model.

Without loss of generality, we take Regularized Mapping in Latent Space
(RMLS) [13], one of the state-of-the-art methods for query document matching,
as the basic latent matching model and augment it with semantic knowledge.
We improve the optimization procedure of RMLS by introducing a new regular-
ization term. We further develop a coordinate descent algorithm and a gradient
descent algorithm to solve the optimization problem. The algorithms can be
employed in different settings and thus the learning can be generally carried
out in an efficient and scalable way. We conduct experiments on two large-scale
datasets from a mobile app search engine. The experimental results demonstrate
that our model can make effective use of the semantic knowledge, and signifi-
cantly outperform existing matching models.
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2 Related Work

Matching between queries and documents is of central importance to search [9].
Traditional information retrieval models based on term matching may suffer
from term mismatch.

Topic modeling techniques aim to discover the topics as well as the topic
representations of documents in the document collection, and can be used to deal
with query document mismatch. Latent semantic indexing (LST) [3] is one typical
non-probabilistic topic model. Regularized Latent Semantic Indexing (RLST) [12]
formalizes topic modeling as matrix factorization with regularization of ¢; /¢5-
norm on topic vectors and document representation vectors. Probabilistic Latent
Semantic Indexing (PLSI) [5] and Latent Dirichlet Allocation (LDA) [2] are two
widely used probabilistic topic models. By employing one of the topic models,
one can project queries and documents into the topic space and calculate their
similarities in the space. However, topic modeling does not directly learn the
query document matching relation, and thus its ability of dealing with query
document mismatch is limited.

In a latent matching model, queries and documents are deemed as objects
in two different spaces and are mapped into the same latent space for matching
degree calculation (e.g., inner product). The learning of the mapping functions
is performed by using training data such as click-through log in a supervised
fashion, and thus is more effective to deal with mismatch. Partial Least Square
(PLS) [11] is a method developed in statistics and can be utilized to model
the matching relations between queries and documents. PLS is formalized as
learning of two linear projection functions represented by orthonormal matrices
and can be solved by Singular Value Decomposition (SVD). Canonical Corre-
spondence Analysis (CCA) [4] is an alternative method to PLS. The difference
between CCA and PLS is that CCA takes cosine as the similarity measure and
PLS takes inner product as the similarity measure. Bai et al. [1] propose Super-
vised Semantic Indexing(SSI), which makes use of a pairwise loss function and
learns a low-rank model for matching and ranking. Wu et al. [13] propose a
general framework for learning to match heterogeneous objects, and a matching
model called Regularized Mapping to Latent Structures (RMLS) is specified.
RMLS extends PLS by replacing its orthonormal constraints with ¢; and {5 reg-
ularization. RMLS is superior to PLS in terms of computation efficiency and
scalability.

Recently, non-linear matching models have also been studied. For exam-
ple, Huang et al. [6] propose a model referred to as Deep Structured Semantic
Model (DSSM), which performs semantic matching with deep learning tech-
niques. Specifically, the model maps the input term vectors into output vectors
of lower dimensions through a multi-layer neural network, and takes cosine simi-
larities between the output vectors as the matching scores. Lu and Li [10] propose
a deep architecture for matching short texts, which can also be queries and doc-
uments. Their method learns matching relations between words in the two short
texts as a hierarchy of topics and takes the topic hierarchy as a deep neural
network.
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3 Incorporating Semantic Knowledge into Latent
Matching Model

3.1 Latent Matching Model

Let X € R% and ) C R% denote the two spaces for matching, and z € X’ and
y € Y denote the objects in the spaces. In search, x and y are a query vector and
a document vector, respectively. Suppose that there is a latent space £ C R%. We
intend to find two mapping functions that can map the objects in both X and Y
into £. When the two mapping functions are linear, they can be represented as
matrices: L, € R4 and L, e R%*dy  The degree of matching between objects
z and y is then defined as inner product of L,z and Ly, which is 27 LT L, y.

To learn the linear mappings, we need training data that indicates the match-
ing relations between the objects from the two spaces. In search, click-through
logs are often used as training data, because they provide information about
matching between queries and documents. Following the framework by Wu et
al. [13], given a training dataset of positive matching pairs {(x;,y;)};, the
learning problem is formalized as

n

arg Lrilall}i % ;xiTLfLyyi, subjectto L, € Hy, Ly € H,y. (1)
where H, and H, denote the hypothesis spaces for the linear mappings L,
and L, respectively. This framework subsumes Partial Least Square (PLS) and
Regularized Mapping to Latent Structure (RMLS) as special cases. For PLS,
the hypothesis spaces are confined to matrices with orthonormal rows. RMLS
replaces the orthonormal assumption with sparsity constraints on L, and L.
More specifically, the hypothesis spaces in RMLS become:

He = {Lr | ||lmu||p STep,p=12,u=1,.. '7dm}7
Hy = {Ly | ”lyv”p STypp=12v=1,.. '7dy}7

where [y, is the u-th column vector of L, and I, is the v-th column vector of
L. The column vectors are actually latent representations of the elements in the
original spaces, for instance, the terms in queries and documents. || - ||, denotes
¢, norm, and both ¢; and ¢ are used in RMLS. 7, , and 7, , are thresholds on
the norms.

We point out that RMLS is not very robust, both theoretically and empiri-
cally. Wu et al. [13] prove that RMLS gives a degenerate solution with ¢; regu-
larization only. Specifically, the solution of L, and L, will be matrices of rank
one and all the column vectors I, and l,, will be proportional to each other. Wu
et al. [13] propose addressing the problem with further ¢5 regularization on I,
and [,,,. However, this does not solve the problem, which we will explain later in
this Section, Our experiments also show that RMLS tends to create degenerate
solutions.

We notice that RMLS does not penalize the case in which any x in one space
matches any y in the other space, which may happen even when L, and L, are
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sparse. To cope with the problem, we introduce additional constraints on the
matching matrix LT L,, whose (u,v)-th element corresponds to the matching
score between the u-th basis vector from X and the v-th basis vector from ).
Specifically, we add ¢; and ¢ norms on LI L, as follows, which can limit the
overall degree of matching any two objects.

The regularizations || L] Ly [ = Zu,'u zulyols |1 L3 Lyll3 = Zu,v(lgulyU)Q can
prevent the model from becoming a degenerate solution, and thus make the
model more robust. With all of the constraints the hypothesis spaces of L, and
L, become:

op,p =1,2,Yu,v},

He = {Lz | ||lwu||p < Taps Hl vaP
< ,p=1,2,Vu,v}.

Hy = {Ly | ||lvap

Note that H, and H, are now related to each other because of the constraints
on the interaction of the two mappings.

We then reformalize the learning of latent matching model, referred to as
LMM for short, as the following optimization problem:

<
<

Ty,p> Hl lywllp < op

arg min —*ZafTLTLyyHr > *llLTLyllpﬂL > *lle I+ Z TLylE, (2)

Ly,L
ey p=1,2 p=1,2 p=1,2

where 0, A\, and p, are the hyper-parameters for regularization.

In general, there is no guarantee that a global optimal solution of (2) exists,
and thus we employ a greedy algorithm to conduct the optimization. Let F
denote the corresponding objective function. The matching term in F can be
reformulated as + 31" | a7 LTL,y; = D cuwll, Ly, where ¢, , is the (u,v)-th
element of the empirical cross-covariance matrix C' = % S zyl.

For simplicity, in the following derivation, let us only consider the use of /o
regularization, i.e., set 1 = A\y = p; = 0.

By setting the derivatives to zeros, the optimal values of I, and [, can be
solved as:

= (92 Zlyvlgv + )\21)71(2 Cu,vlyv)7 ly-U = 92 leulzu + PQI Z Cy 'L}lzu) 3)
v v

The parameters of L, and L, are updated alternatively until convergence.

It should be noted that since the parameters are directly calculated, the
convergence rate is fast for the coordinate descent algorithm. However, the cal-
culations at each step in Eq.3 involve inversion of two d-dimension matrices,
which could become a computation bottleneck when the dimension of latent
space is high. Therefore, we can obtained a gradient descent algorithm for LMM
as an alternative®, specifically for the case of high-dimensional latent space. The
gradient descent algorithm has less computation at each step but generally needs
more iterations to converge. Therefore, one always needs to consider selecting a
more suitable optimization method in a specific situation.

! llzu = lzu + 7(211 Cu,vly'u - 92 Ev ly'ulg‘ulzu - )\2lzu)7l;u = ly'u + ’Y(Zu C’u,,vlzu -
023", loultulys — p2lyy), where v is the learning rate.
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When Eq. 3 is applied to RMLS (by letting 2 = 0), the updates of para-
meters in each iteration become L(t+1) = Lg;t)(/\gpz)’lCC’T and Lg(fﬂ)

y ()\gpg) LCT(C. They are equivalent to conducting power iteration on each
row of L, and L, independently. Consequently, all rows of L, will converge to
the eigenvector (with the largest eigenvalue) of the matrix (Agp2) "1CCT, and so
will be all rows of L,. Thus, the optimal parameters L; and L; are both matrices
of rank one. This justifies the necessity of regularization on the matching matrix
Lrr,.

3.2 Incorporating Semantic Knowledge to Latent Matching Model

A latent matching model trained with the method described in the previous
section can perform well for head queries and documents, since it can capture
the matching information from click-through data. However, for tail queries and
documents, there is not enough click-through data, and it is almost impossible
to accurately learn the matching relations between them. To alleviate this prob-
lem, we propose incorporating semantic knowledge of synonyms and semantic
categories into the learning of the latent matching model.

Without loss of generality, we assume that in one space the semantic knowl-
edge is represented as a set of pairs of similar objects (e.g., words or tags),
denoted as {w(l), 52) $;i ™, where wgl) and w( ) represent the term vectors of
the objects, and s; is a scalar representing their Weight. Therefore, the matching
degrees of the pairs become " s; (wTLT Lw®.

We extend the latent matching model (2) by incorporating the above ‘reg-
ularization’ term, for the two spaces X and ) respectively, into the objective
function of learning;:

arg mll{l —foTLTLyyZ—i- 21:2 p”LTL 5+ 212 p”L 1D+
p= p=

> 2Lyl - = Zsm W)L L) - Zsyz VLT L),

p=1,2
(4)
The hyper-parameters « and 3 control the importance of semantic knowledge
from the two spaces.
Similarly, coordinate descent can be employed to solve the optimization (4).
The optimal values of [,,, and [, are then given by

l; 92Zlyvlyv+/\21 Zcuvyv+aZTzuvxv
l;; 92 Z lwuLzu + pzf Z Cu, oleu + 5 Z Ty, u, ol yu

where 744, and 7y, denote the (u,v)-th elements of the empirical covari-

ance matrices R, and R, respectively, where R, = n% S S w( )(wfl) )T,

()
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Algorithm 1. Coordinate Descent Algorithm for Latent Matching Model with Semantic
Knowledge

1. Input: C, R, Ry, o, B, 0, X2, p2, T.

2. Initialization: t « 0, random matrices Lio) and L?(JO).

while not converge and t < T do

Compute A, = Gng‘)(Lg‘))T + X221 and its inverse A;l .
Compute A, = 02LS’)(LS’))T + p2I and its inverse A;l.
Compute B, = L&(Et)C + BL;t)Ry.

Compute By, = C(Lét))T + aR, (LIHT.

for u=1:d, do

Select u-th row of B, as bz;u,

Compute l;:jl) = A;lbyu.

end

for v=1:d, do

Select v-th row of B, as bfv,
Compute lgf;rl) = A;lbzv-

end
end

_ 1 my oM T
R, = My D i Sy Wy, i (wyz)

nate descent algorithm for latent matching model with semantic knowledge. An
alternative algorithm using gradient descent can also be obtained?.

. Algorithm 1 shows the procedure of the coordi-

3.3 Acquisition of Semantic Knowledge

Synonyms are obviously useful semantic knowledge for our matching task. A
general dictionary of synonyms such as WordNet is usually not suitable for a real-
world setting, however. The reason is that synonyms usually heavily depend on
domains. Here we adopt an algorithm for mining synonym pairs by exploiting
click-through data. Specifically, we first try to find clusters of queries from a
click-through bipartite graph (cf., [7]). Queries in one cluster are regarded as
synonyms. Next, for each cluster, we extract pairs of terms sharing the same
context as candidates of synonym pairs (cf., [8]). Here the context refers to the
surrounding text of a term in the query. For example, given a query “download
2048 apk”, the context for term “2048” is “download * apk”, where “*’ is the
wildcard character. Then we go through all the clusters and count the numbers
of occurrences (called support) for all the candidate pairs. The candidate pairs
with support above a certain threshold are chosen as synonym pairs. Algorithm 2
shows the detailed procedure.

@ (2

w.isWa i Sai) b, where w

)

T,

We denote the set of mined synonym pairs as {(w

and wfl) are the ¢-th pair of synonyms. s;; is the corresponding weight for
the pair, which is computed as the logistic transformation of the support. The

knowledge about the synonym set for the query domain (X) is formalized as

> i Sz (wilz)TLfowfz) in the optimization function.

2 l;;u = lzu + 'Y(ZU Cu,'ulyv + o Zv Tz,u,vlzv) - 7(02 Zv lyvlgvlzu + )\QI(E’M)7 l;U - ly'u +
Y2, Cuwlau + B2, Tyuwlyn) —7(0232, lewlZulyw 4 palyw), where 7 is the learning
rate.
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Algorithm 2. Synonyms Mining Algorithm on Click Bipartite Graph

0. Notation: Q: query set, D: document set, C: click set, ¢: query, d: document, ¢: term.
1. Input: click bipartite graph G = (Q, D, C).
2. Initialization: dictionary of candidate synonym pairs S = [ ].
for d in D do
Collect Qq = {q|(q,d) € C}.
Init T = { }.
for q in Qg4 do
for t in q do
Extract context ¢; of ¢ in ¢
Add (¢, ¢t) to T
end
end
Find Py = {(t:,t5)]ce, = Ctj (tisce;) €T, (tj,ct].) €T}
for (ti,t]') in Py do
if (t;,t;) not in S then
| Add (t;,t;) to S and set S[(t;,t;)] =1
else
| Set S[(ti,t;)] = S[(ti,t;)] + 1
end

end

end

3. Sort S by value in descending order.

4. Return top K pairs of S as the synonym pairs.

In addition to synonyms, we also utilize categories or tags in a taxonomy as
semantic knowledge for the document domain. For example, in our experiment
of the mobile app search, apps are given various tags by users. An app named
“tiny racing car” is tagged “action, mario, racing, sports, auto, adventure, racing
track”. For each tag, we have a list of associated documents. We represent the
title of each document as a tf-idf vector and calculate the average vector of the tf-
idf vectors for each tag. We select the top k terms in the average vector and view
them as the relevant terms to the tag. A set of ‘tag-term’ pairs is then obtained
from all the tags and their relevant terms, and it is denoted as {(wy;, Wy 45, Sy,i5) }
, where w, ; is the i-th tag, and w, ;; is the j-th relevant term to the i-th tag, and
8y,i; is the corresponding average tf-idf value. We can formalize the knowledge
for the document domain (¥) as 37, 3=, 544 (wélz)TLgLywﬁ)j in the objective
function of learning of latent matching model.

4 Experiments

4.1 Experimental Setup

We take app search as example and use data from an app search engine. Each app
is represented by its title and description and can be viewed as a document. Click-
through logs at the search engine are collected and processed. We create two
datasets from the click-through logs, one containing one week data and the other
containing one month data. Table 1 reports some statistics of the two datasets.
Each dataset consists of query-document pairs and their associated clicks, where
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Table 1. Statistics of two training datasets

#£clicks | #queries | #apps
one-week click-through data |1,020,854 | 190,486 | 110,757
one-month click-through data | 3,441,768 | 534,939 | 192,026

a query and a document are represented by a term-frequency vector and a tf-
idf vector of the title, respectively. The queries and documents are regarded as
heterogeneous data in two different spaces, because queries and documents have
different characteristics.

In addition, we randomly sample two sets of 200 queries from a time period
different from that of training datasets, and take them as two test datasets.

Each test set is composed of 100 head queries and 100 tail queries, according
to the frequencies of them. In the following sub-sections, performance on the
whole random test set as well as the head and tail subsets will be reported. For
each query in the test sets, we collect top 20 apps retrieved by the app search
engine and then label the query-app pairs at four levels of matching: Excellent,
Good, Fair, and Bad.

As evaluation measures, Normalized Discounted Cumulative Gain (NDCG) at
positions 1, 3, 5, 10 are used. We choose the conventional IR model of BM25 (with
the parameters tuned for best performance in the training set), and two latent
matching models of PLS (Partial Least Square) and RMLS (Regularized Map-
ping to Latent Structures) as the baseline methods. Our basic model is denoted as
LMM (Latent Matching Model) and our augmented models are denoted as LMM-
X where X stands for the type of incorporated semantic knowledge.

4.2 Experimental Results

Latent Matching Model: We conduct a series of experiments to test the
performances of LMM, LMM-X and the baseline models. For RMLS, LMM, and
LMM-X, the results with latent dimensionalities of 100 and 500 are reported.
For PLS, only the performance with latent dimensionality of 100 is reported,
due to its scalability limitation.

Table 2 report the performances of the models trained using one-week click-
through data, evaluated on the test tests: random queries, head queries and tail
queries respectively. From the results, we can see that: (1) all the latent match-
ing models significantly outperform the conventional BM25 model in terms of all
evaluation measures; (2) among the latent space models with the same dimen-
sion, LMM achieves the best performances in many cases. The improvements
of LMM over BM25 and RMLS are statistically significant (paired t-test, p-
value < 0.05); (3) the improvements of LMM over the other baseline models are
larger on tail queries than on head queries, which indicates that LMM can really
enhance matching performance for tail queries; (4) for LMM, the performance
increases as the dimensionality of latent space increases. Note that PLS requires
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Table 2. Matching performance on one week data

Model NDCG on Random queries NDCG on Head queries NDCG on Tail queries
(Dimension) | @1 Q@3 Q5 @10 @1 @3 Q@5 @10 Q1 @3 @5 Q@10
BM25 0.687 | 0.700 | 0.707 | 0.741 |0.729 |0.754 |0.758 | 0.786 | 0.645 | 0.645 | 0.656 | 0.696

PLS(100) 0.715 | 0.733 | 0.738 | 0.767 | 0.756 | 0.780 |0.787 | 0.809 | 0.675 | 0.686 | 0.689 | 0.726
RMLS(100) | 0.697 |0.727 |0.732 | 0.765 | 0.740 | 0.767 |0.772 | 0.801 | 0.653 | 0.686 | 0.692 |0.729
LMM(100) 0.713 | 0.727 | 0.741 | 0.771 | 0.744 |0.771 |0.785 | 0.813 | 0.681 | 0.684 | 0.697 | 0.729
RMLS(500) |0.709 |0.720 |0.731 | 0.762 |0.742 |0.765 |0.777 | 0.805 | 0.677 |0.674 |0.686 |0.719
LMM(500) 0.727 | 0.737 | 0.738 | 0.772 | 0.766 | 0.783 | 0.787 | 0.812 | 0.689 | 0.690 | 0.688 | 0.731

Table 3. Matching performance on one-month data

Model NDCG on Random queries NDCG on Head queries NDCG on Tail queries
(Dimension) | @1 Q@3 Q@5 @10 Q1 @3 Q@5 @10 Q1 Q@3 @5 Q@10
BM25 0.644 | 0.681 | 0.714 | 0.740 | 0.721 | 0.738 | 0.756 | 0.771 | 0.567 | 0.624 | 0.672 | 0.710

PLS(100) 0.692 | 0.727 | 0.749 | 0.772 | 0.735 | 0.757 |0.774 | 0.788 | 0.649 | 0.698 | 0.724 | 0.756
RMLS(100) | 0.668 | 0.703 |0.727 | 0.752 | 0.736 | 0.746 |0.762 | 0.779 | 0.600 | 0.660 |0.693 |0.726
LMM(100) 0.692 | 0.733 | 0.751 | 0.775 | 0.744 | 0.765 | 0.779 | 0.793 | 0.640 | 0.700 | 0.724 | 0.758
RMLS(500) |0.687 |0.725 |0.745 | 0.774 | 0.753 | 0.767 | 0.772 | 0.798 | 0.620 | 0.684 | 0.719 |0.751
LMM(500) 0.704 | 0.730 | 0.749 | 0.780|0.745 | 0.756 | 0.770 | 0.795 | 0.662 | 0.704 | 0.729 | 0.765

SVD and thus becomes practically intractable when the dimension is large. In
that sense, RMLS and LMM exhibit their advantages over PLS on scalability.

Table 3 show the comparison results of models trained using one-month click-
though data, evaluated on the tested random queries, head queries and tail
queries respectively, which follows the same trends as that of one-week data,
especially on tail queries.

Incorporating Semantic Knowledge: Next, we test the performances of the
LMM-X models which incorporate semantic knowledge into the model. The LMM-
X models have the ability to leverage multiple sources of semantic knowledge by
adding regularization terms to the objective function. We consider two methods
of acquiring and utilizing semantic knowledge. In the first method we mine and
use synonym pairs from the click-through logs, In the second method we collect
and use over 50,000 tags in the app search engine, which are described in 3.3.
We conduct experiments using LMM model and the two types of knowledge.
We summarize the results in Table 4 for one-week data and Table 5 for one-month
data evaluated on random queries, head queries and tail queries respectively. For
each training dataset, we first separately train the LMM model augmented with
the synonyms dictionary and the tag-term pairs, denoted as LMM-Synonyms
and LMM-Tags, respectively. Then we train the LMM model augmented with
both types of knowledge, denoted as LMM-Both. From the results we can see:
(1) with knowledge embedded, the performances of the LMM model can be con-
sistently improved; (2) the improvements of LMM-Both over LMM are statisti-
cally significant (paired t-test, p-value < 0.05) in terms of most evaluation mea-
sures; (3) more significant improvements are made on tail queries than on head
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Table 4. Matching performance on one-week data

Model NDCG on Random queries NDCG on Head queries NDCG on Tail queries
(Dimension) @1 @3 Q@5 @10 Q@1 3 5 10 Q@1 @3 @5 @10
LMM(100) 0.713 | 0.727 | 0.741 | 0.771 | 0.744 | 0.771 | 0.785 | 0.813 | 0.681 | 0.684 | 0.697 | 0.729
LMM-Synonyms(100) | 0.730 | 0.743 | 0.747 | 0.772 | 0.757 | 0.791 | 0.794 | 0.815 | 0.704 | 0.695 | 0.700 | 0.729
LMM-Tags(100) 0.727 | 0.746 | 0.747 | 0.773 | 0.757 | 0.789 | 0.796 | 0.817 | 0.697 | 0.699 | 0.699 | 0.728
LMM-Both(100) 0.735 | 0.750 | 0.752 | 0.772 | 0.762 | 0.798 | 0.799 | 0.815 | 0.709 | 0.702 | 0.705 | 0.729
LMM (500) 0.727 | 0.737 | 0.738 | 0.772 | 0.766 |0.783 | 0.787 | 0.812 | 0.689 | 0.690 | 0.688 | 0.731
LMM-Synonyms(500) | 0.743 | 0.749 | 0.758 | 0.781 | 0.779 | 0.795 | 0.802 | 0.819 | 0.707 | 0.703 | 0.714 | 0.743
LMM-Tags(500) 0.743 | 0.747 | 0.759 | 0.783|0.779 | 0.793 | 0.801 | 0.820 | 0.707 | 0.702 | 0.716 | 0.745
LMM-Both(500) 0.743 | 0.750 | 0.759 | 0.781 | 0.779 | 0.793 | 0.801 | 0.819 | 0.707 | 0.708 | 0.718 | 0.743

Table 5. Matching performance on one-month data

Model NDCG on Random queries NDCG on Head queries NDCG on Tail querie:
(Dimension) @1 @3 Q@5 @10 Q1 3 5 10 Q@1 @3 @5 @10
LMM(100) 0.692 | 0.727 | 0.749 | 0.772 | 0.735 | 0.757 | 0.774 | 0.788 | 0.649 | 0.698 | 0.724 | 0.756
LMM-Synonyms(100) | 0.708 | 0.738 | 0.749 | 0.780 | 0.741 |0.771 | 0.770 | 0.795 | 0.676 | 0.705 | 0.729 | 0.765
LMM-Tags(100) 0.707 | 0.734 | 0.750 | 0.779 | 0.738 | 0.760 | 0.767 | 0.795 | 0.676 | 0.708 | 0.733 | 0.763
LMM-Both(100) 0.715 | 0.739 | 0.745 | 0.779 | 0.738 | 0.760 | 0.767 | 0.795 | 0.676 | 0.708 | 0.733 | 0.760
LMM (500) 0.704 | 0.730 | 0.749 | 0.780 | 0.745 | 0.756 | 0.770 | 0.795 | 0.662 | 0.704 | 0.729 | 0.765
LMM-Synonyms(500) | 0.719 | 0.741 | 0.762 | 0.783 | 0.752 | 0.761 | 0.775 | 0.793 | 0.686 | 0.723 | 0.748 | 0.773
LMM-Tags(500) 0.719 | 0.741 | 0.762 | 0.781 | 0.752 | 0.759 | 0.778 | 0.794 | 0.686 | 0.723 | 0.746 | 0.769
LMM-Both(500) 0.721|0.745 | 0.761 | 0.782 | 0.751 | 0.763 | 0.777 | 0.793 | 0.691 | 0.728 | 0.745 | 0.771

queries; (4) the improvements of semantic knowledge augmentation are slightly
less when the latent dimensionality is high (500) than when it is low (100).

We investigate the latent spaces of LMMs learned with and without incorpo-
rating synonym dictionary. The latent representations of some randomly selected
words are plotted on a 2-D graph using the multidimensional scaling technique,
in Fig. 1. By comparing the distributions of words in Fig.1(a) and (b), we can
clearly see that similar words are clustered closer in LMM-Synonyms than in
LMM. This clearly indicates that knowledge about synonyms can be effectively
incorporated into LMM-Synonyms and thus the model can further improve
matching. For the latent spaces of LMMs learned with and without incorpo-
rating category tags, we observe a similar phenomenon.

We make analysis of the ranking results of LMM and LMM-X. In many
cases, we find that the semantic relations embedded in LMM-X can indeed
improve relevance ranking. For example, the terms “best”, “most”, “hardest”,
and “strongest” are mined as synonyms from the log, and these terms are clus-
tered together in the latent space induced by LMM-Synonyms. In search, for the
query of “best game in the history”, documents about “most popular game”,
“hardest game” and “strongest game” are promoted to higher positions, which
enhances the relevance as well as the richness of search result. However, there are
also some bad cases, mainly due to noises in the synonym dictionary. For exam-
ple, in one experiment our mining algorithm identifies “google” and “baidu” as
synonyms. Then for the query of “google map”, a document about “baidu map”
is ranked higher than a document about “google earth”. Therefore, improving
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Fig. 1. Representations of query words in latent space.

the quality of the mined semantic knowledge is one issue which we need to
address in the future.

5 Conclusion

In this paper, we have studied the problem of latent semantic matching for
search. We have proposed a linear latent semantic model that leverages not
only click-through data, but also semantic knowledge such as synonym dictio-
nary and category hierarchy. The semantic knowledge is incorporated into the
model by imposing regularization based on synonym and/or category informa-
tion. We employ two methods to acquire semantic knowledge. One is to mine
synonyms from the click bipartite graph, and the other is to utilize categories
of documents. We have developed a coordinate descent algorithm and a gra-
dient descent algorithm to solve the learning problem. The algorithms can be
employed depending on the settings. We have conducted experiments on two
large-scale datasets from a mobile app search engine. The experimental results
demonstrate that our model can make effective use of semantic knowledge, and
significantly outperform existing matching models.
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Abstract. In this paper we revisit the document clustering problem
from an information retrieval perspective. The idea is to use queries
as features in the clustering process that finally also serve as descrip-
tive cluster labels “for free.” Our novel perspective includes query con-
straints for clustering and cluster labeling that ensure consistency with
a keyword-based reference search engine.

Our approach combines different methods in a three-step pipeline.
Overall, a query-constrained variant of k-means using noun phrase
queries against an ESA-based search engine performs best. In the eval-
uation, we introduce a soft clustering measure as well as a freely avail-
able extended version of the Ambient dataset. We compare our approach
to two often-used baselines, descriptive k-means and k-means plus 2.
While the derived clusters are of comparable high quality, the evalua-
tion of the corresponding cluster labels reveals a great diversity in the
explanatory power. In a user study with 49 participants, the labels gen-
erated by our approach are of significantly higher discriminative power,
leading to an increased human separability of the computed clusters.

1 Introduction

Document clustering is a popular approach to enable the exploration of large
collections such as digital libraries, encyclopedias, or web search results. The
objective of clustering is to automatically organize a document collection into a
small number of coherent classes or clusters such that documents in one cluster
are more similar to each other than to those in other clusters. Along with short
meaningful labels for the clusters (summarizing the cluster content) a user can
get a general overview of a collection, start a systematic exploration, or narrow
the focus to just a particular subset of the documents meeting an information
need.

The document clustering task falls into two steps: (1) unveil the topical struc-
ture in a document collection and (2) provide meaningful descriptions that com-
municate this structure to a user. For the first step, referred to as clustering,
many effective algorithms are known. However, clustering algorithms such as
the popular k-means are usually not capable of producing meaningful cluster
labels. This is usually treated in a subsequent second step—the cluster labeling.
One major drawback of common keyword-based labeling techniques is their lim-
itation to only selecting “statistical” features from the documents; for example,
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by concatenating the most prominent keywords occurring in a cluster. How-
ever, a list of keywords tends to represent different and unrelated aspects of the
documents and will often fail to provide a readable label.

To account for the crucial aspect of meaningful labels for document cluster-
ing, we take an information retrieval perspective. Note that a user’s perceived
suitability of a label for a document set can be seen as similar to a search engine’s
decision of whether a document matches a query. Thus, we view queries as good
candidates for cluster labels—and as good features for the clustering itself. This
way, we establish an explicit connection between clustering and search tech-
nology. Furthermore, the interplay between information retrieval systems and
cluster analysis brings forth an intuitive approach to hierarchical search result
clustering: Once the relevant aspects in a document collection are unveiled in
form of search queries, each of the corresponding result sets can then serve as
input for another iteration of the clustering process, which in turn leads to a
new set of now more detailed aspects, i.e. search queries.

Our main contributions are threefold: (1) a flexible three-step processing
pipeline for document clustering using search queries as features and labels,
(2) an extended and freely available version of the Ambient data set with
4680 manually annotated documents, and (3) a user study with 49 participants
comparing the explanatory power of the cluster labels generated by our approach
and two often-used baselines.

2 Related Work

One of the first applications of document clustering was to improve retrieval
based on the cluster hypothesis stating that “closely associated documents tend
to be relevant to the same requests” [16]. Later, clusters were also used as
a browsing interface to explore and organize document collections like in the
famous Scatter/Gather algorithm [4]. The numerous document clustering algo-
rithms can be classified into three classes [3]: data-centric, description-aware,
and description-centric algorithms.

Data-centric algorithms typically are not limited to the text domain. The to-
be-clustered data is represented in models that allow to compute similarities
between the data objects; one of the most popular such algorithms being k-
means (cf. Sect.3.3). A popular data representation in the text domain is the
Vector Space Model with ¢f - idf weights and cosine similarity [18]. However,
the generation of a label that can be presented to a user is not part of data-
centric algorithms but tackled as an independent, subsequent step. Examples are
labels formed from keywords frequently occurring in a cluster’s documents [21] or
applying Pearson’s x? test taking into account other clusters [12] that forms our
first baseline. Still, such labels often are a sequence of rather unrelated keywords
rendering even the best clustering less useful to users that rely on the labels as
readable descriptions—an issue that inspired a second class of cluster algorithms.
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Description-aware algorithms try to circumvent the labeling issue of data-centric
approaches by ensuring that the construction of cluster labels produces results
that are comprehensive and meaningful to a user. One way to achieve this goal is
to use algorithms that assign documents to clusters based on a single feature—so-
called monothetic clustering—and to then use this feature as a label. One exam-
ple is the Suffix Tree Clustering [25] that exploits frequently recurring phrases as
similarity features. First, base clusters are discovered by shared single frequent
phrases utilizing suffix trees. Second, the base clusters are merged by their phrase
overlap. However, since the merging step is based on the single-linkage criterion,
the combined phrases of merged clusters forming the cluster labels often still
tend to be unrelated and therefore misleading for a user. SnakeT [5] tries to
enrich the similarly obtained labels by using phrases from a predefined ontol-
ogy but still, the cluster analysis precedes and dominates the labeling task—a
problem the next class of algorithms tries to circumvent.

Description-centric algorithms consider the cluster labels as the crucial elements
of a clustering. They assume that if a cluster cannot be described by a mean-
ingful label, it is probably of no value to a user. The description precedes the
assignment of a document to a cluster. Description-centric algorithms mainly
tackle the use case of clustering web search results, with Lingo being one of
the pioneering examples [14]—mnow part of Carrot2, an open source framework
for search result clustering.! A singular value decomposition of a frequent term-
search result snippet matrix is used to extract orthogonal vectors assumed to
represent distinct topics in the snippets. The documents are then assigned to
the extracted topic clusters using the Vector Space Model.

With a similar goal, Weiss revisits the data-centric k-means algorithm and
adjusts it to a description-centric version: descriptive k-means [24]—our second
baseline. First, k-means with ¢ f - idf features is run. Then frequent phrases are
extracted from the cluster’s centroids as potential cluster labels. As for document
assignment, the algorithm searches for cluster documents that are relevant to a
phrase utilizing the Vector Space Model.

Description-centric algorithms focus on label quality but still do not use
the full potential. Documents not containing a topic label but being just as
relevant from an information retrieval perspective are not considered to belong to
a topic’s cluster. We believe that queries against suited search engines are able to
overcome this drawback, exploiting the extensive information retrieval research
of the last decades. Some of the respective ideas that inspired our approach are
discussed in the following section.

3 Our Approach

Our approach leverages queries in the clustering process and as labels. This way,
we exploit the fact that search queries linking keywords to document sets are
a concept well-known to users from their daily web search experience. Both

! http://project.carrot2.org.
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Lingo [14] and descriptive k-means [24] can be interpreted to utilize search
queries in their algorithms. However, queries are only used for validating a clus-
tering. Instead, our approach considers search queries as the driving force while
deriving the clustering; inspired by Fuhr et al.’s more theoretical optimum clus-
tering framework (OCF) that suggests search relevance scores or retrieval ranks
as clustering features [6]. Still, the OCF does not address the problem of labeling
the resulting clusters.

Our new approach combines the general idea of OCF with Gollub et al.’s
concept of keyqueries as document descriptors [8,9] that recently has been used
for recommending related documents [10]. We will use keyqueries as cluster-
ing features in an OCF-style but then will as well suggest suited keyqueries as
labels. Following Stein and Meyer zu Eilen [21], meaningful cluster labels should
be comprehensive (appropriate syntax), descriptive (reflect each document in a
cluster), and discriminative (minimal semantic overlap between two cluster’s
labels). Most existing cluster labeling techniques do not sufficiently address the
descriptiveness aspect but queries do as our experiments will show.

3.1 Queries as Label Candidates

To model the descriptiveness of cluster labels, we view a user’s perception of a
label as follows: The presentation of a cluster label activates a concept in the
user’s mind, and each document that is relevant to this concept should be clas-
sified under that label. This process is conceptually very closely related to the
standard task of information retrieval-—query-based search. This analogy leads
us to propose the use of search queries as cluster labels that have to retrieve the
documents of the associated cluster. The task of document clustering then can
be formulated as the reverse of query-based search as follows: Given a set of doc-
uments, find a set of diverse search queries that together retrieve the document
set when submitted to a reference search engine. Along with their retrieved docu-
ments as cluster contents, the queries then form a labeled clustering. This implies
that the potential clusters of a document are given by the queries for which it
is retrieved and leads to a first new constraint within the constrained clustering
terminology [2]: the common-query constraint CQ stating that two documents
cannot be in the same cluster if they are not retrievable by a common query.
In order to find the labeling queries, the possible vocabulary has to be defined.
The vocabulary generation is an important step in our pipeline since the choice
of vocabulary terms determines the comprehensive power of the cluster labels.
In case the terms are ambiguous, not comprehensive, or too specific, the cluster
labels will inevitably also exhibit such problems and will fail to reflect the con-
tent of a cluster. Also the size of the vocabulary has an impact on the overall
performance. With respect to the syntax of cluster labels, category names in clas-
sification systems or Wikipedia are considered to be ideal [21,22,24]. Category
names typically are noun phrases or conjunctions of these; therefore, we consider
noun phrases as suitable to serve as cluster labels. For readability reasons, we
suggest to restrict the number of conjunctions to one, like in “Digital Libraries
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and Archives.” This forms our second constraint, the query-syntax constraint QS
stating that a cluster label consists of noun phrases or a conjunction of these.

But not all noun phrases form good candidates for cluster labels. Even though
determiners are often viewed as part of a noun phrase, they are not necessary in
our scenario. The same holds for post-modifiers, etc. We consider noun phrases
to be a concatenation of pre-modifiers and a head noun. Still, pre-modifiers are
not yet restricted in length such that arbitrarily long cluster labels could be gen-
erated. Following the distribution in the Wikipedia where a category name on
average consists of 3.87 terms, we formulate our third constraint, the query-length
constraint QL stating that a cluster label consists of maximum four terms per
at most two noun phrases (i.e., maximum length is eight plus the conjunction).
To find suitable phrases, we use Barker and Cornacchia’s head noun extrac-
tor [1] that provides a phrase ranking from which we choose the top-6 per doc-
ument (determined in pilot studies) that are then lemmatized using the Apache
OpenNLP library to avoid different flections. Other keyphrase extractors can of
course also be integrated.

To avoid meaningless phrases like “big issue” or “common example,” we also
consider a second form of vocabulary generation allowing only noun phrases from
a predefined vocabulary. As the source of a controlled and predefined vocabulary
consisting of well-formed and suitable phrases we choose the titles of Wikipedia
articles following Mihalcea and Csomai’s suggestion [13]. Applying the three
constraints from above, we select only those titles with a maximum length of
four terms. In addition, we discard Wikipedia article titles that solely consist
of stopwords, dates, and special or non-latin characters, because they usually
do not serve as meaningful cluster labels. Our resulting vocabulary consists of
2,869,974 titles that are also lemmatized. As for ranking possible Wikipedia
phrase candidates, we use the keyphraseness score [13] as the ratio of the number
of articles that contain the phrase as a link and the total number of articles that
contain the phrase.

3.2 Examined Search Engines/Retrieval Models

In the document indexing step of our clustering pipeline, we exploit the research
effort on retrieval models of the last decades by using queries as a good means to
derive clusters and labels. Of course, different retrieval models may yield different
clusterings and labels. In our pipeline, we experiment with the classic Boolean
model (queries based on Boolean logic but no ranking possible), the Vector Space
Model with ¢f - idf weighting [18] (documents and queries modeled as vectors),
BM25 [17] (“tf-idf + document length”), and ESA [7] with Wikipedia articles as
the background collection (topic modeling approach taking semantic similarities
into account). Our evaluation will show that the ESA retrieval model is best
suited for our task.

For the retrieval models that rank the results, we include two further rele-
vance constraints for setting a cut-off such that lower ranked documents are not
considered part of the result set for the purpose of clustering. These relevance
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constraints reflect the keyquery idea of Gollub et al. [8]: a keyquery for a docu-
ment is a query that returns the document in its top ranks. Our top-k constraint
states that only the k topmost results of a query count as the result set—we set
k = 10 following the original keyquery idea. Since a document at rank k41 could
be as relevant as the one at rank k, such a static cut-off might be problematic
and also limits the size of the possible clusters in our scenario—difficult if the
size of the clusters is not known in advance. Hence, we propose an alternative
score constraint stating that to be part of the result set, a document must have
a retrieval score above some relevance threshold ¢. In our pilot experiments with
different techniques of “averaging” retrieval scores, t = Y s;2/>" s;, where s;
denotes the retrieval score of a document, turned out to be a good choice. Com-
pared to the standard mean ¢t = >_ s;/N, the formula emphasizes the highest
scores and reduces the influence of low scores.

3.3 Query-constrained Clustering Algorithms

For every document in the to-be-clustered collection, we store all the queries for
which the document is retrieved according to our above relevance constraints
in a reverted index [15]. The postlists of the documents in the reverted index
contain the respective keyqueries and serve as the document features for the
clustering. In the following, we describe three different cluster algorithms that
satisfy the common-query constraint.

Set Cover Clustering. The first algorithm tackles clustering as a set covering
problem (SCP) on the result lists of the query vocabulary. In our scenario, we
apply a variant of the greedy set cover algorithm [23]. For up to k iterations,
the query ¢ is selected whose result set size is within a certain range, covers the
maximum number of documents not yet covered by previous queries, and where
the not-yet-covered documents in the result set have a high positive rate in a
graph that connects documents by an edge when they share a keyquery (i.e.,
multiple edges between two documents are possible). The positive rate of a new
result set is the ratio of actual edges between not-yet-covered documents in the
result set and the minimum number of edges if each of these documents would be
retrieved by only this one query. Note that this way, documents in the clustering
may be part of several result sets.

Agglomerative Clustering. Our second algorithm variant follows the agglom-
erative strategy of hierarchical clustering. It starts with each document in its own
cluster, and then merges pairs of clusters in a “bottom-up” approach. As for the
merging, measures for the distance between pairs of documents and a linkage
criterion specifying the distance of clusters are needed. We choose the num-
ber of shared keyqueries for both distances. As for cluster similarity, we follow
a complete-linkage clustering approach (taking into account all document pair
similarities between two clusters) since this avoids the chaining phenomenon of
single-linkage clustering, where clusters might be merged due to a single pair
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of documents being close to each other, even though all other documents are
very dissimilar. Our algorithm merges those two clusters, whose document pairs
share the most keyqueries. In case that the maximum number is shared by more
than two clusters, the algorithm decides upon the ratio of shared to non-shared
queries of the document pairs. Since the documents of the two merged clusters
are not necessarily the only clusters that are retrieved by the shared keyqueries,
we additionally include all other remaining clusters that the shared keyqueries
retrieve.

When the merging finally leads to the desired number of clusters, the algo-
rithm stops. But simply concatenating the set of queries as the corresponding
cluster label would in many cases violate our query-length constraint (e.g., when
more than two queries are left in a node). We therefore strive for the query or
pair of queries that “best” cover the cluster documents. Since all queries find at
least the cluster documents, we choose the query (pair) that retrieves the fewest
additional documents from other clusters.

Constrained k-means Clustering. The query-constrained clustering algo-
rithm in this section adopts the popular data-centric k-means algorithm with
keyquery features. Given a collection of data points, k-means operates in three
steps. (1) In the initialization, k& random values within the data domain are
chosen as initial cluster representatives (the centroids). In our scenario, each
document is represented by a vector with a 1 at position ¢ if the document is
retrieved by that query in the reverted index or 0 otherwise. For the initializa-
tion, we randomly generate k such vectors. (2) In the assignment phase, each
data point is assigned to its nearest centroid and therefore, clusters of data
points are formed. In our scenario, the algorithm calculates for each document
vector the dot-product to all centroid vectors and assigns the document to the
centroid with the highest value. (3) In the update phase, the k centroids of the
new clusters are computed and input to the assignment phase until convergence
or some threshold of iterations is reached. In our scenario, for each cluster the
query is selected whose result set best covers the assigned documents in terms of
the F-Measure. The new centroid is computed as the mean vector of the result
documents of that best query.

4 FEvaluation

We compare the different variants of our three-step query-based clustering
pipeline on an extended version of the Ambient dataset against two often-used
approaches; among others, we conduct a user study with 49 participants on the
explanatory power of the cluster labels.

4.1 AMBIENT++ Dataset

The original Ambient dataset was published by Carpineto and Romano in 20082
and has become popular for document clustering and labeling evaluation [19,20].

2 Claudio Carpineto, Giovanni Romano: Ambient Data set (2008), http://credo.fub.
it/ambient /.
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It comprises 44 ambiguous topics with about 18 subtopics each, obtained from
Wikipedia disambiguation pages. Some of the subtopics are associated with a
set of documents (URL, title, snippet) that were collected by submitting every
topic as a query to a web search engine, and by manually assigning each URL
of the top 100 results to a subtopic. However, the documents were not stored
and the subtopics are very uneven in size. Hence, we reconstruct the Ambient
dataset as our extended corpus AMBIENT++ as follows.

The documents of the original Ambient URLs form the basis of our corpus
extension and are crawled in a first step. The authors of the original data set
assigned a total of 2257 URLs to some subtopic; in fact, most of the subtopics
did not get any document assigned while others got up to 76 URLs. In early
2016, only 1697 documents of the original dataset could be crawled. After a
manual inspection, 611 documents had to be discarded since they did not dis-
cuss the originally assigned subtopic anymore—only 1086 documents remain.
We thus enrich the data to have at least ten documents in each of the origi-
nal subtopics. To this end, the descriptions from the Wikipedia disambiguation
pages for the subtopics that do not have ten documents were submitted to a
web search engine and the result lists manually assessed until ten documents for
the subtopic are available (excluding pages that only contain an image, video,
table, etc.). In some cases, the subtopic descriptions are no successful queries
(e.g., too long and specific). In such cases, our annotators manually formulated
a better suited query. But a few topics still did not get ten “valid” documents
although we assigned 4506 additional documents to subtopics—a total amount
of 5592 documents.

Since not every subtopic could be sufficiently enriched and some subtopics
have way more than ten documents, we balance the dataset to subtopics with
exactly ten documents. We discard the subtopics with less than ten documents
and from the ones with too many documents we keep the ten best-ranked
query results only—resulting in 481 subtopics with ten results compared to only
25 subtopics in the original Ambient dataset. During the manual filtering, we also
identified a few subtopics with identical meaning (e.g., subtopic 12.11 (globe, a
Japanese trance/pop-rock group) and subtopic 12.17 (globe (band), a Japanese
pop music group) that are too difficult to separate in a clustering such that we
only keep one of these—13 subtopics were removed. In our enriched dataset,
each of the 44 topics has at least three subtopics (468 in total) each having ten
documents. As for extracting the main content of the 4680 corpus documents,
we use the Default Extractor from the Boilerpipe library [11] which performed
best in our pilot experiments.

4.2 Soft F-Measure as a New Evaluation Measure

In our experimental framework, we consider each topic of the AMBIENT++
dataset as one to-be-clustered collection where the “optimal” clustering would
form clusters identical to the respective subtopics. However, our query-based
clusterings can result in clusters that are difficult to evaluate with the tradi-
tional F-Measure against the ground truth. For instance, a query animal for
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the topic “Camel” could retrieve documents about the humped ungulates but
also about arachnids (the camel spider, both subtopics of the topic camel) such
that the resulting cluster cannot really be evaluated against just one of the two
ground truth subtopics/clusters. As for comparing the quality of clusterings with
such ambiguous or overlapping clusters, we propose the Soft F-Measure (name
inspired by soft clustering algorithms, where a document may be contained in
several clusters). The measure computes true/false positives/negatives on the
level of document pairs and not document-cluster pairs like the conventional
F-Measure does. For each document pair in the clustering, we calculate the
association strength s by the ratio of shared clusters to all clusters they are
assigned to (maximum association strength is 1). If the two documents are in
the same subtopic/cluster in the ground truth, s is added to the true positive
score and 1 — s to the false negative score; if not, s is added to the false positive
score and 1 — s to the true negative score. The scores are finally used in the “tra-
ditional” F-Measure formula. Note that the Soft F’-Measure is not “symmetric”
(e.g., only retrieving six of ten documents in one cluster is worse than retrieving
all ten documents and four additional false positives).

4.3 Setting up Our Pipeline

For each of the three pipeline steps (vocabulary generation, document indexing,
constraint clustering), we compare the performance of the different variants on a
training set of ten topics to a “best” clustering possible and an index clustering.
The best clustering is obtained by a brute-force analysis that finds the queries
from the index that best identify the subtopics with respect to the traditional
F-Measure against the ground truth. The index clustering uses every postlist
in the index as a cluster. Rationale for this approach is the assumption that
the entries of the inverted index can be seen as support for the query-based
clustering: the more queries retrieve similar result sets, the more likely these
documents are grouped together.

In our pilot experiments, noun phrase vocabulary achieves slightly better
best clustering performance than the Wikipedia vocabulary (F-Measure of 0.93
vs. 0.91) and also a slightly higher Soft F-Measure for index clustering (0.26 vs.
0.25) such that we choose noun phrases as the vocabulary. To decide how many
phrases to extract per document, we test 1 to 20 extracted phrases per document.
Interestingly, the F-Measure of the best clustering saturates at six extracted
noun phrases. Hence, we decide to extract six phrases from each document.

To overcome the influence of possibly insufficient phrases for comparing the
different retrieval models (Boolean, ¢f - idf, BM25, ESA) and the relevance con-
straint parameter settings (rank or score), we manually generated appropriate
queries for each of the subtopics in our training set and compare the F-measure
of the result lists with respect to the subtopic the query belongs to. Not too
surprising, in our AMBIENT++ scenario, a fixed cut-off constraint at rank 10 per-
forms much better than a score constraint that would yield clusters with 70+
documents (remember that each subtopic has ten documents). Except a few
outliers, all three ranking-based retrieval models outperform the Boolean model
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Fig. 1. Comparison of our constrained k-means clustering with the baselines.

while the ESA model outperforms the other models on 8 of 10 topics. As for
ESA on our training set, the full Wikipedia articles as the background concept
collection perform better than just the first paragraphs of each article.

From the three clustering methods in our pipeline (set cover, agglomera-
tive, constrained k-means) the constrained k-means achieves the highest Soft
F-Measure scores with ESA on our training set (0.83 vs. 0.77 for the other two)
but is still way below the best clustering with an average Soft F-Measure of 0.94.

Our best pipeline set-up (constrained k-means clustering with six extracted
noun phrases per document and top-10 results of ESA with the complete
Wikipedia articles as background collection) is now compared to two often-
used clustering+labeling approaches: k-means plus x? baseline [12] represent-
ing the data-centric algorithms and descriptive k-means [24] representing the
description-centric algorithms.

4.4 Clustering Quality

The clustering quality evaluation is performed on all topics of our new AMBIENT++
dataset employing the Soft F’-Measure for the clusters that an algorithm derived
for a topic. With their average Soft F-Measure of 0.83 our new constrained k-
means and k-means plus x2 are slightly better than the 0.82 of descriptive k-means
(k always set to the true number of subtopics for every algorithm)—hence, query
integration does not harm clustering quality. Figure 1 shows the distribution on
a topic level indicating quite different performance for specific topics but similar
general trends (topics ordered by our algorithm’s performance) as well as some
rather difficult to-be-clustered topics (also our set cover and agglomerative clus-
tering methods have similar problems on these).

4.5 Cluster Label Quality

Since our new approach is comparable to two often-used approaches from a clus-
ter quality perspective, we also compare the label quality. As the appropriateness
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Fig. 2. (Left) screenshot of the first user study experiment, (right) judgment distribu-
tion (CKM = constrained k-means, DKM = descriptive k-means, x* = k-means + x?)
indicating that our approach’s labels are significantly more discriminative than the base-
lines’ labels.

of a cluster label for a cluster is challenging to evaluate, we conduct a user study
with 49 participants (23 female, 26 male, mean age 18.3, SD = 6.8) on the
AMBIENT++ dataset with two experiments that evaluate (1) the discriminative
power and (2) the descriptive power of the cluster labels.

Experiment 1: Discriminative Power. In the first experiment, we examine
to what extent the cluster labels can discriminate documents from one cluster
to other clusters. We conduct an empirical browser-based study in a within-
subjects design meaning that each participant is asked about labels of every
approach. For a given subtopic, a participant is given a manually prepared short
description of up to five words and a selected identifying image (instead of the
often lengthy original disambiguation text) and cluster labels of one algorithm
derived for the subtopic’s topic. The participant then has to choose the label
that best fits the given subtopic (forced-choice). For time constraints, we only
consider a subset of 22 random topics from each of which we choose at most
four subtopics with the highest average clustering Soft F-Measure over all three
approaches (always higher than 0.8 but some topics only have three subtopics
(average at 3.77)). At most eight labels are presented to the user (some topics
have fewer subtopics, from the others 7 additional random ones are chosen). Each
subtopic-algorithm combination in our study was judged by three participants
resulting in 747 judgments ((22 - 3.77 - 3) - 3); on average around 15 judgments
per participant ensuring that no participant judged for the same subtopic twice
(not even for another algorithm).

Figure2 shows a screenshot and the result of the first experiment. In the
screenshot, the name of the topic (Jaguar) is shown at the top, the to-be-judged
subtopic is presented by an image and a short description at the right-hand
side, and a randomly shuffled list of cluster labels for clusters in the topic at the
left-hand side. If none of the labels is satisfying, the participant should click the
lowermost cross-button.
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In the result table, the first row denotes the number of judgments where
the selected label is the label generated by the approach (i.e., true positive),
the second row lists the number of judgments where the participant selected a
different label than the one generated by the approach (i.e., false positive), and
the third row gives the judgments where the participant selected neither of the
presented labels (i.e., false negatives). A common single measure is the reported
Fi-score and to statistically estimate the per-individual effect, we compare the
ratio of correct label assignments (true positives) among all assignments given
for a subtopic (true positives, false positives, false negatives). Each subtopic is
judged by three participants, and the assigned labels split into correct (true
positives) and incorrect (false positives and false negatives). In case that all
three participants select the correct label, the ratio equals % = 1. If only one
participant decided for the correct label, the ratio is % According to a Shapiro-
Wilk test, the individual participants’ ratios are not normally distributed for
either approach such that we choose the non-parametric Wilcoxon signed rank
test known as a suitable significance test in our within-subjects design with
ratio data and three to-be-compared approaches. For the 49 participants’ ratios
we get a p-value of 0.005 when comparing the distribution of our approach to
descriptive k-means and a p-value below 0.001 compared to k-means plus x?
indicating that our approach significantly increases the discriminative power of
the cluster labels over the baselines.

Experiment 2: Descriptive Power. In the second experiment, we examine the
descriptive power of the cluster labels. A participant is shown the different cluster
labels that are generated by the approaches for one subtopic, and has to select
that label which best describes the given subtopic. We ensure that the clusters
of the approaches cover the same subtopic by calculating their F-measures to the
subtopic. Only if the cluster of each approach exceeds the threshold of 0.8 with
regard to the subtopic documents, we include that subtopic to the data set of this
experiment ensuring that all three approaches derived good clusterings. We obtain
judgments by three participants for 226 of the 468 subtopics similar to the setting
in Experiment 1; again not showing the same subtopic to the same user twice.

Zebra Voting CKM DKM X2
V4 48 45 19
vV 52 45 36
= ) v 51 49 55
- 75 87 116
Pedestrian road crossing [ <]
total votes 299 274 184
o p-value - 0.3525 0.0000

Fig. 3. (Left) screenshot of the second user study experiment, (right) judgment distrib-
ution (CKM = constrained k-means, DKM = descriptive k-means, x? = k-means + x?)
indicating that our approach’s labels are more descriptive than the baselines’ labels.
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The first four rows in the table in Fig.3 denote the number of judgments
where either all three, two, one or no participant(s) voted for the corresponding
approach. For all three approaches, the numbers accumulate to the 226 judged
subtopics. Our approach is better than descriptive k-means (although not signif-
icant on the per-topic vote distribution) and both outperform k-means plus x2.

5 Conclusion and Outlook

We have presented a novel query-based clustering pipeline that uses keyqueries
as features for the clustering process and as labels for the resulting clusters.
The comparison to two often-used baselines shows that our constrained k-means
approach with the ESA retrieval model is competitive from a clustering qual-
ity perspective and significantly improves the label quality. Thus, our idea of
revisiting the clustering problem from an information retrieval perspective com-
bining ideas from the optimal clustering framework and keyquery research is a
promising direction for supporting users engaged in exploratory search tasks that
need guidance in form of document clusterings with good labels. As part of our
evaluation, we have also introduced an enriched AMBIENT++ dataset including
4680 manually annotated documents that will be made publicly available and a
Soft F-Measure cluster quality evaluation measure.

Interesting directions for future research could be the inclusion of terms from
predefined taxonomies from which we only evaluated Wikipedia titles as a first
step. Still, we predict much potential to be explored in that direction as well as
in the evaluation on other datasets and with further different retrieval models
since the performance of all models still was way below an oracle best query
clustering.
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Abstract. Almost every text search engine uses snippets to help users
quickly assess the relevance of retrieved items in the ranked list. Although
answer-contained snippets can help to improve the effectiveness of search
intuitively, quantitative study of such intuition remains untouched. In
this paper, we first propose a simple answer-contained snippet method
for community-based Question and Answer (cQA) search, and then com-
pare our method with the state-of-the-art traditional snippet algorithms.
The experimental results show that the answer-contained snippet method
significantly outperforms the state-of-the-art traditional methods, con-
sidering relevance judgements and information satisfaction evaluations.

Keywords: Answer-contained snippet - Quantitative study - cQA -
Information retrieval

1 Introduction

Information retrieval is the process that provides users with the most relevant
documents from an existing collection [1]. The semantics of queries submitted by
users to search engine, even though specified as questions, are inherently ambigu-
ous. For example, given the query: “what is big bang?”, it may be about the band
named “big bang”, and also may be about “big bang theory”, even about the
TV play named “big bang”. Various retrieval models [2-4] have been proposed.
They return a relevant list of query results. However, due to the ambiguity of
query semantics, it is impossible to design a fixed ranking scheme which could
always perfectly measure the relevance of query results pertaining to users’ inten-
tions. To compensate for the inaccuracy of ranking functions, document snippet
has become almost standard components for search engines to augment query
results. A snippet was used to reflect the relevance between a document and
a query [5,6], which we name it as “traditional snippets”. If the snippets are
high-quality, users could implicitly deduce relevance of the search results. And
it could help the search engine better align the user’s perceived relevance of doc-
uments with the true relevance. Therefore, it is critical for any search engine to
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produce high quality snippets to avoid biasing the perceived relevance of doc-
uments [7]. If the snippet for a highly relevant document is poorly generated,
the user may perceive the document as non-relevant and does not click on the
document. What’s more, snippet quality is also an important criteria for evalu-
ating search engines [8]. Traditionally, a snippet was used to reflect the relevance
between a document and a query [5,6]. For traditional snippets, the basic and
most important ability is relevance judgement. The ability of snippets is called
relevance.

Intuitively, if a snippet contains words which satisfy user’s need, users will
avoid clicking on the original document and the browsing efficientness would
be higher. The property of snippets is called satisfaction, and we name this
kind of snippet as answer-contained snippet. The main goal of satisfaction is to
improve the user-friendliness and effectiveness, similar to the goal of the One
Click Access Task of NTCIR!, aiming to satisfy information need with the first
system output that’s displayed, without clicking any more. However, it’s not clear
whether answer-contained snippets are better than traditional snippets. To the
best of our knowledge, there is no comparative and quantitative study between
two kinds of snippets. In this paper, we will investigate the ability of answer-
contained snippets, comparing with traditional snippets. We will evaluate their
relevance and satisfaction ability on a large-scale archive, by browsing speed,
reference to the full text of the documents and feedback from users.

The contributions of our work include:

— We compare answer-contained snippets and traditional snippets.

— We design a simple answer-contained snippet generating algorithm that can
help users judge relevance quickly and satisfy information need fast.

— By our experimental studies, we verify the utility of answer-contained snip-
pets, compared with traditional snippets. The results show that it’s promising
research direction to contain answer in a snippet in future.

2 Related Work

Early works generated static and query-independent snippets, consisting of the
first several sentences of the returned document. Such an approach is efficient but
often ineffective [11,12]. Selecting sentences for inclusion in the snippet based on
the degree to which they match the keywords has become the state-of-the-art of
query-biased snippet generation for text documents [5,13,14]. Generally, there
are two kinds of sentence selection methods in query-based snippet generation.
One is heuristic method [5,14-17], the importance of sentences are expressed
by heuristic rules. For example, if a sentence is the first sentence of paragraph,
it may be more important than others. The other is machine learning method
[6,18]. Metrics or features are commonly used in those methods. The features
include whether the sentence is a heading or the first line of the document, the
number of keywords and distinct keywords that appear in the sentence and the

! http://www.thuir.org/1click /ntcir9,/ .
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number of title words appearing in the sentence, etc. However, snippet generation
techniques designed for plain text documents are unable to process structural
or semi-structural data well, which can’t leverage the structural information of
data and therefore do not perform well.

Recently, structural snippets have been explored for XML documents [7].
Huang et al. [7] propose a set of requirements for snippets and design a novel
algorithm to efficiently generate informative yet small snippets. Ellkvist et al.
[19] have explored how to generate snippet for workflow data by considering fine-
grained structural information. However, to the best of our knowledge, there is
still no snippet generation methods for cQA data, which still adopted query-
biased snippet generation generally and do not perform well, as observed in the
user studies.

3 Experimental Setting

In cQA, everybody could ask and answer questions on any topic, and people
seeking information are connected to the ones knowing answers. As answers are
usually explicitly provided by human, they can be helpful in answering real world
questions [9]. Although it is difficult to achieve satisfaction for general search,
it is relatively easier for cQA search, since a question in a ¢cQA document has
corresponding answers. The sentences in these answers can be utilized to satisfy
user information needs. Meanwhile, the goal of this paper is to verify the utility
of answer-contained snippets, not to extract answers from documents. Thus in
this paper, we will choose the cQA archive as our experimental dataset, focusing
on our research goal.

3.1 DataSet

To construct a comprehensive dataset for our experiments, we crawled nearly
all the question and answer pairs (QA pairs) of two top categories of the most
popular(Computers & Internet, Health) with fourty-three sub-categories from
2005.11 to 2008.11 in Yahoo!Answer?, which produces an archive of 6,345,786
QA pairs. A cQA document includes question title, question body, best answer,
other answers and metadata.

3.2 Answer-Contained Snippets

To design a reasonable answer-contained snippet method for cQA search, we
have to consider two questions: (1) how to rank answers? (2) what if the size of
one answer is large?

— The Answer Importance: We consider answer quality from 3 angles. Firstly,
people could take Best Answer chosed by asker or by cQA system in a cQA
document as the highest quality answer. Secondly, using vote number to reflect

2 http://answers.yahoo.com/.
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the answers’ popularity, the answer with the largest vote number could be
thought as the highest quality answer among answers. At last, the answer
submitted by the highest authority user could be taken as the highest quality
answer.

e Best Answer Importance:

BestAnsImp(ans) = 1isgestans(Type(ans))x
(@ X LohosedBysys(BestAnsType(ans))+
(1 — @) X LohosedByAsker (BestAnsType(ans))) (1)

where (1) is indicator function; function Type(ans) returns the type of
answer ans, i.e. IsBestAns or NotBestAns; function BestAnsType(ans)
returns the type of Best Answer ans, i.e. ChosedBySys and Chosed-
ByAsker; a denotes the confidence weight for Best Answer chosed by
system.

e Vote Number Importance:

VoteNum(ans;)
Eansj cdoc VoteNum(ans;)

VoteImp(ans;, doc) =

(2)
where the importance score of the ith answer ans; in cQA document doc
measured by the proportion of the vote number of ans;.

e The Authority Importance of the Answerer: Simply, we compute
the authority importance score of the ith user user; by formula as follows:

BestAnsNum(user;)
AllAnsNum(user;)

AuthImp(user;) = (3)
where Best AnsNum (user;) denote the number of Best Answer submitted
by user; and AllAnsNum(user;) the total number of answers submitted
by user;.

In our implementation, all these factors are considered to measure the qual-

ity of answers. Simply, we combined all these 3 factors together using linear

combination as follows:

AnswerImp(ans;, doc) = aBestAnsImp(ans;) + BVoteImp(ans;, doc) + yAuthImp(user;)

(4)

where «, 3,y denote the weight of each factor; a+ 3+~ = 1. The answer with
highest score computed by Formula (4) would be took as the highest quality
answer. In all our experiments, o was set to 0.6, § to 0.3 and ~ to 0.1.

Size Consideration: We first obtained the distributions of word number in
each part(question body, best answer and answers) of cQA documents in our
dataset. We found the distributions follow power laws.

The power law relations show that the size of most of component is small,
only a small number of component have large size. Here, component denotes
one of question body, answers and Best Answer. The results are quantitatively
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Table 1. Statistics of the length (in words) of the question bodies (QBody), the Best
Answers (BAns) and All Answers (AAns).

Words | <30 <50 <100 | <150 | <250 |<350
QBody | 0.5011 | 0.6819 | 0.8935 | 0.9584 | 0.9964 | 0.9986
BAns |0.3653|0.5476 | 0.7908 | 0.8883 | 0.9565 | 0.9776
AAns |0.5191|0.6965 | 0.8841 | 0.9445 | 0.9804 | 0.9902

display in Table 1. Thus we can choose a threshold T to filter the answers, if
the number of words in an answer is more than 7', we simply use the heading
T words to represent the answers; if not, we take this answer as the highest
quality answer.

Thus, we have designed a answer-contained snippet framework for cQA search
consisting of three parts, i.e. title part, question body part and high quality
answer part. In summary, the proposed algorithm first parses the cQA document
to obtain all parts, including question subject, question body and answers. Then
the algorithm ranks all answers to get the highest quality answer by Formula
(4). If the word number of the highest quality answer is more than threshold T,
the algorithm only trunks the heading 7" words as the highest quality answer.
Thirdly, the algorithm deletes all redundant and less substantial information in
question body, and obtain a clean question body. Finally, the algorithm returns
the cleaned question body and the highest quality answer as the cQA snippet of
the cQA document.

3.3 Baseline Snippet Algorithm

The state-of-the-art snippet generation method proposed by Metzler et al. [18]
was chosen as our baseline algorithms, which use gradient boosted decision
tree (GBDTS) learning approach for the snippet generation task. The features
adopted are exact match of query, overlap proportion, overlap-syn proportion,
sentence language model, sentence length and sentence location. 10 queries sam-
pled from questions in our Dataset and their corresponding top 20 retrieved
documents were used as training data. Human evaluator was asked to summa-
rize all the 200 pages by extracting sentences according to the corresponding
queries. The number of sentences for a summary is recommended to be five.
However, if there are more or less appropriate sentences, they could be selected
in spite of the recommendation. For GBDTs, we use the GBM package for R>.

3.4 Retrieval Model

In order to perform retrieval, we use a ranking function similar to the one proposed
by Xue et al. [4], which builds upon previous work on translation-based retrieval
models and tries to overcome some of their flaws, formulated as following:

3 http://cran.r-project.org/web/packages/gbhm/.
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P(ql(g,a)) = [ P(wl(g,a (5)

P(wl(q,a)) = (1 = A) Pma(w|(q, @) + APnu(w|C) (6)
P (w](g,)) = aPi(wlq) + 8 P(wl[t)Puu(tla) + vPm(wla)  (7)

where q is the user question?, C' denotes the whole archive, C = {(q,a)1,

(q,a)2, ..., (g,a)r}. A is the smoothing parameter for C. And Py, (w|C) = #%f)
is the maximum likelihood estimator while |C| is the length of C. P(w|t) is the
probability of translating a question term t to the query term w. We control the
relative importance by «, beta and v. a + 3 +v = 1.

One of differences to the original model by Xue et al. [4] is that we use
Jelinek-Mercer smoothing for Eq.6 instead of Dirichlet Smoothing, as it has
been done by Delphine et al. [10]. The other is that we take use of the statistical
word translation model trained by Delphine et al. [10], which perform better
than the one of original model by Xue et al. In all our experiments, o was set
to 0.5, 6 to 0.3 and A to 0.5.

3.5 Evaluation Criteria

We have two experimental procedures: experimental procedure for relevance
judgement and experimental procedure for information satisfaction. Because of
the similar task, the criteria proposed by Tombros et al. [5] would be adopted
in this section. Such criteria for the experiment adopted were:

(a) The recall, precision and F of the relevance judgements.

(b) The speed of judgements performing.

(¢) The need of the evaluators to seek assistance from the full text of the
retrieved documents.

(d) The subjective opinion of the users about the assistance provided by the
snippet of each retrieved document.

Recall, Precision and F';. They are often used to evaluate the effectiveness
of the relevance judgements, and are calculated as follows:
N, N, 2x PxR

— =21
N BTN P+R ®

P =

where N, denotes number of relevant documents correctly identified by a evalu-
ator for a query; Ny, denotes the total number of relevant documents, within the
examined ones, for that query; N, total number of indicated relevant documents
for a query.

The 50 queries (questions) used in two experimental procedures were sampled
from the questions in our dataset; meanwhile, top 30 retrieved documents of each
query were manually judged to be relevant or not, as our groudtruth.

4 In this paper, the user question has the same meaning as the user query.
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4 Experimental Analysis

4.1 Experiments of Relevance

In this section, we examine users’ performance in the process of judging relevance
between documents retrieved and specific queries (i.e. questions). It includes
two tasks: to judge the relevance of the documents in a ranked list, with either
baseline or answer-contained snippets. To achieve this, two groups consisting of
10 evaluators each were invited. Evaluators were randomly assigned to a group,
and each group was assigned to one task only [5]. For each query, evaluators
were presented with the query and a retrieved document list with snippets, and
told that the list was the returned retrieval results of a particular query. The
only actions evaluators could perform were to move through the list or to click
the full text of the cQA document. Thus, their goal was to identify, in 2 min, as
many relevant documents as possible.

The results obtained through the experimental procedure are presented and
analysed as following section.

Recall, Precision and F;, As we can see from Table 2°. The precision, recall
and F; values for the group of evaluators using the proposed snippet are all
considerably larger than that of the group using the baseline snippet: the per-
formance difference is 20.25 %, 6.3 % and 11.36 %. We conclude that evaluators
using proposed snippet in a retrieved cQA document list, performed their rel-
evance judgements significantly better than those using the traditional state-
of-the-art snippet. So it shows that proposed snippet algorithm allows users to
identify more relevant cQA documents, and identify them more accurately.

Table 2. The P, R, Fi Value of the Two Groups

Precision | Recall | Fi
Baseline |0.5944 0.4676 |0.5234
Proposed | 0.7969 | 0.5306 | 0.6370

Speed. The speed result has been shown in Fig. 1. We examined the average
numbers of documents using baseline snippet and proposed snippet.

The figure shows that evaluators using the proposed snippet returned on
average 15 documents per query, while the other examined on average 12.32
documents. It amounts to a 21.75 % increase in the average number of documents
examined. Therefore, there is a definite tendency for users presented with the
proposed snippet to perform relevance judgements quicker than users presented
with a baseline snippet.

5 The data presented in Table 2 were acquired by averaging the results for each query
over the total number of queries, thus producing the average recall, precision and F
values per query.
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Reference to the Full Text of the Documents. The data collected on
the users’ reference to the full text of documents showed that evaluators using
the baseline snippet had to refer to 2.54 full texts per query, whereas evaluators
from the other experimental group had to refer to 0.4 on average. If we normalise
these values to the average number of documents that each experimental group
examined for each query, we obtain the results shown in the Fig. 2. The full text
of 20.62 % of the documents for each query had to be refered by each evaluator
using the baseline snippets, while 2.67 % using the answer-contained snippets.
This difference can be clearly attributed to the snippet information that was
companied for each retrieved document. We can find that the proposed method
performs better. Users need less clues to establish the relevance of documents,
and especially they need clues about the context by which the question-type
query are generated. What’s more, Our results shows the proposed snippet pro-
vided the evaluators with enough evidence to support their relevance judgements.
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Opinions of Users. As a form of confirmation of the results obtained in the
previous categories, the subjective opinions of the users, gathered from the ques-
tionnaire they were asked to till in after their session, rated the utility of the
proposed snippet higher than that of the baseline snippet. This result is depicted
in Fig. 3 where the scale ranges from 1 (least helpful) to 5 (most helpful). The
data indicates that evaluators using baseline snippet rated on average the utility
of the accompanying information at 3.25, while evaluators assigned in the other
task indicated a rating of 3.65. It means that users require more clues about the
relevance of the retrieved documents and the answer-contained snippets have
focused on capturing that requirement.

User Score

o Opinion of
evaluators using Evaluators using
baseline snippet proposed snippet

Fig. 3. Subjective opinion of the evaluators

4.2 Experiments of Satisfaction

Here, we would examine two tasks: to get the words that could satisfy informa-
tion need from a ranked list, with either baseline or answer-contained snippets.
To achieve this, two groups consisting of 10 evaluators each were invited. Evalua-
tors were randomly assigned to a group, and each group was assigned to one task
only. For each query, evaluators were presented with the query and a retrieved
document list with snippets, and told that this list was the result of a retrieval
based on a particular query. The only actions evaluators could perform were
to move through the list or to click the full text of the cQA document. Thus,
their goal was to obtain information that satisfy the query, and stop until the
information has been obtained.

The results obtained through the experimental procedure are presented in
Fig. 4.

Speed. The Fig.4(a) shows that evaluators using the proposed snippet exam-
ined on average 3.68 documents per query to satisfy the information need, while
evaluators using the baseline snippet examined on average 4.76 documents to
satisfy the information need. Although this difference is small, it amounts to a
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22.69 % decrease in the average number of documents examined. Thus we could
conclude that there is a definite tendency for users presented with the answer-
contained snippets to satisfy information need quicker than users presented with
the baseline snippets.

Reference to the Full Text of the Documents. The evaluators using the
baseline snippet had to refer to 4.34 full texts per query to satisfy the information
need, whereas evaluators from the other experimental group had to refer to 0.4
on average. If we normalise these values to the average number of documents
that each experimental group examined for each query, we obtain the results
shown in the Fig.4(b). The full text of 91.18 % of the documents for each query
had to be refered by each evaluator using the baseline snippets, while 10.87 %
using the answer-contained snippets. This difference can be clearly attributed
to the snippet information that was companied for each retrieved document.
The result verifies the initial assumption that proposed snippet method could
perform better for helping user satisfy information need. If user’s information
cann’t be satisfied from snippet, users refer to the full text of the documents.
Our results shows the proposed snippet provided the evaluators with enough
evidence to satisfy information need.

Opinions of Users. In Fig.4(c), the scale ranges from 1 (least helpful) to 5
(most helpful). The data shown in this figure indicates that evaluators using
baseline snippet rated on average the utility of the accompanying information
at 2.65, while evaluators assigned in the other task indicated a rating of 4.15.

During the post-experimental discussions, users presented with a baseline
snippet expressed their dissatisfaction regarding the information they were pre-
sented with. More specifically, they emphasised on the fact that they had to
refer to the full text for almost every document they were examining to satisfy
information need. Hence, the outcome of the post-experimental discussions is
yet another indication in favour of the assumption made, that users require the
words that could satisfy information need contained in snippet. The answer-
contained snippets that include high quality answer have focused on capturing
that requirement.
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5 Conclusions and Future Work

To the best of our knowledge, this is the first work that addresses the prob-
lem of generating answer-contained snippets for cQA search; Meanwhile, our
quantitative study shows that the answer-contained snippet method significantly
outperforms the state-of-the-art traditional methods in terms of relevance judge-
ments and information satisfaction evaluations, which shows that it’s promising
research direction to contain answer in a snippet in future.
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Abstract. Local community detection aims at discovering a community from a
seed node by maximizing a given goodness metric. This problem has attracted a
lot of attention, and various goodness metrics have been proposed in recent
years. However, most existing approaches are based on the assumption that
either nodes or edges in network have equal weight. In fact, the usage of weights
of both nodes and edges in network can somewhat enhance the algorithmic
accuracy. In this paper, we propose a novel approach for local community
detection via edge weighting. In detail, we first design a new node similarity
measure with full consideration of adjacent nodes’ weights. We next develop an
edge weighting method based on this similarity measure. Then, we define a new
goodness metric to quantify the quality of local community by integrating the
edge weights. In our algorithm, we discover local community by giving priority
to shell node which has maximal similarity with the current local community.
We evaluate the proposed algorithm on both synthetic and real-world networks.
The results of our experiment demonstrate that our algorithm is highly effective
at local community detection compared to related algorithms.

Keywords: Local community detection + Community structure - Edge
weighting - Node similarity

1 Introduction

Network is a data structure composed of a series of nodes interconnected by edges, and
widely used to model many complex systems, such as social networks [6, 8, 20],
collaboration networks [13], the Internet [4], and E-mail networks [21]. A common
property of these networks is community structure. Community structure refers to the
division of network nodes into groups within which the edges are dense but between
which they are sparse [5, 6, 17, 18]. Community detection has many applications in the
field of analyzing online social networks, collaborative tagging systems, biological
networks [23].

Traditional community detection methods aim at discovering all communities in
network based on the global network structure [3, 6, 14, 16, 19, 21]. For some huge
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networks, such as social network and Web network, they are too huge to get the entire
network structure nowadays [7]. The global based methods do not work on these huge
networks. For solving this problem, local community detection was proposed.

Local community detection aims at discovering a community from a seed node
requiring only the information of local network structure, and several algorithms have
been proposed in recent years [1, 2, 7, 11, 12, 23]. These algorithms explore local
community by maximizing a certain goodness metric. However, most existing good-
ness metrics are based on the assumption that either nodes or edges in network have
equal weight. To ignore the weight of both nodes and edges in network is to throw out
a lot of data that could help us to detect local community more accurately.

In this paper, we first design a new node similarity measure with full consideration
of adjacent nodes’ weights. We next develop an edge weighting method based on this
similarity measure. Via edge weighting, every edge in network is assigned with a
weight which represents the similarity between two nodes associated with this edge.
Furthermore, we propose a new Closeness-Isolation metric to quantify the quality of a
local community by integrating the edge weights. Finally, we propose our local
community detection algorithm. We evaluate the proposed algorithm on both synthetic
and real-world networks with ground-truth community structure. The results of our
experiment demonstrate that our algorithm is highly effective at local community
detection compared to related algorithms.

The rest of the paper is organized as follows. Section 2 introduces the problem
definition of local community detection and reviews the existing methods. Section 3
introduces the edge weighting method and a novel local community quality metric
Closeness-Isolation. We describe our algorithm in Sect. 4 and report experimental
results in Sect. 5, followed by conclusions in Sect. 6.

2 Related Work

During the past decades, several local community detection algorithms have been
proposed, such as [1, 2, 7, 11, 12, 23]. Most existing algorithms discover local com-
munity from a seed node by maximizing a goodness metric. How to design the
goodness metric becomes a core problem in local community detection algorithms. In
this section, we first introduce the problem definition of local community detection in
network, and then review some representative goodness metrics.

2.1 Definition of Local Community in Network

In this subsection, we first give the definition of network, and then present the problem
of local community detection in network.

Definition 1 (Network). Let G = (V, E) be an undirected graph, V is the set of nodes
and E is the set of edges in G. n = |V] is the number of nodes in G. For two nodes, x,
y €V, (x,y) € E indicates there is an edge between nodes x and y. m = |E| is the number
of edges in G. The set of nodes adjacent to node x is denoted by I'(x), ['(x) = {y | y€V,
(x, ¥)EE}. The degree of node x is the number of nodes in I'(x), denoted by k,.
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The problem of local community detection can be presented as: For a network
G = (V, E), given a goodness metric for local community quality, local community
detection starts from a seed node s (s € V), the work is to discover the community
D that s belongs to. As shown in Fig. 1, we can dynamically divide the entire network
into three parts: local community D, D’s shell node set N and the unknown node set U,
U =V — D — N. Each node in N has at least one adjacent node in D. D has two subsets:
the core node set C and the boundary node set B. The nodes in C are only connected by
nodes in D, but any node in B has at least one neighbor node in N.

Fig. 1. An illustration of division of a network into local community D (Core Node Set C (green
nodes) and Boundary Node Set B (black nodes)), D’s Shell Node Set N (white nodes) and
Unknown Node Set U (grey nodes) (Color figure online)

During the process of detecting local community, we have perfect knowledge of the
connectivity of nodes in D U N, but have no knowledge of the connectivity of nodes in
U. When local community detection algorithm starts, D = {s}, N = I'(s). In general,
local community detection algorithm continuously starts from D and expand outward
by absorbing external nodes from N into D until the given goodness metric stops
improving [22]. Finally, D is the local community that node s belongs to. Similar
definitions of local community detection can be found in [2, 10, 22].

2.2 Goodness Metrics that Assume All Edges are Equal

This kind of goodness metrics assume that all edges in network have equal weight. The
representative goodness metrics are R and M.

Clauset [2] defined a local community quality metric called R by only considering
the linkage information of boundary nodes in B.

R——Bn__ (1)

B Bin + Bout

where B;, is the number of inward edges that connect boundary nodes in B to other
nodes in D, while B, is the number of edges that connect boundary nodes in B to nodes
in N. R measures the fraction of inward edges in all edges with one or more nodes in B.
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Luo et al. [11] defined a local community quality metric called M, which focuses on
the ratio of the number of internal edges and external edges.
Ein
Eout

M =

(2)

where E;, is the number of edges with two nodes in local community D, while E,,,; is
the number of edges with one node in D and the other in N. M measures the fraction of
edges with both nodes in D in edges with one node in D and the other in N.

Both M and R assume that the edges in network have equal weight. In fact, the edge
weights are different due to the similarities between each pairs of connected nodes are
different. To ignore the edge weights is to throw out a lot of data that could help us to
discover local community structure better.

2.3 Goodness Metrics that Assume All Nodes are Equal

This kind of goodness metrics focus on the internal similarity and external similarity of
local community. For a local community D, the internal similarity of D is the sum of
similarities between any two adjacent nodes both in D, while the external similarity of
D is the sum of similarities between any two adjacent nodes with one node in D and the
other in N. The representative metrics are tightness and Compactness-Isolation.

Huang et al. [7] adopted the node similarity measure, as shown in Formula (3), to
evaluate the similarity between nodes x and y. Based on this measure, they introduced a
metric for local community quality called tightness, and present a local community
detection algorithm LTE via local optimization of the tightness measure.

I 0T0) 5
' VT ITG)

Ma et al. [12] introduced a d-neighbors based similarity measure called sjfy which
takes into account non-adjacent nodes within a distance away. sfy is defined in Formula
(4). Based on this measure, they introduced a metric for local community quality called

Compactness-Isolation, and proposed a local community detection algorithm called
GMAC by maximizing Compactness-Isolation.

\F d\

I'(x)? is a set of nodes whose shortest path length to node x is within d.

There are other node similarity measures, such as Common Neighbors and Jaccard
Index [25]. The measure of Common Neighbors is directly counting the number of
common neighbors two nodes have, while Jaccard Index is the ratio of the number of
their common neighbors to the number of their union. All these methods assume that
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all adjacent nodes have equal weight. In fact, for any node, it has different similarities
with its adjacent nodes.

3 Preliminaries

There are two subproblems in local community detection algorithm: how to design a
proper goodness metric for local community quality and how to choose node in N as a
member of D. The third problem hidden in these two subproblems is that how to
evaluate the edge weights more accurately. In this section, we focus on these three
subproblems, and give our solutions.

3.1 Edge Weighting

The weight of edge depends on the similarity between two nodes associated with this
edge. In this subsection, we first give a new node similarity measure based on weighted
neighbor nodes, and then introduce our edge weighting method.

Definition 2 (Node Similarity Based on Weighted Neighbor Nodes). Let G = (V,
E) be a network, for a node x, o € I'(x), we define the weight of o as s,,. s,, can be
calculated by methods in Subsect. 2.3. For a pair of nodes, x, y € V, we define the
similarity between x and y based on weighted neighbor nodes as ws.,. ws,, is defined as
follows.

Z (sz + Syz)

WS — zel'(x)NT(y) (5)
Y Z Sxu 1 Z Syv
uel'(x) vel'(y)

where the numerator is the sum of their common neighbors’ weights, and the
denominator is the sum of their neighbors’ weights. The range of ws,, is [0, 1]. When
nodes x and y have no common neighbors, ws,, = 0, and while they share the same
neighbor nodes, ws,, = 1.

Based on the above node similarity measure, we introduce our edge weighting
method. For a pair of nodes, x and y, the similarity measure ws,, considers the weights
of their adjacent nodes, but neglects the fact that whether nodes x and y are directly
connected or not. Two nodes tend to have higher similarity if they are directly con-
nected. So our edge weighting method is given as follows.

Definition 3 (Edge Weighting). Let G = (V, E) be a network, for any edge (x, y) € E,
let w,, ) denote the weight of edge (x, y). w, ,) is defined as follows.
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ke X k,

m

Wixy) = Wsxy + (6)

For the weight of edge (x, y), on the basis of ws,,, we plus the probability of these
two nodes being connected to each other to w, ). Via edge weighting, we assign every
edge in network with a weight.

3.2 Our Local Community Quality Metric Closeness-Isolation

Inspired by [7, 11, 12], we propose a new local community quality metric Closeness-
Isolation (CI for short) based on the edge weights.

Definition 4 (Closeness-Isolation Metric). Let G = (V, E) be a network, the weight of
edge (x, y) is w(,). For a local community D with shell node set N, the Closeness-
Isolation Metric of D, denoted by CI(D), is defined as

W(x.y)
x,y€D,(x,y)EE

1+ Z W(uy)

ueD,veN,(u,v)eE

CI(D) = (7)

where the numerator is the sum of weights of all edges in D, and the denominator is one
plus the sum of weights of all edges with one node in D and the other in N.

Instead of assuming the edges with equal weights, CI takes into account the edge
weights, and is more reasonable than the other metrics. We use CI to measure local
community quality in our algorithm.

3.3 Similarity Between Shell Node and Local Community

We define the similarity between shell node and local community in weighted network
as follows.

Definition 5 (Similarity Between Shell Node and Local Community). Let G = (V,
E) be a network, the weight of edge (x, y) is w,). For a local community D with shell
node set N, for a node z €N, we denote the similarity between z and local community
D by sim(z, D). sim(z, D) can be calculated as follows.

sim(z,D) = Z Wiz (8)

vel'(z)ND

sim(z, D) is the sum of weights of all edges connecting z and nodes in D. Inspired
by the fact that nodes in the same community are more likely to have higher similarities
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with each other, we choose the node in N which has highest similarity with local
community D as candidate node.

4 Discover Local Community via Edge Weighting

With the edge weighting based local community quality metric CI, we propose our
local community detection algorithm.

4.1 Our Local Community Detection Algorithm

Our local community detection algorithm starts from a given node s without any manual
parameters. The pseudo code is described in Algorithm 1. Firstly, initialize D = {s} and
N = I'(s) (line (1)). In the while-loop (lines (2)—(16)), our algorithm keeps choosing the
node a € N which has maximal similarity with local community D as candidate node
(lines (3)—(10)), the similarity between node in N and local community D is calculated
by Formula (8). If agglomerating the candidate node into D will cause an increase in CI,
then add it to D and update N, otherwise, remove it from N (lines (11)—(15)), repeat until
N is empty. Finally, return D as the local community of s (line (17)).

Algorithm 1: Local Community Detection

Input: a given node s, a network G =(V, E);
Output: local community D;
Describe:
1) initialize D={s}, N=I'(s);
2) while N is not empty do
3) create a new dictionary variable dic_sim to store the similarities of
nodes belonging to N with D;
4) foreachie Ndo
/lcalculate similarity between node i and local community D
5) dic_sim[i] = 0;
6) for eachj €I'(i) "D do

7) dic_sim[i]+=w,); // see Formula (6)
8) end for
9) end for

10) find a such that dic_sim[a] is maximum;
11) if CI(Dwa)>CI(D) then
12) add a to D and update N;

13) else
14) remove a from N,
15) endif

16) end while
17) return D;
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4.2 Time Complexity Analysis

In our algorithm, each node in network is denoted by a unique identifier. A network is
stored by a hash table of nodes in the graph, and each node associates with a vector of
its adjacent nodes. The values in vectors are sorted for faster access.

The running time of our algorithm depends on the size of the union of local com-
munity and its shell node set rather than that of the entire graph. Let 7 denote the size of
D U N, E;, denote the number of edges with two nodes in D, E,,,, denote the number of
edges with one node in D and the other in N, k denote the mean node degree of nodes in
D U N. The computational cost of our algorithm mainly consists of two parts: calcu-
lating the weight of edges with one or more node in D and choosing a node in N as
candidate node. For calculating the weight of edges, we need to compute ¢ nodes’
neighbor nodes, the weight of neighbor nodes of ¢ nodes, and then compute (E;, + E,,,)
edges’” weights. Their time complexity is O(k - 1), O(k* - logk - 1) and O(k - logk -
(E;, + E,,») respectively. Adding these together, the time complexity is O((k + -
logk) - t + k - logk - (E;, + E,,;)). The most computational expensive steps is in lines
(4)—(9), which is the time to find @ € N having the maximal similarity with the current
local community D. In each while-loop, the time complexity is O(|N| - |D| - logk).

5 Experiments

In this section, we evaluate the effectiveness of our algorithm on synthetic as well as
real-world networks.

5.1 Related Methods and Evaluation Criteria

We compare our algorithm with three representative local community detection algo-
rithms: (1) Clauset’s algorithm [2] is a classic algorithm by maximizing metric R. Note
that the same as [12, 22], we improve its stopping criteria by detecting changes in R. (2)
Luo et al.’s algorithm [11] (LWP for short) is a famous algorithm to find the sub-graph
with maximum metric M. (3) GMAC algorithm [12] is the most popular algorithm
which uses d-neighbors to represent node. We fix d = 3 as suggested by authors. Our
algorithm uses Jaccard Index to calculate neighbor nodes’ weights.

We use three evaluation measures to compare algorithmic performance: precision,
recall and F-score, which are widely adopted by other community detection methods
[10, 12]. The precision and recall are calculated as follows.

CrNC
Precision = M 9)
|CF|
CrNC
recall = |Cr N Crl (10)
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where Cy, is the set of nodes in real local community which contains the given node and
Cr is the set of nodes discovered by local community detection algorithm which starts
from the given node.

F-score is the harmonic mean of precision and recall. Its formula is as follows.

recision X recall
2 X p—

(11)

F — score = —
precision + recall

5.2 Evaluation on Synthetic Networks

For comparing the performance of various local community detection algorithms, we
first generate 10 synthetic networks with ground-truth community structure. There are
5000 nodes in every network.

LFR benchmark networks, introduced by Lancichinetti et al. [9], are widely used to
test community detection methods [7, 12]. The important properties of this network
generating model are defined as follows: the number of nodes is denoted by n, the
average degree of nodes is denoted by k, the maximum degree is denoted by k.
mixing parameter is denoted by p, minus exponent for the degree sequence is denoted
by ¢, minus exponent for the community size distribution is denoted by 2, number of
overlapping nodes is denoted by on, number of memberships of the overlapping nodes
is denoted by om, minimum for the community sizes is denoted by minc, maximum for
the community sizes is denoted by maxc. The parameters are set as follows: n = 5000,
k =10, k... = 50, others except p use default values. Mixing parameter u is the
fraction of edges of each node outside its community, which is used to control the
difficulty of community detection [19]. So we generate 10 networks with different
mixing parameter p ranging from 0.05 to 0.5 with a span of 0.05. These LFR
benchmark networks are generated together with ground-truth community structure.

For every network in our experiments, we use each node in this network as a seed
node once, and repeat the local community detection experiments for 5000 times which
start from different node every time, then report algorithmic average precision, recall
and F-Score on this network. Figure 2 shows the comparison results of precision,
recall, F-score for four algorithms on these networks, respectively.

We discuss the experiments result in detail. Firstly, along with ¢ becomes larger, all
the four algorithms suffer varying degrees of performance degradation and become
ineffective to detect community structure. This is because the higher the mixing
parameter u of a network, the weaker community structure it has.

Secondly, along with i becomes larger, the performance of both LWP and Clauset
drops rapidly, meanwhile GMAC and our algorithm drop slowly. This is because both
LWP and Clauset simply depend on the number of edges incident to the node, neglect
the fact that the weight of external edges are smaller than the internal edges.

Thirdly, our algorithm takes node weights in account, so it outperforms GMAC
algorithm which neglects the node weights.

The precision, recall, and F-score of the LWP algorithm is zero or nearly zero
when p > 0.35. This is because all the local communities discovered by LWP
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Fig. 2. Comparison results on LFR benchmark networks

algorithm satisfy M > 1, which means the number of internal edges should be more
than the number of external edges. However, almost no local community can satisfy
M > 1 when u > 0.35, so LWP algorithm performs badly in this case. This conclusion
is in accordance with the results reported in Ref. [7].

In general, because our algorithm takes into account the weight of nodes and edges,
it performs best on LFR benchmark networks.

5.3 Evaluation on Real-World Networks

So far, we have presented the experimental results of the proposed algorithm on
synthetic networks. In this subsection, we use additional three real-world networks to
evaluate the performance of our algorithm. (1) The first network is Zachary Karate
Club Network (Karate for short) [24], in which n = 34 and m = 78. It describes the
friendships among 34 members of a karate club at a US university. (2) The second is
NCAA football network (NCAA for short) [6], in which n = 115 and m = 613. It
describes American football games between Division IA colleges during regular season
Fall 2000. (3) The third is Books about US politics (Polbooks for short) [15], in which
n = 105 and m = 441. It is a network of books about US politics published around the
time of the 2004 presidential election and sold by Amazon.com. All of them are
available at http://www-personal.umich.edu/ ~ mejn/netdata/.

In our experiment, we use every node in these network as a seed node once, and
repeat the local community detection experiments for n times which start from different
node every time, where n is the number of nodes in this network, and report algorithmic
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average precision, recall and F-Score on this network. The comparison result on
real-world networks is reported in Fig. 3. Compared with the other three algorithms,
our algorithm has highest precision, recall, and F-score at the same time on these
real-world networks. Our algorithm makes use of the weight of both nodes and edges in
network, and enhances the algorithmic accuracy. So it outperforms the other algorithms
on real-world networks.

6 Conclusion and Future Work

Discovering local community is an important work in network analysis and many
algorithms have been proposed to identify local community from a given node. Dif-
ferent from the existing local community detection methods that neglect the weight of
both nodes and edges, we take into account the information to enhance the algorithmic
accuracy. In this paper, we first propose an edge weighting method based on a new
node similarity measure. Then, we introduce a framework for local community
detection based on the edge weights. This framework opens a rich space for research,
all algorithms can be embedded into this framework differing only in the similarity
measures. Compared with other related algorithms, our algorithm doesn’t need any
manual parameters, and achieves good performance on both synthetic and real-world
networks.

In future, we will apply our algorithm on real-world networks to discover local
community and also study the community detection problem in heterogeneous
networks.
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Abstract. In Web search, a user first comes up with an information
need and issues an initial query. Then some retrieved URLs are clicked
and other queries are issued if he/she is not satisfied. We advocate that
Web search is governed by a hidden semantic space, and each involved
element such as query and URL has its projection, i.e., as a vector, in this
space. Each of above actions in the search procedure, i.e. issuing queries
or clicking URLSs, is an interaction result of those elements in the space.
In this paper, we aim at uncovering such a semantic space of Web search
that uniformly captures the hidden semantics of search queries, URLs
and other elements. We propose session2vec and session2vec+ models
to learn vectors in the space with search session data, where a search
session is regarded as an instantiation of an information need and keeps
the interaction information of queries and URLs. Vector learning is done
on a large query log from a search engine, and the efficacy of learnt
vectors is examined in a few tasks.

1 Introduction

In the study of word embedding, words are mapped into a vector space such
that semantically relevant words are placed near each other [1,16,17]. Word
vectors are helpful for a wide range of NLP tasks by better capturing syntactic
and semantic information than simple lexical features [8,14,23]. In this work, we
explore to apply embedding methodology to model the intrinsic hidden semantic
space of Web search. Figure 1(a) gives an example to illustrate the intuition. The
user has an information need in mind which can be represented as a 4-dimension
vector, and each dimension indicates the relevance of his need with a particular
semantic topic. Although the user intends to formulate queries conveying his
need on the third dimension, the first two queries are not precise enough. Then
the user issues the last query that well matches his need, and accordingly, the
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Fig. 1. Search session and session graph.

returned URLs satisfy him. To generalize, websites and query terms could also
be involved and projected as vectors in the same space. Obviously, building such
a space governing the search procedure could be useful for different tasks, such
as query suggestion, result ranking, etc.

We conduct the semantic space learning using search session data since a
search session can be regarded as an instantiation of a particular information
need. The learning task is cast as a vertex embedding problem on a set of graphs
(built from sessions), where the elements in a session are represented as vertices
and related vertices are connected by edges. The use of graph seems a suitable
choice for session representation because it captures the semantic interactions
among elements. Given user’s information need, represented as a semantic vector,
the probability of obtaining a session is jointly determined by semantic meaning
of involved elements, i.e., vertices of the session graph. Then we perform vec-
tor learning for vertices via maximizing the log-likelihood of a training data of
sessions.

Our main contributions are: (1) a framework is proposed to learn a semantic
space of Web search, and different elements (such as queries, URLs, and terms)
are projected as vectors in this space. Vectors of different elements are directly
comparable for semantic similarity calculation, and our model has good applica-
bility to unseen data; (2) We use graph structure to represent session data and
develop an approach for vertex vector learning on session graphs. Our model can
capture fine-grained structure information in click-through data. It is flexible to
incorporate other types of elements. (3) Our model is trained on a large query
log data from a search engine. Extensive experiments are conducted to examine
the efficacy of the constructed semantic space, and the results show that the
learnt vectors are helpful for different tasks.

2 Related Work

Researchers had observed the potential of generating semantic vectors for search
queries and Web pages [7,10,21]. Deep Structured Semantic Model (DSSM) [10]
and Convolutional Latent Semantic Model (CLSM) [21] employ deep neural net-
work to map the raw term vector of a query or a document to its latent semantic
vector. Both of them use the full text of pages as input, and CLSM also captures
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the contextual information. The network architecture in our model is different
from them and it can be trained more efficiently. Furthermore, our framework
also learns vectors of terms and websites and can be easily extended to include
other elements, e.g. users. The learnt term vectors enable our model to tackle
unseen data. Some other studies attempted to learn binary vectors for queries
or URLs and binary values show the relevance to semantic dimensions [18].

Gao et al. [7] proposed Bi-Lingual Topic Model (BLTM) and linear Discrim-
inative Projection Model (DPM) for query-document matching at the seman-
tic level. More specifically, BLTM is a generative model and it requires that
a query and its clicked documents share the same distribution over topics and
contain similar factions of words assigned to each topic. DPM is learnt using
the S2Net algorithm that follows the pairwise learning-to-rank paradigm. Pre-
vious works also tried to learn query-document similarity from click-through
data with implicit semantic representation, such as bipartite graph or transla-
tion models [4,6,24]. Grbovic et al. [8] proposed to learn query and term vectors
for query rewriting in sponsored search. Here our framework performs vector
learning for a more comprehensive setting, i.e. including URLSs, queries, terms,
and websites.

Another related area is the study of word embedding. A popular model for
estimating neural network language model was proposed in [2]. Word2vec [16] is
a development with a simple architecture for efficient training. A development of
word2vec maps paragraphs into the same space of words [13], which shares sim-
ilar architecture with our basic model. In comparison, our work focuses on mod-
eling session graph data, and the session vector is incorporated in the networks
to model users’ information need. More importantly, our tailor-made enhanced
model elegantly projects terms into the same semantic space of search elements.
Some other works employed neural networks to learn concept vectors of input
text objects for similarity calculation under a supervised setting [25].

3 Problem Formulation

Given a set of search sessions S = {s;}7_; as training data, we aim at finding a
semantic space to model Web search scenario so that the probability of observing
the sessions in S is maximized. Let 6§ denote the parameters of the space (i.e., the
semantic vectors of elements in sessions). The log-likelihood objective is defined

as follows:
0(6;5) = log P(s;36), (1)
$; €S

where P(s;;0) is the probability of observing s; in the space.

Let e; denote an element such as a query or a URL in the session s;, and
C(e;) denote the context elements of e; in s;. Let v(e;) denote the vector of
ej, and v(s;), having the same dimensionality, denote the information need of
the user corresponding to s;. v(s;) is also called session vector. We assume that
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the probability of e; only depends on Cf(e;) and v(s;), and it is denoted as
P(e;;C(ej),v(s;i)). Therefore, P(s;;6) is calculated as:

P(s;;0) = H P(ej; Clej), v(si))- (2)

e;€s;

P(e;;C(ej),v(s;)) is calculated with the element vectors of C(e;) and v(s;)
(described later). To summarize, our task is to learn vectors for elements in
search sessions so that the objective in Eq. 1 is maximized. To do so, we should
transform each session into training instances of the form (e;, C(e;), s;) for cal-
culating P(e;; C(e;),v(s;)), and a major task is to define the context C(e;) of
e; in s;. For better capturing the structure information in click-through data, we
introduce a graph representation of session data. Then we develop two models
for our learning task by extending an algorithm of word2vec [16].!

4 Basic Model for Vector Learning

4.1 Session Graph and Training Instances

In a search session, there are several types of elements. A user first issues a query,
and some URLs are clicked in the result list. To obtain better results, she may
issue more queries. During browsing a clicked page, the user may also browse
other pages in the same website. Thus, the website is also involved as an element
of the session.

Session Graph. A search session graph G = {V, E} is defined as an undirected
graph. The vertex set V includes search query, clicked URL, and website. The
edges are added between (1) two successive queries; (2) a clicked page and the
corresponding query; (3) a website and pages from it; (4) a website and a query
that results in pages of this website clicked.

An example is given in Fig. 1(b). With a query g1, the user clicked two URLs,
uy and ug. Thus, the edges (q1,u1) and (q1,usz) are added. The websites hy and
ho of uy and ug are involved. Accordingly, we have the edges (u1,h1), (g1, h1),
(u2, ha), and (g1, ho). After browsing u; and usg, the user issued g2 and g3 and
clicked more URLs. C(e;) is defined as adjacent elements of e;. For example,
we have C(q1) = {q2, u1,u2, h1, he}. Each training instance (e;, C(e;), s;) means
that the target e; comes from session s; with context C(e;).

! Existing methods for vector representation learning [2,15,16,20] cannot be readily
applied here due to: (1) our training data is a set of sessions and each of them is
represented as a graph, while the training data of existing methods is a set of word
sequences; (2) a vector capturing users’ information need is incorporated into our
learning procedure. Moreover, we intend to learn a space that uniformly embeds
elements of different types such as queries and URLs.
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4.2 Basic Learning Model

The objective of our basic model can be written as follows:

00;8) = log P(sis0) = Y > log P(ej; Cle;), v(si)). (3)

S, €S s;€Se;j€s;

The network, called session2vec (s2v for short), for calculating P(e;; C/(e;),
v(s;)) is given in Fig. 2(a), which basically introduces an auxiliary vector into
CBOW model [16], as previously did in [13,17]. The input layer takes the element
vectors of C'(e;) and session vector v(s;). In the projection layer, the average of
the element vectors? is summed with v(s;) to get x;. The output layer contains
a Huffman tree with each distinct element in training sessions as a leaf. The
more frequent an element is, the shorter its Huffman code is.

Let p denote the path from the root to a leaf e; and L denote the length
of p. Let v, denote the vertices on p and we have v} = e;. Let ¢1.,—1 be the
sequence of binary codewords on p. Let ~,.;_; denote the vectors associated
with the inner vertices v}, ; on p, each of them has the same dimensionality
as X;. P(e;;C(e;),v(s;)) is calculated as the probability of reaching the leaf e;
along p (going through L — 1 binary selections). Specifically, at vertex vf, we
select the branch having the codeword ¢; with probability P(c;; -y, x;), which is
defined with the sigmoid function o:

Py %5) = {o ()}~ {1 = o(xm) ) (4)
P(ej; C(ej),v(s;)) is calculated as:

L—-1

P(ej: O(ej)vi(si) = [T Plesvixy). ()

=1

Thus, combining Eqs. 3 and 5, the objective can be calculated with the net-
work in Fig.2(a).

input  projection  output

input projection  output

€

(a) Session2vec (b) Session2vec+

Fig. 2. Our models.

2 The number of contextual elements varies, so we calculate the average of contextual
vectors.
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We use the SGD algorithm to learn the vectors of elements, inner nodes of
Huffman tree, and sessions. During learning, each instance generated in Sect. 4.1
is fed into the network and its related parameters are updated. The learning
procedure is performed by scanning all training instances one or a few times
depending on efficiency requirement.

5 Enhanced Model for Vector Learning

With session2vec, each element (i.e., query, URL, and website) in training data
is projected as a vector. However, s2v cannot deal with unseen elements in
new data. To solve this problem, we propose an enhanced learning model, ses-
sion2vec—+ (s2v+), as depicted in Fig. 2(b). The upper part of s2v+ is the same
as s2v. The lower part, having the same architecture, incorporates the term-
based training instances in the form of (tx,C(tr),s;) (tx is a term in s;). The
session vector is shared by two parts as a bridge to align the dimensions of ele-
ment vectors and term vectors, learnt by the upper and lower parts, respectively.
Thus, terms and elements are embedded in the same space, and term vectors
can be utilized to build vectors for new elements such as unseen queries. Another
advantage of s2v+ is that these term vectors can help solve the sparsity issue in
s2v, since the vectors of sparse elements learnt in s2v might be unreliable.

5.1 Training Instances for Term Vector Learning

We build term-based training instances by post-processing element-based
instances. Specifically, if e; of (ej,C(e;),s;) is a query or a URL, it is trans-
formed into a set of term-based instances. Let ¢, denote a term in query e; or
the URL title of e;. Each ¢, corresponds to one term-based instance (tg, C(tr), si)
where C(ty) is the context of ¢, containing all terms of queries or URL titles
in C(e;). Noun phrase chunking is done and a single term here may refer to a
phrase, e.g. “New York Times”. Because t; could also come from URL titles,
our model is augmented to handle unseen query terms with title terms.

5.2 Enhanced Learning Model
For s2v+, we define a new objective function as follows:
0(0;8) =Y log P(si;0) + > log P'(si;0), (6)
s; €8 s; €8
where P’(s;; ) is the probability of s; calculated with the term-based instances:
P'(si:0) = ] Pltas Ctr). v(s0), (7)
trEsi
where P(tx; C(tr),v(s;)) is the probability of t in s;. Then, ¢'(6; S) is written as:

L¢—1 Lt—1

C0:9) = > > Y log P(cfivf,x5) + Y Y log Plcf; v xk)},

s; €S ej€s; =1 tr€si 1=1
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where superscripts e and t indicate the calculations with element instances and
term instances respectively.?

Now we derive the gradient of parameters for a single training instance. Two
types of training instances from one session are processed separately in each
iteration. We first proceed with (e;, C(e;),s;) and let £(j,1) = log P(cf; 77, x5)-
After combined with Eq.4, £(j,1) is written as:

(1) = (1 = ¢f)log {o(x§7[)} + ¢ log {1 — o (x§~[)}- (8)

With some derivations, the partial derivatives with respect to x§ and ~} are as
follows:

6€ j7l € e, e e

e = (1= — o< ©
ag(]V l) _ e e_e e

o ={l-¢ U(Xj'h)}xj' (10)

Therefore, the update formula of ~7 is:

Vi = {1 = e = o(x5v7) x5, (11)

where 7 is the learning rate. x§ is an intermediate vector Our aim is to learn

v(e') for ' € C(e;), to do so, v(e’) is updated with the partial derivative of x¢:

Le—1
v(e) —v(e)+n Y {1-c — o=y} (12)
=1

Similarly, for a term-based instance (tg,C(tx),s:), let £L(k,1) =
log P(cl; v, x5), and update formulae are:

¥ =i+ {1l —¢f — o(x370) ¥, (13)
Lt—1

v(t') —v(t')+n Z {1—¢ — o(x}7]) i, (14)
=1

where t' € C(t;,). When updating the session vector v(s;), both types of instances
are considered:

b

Le—1 ) L'—1
00(4,1) oe(k,
v(s;) < v(s;) +n Z I +n Z oxt (15)
1=1 J 1=1
The learning procedure for s2v can be easily derived by simplifying that of s2v+.

3 One may notice that both P(s;;0) and P’(s;;0) are defined a s probability of s;
and they may be unequal. In fact, refer to Egs.2, 4, and 5, the probability of a
session is calculated from element vectors and parameter vectors associated with the
Huffman tree. Therefore, it is possible that different types of input vectors, term-
based or element-based, output different values. We would not restrict P(s;;0) =
P’(s;;0) since such constraint will make the model less flexible in learning vectors for
different elements. On the other hand, the session vector v(s;), as an intermediary,
softly aligns the dimensions of element vectors and term vectors.
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6 Training Data and Case Study

6.1 Training Data

We employ a query log data set from Baidu search engine, including 10,413,491
unique queries, 13,126,252 URLs, 1,006,352 websites, and 3,965,539 terms (com-
ing from queries and URL titles). Session boundaries are detected with a hybrid
method of time-gap-based detection and task-based detection [3,12]: the interval
of two consecutive queries is no more than 15min; and the similarity between
two consecutive queries is no less than a threshold. To calculate this similar-
ity, we employ term vectors trained in a baseline system (CBOW of word2vec,
described later) to represent query terms and the sum of them is used as query
vector. The cosine similarity threshold is 0.5. In total, we collected 23,676,669
sessions, each session contains 2.1 queries and 2.3 clicks on average.

6.2 Case Study

Semantic Dimensions. We show salient elements and terms of three dimen-
sions (manually entitled “Star”, “Movie resource” and “Software resource”),
generated by s2v4-, in Table 1. These terms and elements have the largest val-
ues in these dimensions, meanwhile the frequency is >100. For “Star”, five
singers/actors from mainland China and Hong Kong are output as salient terms.
The queries mainly search for the personal information of stars. For websites,
the entertainment homepages of five top websites are listed. In “Movie resource”,
popular movie titles are output as salient terms and the queries are about movies’
showtime and scheme song. Interestingly, although “Star” and “Movie resource”
are related, our model generates different salient term sets and query sets for
them, focusing on different aspects. Presumably, it is because searching stars
and searching movies are two different information needs. The element-based
and term-based training instances are generated from individual sessions, thus
the two information needs are well identified in learning. The websites involved
in these two needs are also different and can help differentiate them to some
extent.

Learnt Vectors. The term vector “Jt5{ K% (Peking University)” and the
query vector “Peking University” learnt by s2v+ are given in Fig. 3. The two
vectors are generally correlated well (cosine similarity is 0.591). Thus, we can
reasonably derive the vector of an unseen query with term vectors. The two vec-
tors also show some differences. The reason is that “Peking University” appears
in queries or URL titles with diverse meanings, such as “EMBA program in
Peking University” and “Peking University Health Science Center”. For query
“Peking University”, the dominant information need is to find the university’s
homepage or encyclopedia page (Fig. 3).
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Table 1. Salient elements and terms in three dimensions.

Terms

Queries

Websites

Star

X (Andy Lau)

xgEtec), (daughter of Andy
Lau)

ent.sina.com.cn

g (Stephen Chow) gAML (master of Jet ent.qq.com
Li)

## (Bo Huang) ik (wife of Yun-Fat ent.ifeng.com
Chow)

#ids (Jet Li) P~ A7k (profile of Tony | yule.sohu.com
Leung)

% (Yun-Fat Chow)

ARtk (girlfriend of Jay
Chou)

ent.163.com

Movie resource

Jpeese (You Are the Apple
of My Eye)

B fLik i) (showtimes of
Avatar)

www.mtime.com

FHubfg  (movie for

smartphone)

Eliti e A (Infernal
Affairs online watching)

movie.douban.com

ezt (If You Are the
One)

Jeikzih ki (theme song of
If You Are the One)

www.verycd.com

SR

(online movie)

it Bkt (showtimes of Ip
Man)

www.1905.com

Fi Lz (Avatar) bkt (box office of www.igiyi.com
Aftershock)
Software resource | ii#A% (Xunlei player) M4 (download www.wandoujia.com

Kugou music box)

ZHfts  (Duote software)

gig %A (how to use
SnapPea)

www.onlinedown.net

kR (Onlinedown
software)

#E F4  (download Sohu
player)

www.pconline.com.cn

mk R4 (Kuwo music box)

AR T RO
center of Onlinedown)

(download

www.skycn.com

%iw% (SnapPea)

K%EF#  (Skyen software)

www.zol.com.cn

0.8
0.4

-0.4
-0.8

0 1"'l'|'1|'1l"l|[]l'l|”'|"‘| ey “}r,‘

® Term vector
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= Query vector

.,1“'1[“ .'“I}L'll

L e [l

l wall, rlll..nl

I‘"

Fig. 3. The term vector of “Peking University” and the query vector of “Peking Uni-

versity” .

7 Quantitative Experimental Results

7.1 Settings

Variants of Our Framework. S2v+ can generate vectors of elements and
terms (from queries and URL titles). According to how to use these vectors, we
have three variants: S2v+4.A directly uses element vectors; S2v+.B interpolates
an element vector and the term vectors from this element. For instance, for query
q, we first calculate the sum of its term vectors, then the sum is summed with
v(q), and the result is used as the final vector of ¢; S2v+.C uses the sum of
term vectors of an element as its vector, and it is applicable for both existing
elements in the training data and new elements.


http://ent.sina.com.cn
http://ent.qq.com
http://ent.ifeng.com
http://yule.sohu.com
http://ent.163.com
www.mtime.com
http://movie.douban.com
www.verycd.com
www.1905.com
www.iqiyi.com
www.wandoujia.com
www.onlinedown.net
www.pconline.com.cn
www.skycn.com
www.zol.com.cn
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Comparison Systems. We employ the CBOW algorithm of word2vec? (w2v
for short) as a baseline and run it on a corpus containing 1 billion Chinese Web
pages (much larger than the training data used in our model), and a vector is
generated for each term. PLSA [9] is another baseline, and we run it on a pseudo-
document corpus generated from our training data. Each pseudo-document is
composed of queries and URL titles of a training session, and topic vectors of
terms are learnt.

7.2 Results for Query Similarity Prediction

We analyze our framework with a similar query ranking task to illustrate the
behaviors of its variants. NDCG [11] is employed as the metric and 100 dimen-
sions are used for all systems.

Task Description and Evaluation Data. Each testing query has 5 candidate
queries, and the task is to rank the candidates according to their similarity with
the testing query. Cosine similarity is calculated with the learnt vectors.

We employ an annotated data set containing 500 testing queries, each of
which has 5 candidate queries. A Likert scale with three levels is employed to
assess the candidates. Specifically, 3 means strongly relevant (e.g. “Bill Gates”
and “founder of Microsoft”), 2 means relevant (e.g. “Bill Gates” and “Steve
Jobs”), and 1 means irrelevant, (e.g. “Bill Gates” and “Spider-Man”). Each
candidate is assessed by 3 assessors and the average score is rounded to the
nearest relevance level. On average, each testing query has 1.7 strongly relevant
candidates and 1.2 relevant candidates. These 500 testing queries are divided
into observed part (Q-obs) and unobserved part (Q-unobs). Q_obs has 129
testing queries, each testing query and its candidate queries are observed in our
training data. Q_unobs has 371 testing queries.

Analysis of S2v Results on Q_obs. For s2v, query vectors are directly learnt,
and for the baselines, the vector of a query is obtained by summing its term
vectors. The results of different methods are given in the left part of Table 2.
S2v can outperform the baselines. Specifically, on NDCG@1, s2v outperforms
PLSA and w2v by about 8 % (significant with P < 0.01 in paired t-test) and 2%
(P < 0.05), respectively. The reasons might be: (1) our training instances are
generated from session graphs. In each graph, the elements have similar semantic
meanings so that the contextual elements and the target element (i.e., e;) in a
training instance are semantically more cohesive. Such training instances bring
in less noise; (2) PLSA and w2v generate query vectors by summing the term
vectors, however, their term vectors are learnt without considering query and
session semantics and cannot well derive query vector. In contrast, s2v directly
generates query vectors; (3) s2v maintains a session vector, and the semantic of
a session is normally less ambiguous than a query. Thus, the session vector is

4 https://code.google.com /p/word2vec/.
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Table 2. Results of query similarity prediction on Q_obs.

w2v | PLSA |s2v |s2v+.A |s2v+.B | s2v+.C
NDCG@1 | 0.769 | 0.727 |0.784 | 0.792 0.797 0.799
NDCG@3|0.804 | 0.786 |0.824 1 0.830 |0.834 |0.835
NDCG@5 |0.833|0.810 |0.8380.841 |0.849 |0.853

helpful to guide vector learning for queries by deriving more precise information
need. W2v also performs well, and its large training corpus helps deal with sparse
queries more effectively.

Analysis of S2v+4+ Results. Sparsity will hinder the effectiveness of learnt
embeddings by s2v. In addition, if a query was not observed in the training
data, s2v cannot learn a vector for it. S2v+ conducts vector learning for terms
in a unified model. The learnt term vectors can be used in different variants as
described in Sect. 7.1.

Results on Q_obs. To examine the effectiveness of s2v+, we first compare its
variants with s2v on Q_obs and the results are given in the right part of Table 2.
S2v+.A outperforms s2v by 1% on NDCG@1 (P < 0.05). This shows that the
unified learning in s2v+ generates better vector representation for queries. It
is because the lower part of the network in Fig.2(b) for term vector learning
can help overcome the sparsity problem to some extent. Specifically, with the
term-based learning part, the derived session vectors are more accurate since
the sparsity problem of terms is less severe. As a result, accurate session vectors
will help learn better query vectors. S2v+.B slightly outperforms s2v+.A, which
shows using term vectors to interpolate the query vector can further solve the
sparsity problem.

S2v+.C is the most effective one. It shows that the sum of term vectors
generated by s2v+ can better derive the query vector. It is probably because the
unified learning in s2v+ can better align the semantic meanings of queries and
terms with the session vector as bridge. The term vectors from the baselines are
not as effective as ours for deriving query vectors. S2v+.C performs better than
s2v+.A and s2v+.B. The reason is that s2v+.A and s2v+.B use query vectors,
but the sparsity problem affects the reliability of vectors of low-frequency queries.
To have a closer look at the sparsity problem, we divide Q-obs into 5 equal
buckets, A, B, C, D, and E, according to the descending order of frequency.
Similarly, candidates queries are also divided into 5 buckets, A’, B’, C’, D’, and
E’. We evaluate the variants in different intervals and the results are shown in
Table 3. In each cell, the results of s2v+.A, s2v+.B, and s2v+.C are given in the
upper, middle, and lower positions. The largest value is underscored, in bold and
green, the smallest value is in italic and red. As shown in the upper left of Table 3,
S2v+.A and s2v+.B perform better for more frequent queries, When the queries
become less frequent, moving toward the lower right corner, the performance
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Table 3. Effect of query frequency.

A’ [0-20 %) B’ [20 %40 %) C’ [40 %60 %) D’ [60 %80 %) E’ [80 %-1]
A [0-20 %) 0.799/0.798 | 0.791 |0.799|0.801|0.796 |0.795 |0.794|0.7990.792 |0.801|0.808|0.790 |0.794|0.796
B [20 %40 %) |0.797 |0.796 | 0.79/ |0.796|0.797 |0.7953 |0.790|0.789|0.786 |0.788 |0.796|0.798|0.786 | 0.790|0.797
C [40 %—60 %) | 0.791 |0.791 |0.792|0.793 [0.795 |0.796 | 0.790 |0.796|0.799|0.787 |0.797|0.802 | 0.78; | 0.796 |0.801
D [60 %80 %) | 0.785 |0.791|0.7990.783 |0.796 |0.797 |0.783 |0.782 |0.7960.781 |0.785|0.805 |0.780 | 0.789 |0.800
E [80 %-1] 0.786 |0.792|0.807|0.779 |0.787 |0.808|0.778 |0.790|0.792|0.776 |0.782|0.790|0.771 |0.797|0.798

of s2v+.A and s2v+.B declines. Meanwhile, s2v+.C is not affected much and
outperforms the other two.

Results on Q_unobs. We also examine the performance of s2v+.C on Q_unobs
and compare it with w2v and PLSA baselines. The results are given in Table 4.
S2v+.C achieves 8 % and 4 % improvements (P < 0.05) on NDCG@1 compared
with PLSA and w2v, respectively. This demonstrates term vectors generated
with our model are more effective due to the unified learning and introducing
the session vector. Combining the results in Tables2 and 4, s2v+.C is the most
effective system.

7.3 Results for URL Ranking

Setup. Here we examine the performance of our model in the task of URL
ranking. The relevance between a query and its candidate URLs is computed as
cosine similarity of their vectors. Still, a query vector is obtained by summing
the vectors of its terms. For each URL, its vector is obtained by summing the
vectors of terms in its title. We introduce another baseline BM25 [19] which is a
ranking function commonly used to rank documents according to their relevance
to a search query. Specifically, our BM25 baseline is a revision of the original
BM25 formula to conduct normalization of term frequency according to [22] and
revise inverse document frequency according to [5]. As discussed above, s2v+.C
is the most effective variant and it also has better adaptability for unseen data.
In addition, URL vectors also face the sparsity problem. Therefore, we conduct
the comparison between s2v+.C and baselines.

Evaluation Data. This data set has 1,000 queries of various length and popu-
larity. On average, each query has 19.8 marked URLs retrieved by the query. A
Likert scale with five levels is employed to assess the relevance of each URL.

Results. The results are given in Table5. All vector-based methods can out-
perform BM25. Our model achieves the best results in all cases. Specifically, it
outperforms the baselines by about 4% to 9% on NDCG@1 (P < 0.01). Recall
that we train s2v+ with term-based training instances (together with element-
based) from both URL titles and queries. Presumably, such mixed instances
make the learnt term vectors more capable for capturing the similarity between
queries and URLs. Another reason might be that s2v+ jointly considers different
types of elements (such as queries and URLs) in learning, thus the learnt term
vectors can implicitly encode the semantic similarity among these elements to
some extent.
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Table 4. Results of query sim- Table 5. Results for ranking the result URLs.
ilarity on Q_unobs.

s2v+.C | w2v | PLSA s2v+.C | w2v | PLSA | BM25
NDCG@1 |0.798 | 0.766 | 0.736 NDCG@1 |0.611 |0.587]0.576 |0.559
NDCG@3|0.836 |0.812|0.787 NDCG@3|0.632 | 0.615|0.607 |0.582
NDCG@5 | 0.852 |0.837/0.815 NDCG@5 | 0.640 |0.631|0.630 |0.616

7.4 Results for Website Similarity Prediction

Setup. In this task, the vectors from different systems are employed to calculate
website similarity. For PLSA and w2v, the vector of a website is obtained by
summing the terms vectors of its homepage title. Our model has three variants,
namely, s2v.S, s2v+.S, and s2v+.T. S2v.S and s2v+.S use the learnt website
vectors directly. S2v+.T uses website vectors by summing term vectors, as is
done for baselines.

Evaluation Data. This data set contains 500 testing websites with different
popularity. Each testing website has 5 candidate websites. A Likert scale with
three levels is employed to assess the candidate websites. Specifically, 3 means
strongly relevant (e.g. “sports.sina.com.cn” and “sports. qq.com”), 2 means rele-
vant (e.g. “sports.sina.com.cn” and “www.sina.com.cn”), and 1 means irrelevant,
(e.g. “sports. sina.com.cn” and “mil.qq.com”). On average, each testing website
has 1.6 strongly relevant candidates, and 1.4 relevant candidates. All the testing
and candidate websites are covered by our training data set.

Results. The results are given in Table 6. The variants of our model outperform
the baselines. Specifically, s2v+.S achieves 3 % to 10 % improvements (P < 0.05)
on NDCG@1 compared with baselines. Among the variants, s2v+.S and s2v.S
perform better than s2v+.T. It shows that the directly learnt website vectors
are more effective than summing term vectors of titles for similarity prediction.
This observation is different from that of queries. One reason might be that the
sparsity problem for websites is not severe in training data. Another possible
reason is that homepage titles, such as “The best car website in China”, contain
irrelevant terms.

Table 6. Results for the prediction of website similarity.

s2v+.S | s2v+.T | s2v.S | w2v | PLSA
NDCG@1 |0.794 |0.786 |0.791|0.772|0.719
NDCG@3|0.855 |0.843 |0.849/0.832|0.763
NDCG@5|0.883 |0.880 |0.881|0.870|0.794
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8 Conclusions and Future Work

In this paper, we proposed a framework to uncover a semantic space for Web
search. We develop two neural-network-based models, i.e. session2vec and ses-
sion2vec+, to learn vectors for elements and terms. Compared with previous
studies, our framework can perform hidden semantic learning for different types
of elements. Moreover, our models enable the learning of vector representation
on graph data. Experimental results indicate that the learnt vectors are helpful
for a few tasks in Web search. For the future work, one direction is to extend our
framework to model the interest profile of users. Another direction is to enhance
the session graph with the information of click order and dwell time. A third
direction is to derive the real-time information need with the partial information
of the current session.
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Abstract. Network embedding is a classical task which aims to project
a network into a low-dimensional space. Currently, most existing embed-
ding methods are unsupervised algorithms, which ignore the useful label
information. In this paper, we propose TLINE, a semi-supervised exten-
sion of LINE algorithm. TLINE is a transductive network embedding
method, which optimizes the loss function of LINE to preserve both local
and global network structure information, and applies SVM to maximize
the margin between the labeled nodes of different classes. By applying
the edge-sampling and the negative sampling techniques in the optimiz-
ing process, the computational complexity of TLINE is reduced. Thus
TLINE can handle the large-scale network. To evaluate the performance
in node classification task, we test our methods on two real world net-
work datasets, which are Citeseer and DBLP. The experimental result
indicates that TLINE outperforms state-of-the-art baselines and is suit-
able for large-scale networks.

Keywords: Network embedding - Node classification -+ Transductive
learning

1 Introduction

Life is full of information. The links between the information form all sorts of
information networks, such as social network formed by people’s interactions on
social media, citation network generated by the reference relationship between
the papers in academic science and the famous WWW (World Wide Web). The
basic composition unit of network is a node, which can be a user, a paper, or a
webpage. Apperently, the edge has different meaning in different networks.
Network embedding is a very important component of network analysis and
study. The large scale and high dimension network can be mapped to a low
dimensional space for certain optimization goal. The embedding node vectors
preserve the original network’s global features and local features, and have a
lot more than the network node original representation [3]. After learning the
embeddings of nodes, the embedding vectors are applied into various important
data mining tasks, like node classification [19], network visualization [14] and
link prediction [15].
© Springer International Publishing AG 2016
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A widely-studied problem in network analysis area is the node classification
task, which can be regarded as learning a mapping function from the nodes to a
set of pre-defined and non-overlapping categories. The mapping relationship is
the classifier. When the classification task is applied to the network, traditional
methods embed the network first, and then use some algorithms like Support
Vector Machine (SVM) [13] to do the classification. This is typically a kind of
unsupervised learning method. This label attribute should be considered as well
for it can distinguish different nodes, which is usually ignored in the previous
algorithms.

Network embedding learning is a very challenging research, and its difficult
mainly consists of the following two points: on the one hand, for the real network
contains a huge amount of data, the learning algorithm should handle the large-
scale network. Unfortunately, many existing network embedding algorithms [1,4,
17] perform well on small networks, but could not deal with large scale networks
due to their high computational complexity. On the other hand, adding label
information to the embedding learning process may improve the discriminability
of node embeddings, but it’s a worth thinking problem about where and how to
add the label information.

In this paper, inspired by the LINE (Large Scale Information Network
Embedding proposed by [16]) method, we propose a new transductive algorithm
named TLINE, which uses the SVM (support Vector Machine) as the training
classifier. Unlike previous unsupervised network embedding methods, the node
embeddings and the SVM classifier are optimized simultaneously in TLINE.
By using the edge sampling and the negative sampling techniques in the sto-
chastic gradient descent process, the algorithm complexity of TLINE is greatly
reduced. So our model is able to learn embeddings of the large networks at a
very small time and memory cost. We test TLINE algorithm on Citeseer and
DBLP datasets. The performance of TLINE is compared with three competitive
baselines, including two popular unsupervised baselines, Deepwalk and LINE,
and a state-of-the-art transductive method, MMDW (Max-Margin DeepWalk)
[18]. The experimental results show that the performance of TLINE in node
classification task is significantly better than other baselines. The stability of
TLINE is also shown in the parameter sensitivity experiments.

The rest of this paper are organized as follows. Section?2 discusses other
related work about this problem. Section 3 introduces some notations that will
be used in the following paper. And Sect.4 introduces TLINE model which is
inspired by LINE and SVM. Section4 talks about our experiments of TLINE,
and compares the results with other algorithms. Section5 draws a conclusion
about this paper and provides the direction for future work.

2 Related Work

Network embedding aims to create feature representations in low-dimensional
space, which preserves the original network structure.

Traditionally, PCA (Principle Component Analysis) and SVD (Singular value
decomposition) are the common methods to project data into low-dimensional
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space. And many other primitive network representation learning methods, such
as MDS (multi-dimensional scaling) [4], LLE [12], Laplacian Eigenmap [1] and
DGE [3], are also based on spectral factorization. And there is still another kind
of method based on the probabilistic graphical models. The key point of this
kind of algorithm is modeling generative process of the network and associated
texts information by sampling. Some representative algorithms are Link-PLSA-
LDA [9], RTM [2] and PLANE [7]. However, the high computational complexity
prevents them from being applied to large scale networks.

Recently, inspired by the widely used distributed representation learning
techniques in NLP domain, like Skip-Gram [8], researchers propose some novel
network embedding methods to learn distributed representations for networks.
DeepWalk [10] is proposed by Perozzi and his colleagues, which uses the trun-
cated random walks on the networks to generate node sequences and feeds the
sequences to the Skip-Gram model as pseudo sentences to obtain node rep-
resentations. In order to handle the large-scale networks, Tang et al. propose
LINE [16], which optimizes the objective function to preserve both the local and
the global network structures. However, both DeepWalk and LINE are unsuper-
vised models, which means that they are not able to utilize the label information
or the category information in the network. Actually, label or category informa-
tion is common in network data, such as the conference or journals a paper
publish on in a paper citation network, or the affiliation of an author in a coau-
thor network. Therefore, the distinguishability of the learnt representations is
limited in these unsupervised frameworks.

To take advantage of the label information, semi-supervised learning
approaches are employed to learn node representations. LSHM [5] and MMDW
[18] are two representative methods. LSHM can be applied in heterogeneous
networks, which learns node representations in a common latent space for all
the different node types. MMDW utilizes the label information and max-margin
principle to learn node representations. However, MMDW is hard to be applied
for large networks because it is a unified learning framework based on matrix
factorization.

Our motivation is optimizing the loss function of LINE and applying SVM
at the same time to make full use of the label information in networks.

3 Problem Formulation

For a smoother and easier read, we first introduce some notations which will be
used in this paper. Consider a partly labeled network G = (V| E), V is the set of
nodes and E is the set of edges. For each edge e; ; € E, w; ; is the weight of the
edge. {v1, va, ...,vr } is used to denote the labeled nodes, while {vp41,...,vp4u } is
the unlabeled nodes. And we also assume there are K label types in the network.
If v; is in class k, we set yf = 1, otherwise yf =—1.

Traditional way for predicting labels of the unlabeled nodes based on unsu-
pervised learning methods have two steps, which are embedding and classifica-
tion. Embedding means to learn a vector in low-dimension space RY, where
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d < |V]. The traditional way is only embedding the node without consid-
ering the label information, and in the next step, we use the embeddings of
the labeled nodes to train a classifier and make predictions for the unlabeled
nodes. But for these transductive learning methods, given the training set
{(vi,ys)},i = 1,2,...,L and testing set {v;},j = L+ 1,...,L + U, the goal of
transductive learning is to find the node representation u, and classification
function f : uw, — y which can have a good performance on training set. The
difference between the traditional unsupervised way and the transductive way is
that transductive manner merges the two steps embedding nodes and training
the classifier into one step.

4 Model

4.1 Large Scale Information Network Embedding

In the real world network, the direct relations between different nodes observed
by us are actually a small part of the network information. If we only take the
edges between nodes into account, there will be a considerable proportion of the
information loss. From a global view, in the social network, if two people have
many mutual friends, even they are not friends, they are likely to get to know
each other through one mutual friend and become friends because of the same
hobbies or interests. This global network structure is also called as second-order
proximity.

To preserve the global structure of information networks, Tang [16] propose
an algorithm named LINE (Large Scale Information Network Embedding), which
uses Py = (Wy,1, -+ Wy,|v|) to denote that the connect situation of v, to all other
|[V| — 1 nodes and uses the similarity of p, and p, to measure the proximity of
the global network structure.

Each node will be treated as a specal context, and the node with the similar
contexts are assumed to have the close embeddings. So every node has two
roles, one is the node itself, denoted as a vector u;, the other one represents the
impact on the other nodes as a context, which is denoted as a vector u’;. For
every directed edge e; j, we can define the probability of v;’s context generated
by v; as:
copa? )

(1)

p2(vjlv;) = .
S exp(uf] - ;)

So we assume that the learned embeddings of two nodes will be similar to
each other if they have the similar distribution of contexts. Then the empirical
distribution of pa(v;|v;) is defined as:

Ws, 5
d;
Wi, 5 (2)

ZkEN(i) Wi,k

p2(vjlvi) =
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where w; ; presents the weight of the edge e; j, d; denotes the out-degree of
node v;, and N(4) is the set of the nodes which have the edge where the starting
point is v;. In order to preserve the global structure of the information network,
the algorithm should resemble ps and po as closely as possible, which also means
that we would minimize the KL distance:

Otine2 = D1 (P2||p2)- (3)

After omiting some constants, we have the final objective function:

Otinez = — Y w; jlogpa(v;]v;) (4)
(i,5)€E

After using the negative sampling technique to reduce the computational
complexity, the Eq. (4) is rewritten as:

M
Oline2 = — Z {log U(U’;"F “ug) + Z Ey P, (v) [IOgJ(_UI: : uz)} }7 (5)

(i.d)EE m=1

where P, (v) o< (d,)%™ is the noisy node distribution, M is the number of
negative edges, and o presents the sigmoid function. Just like the second-order
proximity, the first-order proximity is defined as below (See [16] for details):

Olinel = — Z w;, 5 log O'(’U,ZT . Uj) (6)

(i,7)€EE

4.2 Classification Based on Support Vector Machine

For the binary classification problem of the label k, linear support vector machine
is equivalent to the optimization problem as below:

L
. 2
min Y O[1 - gt wly + A Wb | (7)

k
w ‘
i=1

where the first part is the empirical loss, and we use hinge loss function
Lo ) = [1 — yPw* 4]y here. The second part is the regularization
term and is expressed as the L2-norm with coefficient A of the parameter vector
w" for label k.

Binary classification is just a special case of multi-class classification. We can
also expand the optimization problem to multi-class classification:

L K 2
=3 max(0,1 -y, Bk o)+ Al w* ). (8)

i=1 k=1
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4.3 Transductive Network Embedding

Given a network where only some of the nodes have labels, the task is to tag
the label to the unlabeled nodes. The traditional way have two parts, which can
be clearly seen in Fig. 1, the first step is embedding the node in the information
network to a low-dimensional vector, and the second step is using the training
set to train the classifier and then do the classification.

i o EEEE
N v 11 1 IEtEn Classifier
'-\\\ Y iy, 2 ® EEEE Training
* ® S
\Y/ rFe
% ke 111 Classification
& ¢ Representaﬁve. EER prediction
s
A Learning WM
EEEE Unlabeled -
. Predicting
EEEN

Fig. 1. Traditional unsupervised embedding and classification

Transductive embedding learning is a semi-supervised learning algorithm.
Just as Fig.2 shown below, the embedding learning and classifier training are
proceed simultaneously. The process of embedding learning and classification
has influence on each other. As a result, the information of labels will contribute
to the quality of node low-dimensional vectors, and the embedding of nodes also
have influence on the parameters of the classifier. So the node embedding is more
explicit, and the meaning of it is richer.

'. . o Representative HEEEN
° z 7, Learning EEEN
° e, Unlabeled
NYre- o e
- o . EEEN Predicting |~ Cjassification
ot 4 Training = = = = prediction
—y
v\ EEEN
EEER

Fig. 2. Transductive embedding learning and classification

In order to have a better expression of the network structure and meanwhile
improve the results of classification, we combine LINE and SVM together, which
means that

OrriNE = Oline + BO0som (9)
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where (3 is the trade-off parameter used to balance LINE and SVM. For the
second-order proximity, we substitute loss function (5) and loss function (8) into
the formula (9). Finally we have the objective function of TLINE(2nd) as:

OrriNE@2nd) =Oline2 + B0svm
M
= > wi’j{ —logo (W'} wi) = 37 By, ) [logo (/7 wi)]

(i-))€E m=1
M+1 K T

+BIG < L)( D > max(0,1 - yiFwh w) + A w ||2)} (10)
m=1 k=1

The same as the first-order proximity:

OrriNnE(st) =Oline1 + B0svm

= Z wiﬂj{—loga(u}ﬂ~ui)

(i,7)EE
M+1 K T
+BIG <L) Y (D max(0,1—yifwk w) + A w [?)
m=1 k=1
K T
+81( < L)( D max(0,1 — y;Fwk " w)) + A w [1?)
k=1

M
_ Z Ey, ~P, () [log a'(fug ;)

m=1
K T
—BI(n < L)( D max(0,1 — ynFwh” un) + A w ||2)”

= (11)

We use ASGD [11] (asynchronous stochastic gradient descent algorithm)
to optimize the objective function of TLINE(1st) and TLINE(2nd). And the
learning rate is dynamically computed by using the method mentioned in [16].
Specifically, the learning rate py = 0.025 in the beginning, then it changes as
ot = po(l — %), where T is the amount of sampling edges.

5 Experiments

5.1 Data Sets

We select the following two typical datasets to evaluate our approaches.

— Citeseer. Citeseer is a paper citation network data used in [18]. It contains
3312 nodes, 4732 edges and 6 labels. It is an unweighted network, where the
citation relationships between papers form a typical network.

— DBLP. DBLP is a coauthor network data used in [16]. It contains 18058 nodes,
103011 edges, and 3 labels. The co-author relationships between authors form
the network. Two nodes are connected by an edge if and only if they are
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coauthors. Compared with Citeseer data, the DBLP network is a weighted
network, and the weight of the edge is encoded by the number of co-authored
papers.

5.2 Compared Methods

In the experiments, we compare the following 6 methods to exam the perfor-
mance of our approaches.

— DeepWalk [10]. DeepWalk is an unsupervised method proposed by Perozzi
et al. in 2014, which learns latent representations of vertices in a network. We
set parameters as follows, the sliding window size w = 10, the length of each
node sequence t = 40, and the number of node sequences for each node v =
80. We use liblinear to do the classification, while LINE(1st), LINE(2nd) and
MMDW also use this lib.

— LINE(1st) [16]. We employ the LINE with first-order proximity for compar-
ison. We sample 5 million edges for Citeseer data, and 50 million edges for
DBLP data. The edge sampling for LINE(2nd), TLINE(1st) and TLINE(2nd)
is the same. We set the dimension d = 200 for LINE(1st), LINE(2nd) and
TLINE(2nd).

- LINE(2nd) [16]. LINE algorithm with second-order proximity, which
assumes that nodes with similar neighbors distributions will have similar
embedding vectors.

- MMDW [18]. MMDW is a semi-supervised transductive network learning
method based on matrix decomposition. MMDW employs the labeling infor-
mation and max-margin principle to learn vertex representations. MMDW
also use SVM as its classifier. We use the code provided by [18] and set the
dimension d = 200.

— TLINE(1st). TLINE with first-order proximity. We set 8 = 0.5, A = 0.02,
the dimension d = 10.

— TLINE(2nd). TLINE with second-order proximity. We set 8 = 0.5, A = 0.02.

5.3 Node Classification

We evaluate the quality of the node embeddings learned by different models when
the training ratios vary from 10 % to 90 %. Tables 1 and 2 show the classification
accuracies with different training ratios on the two datasets. All results listed
are averaged over 20 runs. From the results, we have following observations:

(1) The proposed method TLINE consistently outperforms all the baseline
methods on both the two datasets. It is worth noting that the superiority of
TLINE tends to increase with more training data.

(2) MMDW fails to generate results on DBLP data when our workstation has
only 64 G memory, which means that it is difficult for the most promising
baseline method MMDW to handle large scale networks because of memory
constraint. In contrast, the TLINE consumes only 0.5 G memory for DBLP
network on the same machine. Our method can scale to large networks and
performs well.
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Table 1. Accuracy (%) of node classification on Citeseer data.

% labeled nodes [10% [20% 30% |40% |50% |[60% |70% 80% |90%

DeepWalk 52.62 | 56.62 |56.63 | 57.42 |57.48 |57.27 |58.47 |56.81 |55.05
LINE(1st) 45.70 |51.22 |54.55 | 56.28 |57.02 |58.05 |58.94 |59.77 |59.37
LINE(2nd) 46.68 |51.23 |53.36 | 55.41 |57.55 |58.14 |58.37 |59.00 |59.04
MMDW 54.72 159.64 |62.60 64.10 65.83 |68.96 |69.56 |69.58 |69.16

TLINE(1st) 49.33 | 55.91 | 60.38 | 63.66 | 65.55 | 67.17 67.54 | 67.06  63.58
TLINE(2nd) 53.72|59.22 | 61.95 | 64.97 | 68.03 | 69.37 | 70.78 | 72.50 | 73.80

Table 2. Accuracy (%) of node classification on DBLP data.

% labeled nodes [10% [20% 30% |[40% (50% |[60% |70% 80% |90%

DeepWalk 83.18 | 83.64 |84.06 |84.10 |84.46 |84.16 | 84.51 |84.28 |84.94
LINE(1st) 77.93 |79.77 180.16 |80.46 80.61 |80.75 |80.74 |81.08 ' 81.35
LINE(2nd) 79.46 | 80.29 |80.66 | 81.05 |81.22 |81.10 |81.45 |81.14 |81.25
MMDW - - - - - - - - -

TLINE(1st) 76.64 | 81.20 | 83.56 | 85.24 | 86.71 | 87.56 | 88.23 | 88.32 | 88.05
TLINE(2nd) 81.08 | 83.57 | 84.89 | 85.72 | 86.31 | 86.84 | 87.23 | 87.43 | 87.64

(3) Transductive network embedding methods perform better than unsupervised
network embedding methods in most cases. For example, compared with
LINE(1st), TLINE(1st) obtains around 7% improvement on the Citeseer
data and nearly 10 % improvement on the DBLP data. It suggests that label
information is crucial to network representation learning and can improve
the classification accuracy.

5.4 Parameter Sensitivity

This section presents a series of experiments about parameter sensitivity in
TLINE model. The Figs. 3 and 4 show the sensitivity experiment results of the
trade-off parameter § and the regularization coefficient A for TLINE(1st) and
TLINE(2nd). In the experiments of TLINE(1st) and TLINE(2nd) on Citeseer
dataset, A varies from 0.001 to 10 while § varies from 0.001 to 10. With the
increasing of A, the Micro-F1 has an obvious increase from the very beginning
but a slight decrease at end. And in DBLP dataset, when A € [0.01,1] and
B € [10,100], the Micro-F1 of TLINE(1st) and TLINE(2nd) both have a rela-
tively good performance. Through this experiment, we find that the two para-
meters have some correlation, and when ( gets a better value, A is less sensitive.
In the rest experiments of this paper, we set f = 0.5 and A = 0.02 to get better
performances on both datasets.

From Fig.5 we can see, TLINE(1st) is a little sensitive to the vector space
dimension in Citeseer while TLINE(2nd) is insensitivite in both datasets. It
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Fig. 3. Parameter # and A sensitivity study of TLINE(1st) on different datasets (left:
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means TLINE(2nd) is more universal and robust than TLINE(1st) for vector
dimensions. In the other experiments of this paper, we set d =10 for TLINE(1st)

and d =200 for TLINE(2nd).

5.5 Network Visualization

Visualization is an intuitive way to verify whether the learnt representations is
discriminative. In this section, we use t-SNE [6] to display the 2D representations
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Fig. 6. Visualization of 2D representations on the DBLP data. Red, blue and green
represent authors labeled “data mining”, “machine learning” and “computer vision”
respectively. (Color figure online)

of vertices. Figure 6 shows the results of DeepWalk, LINE and TLINE on DBLP
data. In this figure, each dot represents a vertex while colors are encoded into
categories. In this case, we choose red, blue and green to indicate authors labeled
“data mining”, “machine learning” and “computer vision” respectively.

From Fig. 6, we observe that neither DeepWalk nor LINE create clear bound-
aries among three different communities, and there are plenty of overlaps in
Fig.6(a) and (b). However, Fig. 6(c—f) indicates that the boundaries are becom-
ing clear gradually with the increase of the training ratio. Particularly, we can
obtain well-separated clusters when the training ratio equals 0.9, as shown in
Fig.6(e) and (f). The node embeddings learnt by TLINE are much more dis-
criminative, which indicates effectiveness and improvements of our method.

6 Conclusion

This paper proposes a new transductive algorithm named TLINE which is
inspired by LINE. TLINE uses the SVM classifier in node embeddings learn-
ing process to improve the nodes’ distinguish degree. By adopting the stochastic
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gradient descent algorithm, the edge sampling and the negative sampling tech-
niques to our method, the complexity of TLINE is greatly reduced, so TLINE
is able to handle large scale network at a very small time and memory cost.

At the end of the paper, we test TLINE and other state-of-the-art base-
line algorithms on Citeseer and DBLP datasets. Compared with the newest
semi-supervised learning algorithm MMDW, TLINE achieves significantly higher
accuracy in node classification task. And the parameter sensitivity experiments
also show the stability of TLINE.

For future work, we may shift our focus to the heterogeneous network. In
real world, homogeneous networks are just a small part of various information
networks, while heterogeneous networks are more common. And we may also
have a try to optimize our classification algorithm. In recent years, the deep
learning techniques, such as convolution neural network and recursive neural
network, outperform the traditional classification algorithms on various catego-
rization tasks. So the next step of our work is to replace the old classifier SVM
with the more complex deep neural networks.
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Abstract. The integration of Linked Open Data faces great challenges
on the semantic level, despite unified data models. Inappropriate use
of ontology concepts, namely predicates, impedes knowledge discovery.
Although predicate unification is one of the most crucial steps when
building structured knowledge base, little effort has been put forward.
In this paper, we propose a supervised approach to detect synonymous
predicates. Our detection focuses on feature selection and their effective-
ness analysis. We not only leverage different resources such as Wikipedia,
Freebase, but also use different word embeddings to represent predicates.
The experimental results indicate that wikitext defined by Wikipedia and
predicate surface form are most useful features.

1 Introduction

1.1 Motivation

Recently, much effort has been devoted to automatically building structured
KBs from English version of Wikipedia, such as Freebase [1], DBpedia [2] and
YAGO [3]. These KBs, unlike Wikipedia itself, extract facts in structured form
of subject-predicate-object (s-o-p) triples from infoboxes in Wikipedia. However,
Wikipedia pages are maintained by volunteers around the world. People from
different backgrounds may use different expressions to convery the same idea,
causing different surface forms of predicates which are semantically identical.
The incorrect use of predicates causes either low recall of extractor or redundant
relations in structured KBs.

There are 14,000 different predicate surface forms in Chinese Wikipedia!.
Many predicates are in fact synonymous. For example, there are 17 predicates
containing HE (postcode) in Chinese Wikipedia infoboxes, shown in Table 1.
Most of them represent ‘postcode’. When an editor is submitting a new attribute
of an entity, the system should provide the editor with candidate predicates.
Besides, query expansion also requires synonymous predicates recommendation.
The tremendous predicate list makes it impossible to get rid of duplicate pred-
icates manually. It’s urgent to put forward an auto-detect method to find syn-
onymous predicates in online encyclopedias, which helps improve the quality of
structured KB’s extractions.

! Based on Chinese Wikipedia web pages in August 2014.
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Table 1. Predicates containing ¢ (postcode) in Chinese Wikipedia infoboxes

predicate |INSEE/ W43 BT S [FEL< 2 [ IBBL2 | IBBURTFH|1SO 3166-2 BB (BB | SRR E R ] I H
7257 |71 |27 |14 |10 |3 |2 |2 |2
predicate [WLHR ETHE [MEGMK W |WRECICT MBS R MR FSA [ S e |

frequency‘l ‘1 ‘1 ‘1 ‘1 ‘1 ‘1 ‘1 ‘

frequency

1.2 Challenges

Predicate detection in online encyclopedias differs from that on Linked Open
Data(LOD), such as DBpedia and Freebase. Objects in online encyclopedias are
often non-standard, making it difficult to use. Moreover, predicates are various
due to different backgrounds of editors. Usage of global synonym databases is not
sufficient as predicates are used in various KBs for various purpose by various
editors. There are also different interpretations of predicates. Some predicates
are too concrete while others are too general. Besides, many Chinese charac-
ters share a similar pronunciation, causing typos (mistaking characters with the
same pronunciation) and transliteration differences (different characters chosen
to represent the same pronunciation). As for Chinese predicates, there are fewer
external resources like WordNet. The long tail [4] causes little information could
be extracted from low frequent predicates.

1.3 Contribution

Earlier studies on structured KBs are not appropriate in the case for online
encyclopedias. Our method is exactly designed for semi-structured online ency-
clopedias where objects are seldom linked entities. The contribution of this paper
is fourfold. First, we leverage Wikipedia’s wikitext for the first time to describe
predicates. Besides, we extract many detailed information in Wikipedia and joint
dumps and web pages together for the first time. Second, we propose various
word-embeddings, varying from predicate types to predicate semantics. Third,
we use linking information between Freebase schema and Wikipedia schema and
use the better organized Freebase schema to describe predicates. Finally, we
understand the predicate from these features.

The rest of this paper is organized as follows: In the next section we present
related work with regard to synonymous predicates discovery. Next in Sects. 3
and 4, we introduce the resources and features used in our experiment. We
evaluate the features from different perspectives in Sect. 5 and conclude in Sect. 6.

2 Related Work

Although it is a fundamental step in building structured KB, rare work has been
done on this intractable problem. Many released KBs avoid predicate unification
by using a predefined and limited predicate list, such as YAGO. There are less
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than 200 predicates in YAGO. You cannot find the screenwriter of any movies
in YAGO because this relation has not be defined yet. Freebase indeed detect
synonyms based on user domain expertise and co-occurrence of objects and
subjects [5]. However, this method calls for user logs and well-structured KB,
which can not be utilized by other KBs.

Most techniques for synonym detection derive from schema matching as data
mining in the Semantic Web, associated with query expansion and synonym
discovery. Others are based on different language processing and information
retrieval techniques.

Mature methods in Semantic Web, such as frequent subgraph or subtrees
analysis [6], are not suitable because no two different nodes in an RDF graph
have the same URI. Instead, we consider the corresponding type of each URI as
different URI may belong to the same type. Cafarella [7] presents a approach to
detect synonyms among table attributes. However, the authors restrict attributes
and ignore instance-based method because they concentrate only on extracted
table schemata. So far, Abedjan [8] treats synonymous predicates detection as
a association rule mining problem. Note that he works on structured DBpedia
using linking information of objects and does not understand the predicates.
This method is not appropriate for encyclopedias.

Baroni [9] and Wei [10] propose a common approach using co-occurrence of
synonym candidates in web documents, based on the idea of synonymous word
co-occur [11]. Naumann [12] proves the effectiveness of aggregate features and
Li’s work [13] shows that the performance using dictionaries only in real data is
poor. In this case, we use multi features to capture predicate semantics.

Since only subject is normalized in encyclopedias, we use subject schema and
NLP tools to discover synonyms, leveraging both the benefit of schema matching
and semantic understanding.

3 Resources

Various resources have been used as features to present predicates, from inside
and outside the KB. We leverage both web pages and dumps of Wikipedia in the
experiment. Besides, bilingual dictionary and Freebase schema are used to repre-
sent each predicate. Our main dataset is a semi-structured KB (See footnote 1)
(only subject is defined as an entity) with 3.5 millions s-p-o triples extracted from
33.8 thousands of infoboxes in Chinese Wikipedia [14], which contains 14,000 dif-
ferent predicates. The KB is open-domain and predicates in the KB that have
same surface forms are considered the same in our experiment.

3.1 Wikipedia

In Wikipedia, there are mainly three parts of data to help evaluate the simi-
larity between predicates, including section names in Wikipedia web pages and
wikitext-predicates, infobox names in Wikipedia dumps?. Figure 1 shows all the
information in Wikipedia.

2 Available at https://dumps.wikimedia.org/zhwiki/.
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W2
Stephen Curry

{{expand|time=2015-02-17T12:45:53+00:00}}
{{noteTA|Gl NBA

(g
| urry 2.jpg
|
|

JER; zh-hk:BE; zh-tw: #E}}

name| = Eﬁﬁﬁ - B<br>Stephen Curry
nickname = wIEEF<br>#ia
position = [[#EBR#&H7]]

infobox neignt_Tt = 6
- height in = 3
No. 30 - SMEL name weight_lbs = 190
EHED team = SMEL
@ number; < 36
1988531141 (273 ) nationality = {{USA}}
BREMFEEE birth date = {{birth date and age|1988|3|14|}}
1] =xE | birth place = [[fZHEM]][[FR=E (FZHEM) IFTﬁfﬁiﬁ]]
BREE BERIET (191%) college = {{llnk en| AB#=Pz |Davidson Wildcats men's basketball}}
BRUE 190583 (86F32) draft _round =
RUEE draft_pick = 7
K RIHFHR draft_year = 2009
NBAKE 2009 | 1% / BT | draft_team = [[&MEL]]
HEMELER | career start = 2009%F
RALE  2009F - ES | former_teams = [[&MZEL]] (2009 - ES)
| awards =
SHEL (2009-29) * [[NBAREM{ER A 1] ({{nbay|2014|end}})
* 2XNBARBBE ¥ ( {{nasg|2014}}-{{nasg|2015}})
*

« NBARBHHMERF (2015) [TNRAREREI11E—F ( {{nhavI?2014lend}} )

+ 2RNBABRERAR (2014-2015)
- NRARAISZE 8L (2015)

Fig. 1. The web infobox (left) and wikitext infobox (right) of Stephen Curry in Chinese
Wikipedia. wikiSection and wikilnfobox refer to ‘section’ and ‘infobox name’. ‘wikitext
predicate’ will be aligned to ‘predicate’ based on their attribute values. e.g. wikitext
predicate ‘nationality’ is aligned to web predicate ‘ [£) £ > because ‘USA’ <£ 5 and are
the same.

wikiText. Wikitext, also known as wikicode, is a lightweight markup language
used to write pages in Wikipedia. Infobox [15] is a template used to collect and
present a subset of information about its subject. All the wikitexts and infoboxes
[16] mentioned in this paper are referred to Wikipedia’s wikitexts and infoboxes.

wikiSection. Attributes are often divided into different sections in Wikipedia
infoboxes. As shown in Fig. 1, M A¥%AH (personal information) is the section
name of predicate it 4 (birth) and %[&% & (listed hight) while predicate k5
(college) and it % (NBA draft) are in section gaik 4 i& (career information).

wikilnfobox. Actually, each infobox of an entity has a name, which can
be extracted from wikitext. For example, predicate 54 (nationality) usually
appears in infoboxes concerning people while predicate # &) (writer) appears in
infoboxes concerning drama.

3.2 Freebase

Different predicates are usually associated with different kinds of entities [17].
Predicate categories can be represented by their corresponding subject cate-
gories. On the one hand, Wikipedia’s build-in categories are too detailed to use.
There are more than 190,000 categories in Chinese Wikipedia. In addition, there
exist many confusing but frequent categories, such as 4 g 48 (good articles)
and 4 F 45 18 k&84 % B (articles containing Hebrew-language text). On the other
hand, Freebase provides find-grained category information for most entities and
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Table 2. Categories of actor 7k % #% in Freebase (mid = m.03cp9fl)

people.person | award.award_winner | film.actor film.editor

tv.tv_actor award.award_nominee | common.topic

fortunately many Freebase entities have been linked to Wikipedia entities®. For
example, the category information of Hongkong film actor # %4 4° (Nick Che-
ung) in Freebase is shown in Table2. We collect all the categories of Freebase
entities that correspond to Chinese Wikipedia entities®.

4 Features
Features are of great importance in our experiment. We not only use the surface

form of predicate, but also extract many latent features inside Wikipedia and
Freebase. Table 3 presents all the features used in the experiment.

Table 3. All features

surfaceForm 1.unigram(0,1) 3.edit,distance(oyl) 5.length_ratio
2.unigram(q o) 4.edit distance(y o)

Pinyin 6.pinyin,unigram(0Y1) 8.pinyin,edit,distance(D’1) 10.pinyin_length_ratio
7.pinyin,unigram(110) 9.pinyin,edit,distance(170)

wikiText 11.wikiText-embedding 12 wikiText(Oﬁl) 134wikiText(110)

wikiSection 14.wikiSection-embedding 15.wikiSection g 1) 16.wikiSection(y o)

wikilnfobox 17.wikiInfobox-embedding lS.wikiInfobOX(Oyl) 194Wikilnf0b0)((1,0)

Freebase category | 20.Freebase_SVD-embedding 21. Freebase-embedding

4.1 SurfaceForm

The most straightforward features would be those extracted from surface
forms of predicates. This kind of features express the character level similar-
ity between two predicates. We first consider unigram overlap and explore two
metrics, unigramg 1y (feature 1) and unigram ¢y (feature 2). Unigram; gy and
unigramg,;) scores between a predicate pair (predi,preds) are defined as fol-
lows, while other features containing subscript (1 o) or (o,1) are defined in the
same way as Egs. (1) and (2):

3 The linking property in Freebase rdf dump is Wikipedia.zh-cn_id while the Freebase
category predicate is rdf:type.

* https://zh.wikipedia.org/wiki?curid=472824.

® http://www.freebase.com/m/03cp9fl.

5 The version of Freebase used in the experiment is 2013-06-02 (1.37 billion triples).
We collected categories of 337042 entities in Freebase.
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character_overlap(predy, preds)

unigramo) (pred, preds) = character_count(pred; )

character_overlap(predy, preds)

unigramyo,y) (predi, predz) = character_count(preds)

edit_distance(predy, preds)

edit_distance redy, preds) =

O (predy,preds) character_count(predy)

We also compute edit distances of each pair of predicates (feature 3 and 4) in

Eq. (3). Synonymous predicates usually have similar length in characters, which

is taken into account by length(shorter predicate)/length(longer predicate) as
character length ratio (feature 5).

4.2 Pinyin

Pinyin is the official phonetic system (and ISO standard) for transcribing
Mandarin pronunciations into the Latin alphabets. There are many words in
Chinese with different writing forms, conveying the same meaning. For example,
A4z (coordinate) and ftx (coordinate) are different predicate forms but actu-
ally the same. We use the most frequent pinyin string of each Chinese character
to construct the pinyin representation for a predicate. Features in Pinyin (fea-
ture 6-10) are similar to features in surfaceForm. Compared to features in sur-
faceForm, characters are replaced with their corresponding pinyin strings while
calculating the similarity scores.

4.3 WikiText

Wikipedia uses a large amount of rules to translate particular wikitext templates
to the infoboxes we see on web pages. In our case, predicates in wikitext are
aligned to predicates in web pages. The alignment is based on manual rules
calculating the similarities between objects in web page triples and the attribute
values of dumps’ wikitexts. Accordingly, given a predicate, we can collect a set of
aligned wikitext-predicates, with their alignment frequencies to this predicate.
The alignment is not a one-to-one mapping, causing noise in the alignment. For
example, the wikitext-predicates and their frequency aligned to predicate @ 4=
(area) are shown in Table4. We defined it the wikitext-predicate distribution of
predicate @& 47.

Let freq(p;,wp;) be the frequency of predicate p; aligning to wikitext-
predicate wp;. Let WL(p;) be the wikitext-predicate set that has aligned to
pi- The wikiText o 1) (feature 12) and wikiText(; gy (feature 13) further charac-
terize the overlap between the two predicates in an asymmetric way, defined in
Egs. (4) and (5):

ZijE(WL(pl)ﬁWL(pz)) freq(p1, ij)
Z’ij €W L(p1) fTeQ(pla wp])

(4)

wikiText (o 1)(p1,p2) =
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Table 4. The wikitext-predicate distribution of predicate @4z **

wikitext ‘E FH

frequency|2860|1251(272 163|124 03 |72 |24 9 ||

area ‘areatotal‘ r1r'(:arrmk‘populaz‘,ion tm‘,ul‘tarea‘ 1 A7 4 % |area imperial‘,ﬁtﬁ%}l

. .
Alignment errors are in red

D wp, (W L(p)NW L(py)) J7€4(P2,wp;)

ikiText =
wikiText (1 o) (p1,p2) Z’ijEWL(pz) freq(ps, wp;)

()

The wikitext-embedding of each predicate p; is a unit, sparse vector v; =
(v, 05, ...,v4). M is equal to the number of different wikitext-predicates. v’
is the normalized frequency between predicate p; and wikitext-predicate wp;,
representing their co-occurence, defined in Eq. (6). Feature 11 of each predicate

pair is the cosine similarity of the two wikitext-embedding vectors.

v} = freq(pi, wp;)/ \/ Z freq®(pi, wp;) (6)

4.4 WikiSection and Wikilnfobox

The predicate synonyms should have similar sections and infobox names. We
collect all the wikiSections and wikilnfoboxes of predicates and convert them
to distribution vectors. For example, The wikiSection and wikilnfobox distrib-
ution of predicate §% (country) is shown in Tables5 and 6. wikiSection and
wikilnfobox features are calculated in a similar way as wikiText features.

4.5 Bilingual Dictionary

Some synonymous predicates are in different surface forms mainly because of
translation differences. Thus we translate the original Chinese predicates to their
corresponding FEnglish expressions. This kind of features works well when one or
both predicates is low frequent and less information could be extracted by other
kind of features.

Table 5. The wikiSection distribution of predicate [F % (country)

wikiSection| 6 M3 B | KA VEAH B R AR 0 ORI 202 0 Pk .
582 180 [113 113 |93 86 |..

frequency ‘42483‘2107 \721
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Table 6. The wikilnfobox distribution of predicate F & (country)

WikiInfobox‘ infobox__settlement ‘ infobox_ city

FRIER RPN ‘ infobox__kommune ‘ geobox ‘ infoboxiukiplace‘

frequency  [30978 1997 |130 |293 204|202 |-

4.6 Freebase Category

For each predicate, we average the category vectors of entities that appear as
subject of this predicate to generate category vectors of predicate. Since Freebase
has a large mount of different categories, the raw category information will be
very sparse. Therefore, we use two kinds of Freebase category embeddings. One
uses the original category distribution vector while the other uses singular value
decomposition (SVD) to transform each entity’s category information to a 100-
dimension unit vector.

Let S; = {ef, e, ...,ely, } be the set of entities that has predicate p;, T(e})
be the set of types of entity eé in Freebase. The original category embedding
of pi is Fy = (ff, fi, ..., f&). N; is size of S; while N is the total number of
categories in Freebase. ff is the normalized frequency between predicate p; and
Freebase category catej, defined in Eq. (7). The Freebase-embedding (Feature
21) of predicate pair (p;,p;) is F; * Fj. So does feature 20.

=032 > /O (£ (7)

er €S c; €T (er) 7

5 Experiment

We treat this task as a binary classification problem, that is, given a pair of
predicates predy, preds, predicting whether these two predicates are synonyms.

The dataset is validated by three experts in computer science major. The first
expert randomly selects predicate pairs and tag 0 or 1 to represent whether they
are synonyms. Since the class distribution is highly skewed with most predicate
pairs being negative, we select a balanced set of 1500 pairs with 1000 positive
and 500 negative to avoid failures in training. Then the second expert tags on
this balanced pairs and the last person only tags the inconsistent pairs. The
result training set contains 1000 pairs (464 pairs are tagged 1) of predicates
while the test set contains 500 pairs (240 pairs are tagged 1).

To evaluate features’ validity, we present three experiments: In Sect. 5.1
we evaluate the classification performance using only one kind of features. In
Sect. 5.2 we evaluate the classification performance using all except one kind of
features at one time. In Sect. 5.3 we evaluate all the feature combinations and
seek the feature combination that outperforms others. We use LibSVM (with
kernel type of LINEAR and RBF), decision tree (C4.5), voted perceptron and
AdaBoost as classifiers in each experiment. Compared to Abedjan’s work [8], we
deal with different resources (linked open data and online encyclopedia) using
different methods, thus, we use different evaluation methods.
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5.1 Single Feature Experiment

First we explore the effectiveness of each kind of features. For each classifier, We
report the accuracy using only one kind of features, shown in Table 7.

Table 7. The single feature accuracy

Feature(dimension) Accuracy
AdaBoost | LibSVM_RBF | LibSVM_LINEAR | C4.5 | VotedPerceptron

Pinyin (5) 0.662 0.664 0.610 0.666 | 0.618
surfaceForm (5) 0.634 0.584 0.586 0.634 | 0.626
Bilingual dictionary (2) | 0.594 0.598 0.598 0.596 | 0.586
Freebase category (2) 0.568 0.580 0.562 0.568 | 0.582
wikiText (3) 0.562 0.572 0.586 0.562 | 0.562
wikiSection (3) 0.518 0.526 0.522 0.518 | 0.532
wikilnfobox (3) 0.518 0.526 0.522 0.518 | 0.532

wikiSection and wikilnfobox features are indistinctive because much of low
frequent predicates do not have enough wikiSections and wikilnfoboxes to rep-
resent predicates properly. Pinyin feature is of great importance as expected. It
takes spell mistakes and different forms of expression into consideration. Sur-
faceForm and bilingual dictionary are also reported as good single features.

5.2 Minus One Feature Experiment

In the second experiment we have evaluated the redundancy of each kind of
predicate comparing other features. We first remove one kind of features and
then evaluate the utility of remaining features. The detached kind of features is
more likely to be redundant if the remaining features have higher accuracy. The
results are shown in Table8.

Table 8. The minus one feature accuracy

Reduced feature Accuracy
LibSVM_RBF | AdaBoost | LibSVM_LINEAR | C4.5 | VotedPerceptron

-surfaceForm 0.634 0.642 0.634 0.604 | 0.624
-wikiText 0.656 0.666 0.648 0.644 | 0.666
-wikiInfobox 0.680 0.670 0.676 0.664 | 0.670
-wikiSection 0.680 0.670 0.676 0.664 | 0.670
-Pinyin 0.688 0.666 0.688 0.668 | 0.676
-Freebase category 0.684 0.686 0.696 0.672 | 0.668
-Bilingual dictionary | 0.698 0.666 0.678 0.682 | 0.692
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wikiText feature is only inferior to surfaceForm feature while bilingual dic-
tionary performs poor. It shows the importance of wikiText. wikiText includes
the bilingual information for its cross-linguistic property. It also indicates that
the wikiText defined by Wikipedia.org is valid and irreplaceable in representing
predicate. No matter what kind of classifier we use, surfaceForm and wikiText
appear the top 2 features in this experiment. What’s more, bilingual dictionary
is usually the most useless kind of features. It is because bilingual dictionary and
Pinyin features can be seen as a coarse combination of surfaceForm and wiki-
Text features. Comparing to the first experiment, wikilnfobor and wikiSection
take effect in complex feature combinations.

5.3 Best Feature Combination

In our last experiment, we want to find the best feature combination. We use
LibSVM with RBF kernel as classifier example. The other classifiers output
similar results. The result is shown in Table9. Our best accuracy is achieved
with features: [pinyin, surfaceForm, wikiText, wikiSection, wikilnfobox, Free-
base_category]. It corresponds to the previous two experiments: surfaceForm and
wikiText are fundamentally useful while wikiInfobox and wikiSection show their
efficacy in complex feature combinations.

Table 9. The top feature combinations by accuracy (RBF)

Features Accuracy
pinyin, surfaceForm, wikiText, wikiSection, wikilnfobox, Freebase_category 0.698
pinyin, surfaceForm, wikiText, wikilnfobox, Freebase_category 0.694
pinyin, surfaceForm, wikiText, wikiSection, Freebase_category 0.694
surfaceForm, wikiText, wikiInfobox, Freebase_category 0.688
surfaceForm, wikiText, wikiSection, Freebase_category 0.688
surfaceForm, wikiText, wikiSection, wikilnfobox, bilingual_dict, Freebase_category | 0.688

6 Conclusion and Future Work

In this paper, we propose a full-fledged method on detecting predicate synonyms,
including features extraction and comparison. It is groundwork for building
Chinese structured KB. We exploit a mount of features, including linking infor-
mation between Freebase and Wikipedia. Thorough study has been done on
wikitext. Our experiment shows that the wikitext provides unique information
comparing to normal features. Subject category information and section informa-
tion are also essential features, which can be used by other online encyclopedias.

In online encyclopedias, only few predicates will be inserted or changed by
editors to entities pages during a short time. Synonymous predicates can be cal-
culated offline and we can only calculate the similarity between recently modified
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predicates and other predicates, which reduces computation resources. Another
way to speedup our system is using part of distribution data. We find that the
top three wikitext-predicates in Sect. 4.3 already account for most correct align-
ment. Hence, the time complexity of feature calculating can be approximately
linear.

Objects, or attribute values in the KB have not be leveraged, except for
wikitext-predicate alignment. They depict the predicates directly and may con-
tribute much in predicting the predicate synonyms. Future work will explore the
use of objects in predicate comparison. Predicate unification between different
Chinese encyclopedias, such as baidu baike and Chinese Wikipedia will also be
conducted.
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Abstract. Query expansion methods have been proven to be effective to
improve the average performance of patent retrieval, and most of query
expansion methods use single source of information for query expansion term
selection. In this paper, we propose a method which exploits external resources
for improving patent retrieval. Google search engine and Derwent World Patents
Index were used as external resources to enhance the performance of query
expansion methods. LambdaRank was employed to improve patent retrieval
performance by combining different query expansion methods with different text
fields weighting strategies of different resources. Experiments on TREC data
sets showed that our combination of multiple information sources for query
formulation was more effective than using any single source to improve patent
retrieval performance.

Keywords: Information Retrieval - Query expansion - Learning to rank -
Patent retrieval

1 Introduction

The amount of patent information is growing rapidly with an abundant production of
digital collection of documents. It is a real challenge to accessing to useful information
among this large size dataset. Although patent search engine like Derwent World
Patents Index and Google patent search engine have large databases, the search results
are not satisfactory. People got very different results when they use different search
engines with the same keywords, and they cannot determine which result is more
relevant to the keywords. So it is necessary to integrate multiple patent data sources and
search methods to improve the performance of patent retrieval.

Automatic query expansion technologies have been widely used in information
retrieval (IR) [1-3] In particular, the pseudo-relevance feedback (PRF) which uses
query expansion has been proven to be effective [4, 5]. The process of query expansion
modified the original keyword query submitted by the user and it would be better
represented the underlying intent of the query. The formulated query is then used as an
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input to the search engine’s ranking algorithm. Thus, the primary goal of query for-
mulation is to improve the overall quality of the ranking presented to the user in
response to the query. However, the general query expansion method cannot be
introduced directly to special tasks, such as patent retrieval. The patent documents,
which are constructed by several special text fields, are different from Web page
documents. These fields describe different aspects of patent and have different
importance. The traditional expansion methods select candidate terms from the whole
document without considering the information from fields which are not suitable for
patent retrieval. The existing work [6-8] did not pay enough attention to it. In previous
work [9, 10], we proposed a query expansion method, which used patent text fields as
the resource of expansion terms, the performance was improved by introducing the
field information to query expansion. However, we only use the pseudo-relevance
feedback documents for expansion terms. There are still some external information
resources which can be used to improve the retrieval performance. It is highly effective
to query expansion by using external information resources [11-13].

Learning to rank [14] has become an important research issue for information
retrieval. It is an effective approach to improve the ranking performance. The basic
premise for learning to rank method is that there are three types of input spaces, they
are pointwise, pairwise, and listwise samples. In this paper, we will apply the learning
to rank approach to optimize the combination of information sources to improve the
performance of patent retrieval.

The remainder of our paper is organized as follows. Section 2 reviews some related
work. Section 2 explores the impact of different information resources for patent
retrieval. Section 3 proposes the learning to rank based query expansion approach on
Derwent World Patents Index and Google search engine for patent retrieval. In Sect. 4,
we report the experimental results. Finally, we conclude the paper and discuss future
work in Sect. 5.

2 Related Work

2.1 Patent Retrieval

In recent years, researchers show growing interests in patent retrieval. Their research
mainly focused on exploring methods on query formulation for topics. Keywords was
extracted to form new queries in the early work [15, 16]. Full patent texts were used as
the query to reduce the burden on patent examiners which was advocated by Xue and
Croft [17]. Text mining, bibliographic coupling and citation analysis were also used in
patent retrieval [18, 19]. Chen and Chiu [20] developed an IPC-based vector space
model for patent retrieval and achieved a higher accuracy than normal patent search
engine. Rusinol et al. [21] presented a flowchart recognition method for patent image
retrieval. Recent work showed that the best retrieval results were obtained when using
terms from all the fields of the queried patents [22]. It seems that field information is
very effective to improve the patent retrieval. However, there are still few works on
exploring the text fields to improve query expansion. This paper will use the patent text
field information to select candidate terms and improve the results of patent retrieval.
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We also investigate the capability of text field of patent in improving the performance
of retrieval as promising information for query expansion.

2.2  Query Expansion and External Sources

Pseudo-relevance feedback (PRF) is an effective automatic query expansion method by
reformulating the original query using expansion terms from pseudo-relevant docu-
ments. Traditional PRF has been implemented in several retrieval models, such as
vector space model [23], probabilistic model [24], relevance model [25], mixture model
[26], and so on. Meanwhile, there are many research work which focus on improving
traditional PRF in different ways. For example, using passages instead of documents
[27], using a local context analysis method [1], using a query-regularized estimation
method [4], using latent concepts [3], and using a clustered-based re-sampling method
for generating pseudo-relevant documents [5]. These methods follow the basic
assumption that the top-ranked documents from an initial search contain useful terms
that can help discriminate relevant documents from irrelevant ones.

Two external information sources will be employed in our experiment, Google
Search Engines and Derwent World Patents Index. Google is one of best search engines
in the world, which can provide the accurate information for the users according to the
their queries, so we also want to use Google to provide the relevant web pages to
expand the query terms for patents. The Derwent World Patents Index (or DWPI) is a
database containing patent applications and grants from 44 of the world’s patent issuing
authorities. Compiled in English by editorial staff, the database provides a short
abstract detailing the nature and use of the invention described in a patent and is
indexed into alphanumeric technology categories to allow retrieval of relevant patent
documents by users. Each record in the database defines a patent family, the grouping
of patent documentation recorded at the various patent offices as protection of an
invention is sought around the world. Each patent family is grouped around a Basic
patent, which is usually the first published example of the invention. All subsequent
filings are referred back to the Basic patent as Equivalent patents. The database has
some 20 million “inventions”, corresponding to ten millions of patents, with almost a
million new inventions added each year. Since Derwent database is so effective to the
patent research, we will use it as another external information resource to patent query
expansion.

2.3 Learning to Rank

Learning to rank approaches can be divided into three categorizations, the pointwise
approach, the pairwise approach, and the listwise approach. Different approaches
model the process of learning to rank in different ways. They define different input and
output samples, using different hypotheses and employ different loss functions. This
paper will focus on the construction of samples of listwise approach for further anal-
ysis. The listwise approach addresses the ranking problem in a natural way. It takes
ranking lists as samples in both learning and prediction. The structure of ranking is
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maintained and ranking measures is incorporated directly into the loss functions. More
specifically, the listwise approach takes the labeled query-document list as one
instance. LambdaMART [28] is the boosted tree version of listwise approach of
learning to rank, which is based on RankNet. Boosting and LambdaMART have been
shown as the best performing learning methods on public data sets. LambdaMART
rankers won Track 1 of the 2010 Yahoo Learning To Rank Challenge. It has been
proven to be an effective ranking method for merging the ranking features to improve
the performance of retrieval. In this paper, we will use this approach to improve the
ranking performance of patent retrieval based on multiple query expansion methods
and text fields.

3 Query Expansion Using External Information Resources

3.1 Query Expansion Model

In this section, we introduce our method for patent query expansion. Our query
expansion model includes two Rocchio models, one is the original Rocchio model [23],
and the other is modified Rocchio model [9].

The original Rocchio model is defined as follows:

r
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where Q; is the expansion query, Q, is the original query. R is the pseudo relevance
document collection, r is the relevant document. The modified Rocchio model is based
on patent fields. In this paper, the model is defined as follows:
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where Q- is the expansion query, Qy is the original query. R is the pseudo relevance
document collection, r¢is the field f of the relevant document r. g,¢is the weight of ry.
We expand the original queries by this formula.

3.2 Information Resources for Patent Retrieval

The common information resource for pseudo-relevance feedback is the top ranked
documents from the corpus with a given query. Relevance feedback takes the results
that are initially returned from a given query to perform a new query. The content of the
assessed documents is used to adjust the weights of terms in the original query and/or
to add words to the query. So the first resource is the TREC data for patent. A patent
document is composed of several fields of information, in particular the title, the
abstract, the description and the claims. We use these content text fields as research
objects to improve the quality of expansion terms. The title field contains the title
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of patent. The abstract field contains the text of summary or main idea of a patent. The
description field consists of the some sentences about different aspects of a patent
content. The claims are the boundary associated with a patent, which is assumed to
describe its limits. All the information from the fields may be related to the relevance,
and the terms appear in the different fields have different degrees of relevance. So we
try to apply the fields to weight the terms for query expansions.

A common web data source from Google for query expansion of patent retrieval is
very effective. When the query is submitted to the search engine, the answer is returned
in the form of title and abstract texts. The texts and real user search queries are very
similar because most title and abstract texts are succinct descriptions of the destination
page. The relevant documents for the given query are the second resource of query
expansion. The fields we use to query expansion from Google are title and abstract.

The third resource is based on Derwent World Patents Index. The initial set of
candidates associated with a query is restricted by considering only those anchor texts
that point to a short set of top ranked patents from a larger set of top-ranked patents.
These patents can provide more effective information for query expansion. The patent
is represented by title and abstract texts. The fields we use to query expansion are title
and abstract.

3.3 Term Selection for Query Expansion

For query expansion, there are two steps: select the pseudo relevance document col-
lection R and evaluate the weight of g

In this paper, the pseudo relevance documents come from three information
resource: TREC patent data set, Google and Derwent World Patents Index. For TREC
patent data set, the first step is the pseudo feedback document selection, which applies
three ranking methods for top-k documents: TF*IDF, BM25, BM25F.

TF*IDF [29] contains two variables, term frequency and inverse document fre-
quency. There are various ways to determine the exact values of both variables. For
term frequency, the simplest choice is to use the raw frequency of a term in a docu-
ment, i.e. the number of times that term occurs in a document.

N
Wia = lfia * log(n—) (3)

1

where tf, ; is the number of times that term ¢ occurs in document d. n, is the number of
the documents which contain the term ¢. N is the number of documents in the
collection.

BM25 [24] is based on the probability model. The retrieved documents are ranked
in the order of their probabilities of relevance to the query. A query term is assigned a
weight based on its within-document term frequency and within-query frequency. The
weighting function used in our experiments is BM25, shown as follows:
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w is the weight of a query term, N is the number of indexed documents in the col-
lection, n is the number of documents containing the term, R is the number of docu-
ments known to be relevant to a specific topic, r is the number of relevant documents
containing the term, #f is within-document term frequency, g, is within-query term
frequency, dl is the length of the document, avdl is the average document length, n, is
the number of query terms, the ; s are tuning constants (which depend on the database
and possibly on the nature of the queries and are empirically determined), K equals to
ki (1 = b)+b*dl/avdl), and & indicates that its following component is added
only once per document, rather than for each term.

BM25F [30] is an extension of the BM25 function to a document description over
multiple fields. A key property of this function is that it is nonlinear. Since BM25F
reduces to BM25 when calculated over a single field, we will refer to both functions as
BM25F, where F is a specification of the fields contained in the document description.
In this paper, we use BM25F as the initial retrieval method for feedback documents,
which considers multiple fields. BM25F is computed as follows for document d, with a
document description over fields F, and query g:

S:ZTF,*I, (6)

teq

The sum is over all terms ¢ in query g. It is the Robertson-Sparck-Jones form of
inverse document.

We apply the BM25F approach as the initial retrieval method, and select the
documents ranking on top-k positions as the candidate collection for the second
step. TF*IDF and BM25 are used as baselines for comparison, which rank the docu-
ments for top-k pseudo feedback documents without field information, i.e. taking the
whole document as a field.

The second step is to decompose every pseudo relevant document generated from
the first step into several pieces according to the fields of patent, while each field is
regarded as an independent short document. We use the BM25 approach to calculate
the relevance between the query and the field document. The relevance score can be
seen as the importance of field, which we used to weight the fields of the patent. We
also evaluate the importance of each term in the short field document by the query
expansion methods, such as TF, TF*IDF, BO1 and BO2 [31]. This analogy suggests us
to use the other urn model for IR to obtain alternative methods of expansion for the
query, which is the Bose-Einstein statistics. Note that one possible approximation of
the Bose-Einstein statistics is given by the geometric distribution G. The probability P
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generating the geometric distribution has the same parameter A = N as the Poisson
process. P defined as follows:

1

P=——
1+ 4

(7)

The urn model based on BE can be thus used for measuring the information content of
terms in the query expansion process giving us:
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where Fp, is the frequency of the term and Ag, is defined by:
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where TotFrp is the total number of term tokens in the collection D. We use these
expansion methods to evaluate the relevant importance of a term in the patent fields,
which combine the weights of fields to obtain the final weight of the term in the patent
document. The finally expanded queries will be used to improve the ranking accuracy.
In this paper, we also take ranking methods and weight evaluation methods as
parameters for the patent retrieval method. If there are M optional parameter settings for
a method, N ranking methods and K weight evaluation methods, and L information
resources, the number of features is M*N*K*L. The experiments focus on the effec-
tiveness of different forms of patent retrieval methods on learning a ranking model.

3.4 LambdaMart

The performance of patent retrieval system is also evaluated by IR measures such as
MAP and NDCG. Learning to rank approaches can define the ranking loss function
such as cross entropy loss according to the relevance judgments. By minimizing the
loss, it can learn a ranking model to improve ranking performance directly. The aim of
query expansion is also to improve the performance of ranking. Therefore, learning to
rank can be used to learn a model for query expansion approaches.

LambdaMART combines MART and LambdaRank. MART is a boosted tree
model, a linear combination of the outputs of a set of regression trees. LambdaMART
utilizes gradient boosting to optimize its loss function defined in the same way as
LambdaRank. Gradient Boosting produces an ensemble of weak learner to form a
strong one. LambdaRank constructs its loss function based on RankNet, whose loss
function is a differentiable function of the model parameters based on cross entropy
objective function. The A for a given document in the ranking list gets contributions
from all other documents under the same query with different labels. The A can also be
interpreted as a force, which indicates whether the document should move up or move
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Table 1. Example of learning features of TREC-CHEM

ID | (N/M) | Ranking methods | Weight evaluation
10/50 | BM25 BO1
20/100 | TF IDF

3 |20/150 | BM25F BO2

down in this round of optimization and also the distance it will move. The A for a
document is the sum of A;; computed by using the formula as below.

aC(s; — ;) -0 A
85‘[ o 1+ e“(“i_sj)

NDCG| (10)

)\,ij =

Loss function C has the same form as RankNet based on a probability function
combining the score of each document. LambdaRank modifies the gradient with the
variation of NDCG through swapping the rank positions of the two documents.
LambdaMART uses /4 as the gradient of loss function and use boosted regression tree
as its model to decrease ranking loss in iterations as MART does. In this paper, we
mainly utilize the multiple query expansion methods to extract features for ranking
model. We expect that it is effective to improve the ranking accuracies of patent
retrieval.

Feature space is constructed by different parameter settings, different ranking
methods, and different weight evaluation methods. Overall, there are 18 features, which
can be directly used in learning algorithms. The ranking methods include TF*IDF,
BM25, and BM25F, and the weight evaluation methods include BO1 and BO2. The
example of feature set is shown in Table 1. Table 1 gives some details of implemen-
tation of these features, and for the parameter settings N/M means to extract M
expansion terms from N documents. N can be set to bel0, 20, and M can be set to be
50, 100, and 150. Ranking methods include BM25, BM25F and TF*IDF. BO1 and
BO2 are used as weight evaluation methods.

4 Experiments and Results

In this section, we show the experimental results of query expansion based on patent
fields. The TREC-CHEM collection is the experimental data set. We adopt all the
topics from TS (Technology Survey) task from TREC-CHEM2010 and TREC-
CHEM?2011 as our query set. Our research is based on data set of the subtask tech-
nology survey. This set contains TS-topics, which is manually created by human
experts. Each topic has a description as a natural language expression of information
need based on data described in a patent document. The systems should return a set of
documents that answer this information need as good as possible. These topics are
created to be interesting, so their main priority will be as similar as possible to a
genuine information need of an expert searcher. We only use the patent documents in
this collection. A patent document is composed of several fields, including title,
abstract, description, and claims. These special text fields are used to improve the
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quality of expansion terms. For the information resources from Google and Derwent,
we select expansion query terms from the title and abstract fields. The 6-fold cross
validation is used to obtain the average results. The results are evaluated by mean
average precision (MAP) and P@n.

4.1 Effectiveness of Query Expansion Based on Patent Fields

In this section, we conduct the experiment based on TREC data patent fields. We
compare the method based on text field for expansion terms (short for TFET) with
retrieval methods without query expansion (Original) and the oracle method (use the
best feature to rank the documents of test topic of every fold). Table 2 lists the results
of these methods.

Table 2. Performance comparison of ranking methods (TFET, Original, and Oracle)

Methods | P@5 | P@15 |P@20 | MAP
Original | 0.3333|0.1944 | 0.1708 | 0.2173
TFET |0.3833|0.2000 | 0.1750 | 0.2342
Oracle |0.38330.2278 | 0.1875 | 0.2608

From Table 2, we can see that TFET method achieves better performance than
original method. Especially for MAP and P@5, the ranking performance of TFET
method is much better than Original method, and is similar to the performance of
Oracle method in terms of P@5. Results show that query expansion approach based on
field information is indeed effective in improving the patent retrieval results. However,
TFET is not as good as Oracle method in terms of other evaluation methods. The
results of Oracle method come from the best ranking feature of test set of every fold.
Therefore, it is feasible to develop a method considering the impact of different ranking
features other than using a single ranking feature. Based on these results, the opti-
mization of the query expansion based ranking methods for queries could be expected
to further improve the retrieval performance. Now our goal is to develop an effective
method to construct a ranking model based on different ranking features.

4.2 Effectiveness of Learning to Rank Model

In order to take full advantage of all the ranking methods, we introduce a learning to
rank model: LambdaMART to learn a ranking model from the ranking features. In this
section the TFET and Original methods serve as baseline approaches. We will examine
the effectiveness of LambdaMart model whose features are extracted from TREC data
sets. Table 3 lists the results of the ranking methods.

From Table 3, we can see that the LambdaMart ranking model based on TREC data
is superior to TFET method in all of the evaluation methods. Moreover, the relative
improvement of LambdaMart is even over that of Oracle method for P@5. And in
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Table 3. Performance comparison of ranking methods (TFET, Original, TREC, and Oracle)

Methods | P@5 |P@15 |P@20 | MAP
Original | 0.3333|0.1944 | 0.1708 | 0.2173
TFET |0.3833|0.2000 | 0.1750 | 0.2342
TREC |0.4000 | 0.2167 | 0.1875 | 0.2469
Oracle |0.3833|0.2278 | 0.1875 | 0.2608

terms of P@20, it also achieves the same results as the Oracle method. As the infor-
mation of test set is unknown in the training process and the ranking model is learned
from training set as well as the feature selection of TFET, it seems that it is effective to
take into account the impact of all the ranking features based on text fields for patent
retrieval. It also reveals that the query expansion method based on learning to rank
model can improve the ranking performance of patent retrieval.

4.3 Effectiveness of External Information Resources

On above experiments, we only use the TREC data sets for query expansion to extract
the features for learning to rank approach. In this section, we also apply the Google and
Derwent information resources for query expansion in order to obtain the features for
the ranking model. From Table 4, we can see that the LambdaMart ranking model
based on TREC data is superior to TFET method in all of terms of evaluation methods.
It is also effective to improve the ranking performance by using Google and Derwent
information resources. Especially when we use all the features from TREC, Google and
Derwent information resources, the ranking model learned from that can achieve the
best performance. It seems that it is effective to take the impact of all the information
resources based on text fields into account for patent retrieval. It also reveals that the
query expansion method based on learning to rank model using multiple information
resource can improve the ranking performance of patent retrieval.

Table 4. Performance comparison of ranking methods

Methods | P@5 | P@15 |P@20 | MAP
Original | 0.3333|0.1944 | 0.1708 | 0.2173
TFET |0.3833|0.2000 | 0.1750 | 0.2342
TREC |0.4000 | 0.2167 | 0.1875 | 0.2469
Google |0.4333/0.2722|0.1875|0.2375
Derwent | 0.3833 | 0.2555 | 0.1875 | 0.2166
All 0.4833 | 0.3000 | 0.2541 | 0.2727

5 Conclusion

In this paper, we explored the multiple information resources for query expansion.
For TREC topics, we measure the importance of expansion terms on the retrieval
performance. Our experiments show that the query expansion method is an effective
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approach for patent retrieval. Furthermore, we investigate the effectiveness of learning
to rank model based on the query expansion ranking features. The experimental results
demonstrate that, the ranking model which is based on multiple information resources,
can effectively cope with the patent ranking problem. In future work, for the pseudo
relevant selection method, we will try other retrieval methods to obtain more relevant
documents. For the term ranking model, we plan to explore more term ranking methods
for further accuracy of patent retrieval.

There are several important differences between our work and previous work on
improving query expansion: (1) we examine the effectiveness of different information
resources for the patent query expansion; (2) we cast the combination of information
sources as an optimization problem that can be solved under a learning to rank
framework; (3) we take different query expansion approaches by different resources as
features for learning; (4) we apply learning to rank approach with the ranking features
to improve the performance of patent retrieval.
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Abstract. We propose a framework for deterministic simulation of user
behavior that allows to analyze the cost-gain-based performance on sin-
gle result lists or whole search sessions. The ideal user representing opti-
mal behavior (i.e., most gain with lowest effort) is contrasted with more
“average” users that employ the spreading activation model from cogni-
tive theory. On TREC Session Track data, the ideal user achieves about
double the gain of real users at the same costs while the average gain
of our different simulated users correlates well with the session-DCG
metric—another argument for that metric in session-based evaluation.

1 Introduction

Analyzing search logs is a common way to study users and their information
needs and also for evaluating search systems in for instance A /B tests—assuming
that users more likely click on relevant documents. However, such evaluations
require huge user populations that the commercial web search engines certainly
have but that are lacking in many other settings (e.g., enterprise search or aca-
demic research). To overcome this problem of scarce user data, simulating user
behavior got more prominent over the last years [14,15]. We propose a framework
to deterministically simulate user behavior over search sessions in cost-gain-based
scenarios. Our focus is on the click and result list switching behavior leaving the
integration of simulated query formulation for future work. One contribution is
the ideal user with optimal behavior (e.g., clicking on only those results that lead
to some gain). In contrast, we also contribute more “average” users who employ
a cognitive model to base click decisions on the shown result snippets. Further-
more, given pre-defined queries of a search session, the user models also decide
when to switch to the next query. Each session is restricted by a predefined cost
budget (e.g., time-based), every action (clicking, querying, reading) comes with
some costs. Therefore, the simulated users assess each decision not only by its
potential benefits in form of information gain, but also according to the accom-
panying costs. We compare the simulated users to real users on TREC session
track data and show that the average information gain of our models highly
correlates with the session-DCG measure often used in evaluation. Interestingly,
the ideal user achieves about double the performance of real users at the same
costs.
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2 Related Work

We briefly review the literature on search evaluation and user modeling; more
references follow in the sections detailing our approach.

Search Evaluation. Over time, the measures for evaluating search results have
changed from precision and recall to more rank-oriented metrics. One first exam-
ple is MAP (mean average precision): the precision is measured at the ranks
of the relevant results. The underlying assumption of MAP in form of a user
model would be that the user clicks on only the relevant results and stops when
all relevant documents have been visited—a scheme we will use in our simu-
lated ideal user. Alternatives to MAP are normalized discounted cumulative
gain (nDCG) [24] where results have different relevance levels (i.e., informa-
tion gain) and lower ranked results are less likely to be seen (i.e., discounted
gain) or expected reciprocal rank (ERR) [16] following a cascading model where
the probability that a user views a result depends on its rank position and a
stopping criterion. In order to evaluate whole search sessions, Jarvelin et al.
also introduced a session-variant of nDCG [25] with the results of later queries
having discounted gains. In our simulation framework we employ a cascading
scheme with cost-based stopping criteria but instead of discounting gain for
lower ranks—except that we assume no gain from showing the same or simi-
lar results again—we take the higher costs for viewing lower-ranked results into
account.

Over the last years, several user studies found that MAP has a weak corre-
lation with real user performance [41], that the information gain of real users
correlates with the precision overall [37], and that the preference for some ranking
strongly correlates with its nDCG and ERR score [34]. Although the experimen-
tation setup usually does not resemble the process of a real web search, many
studies agree that evaluation metrics like ERR resemble the users’ performance in
general, but they also claim that Cranfield-style evaluation metrics lack realism
and sound user models [36]. As a more realistic metric, simulation-based time-
biased gain (TBG) was recently proposed [36]. Each user action (view summary
or document, save document) comes with a time-based cost in a semi-Markov
model (initialized with data from 48 real users who solved some pre-defined
tasks within 10 min). The simulation is then used to estimate the information
gain for different time limits and rankings and the performance variance. This
idea very much inspired our scheme but instead of non-deterministic users we
simulate more “general” deterministic user types reflecting the ideas of existing
standard evaluation metrics. Our framework allows to compare an optimal or
average deterministic user (i.e., perfect or average decisions) to a real user and
to measure the spread of the gain differences of optimal and average behavior.

User Modeling. User modeling deals with predicting and explaining user
behavior and intentions. For instance, O’Brien and Keane [31] compare clicks
predicted by the SNIF-ACT spreading activation model of information scent [21]
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to real users. They show that a cascading threshold strategy (top-down assess-
ment of search results, clicking if result is above some threshold) is more common
among users and that it is favorable to a comparative strategy (first assessing all
snippets, then clicking on the most relevant). We will employ both, thresholding
and spreading activation, in two of our user models. But in addition to O’Brien
and Keane’s model we also take switching to another query into account. User
click models describe the click behavior while interacting with a search engine.
Such models can be used to infer document preferences from the click-through
rates in query logs [17]. In contrast, Zhang et al. claim that user behavior is
related to the information task as a whole and therefore, the click behavior
depends on previous queries and clicks for the same information task [42]. Con-
sequently, task-centric click models use the complete search session in order to
infer the relevance of results (e.g., duplicate results are less likely to be clicked
again)—an idea we adopt for our simulation. Still, probabilistic click models are
not really applicable in our scarce-user scenario since they typically rely on the
availability of huge search logs and we aim for deterministic models instead.

3 Our General User Model

An information-seeking user approaches a search engine to satisfy an information
need. For non-trivial tasks, the user typically submits several queries, scans their
results and clicks on the ones whose snippets appear to be relevant—forming a
search session. In this section, we propose a general user model that represents
the space of all interaction sequences (we call them paths) a user might follow
in a search session. Typically, search sessions are characterized by the respective
query reformulations [22]. Note however, that we will concentrate on how users
navigate through the result lists of a search session and we will not simulate
query (re-)formulation.

3.1 The Framework

Basic assumption of our gen- ( Start >—‘ Query Snippet scan
eral user model is that a user
wants to gain information in
order to satisfy an information
need against a retrieval sys-
tem. The respecitve interac-
tions come with certain costs
(usually time but it could also
be monetary charges for API } no
querying etc.). The user has to

find a trade-off between costs Fig. 1. Flowchart of our general user model.
and benefits since the total

“budget” for a search session typically is limited; leading to cost-driven behav-
ior [3,4,7,8]. Our set of possible actions is similar to the elementary action types

Is document
relevant?

Click yes

Are further
queries
necessary?,

Continue ol
current result
list?
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of Baskaya et al. [10]. Each session S consists of at least an initial query ¢,
and a potentially empty list of subsequent queries g2 to g,. Each query ¢ has an
associated cost costy(|g|) that depends on the length of the query (assumption:
longer queries require more “effort”). After a query is submitted, the retrieval
system returns a ranked result list with short snippets. The user starts scanning
those snippets from top to bottom. Each scan of a snippet s has an associated
cost costs. that we assume to be a constant (assuming snippets of about equal
length but non-constant length-dependence is also possible). In our model, at
least one snippet is scanned following a query before another action can be per-
formed. From scanning a snippet, the user estimates the result’s relevance. If
the result appears to be relevant, the user clicks on it. Each click ¢ has some
cost cost. that we also assume to be constant (variable cost again is not diffi-
cult). A click leads to an information gain corresponding to the result’s relevance
level rel (i.e., the total gain is achieved with just one click assuming the whole
document to be “read” at once) with one exception: no gain from a second click
on the same or a similar result (cosine similarity). Consequently, relevance and
thus click decisions not only depend on snippet relevance assessment but also on
the previous clicks. After each snippet scan and after each click, the user decides
if they proceed with scanning the next snippet or if they submit a new query. A
search session ends when there are no further queries necessary or a given cost
budget is reached—of course, the budget should suffice for at least submitting all
pre-defined queries. Following others [11,30,38], Fig. 1 depicts an abstract flow-
chart of our general user model including three kinds of decisions: (1) whether
to click on a result, (2) whether to submit a new query, and (3) whether to end
the session. Our simulated users instantiate schemes for those three decisions.

3.2 Restrictions of the General Model

Our general user model forms an abstraction of complex cognitive processes that
might differ from user to user; consequently, not all possible search behavior can
be expressed within our general model. For instance, the only way to cumulate
information gain in our model is to click on a new result after a snippet scan.
However, the user may already find the desired information in the snippet—
a case we do not include in the current abstraction. We also assume a top-
down processing of the result lists, starting with the first item in the result list.
Through eye-tracking studies, Klockner et al. found that this depth-first strategy
is used by a majority of users [28]. Still, our user model does not represent the
other around 15 % of users. Furthermore, in our general model the users assess
a document’s relevance right after scanning its snippet and click on it if the
relevance exceeds some threshold. This is in line with studies of O’Brien et al.
who show that thresholding is the most common user strategy [31] but the
information foraging theory, for instance, states that users might also first assess
all results and then decide to click on the one with the most gain [32]—a strategy
that we do not model. Finally, we assume a cascading scheme where the user
does not go back to a previous result list. The only way to see the results again
would be to submit the same query (at the same costs). Such back-and-forth
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switching at lower costs is an interesting future simulation direction—also for
query suggestion evaluation.

4 The Ideal User

First, we propose to simulate an ideal user: accumulating the most information
gain for a certain cost “budget.” Given the interaction costs and a search session
with result lists and relevance judgments, the task is to find an optimal sequence
of interactions within our general model. We call an interaction sequence a path
through the state space formed by a session. A state is characterized by the lowest
click or snippet scan in the different result lists and by the result currently in
focus. Possible interactions form the edges connecting such states. The path of
the ideal user shows how deep in the individual result lists a perfect behavior
would scan snippets and which results should be clicked.

According to our general user model, three kinds of decisions have to be
instantiated: clicking, switching to the next query, and ending the search ses-
sion. Remember that we do not model query formulation but require pre-defined
queries. The knowledge of the query sequence is used for the stopping criterion.
We assume that each query of the sequence is submitted such that the user can
only finish a session on that last query. Since the ideal user only clicks on results
that lead to some gain, the crucial point of modeling the ideal user is the deci-
sion of when to change to a new query result list—very recently, independent of
our investigations, optimal switching has also been investigated by Smucker and
Clarke in a slightly different context [35].

Let [ denote the rank in the result list R at which the ideal user stops scan-
ning and switches to the next query (e.g., I = 10 means scanning the first
10 snippets). Whenever the ideal user encounters a result » € R not similar to
a previously clicked document with a relevance level rel(r) above a relevance
threshold 7,.¢;, a click on the result is performed at the click cost cost.;. The doc-
ument is then added to the list Clicked of clicked documents. The accumulated
cost Cost(l,q, Ry) and gain Gain(l,q, R,) for a query ¢ and its result list R,
with limit [ is

l

Cost(l,q, Rq) = costq(|q|) + Z cost(r;), where
i=1

Hrs) costsc + costey, if rel(r;) > 7re; and 7; not similar to sth. in Clicked,
cost(r;) =
¢ costsc, otherwise.

l
Gain(l,q, Rq) = Zgain(ri), where
i=1
rel(r;), if rel(r;) > 7.¢; and r; not similar to sth. in Clicked,

gain(r;) = {

0 otherwise.

Determining the ideal search behavior forms a multiple-choice knapsack prob-
lem. For each result list R, of each query ¢ in the session S, we have to choose
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a limit [, such that the total cumulated information gain is maximized and a
given cost budget cost,,q. is not exceeded.

maximize Z Gain(l,q, Ry) while Z Cost(l,q, Ry) < costmaz
¢, Rg€S a,R,€S

Multiple-choice knapsack is NP-hard [27]. In order to prune the problem
space, we omit dominated states that can never be part of an optimal solu-
tion: For result list R, of query ¢, a limit [ is dominated by a limit I’ # [
iff either Cost(l,q,R,) > Cost(l',q, R,) and Gain(l,q, Ry) < Gain(l',q,R,) or
Cost(l,q,Ry) > Cost(l', q, Ry) and Gain(l, ¢, Ry) < Gain(l', ¢, R,). For a sample
result list with the relevant entries at ranks 1, 3, and 6, these ranks form the
dominating limits. A limit at rank 2 is dominated by the limit at rank 1 since
both lead to the same information gain but the limit at rank 2 has higher costs.
Limits at ranks 4 or 5 are dominated by the limit at rank 3, etc. For determining
the click behavior of the ideal user, each relevant result not similar to something
clicked before represents a dominating limit.

In order to derive an optimal interaction sequence (i.e., ideal behavior), we
have to choose from each result list in the session the limit that leads to an
optimal gain for the whole session (i.e., the highest information gain possible for
a given cost budget). There are several algorithmic solutions for such a multiple-
choice knapsack problem like a dynamic programming approach [33] or a branch-
and-bound strategy [20]. However, we cannot apply these approaches since we do
not allow for clicking a relevant document if something similar has been clicked
before. Hence, each click has a potential influence on the information gain of
later results. If the user clicks on a relevant result in the current list, similar
entries are no longer relevant in the next lists. In other words, we cannot treat
the result lists independently but every combination of dominating states has
to be checked for finding an optimal sequence. Let a path P = < Iy,...1, >
through a search session S be a list of limits for every result list. We call P a
d-path, if only dominating limits are included. Let P be the family of all possible
d-paths. In order to find a d-path that represents ideal user behavior, we derive
the total cost Cost(P,S) and gain Gain(P,S) for every d-path P € P as

Cost(P,S) Z Cost(ly,q,Ry) and Gain(P,S) Z Gain(ly, g, Ryq).

l4€P, l4€P,
q,RqES q,RqES

From the d-path family we algorithmically choose a d-path that does not
exceed the cost limit and that has the highest gain as follows. The dominating
limits in every result list in the session are set to the ranks of the relevant results.
All the combinations of all dominating limits of every result list then form the
family P of possible d-paths. From this family, an ideal d-path Pjge,; for a cost
budget costy g, is derived by first removing from P all d-paths that exceed the
cost limit and then choosing one d-path with the highest gain. Note that clicks
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on similar results will not be part of such a path as long as the budget is not
too high (since they do not yield any gain in our scenario) and that he resulting
path is an optimal sequence of interactions given the cost budget—the ideal user
behavior.

5 Spreading Activation Users

To simulate ideal click behavior, relevance judgments have to be “known” to
the user. When no relevance information is available, we need another strategy
for deterministic click decisions. We propose a cognitive approach employing the
task description and shown snippets to this end.

5.1 Cognitive Modeling and Spreading Activation

Cognitive models explain basic cognitive processes (e.g., learning and decision
making) and their interactions in more complex processes. Their big advantage
over statistical models is that instead of inferring a posterior description from
generated data, explanations for cognitive processes can be found in an inductive
way [13]. One example of cognitive modeling is Pirolli and Card’s information
foraging theory [32] stating that users searching for information are faced with
traces of navigational cues (e.g., links) emitting information scent and that the
cue with the most information scent will be followed. This rational behavior aims
for an effective trade-off between cost and benefit and matches our general user
model. However, we will not employ the costly comparison strategy of the orig-
inal model but only use the cognitive SNIF-ACT architecture [21]; calculating
information scent with the help of the spreading activation model.

Fu and Pirolli use the spreading activation model to estimate the utility of
navigational choices [21]. The neuronal structure of the brain is modeled as an
associative network consisting of interconnected concepts with different associ-
ation strengths as in Anderson et al.’s cognitive architecture ACT-R [1]. When
the user reads a document or a snippet, some of the concepts in the associa-
tive network are activated. This activation then spreads through the network
and may activate other concepts depending on the associative strength. In our
context, two regions in the associative network are important for the snippet
relevance assessment: the region that is activated by reading the snippet (the
perception), and the region that represents the user’s focus and intention (i.e.,
the topic description in TREC scenarios). While scanning a snippet, the user
model encounters the concepts in the snippet and these network nodes are acti-
vated and spread through the network to eventually activate topic description
concepts. The relevance is then assessed according to the total activation level
of the description concepts; if the activation is above a certain threshold, the
document is perceived as relevant and a click is performed.
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Concept Extraction. The head-noun phrase extractor [9] is used to identify
concepts in task descriptions and snippets. On average, document snippets con-
tain fewer terms than a TREC task description (34 vs. 42) but both have similar
number of concepts (8 vs. 10). We also removed some more “instructional” con-
cepts like find information contained in many TREC descriptions.

Spreading Activation Calculation. The concepts extracted from the topic
descriptions and the document snippets form the nodes of a network. As for
the edges (i.e., the activation strength), we simplify the relevance assessment
situation to a bipartite directed graph. The concepts extracted from a scanned
snippet form one node subset (the perception) and the concepts from the task
description form the other (the focus). We assume that all snippet concepts are
connected to all description concepts and omit any activations that may spread
between concepts of one side. Based on this simplified network, we compute the
total activation level A of the task concepts Cp that spread from the snippet
concepts Cg. The activation level of a snippet is modeled as the sum of the
attentional weighted association strength of every concept in C'r and every con-
cept in Cg as A(Cs,Cr) = X icc, 2o jecs association(i, j) - attention(j) [21].
The formula includes a length normalization preventing unbounded activations
and includes a temporal decay of activation following the assumption that a
user spends more attention on the first concepts of a snippet. We follow Fu
and Pirolli [21] using the exponential decay function attention(j) = a - €*J and

setting the scaling parameter ¢ = 1 and the decay parameter b = —0.1. As
for the association strength association(i, j) between two concepts, we use the
p(i,5)

pointwise mutual information (PMI) [18] of log PIOTIE) approximating the prob-
abilities p(4, ), p(¢) and p(j) with the normalized document frequencies df /N
from the English Wikipedia, where IV is the total number of Wikipedia articles.
In a study comparing PMI to (generalized) latent semantic analysis as mea-
sures for association strength, Budiu et al. found that PMI is the most efficient
method for identifying semantic similarities [12]. Following their suggestion, we
use a window of 16 terms to derive the document frequencies df (i, j).

Relevance Thresholding. The total activation level A indicates how relevant a
result appears to the user after the snippet scan. To distinguish between relevant
results that should be clicked and non-relevant results that should not be clicked,
an activation threshold 7, is part of the spreading activation model. We set
the binary relevance of a snippet S and a task description T to

1 if A(05'7 CT) Z Tact
0 otherwise,

TGZ(CS,CT) = {
and propose two ways for setting the threshold 7,.: a static constant extracted
from user interaction logs and a dynamic variant adapted to the rank bias favor-
ing clicks on the first ranks.
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Static Threshold. To determine a static threshold, we use the TREC 2012 Session
track logs. We compute the activation level of every result snippet and let the
relevance judgments > 2 form the relevant class. The mean activations of relevant
and non-relevant results then are significantly different (22.8 vs. 12.8, p <« 0.01
for a t-test). To choose a thresholding strategy, we compare the F-scores of
a maximum a posteriori estimation (MAP) threshold, a likelihood comparison
variant of MAP ignoring the prior probabilities, and an oracle threshold chosen to
yield the best possible F-score. Due to the big difference of the prior probabilities
(only 20 % of the results are relevant), the conservative MAP estimation had a lot
of false negatives (F-score of 0.19) such that we choose the likelihood estimation
as our static threshold that comes pretty close to the artificial best possible
F-score method in our pilots (F-score of 0.47 vs. 0.48).

Dynamic Threshold. The underlying assumption of our dynamic threshold is a
rank bias on the user side meaning that the users get more and more “skeptical”
at lower ranks requiring a higher activation for a click. We model this assumption
as follows. The user starts with a fixed activation threshold for the first rank that
may very well represent rank bias by setting the initial 7,.; = 0 resulting in a
blindfold click on the first rank. Every further result on a lower rank must have
a higher activation level than the last clicked result; hence, the activation 7,
is monotonically growing. This dynamic thresholding is inspired by findings of
Kean and O’Brien on users’ rank bias [26] but in our cost-based model also
resembles the fact that a mediocre result accessible at low costs may still be
more appealing than a result with high relevance at a low rank. Hence, dynamic
thresholding also models the satisficing behavior, meaning that the user prefers
a fast and sufficient decision over evaluating all possible actions in order to find
the optimum [29].

6 Owur Analyzed User Models

Our general user model requires two components: (1) the click behavior of when
to click on a result, and (2) the stopping strategy of when to switch to the next
query and when to end the session.

6.1 Click Behavior

We propose three kinds of click behavior. First, the optimal click behavior
of users who only click on relevant results—Ilike the ideal user introduced in
Sect. 4. Second, activation-based click behavior inspired by the spreading acti-
vation model introduced in Sect. 5—potentially leading to non-optimal clicks on
non-relevant results. Third, a simple click all approach whose click decisions
are independent of the relevance of a result: every result that is scanned is also
clicked. This click behavior probably is the least cost efficient one, since clicking
every result means also clicking every non-relevant result among the scanned
results.
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6.2 Stopping Strategies

We propose four simple stopping strategies following previous research. Zhang
et al. observed that users tend to click more at the end of a session [42]. Their
explanation is that with every query reformulation the user improves the quality
of the query and eventually ends up with a “best” query. The user probably
scans some of the results in earlier queries but invests most of their budget for
the last results. Our respective prefer-last stopping strategy is formally defined
as follows. Let a path P consist of a list of limits [y . .., that represent the lowest
rank the user views in each result list. A path P is a prefer-last path iff I; <
liv1,2=1,...,n—1. In contrast to the findings of Zhang et al., the user model of
the session-nDCG metric is based on the assumption that results of reformulated
queries are less valuable since the user has to invest more effort [25]. According
to this model, the user would prefer results of the first queries—yielding a prefer-
first stopping strategy. A path P is a prefer-first pathiffi; > l;11,i=1,...,n—1.
To model the stopping strategy of the ideal user, we propose the highest-gain
strategy. A user following this strategy views as many documents that appear
to be relevant as possible for a given cost budget. A user model with optimal
clicking behavior and highest gain strategy represents the ideal user. Let P
be the family of all possible paths for a given cost limit and search session
and let gain(P) the accumulated information gain of a path P. A path P is a
highest-gain path iff gain(P) = maxz{gain(P’) : P’ € P}. Similarly, to model
more “average” users, we also propose a median-gain strategy where the user
accumulates an information gain that represents the median of all information
gains of all possible paths through a search session for a given cost limit. A
path P is a median-gain path iff gain(P) = median{gain(P’) : P’ € P}.

6.3 Combining Clicking and Stopping

In order to simulate a certain click behavior and stopping strategy for a given
search session, we identify paths through the search session that do not exceed
the cost budget and that represent the stopping strategy. Finding such a path
involves three steps. (1) For each result, determine whether it is clicked based on
the click behavior. (2) Determine the family of all paths that do not exceed the
cost budget. (3) From the path family, choose a path that matches the stopping
strategy and has the highest information gain. From the 16 possible combina-
tions, we further investigate all combinations with the highest-gain strategy (the
ideal user with optimal clicks, the dynamic/static activation clicks, and the click-
all user), the median user with optimal click behavior and median-gain strategy,
and the prefer-first/-last users with clicking-all behavior and prefer-first/-last
strategies. While the prefer-first/-last users represent assumptions from the lit-
erature, the median user somewhat represents an “average” user and the ideal
user represents experts with perfect judgments from reading a snippet. The acti-
vation user models represent users without perfect click decisions and they can
even be simulated in scenarios without relevance judgments. Although the click-
all user seems very trivial, we include it in our considerations since it somewhat
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represents the envisioned user of a perfect retrieval systems. If the click-all user
achieves the same information gain at the same costs as the ideal user, the
ranking of the result list is perfect.

6.4 The TREC Session Track User

In the course of the TREC Session Track, logged interactions of real users were
provided for several topics. We compare our simulated models to these users by
modeling the TREC user whose behavior follows the originally logged data. In
general, we expect the TREC user’s performance to differ a lot from the ideal
user in terms of information gain since a human user will not be able to optimally
assess relevance from snippets, will have a rank bias, and will not make perfect
stopping decisions. We instantiate the TREC user model for each search session
in the TREC Session Track data as if they were produced following our general
user model framework. This assumes top-down scanning, at least one snippet
scan per result list, scans of all snippets of ranks above clicked results, etc.

7 Evaluation

We conduct experiments on data from the TREC Session Track 2011-2013 com-
paring our models with respect to information gain and cost usage, and analyzing
the relation to traditional effectiveness metrics.

7.1 Accumulated Information Gain

The budget for a session is set to the time the original user’s interactions would
need in our general model setup. Following observations of Tran and Fuhr [39]
we assume 2s for a snippet scan and 15s for a click, and following observations
of Arif and Stuerzlinger [2] a query costs 1s per term. The original TREC data
consists of 288 search sessions for 160 topics. However, for 188 sessions none
of the models (including the original TREC user) can achieve any information
gain given the budget (i.e., no relevant results at all or too low in the lists).
For our evaluation, we use the remaining 110 sessions and assume the gain per
clicked result to correspond to the relevance score in the TREC Session Track
judgments.

Table 1 shows the characteristics of the accumulated information gain distri-
bution. The ideal user performs best, followed by the median user. The click-all
user, the static activation user and the TREC user have about the same average
performance. Interestingly, the ideal user almost doubles the performance of the
original TREC user at the same cost. The prefer-first user is significantly better
than the prefer-last user: the TREC search sessions seem to have more relevant
documents in the first result lists.

To identify correlating user models, we compute the Spearman’s rank corre-
lation coefficient for each of the 136 possible pairs among the TREC user and the
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Table 1. Average accumulated gain on the TREC Session Track 2011-2013 data.

Ideal Median Act. St. Click all TREC Act. Dyn. Pref. First Pref. Last

mean 2.7 1.9 1.5 1.5 1.4 1.2 1.2 1.0
med 2.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
std 2.5 1.4 1.5 1.9 1.8 1.3 1.2 1.2
max 18.0 9.0 9.0 16.0 15.0 5.0 4.0 6.0

16 different user models possible from our four click behaviors and four stop-
ping strategies. The user models with the same click behavior correlate more
than user models with the same stopping strategy and the choice of the click
behavior has a higher impact on the user model’s performance than the choice
of the stopping strategy. The user models with the highest correlation to the
TREC user are the model with dynamic activation clicks and prefer-first stop-
ping strategy (Spearman’s rank correlation test p = 0.65, p < 0.01) and the
dynamic activation user model with highest gain strategy (p = 0.62, p < 0.01).
This again reflects the rank bias of real users (dynamic thresholds) and supports
the model underlying the session-nDCG metric (prefer-first).

7.2 Cost Usage

Figure 2 shows the distribution of the cost spent by the TREC user as a portion
of the “maximum cost,” the cost needed to click on all relevant documents in a
session (including scanning all previous snippets). On average, the TREC user
used 71 % of the maximum cost; for half of the sessions the user invested 61 % of
the maximum cost reflecting the satisficing theory we briefly discussed in the
thresholding part. However, in 19 % of the sessions, the TREC user invests even
more effort than necessary; mostly in sessions where few relevant results are
found but more are clicked.

In order to compare how
the user models use the cost 12

budget, we also analyze the 104
interactions for which some 081
cost is spent. All user mod- s

els spend the most cost on o4
clicking but the ideal user and o2
the median user invest approx- - - ™ - o
imately equal amounts for ~ CostLimitas Prtion of Maximum Cost

the different interactions; they
scan way more results than
they click. He and Wang [23]
and Tran and Fuhr [40] also suggest Markov models to investigate search behav-
ior. A Markov model consists of a set of states and transition probabilities with
the assumption that the probability of transitioning to the next state is only

Fig. 2. Cost limits of the logged users in the TREC
data.
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Table 2. Transition probabilities between query ¢, click ¢, snippet scan s, and end e.

TREC Ideal Median Act. St. Act. Dyn. Click all Pref. First Pref. Last

qg—s 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
s—gq 003 009 0.12 0.07 0.01 0.02 0.03 0.03
s—s 056 052 051 0.30 0.35 0.03 0.00 0.02
s—c 039 034 031 0.59 0.61 0.93 0.93 0.93
c—s 055 047 0.34 0.57 0.45 0.58 0.50 0.47
c—q 025 028 0.35 0.25 0.31 0.23 0.28 0.28
s—e 002 0.05 0.07 0.05 0.02 0.02 0.04 0.02
c—e 020 026 0.32 0.19 0.24 0.19 0.22 0.25

dependent on the current state. The transition probability between a state a
and a state b is p(a — b) given by the relative occurrence frequency.

Table 2 shows the transition probabilities of our user models and the TREC
user. The user models differ the most in the probability p(s — s’) of transitioning
from one snippet scan to the next snippet scan and the probability p(s — ¢) of
transitioning from a snippet scan to a click. For the ideal user, the median user,
and the TREC user it is more likely to continue with the next snippet scan, for
the other user models it is more likely that they will click.

7.3 Simulated Users and Evaluation

We compare the average estimated information gain of our simulated users to
the “traditional” metrics session-discounted cumulative gain (sDCG), expected
reciprocal rank (ERR) and MAP on the sessions of the TREC Session Track.
The behavior of our simulated user models is cost-driven such that we can
describe the accumulated information gain on a search session as a function
Gain(costyay) of the cost budget. In order to give an estimate on how much
information gain a user model will accumulate, we need to take into account
how the users choose their cost limit. Let f(costna.) be a probability density
function that represents the likelihood of choosing a cost limit. This cost limit
likelihood function is normalized such that the integral between the minimum
and the maximum of the function equals 1. Smucker and Clarke [36] proposed
to use such a function f in order to estimate the accumulated information
gain F of a session S as F(S) = fooo Gain(S, costmaz) + f(costmaz) dcost may .
The probability density function we obtain is the curve in Fig. 2 approximated
using a kernel density estimation. The cost budget is normalized with the max-
imum cost (i.e., the cost needed to click all relevant results in a session S):
maxcost(S) = costsean - | D| + costerick - | Drei * Zli‘l cOStgyery - |¢i|, where | D] is
the number of results in the session and |D,..;| is the number of relevant results.
In order to calculate the estimated information gain for a user model and a
session, we sum the gain and the likelihood of the cost budgets between 0 and
an upper bound. We set this upper bound to 2.5 - maxcost(S) since this is the
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highest cost limit any real user has spend in any session (cf. Fig. 2). As an incre-
ment incr for the budgets we use the cost it takes to scan one snippet and perform
one click. The estimated gain E of a session S then can be calculated as E(S) =

Y i Gain(S,incr(t)) - F (i), where F(i) = LZLCF‘TT((ZL) f(costmaz) dcostma, and
iner(i) = i-(costepick + €0Stscan ). The rectangle method can be used to calculate
an efficient approximation of the integral of the cost limit likelihood function F’
in one incrementation step i. We derive the estimated information gain of each
of our seven simulated user models for the TREC Session Track 2011-2013 data
and compute the correlation with the sum of the individual ERR values of the
result lists, the mean of the summed average precisions of the result lists (MAP),
and the session-DCG. Among the individual pairs, the highest correlation of 0.91
is between the average estimated information gain of our deterministic user sim-
ulations and session-DCG. The MAP metric correlates the least with the other
metrics and our simulations (0.73). These correlations show that based on user
simulations, the session-DCG metric is very reasonable. An interesting future
metric could be formed by the difference of the ideal user to the more average
median or activation users. If system A has better ideal user gains than system B
but lower average/activation user gains, real users behaving more “average” and
probably using snippet activation of some kind in their click decisions would pre-
fer system B—which also is another argument for working on highly informative
snippets giving a clue on actual result relevance.

8 Conclusion

We propose a framework to simulate deterministic user models with different
stopping strategies and click behaviors. The goal is to use the simulations to
better understand and evaluate user behavior in search sessions or query sugges-
tion scenarios without requiring a huge online user population. We measure the
effort of a simulated user by assigning costs to every interaction and contrast
that with the achieved information gain. One of models is the ideal user with
optimal click behavior and a high-information gain stopping strategy represent-
ing the perfect trade-off between cost and gain (i.e., the highest information gain
possible for a given cost budget). More “average” variants are the median user
with decisions towards achieving a median possible gain or the more cognitive
activation-based users whose click behavior employs the spreading activation
model during snippet scans. Comparing the deterministic simulations to real
TREC users (interaction logs of the TREC Session Track), the “real” TREC
user achieved only about half of the gain the ideal user would manage with
the same cost budget. The TREC user correlates the most with an activation
user having a dynamic click threshold. Using Markov model analysis, we show
that the TREC users and our user models with optimal click behavior click less
than other models. The estimated average gain of the simulated users corre-
lates very well with the session-DCG metric. Though all proposed models are
deterministic, our framework allows to include probabilistic decisions as well.
An interesting application could be estimating the information gain with the
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help of large populations of simulated users in scenarios where no huge logs of
millions of users are available (e.g., enterprise search). A metric based on simu-
lation would be very transparent since for every instance of a user the achieved
information gain is reproducible. The effect of changes in the ranking or the UI
(that also influences cost) can be directly tested on different instances of sim-
ulated users. Different cost models also form a promising future direction since
costs heavily influence search behavior [6]. Scanning a list of ten results is more
costly on a phone than on a desktop while talking to a device could make queries
cheaper. With variable costs, different environments can be simulated. Finally,
a very important addition would be the extension of our framework such that
also query (re-)formulations are simulated. Possible steps could be simulating
known-item queries (clicked documents as the known item) or query simulation
based on anchor texts [5,19]. This would allow the simulation of complete ses-
sions based on a search task description without relying on the queries of the
TREC Session tracks or similar datasets.
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Abstract. Word embedding has been used in many NLP tasks and showed
some capability to capture semantic features. It has also been used in several
recent studies in IR. However, word embeddings trained in unsupervised
manner may fail to capture some of the semantic relations in a specific area (e.g.
healthcare). In this paper, we leverage the existing knowledge (word relations)
in the medical domain to constrain word embeddings using the principle that
related words should have similar embeddings. The resulting constrained word
embeddings are used to rerank documents, showing superior effectiveness to
unsupervised word embeddings.

1 Introduction

Continuous word representations, called word embeddings, have known widespread
uses in general NLP tasks [4, 6, 15, 17, 26, 27]. They offer an effective and efficient
way of encoding semantic/syntactic relationships between words in semantic space,
which typically relies on the distributional hypothesis that two words sharing similar
contexts should be associated with similar vectors in the embedding space. Word
embedding, and more generally, deep learning, has also been used in IR in recent years
for different tasks: to suggest or to reformulate queries [16, 20], to extend language
models [8, 24], or to determine a similarity score between queries and document titles
[10, 22], questions and short answers [23] or queries and terms [29]. Although it is
possible to optimize a deep network directly for the ad hoc search task as in [10, 12],
this would require a large set of training data (e.g. clickthrough), which is not always
available. An alternative approach is to train word embeddings on a document col-
lection in an unsupervised manner. Word embeddings trained in this way may reflect
some general syntactic or semantic relations between words in a language such as
between “cat” and “kitten”, but fail to capture some valid relations between words,
which may have been established manually. For example, word embeddings trained on
a medical collection fail to capture the strong relationship between heart and cor (a
strongly related word used in prescriptions), while this relationship has been specified
in the domain resource UMLS [3]. It is natural to leverage the knowledge to constrain
or to adjust word embeddings so as to better fit the specific application domain.
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The principle we use in this paper to constrain word embeddings is that related words
in our prior knowledge (e.g. synonyms) should have similar embeddings.

The idea of using prior knowledge to constrain word embeddings has been used in
several recent studies in NLP [4, 7, 27]. In this paper, we adapt these approaches to
medical IR, and evaluate them on several test collections - OHSUMED [11] and CLEF
[9, 18]. The contributions of this paper are as follows: We propose modified con-
strained training methods for word embeddings and show that they can bring more
improvements to MIR than the original word embeddings.

The rest of the paper is organized as follows. Section 2 gives an overview of word
embedding. Sections 3 and 4 present our approach to constrain word embeddings and
to document reranking. Section 5 describes our experiments and analyses. Section 6
goes through the related work and Sect. 7 presents the conclusion and future work.

2 Word Embedding

In this section, we describe the standard and regularized word embeddings.

2.1 Continuous Bag-of-Words (CBOW)

Proposed by Mikolov et al. [15], the word2vec models create a vector representation
for a word according to the context words frequently appearing around it. In this
section, we will only describe one of the word2vec models — CBOW, which minimizes
the following objective loss function:

L=— Z log p(wi Wik ), (1)

t=1

where T is the total number of words in the corpus and w,y; are the words in the
window of size k centered at position ¢ and excluding w,. The probability of a word
given its context is defined as:

k
exp(w!c) &
p(wiwisr) s exp(vaC),c ;:,_Ek#pr (2)

where the context embedding c¢ is simply the sum of the embeddings of words
occurring in the text window.

2.2 Regularized Word Embedding

Several approaches have been proposed in recent years to constrain (regularize)
unsupervised word embeddings, and we describe two approaches below.
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Online Training Approach. Online training approaches alter the learning objective in
word embedding estimation by adding a knowledge-based regularization term [4, 26-28].
We only describe the approach by Yu and Dredze [27]. The modified loss function is as
follows:

1< ¢
L= =72 logp(wiwest) —rr > logp(wilwy), ®)
=1

1= (Wi,wj)ER

where (w;, w;) € R means that that two words are linked in the resource R, |R| is the
number of links in R, and C is a hyper-parameter controlling the strength of the
regularization. Similarly to Eq. (2), the probability p(w;|w;) is proportional to the dot
product between w; and w;. Therefore, the regularizer sums up a similarity measure
over all pairs of related words in the resource.

We observe two shortcomings of this approach. First, any pair of linked words in
the resource is considered to be a constraint of equal importance (1/|[R|) in the regu-
larization. Intuitively, however, a more frequent link (or a link between two frequently
used words) should play a more important role in the regularization. Second, as the two
terms in the objective function sum over different elements — words in the corpus and
links in the resource, Yu and Dredze have to define two sets of separate learning
parameters, one for the CBOW objective and another for the regularization, which are
updated separately in turn. This means that when updating the parameters of the
regularization, the context of a word (considered in the first term) is no longer taken
into account. The risk of this process is that the second update could undo the earlier
update, making the update process quite random at the end. In this paper, we propose a
solution to these problems.

Offline (Retrofitting) Approach. Offline approaches (also called retrofitting) [7] adjust
word embeddings outside the original training process as follows: the new embeddings
should be close to the original embeddings and respect the constraints of the external
resource, i.e. minimize:

2

; (4)

! !
Wi =W

1<, 2 p
oyl 2

(W,‘,Wj) €R

where w, and w’v are the original and the new embeddings and f§ a parameter.

3 Constrained Word Embedding

We propose modifications to solve the problems discussed above. A tighter regular-
ization is used in the online method: the original CBOW cost function is combined with
the requirement that if a word can be well generated from a given context, its related
word should also be well generated from the same context, i.e.:



158 X. Liu et al.

L= Z| t| Z [log p(wi|wisr) — logp(Ws|Wr¢k)]2 5)

Wy, Ws)ER

where |R/| is the number of words related to w, in the resource.

A possible drawback of the above formulation is that every related word is
attributed an equal weight (1/|R). To solve this problem, we weigh each related word
wy by its relative frequency in the document collection as follows:

wi(ws|w:) —f(Wx)/ > fw). (6)

(wr,w)ER

where f(w;) is the frequency of w; in the collection. The final loss function is defined as
follows:

T
== flogp(wilwie) —o D wr(wilwi)[log p(wilwisr) — log p(wi|weei)]’]
t=1 wy:(we,wy)ER

()

where o is a weighting parameter.

The above loss function solves both problems of [27]: the collection frequency of
words in a relation is taken into account naturally, and the embeddings for related
words are tightly related to their contexts.

We also propose a slightly modified version of retrofitting method by adding term
weighting in it:

) |2

v
LZZ[W;—Wv|2+ﬁ Z WZ(WS|WV)|W:»_Ws

v=1 (wy,ws)ER

] (8)

As we will see in our experiments, our modified models can outperform the original
regularized embeddings in MIR.

4 Using Constrained Embeddings for MIR

Many resources exist in the medical domain. In this paper, we use UMLS Metathe-
saurus [3], which is the largest resource in this area. It integrates hundreds of thesauri of
different sub-domains in a uniform framework. Each concept (identified by a CUI —
Concept Unique Identifier) in UMLS contains a set of expressions, which we use as
synonyms. For example, the CUI C0018681 contains the expressions: {heart, cor,
hearts, cardiac, heart nos, heart structure}. There are more types of relations defined
in UMLS, but we only use synonymy relations in this paper. In addition, we only
consider single-word concept expressions (i.e. heart, cor, hearts, cardiac), and leave
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multi-word expressions to future work. This results in 302,323 synonymy relations
between single words from UMLS.

Once word embeddings are trained, one faces the problem of building a repre-
sentation for the whole document or query. We use a simple approach commonly used
in this area, by summing up all the word embeddings in the document or the query.
Cosine similarity is used to measure the similarity between the document and query
embeddings. This approach is similar to that used in [15, 23, 24]. We notice, however,
that a simple sum will make the global embedding of a document tuned towards
frequent words which are not discriminative for IR. Therefore, we use the traditional
IDF weighting to weight the embedding of a word.

Word embeddings are too noisy to be used alone to rank documents. In this paper,
we use them in a re-ranking approach: we first retrieve a set of 1000 documents using a
traditional baseline method (BM25 or language model); then, the results are re-ranked
by the following re-ranking function:

s(Q,D) = yBOW(Q, D) + (1 — y)Cosine(Q, D) 9)

where 7 is a hyper-parameter of our model, BOW is the score of a bag-of-word method

such as BM25 or LM (language model); and Cosine is the cosine similarity between the
query and the document embeddings. Both BOW and Cosine scores are normalized as
follows:

NormScore = (Score — MinScore)/ (MaxScore — MinScore) (10)
where MaxScore, MinScore are the maximum and minimum scores in the list, Score
and NormScore are the non-normalized and normalized scores of a document.

5 Experiments

5.1 Test Collections

The experiments are performed on the following test collections: OHSUMED [11] and
CLEF-eHealth 2014 [9] and 2015 [18]. We use short queries (title field). Table 1 shows
some statistics of the collections.

Table 1. Statistics of test collections

Corpus Number of queries | Number of documents | Size
OHSUMED | 106 348,566 294M
CLEF2014 | 50 1,095,082 6.5G
CLEF2015 | 66 1,095,082 6.5G
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We use P@10 as the main performance indicator, and MAP and NDCG@10,
which are often used on these collections, as the second indicators for OHUMED and
CLEF. Two-tailed t-test (p < 0.05) is performed for statistical significance.

5.2 Word Embedding Training

In our experiments, we use CBOW model and negative sampling [15] to train the basic
word embeddings. The CBOW program is then modified to incorporate the constraints
as in Eq. (7). For all the methods tested, we set the dimension of embedding to 300, the
context window size (k) to 5. This setting is common in word embedding [15] and has
been shown to be reasonable in [30]. We choose 10 negative samples and we filter out
words appearing less than 5 times in the collection. The collections are not prepro-
cessed before embedding training, i.e. no stemming and stopword removal. Our
intuition is that stopwords could provide useful context information for word embed-
dings. However, this remains to be confirmed. After training, our embedding vocab-
ulary size is 164,434 for OHSUMED and 3,989,059 for CLEF.

5.3 Retrieval Results

BM25 (with the default setting) and LM (language model with Dirichlet smoothing
with ¢ = 2000) are used as the basic retrieval methods to retrieve 1000 candidates for
reranking. In order to test the effectiveness of CBOW, we also use the standard CBOW
model alone (i.e. y in Eq (9) is set to 0). The original and modified online and offline
constrained word embeddings are used to rerank the documents as in Eq. (9). We use
2-fold cross-validation to set hyper-parameters (o, f§, ¥) of the models for each col-
lection. We report the performance of different methods in Table 2.

We observe that the traditional CBOW alone (line ¢) leads to poor retrieval
effectiveness. This could be explained by the noisy nature of word embedding for a
whole document. However, when it is combined with a traditional IR method (d and e),
we observe significant improvements. Similar observations have been made in [30].

Next, we observe that our online method (lines g and i) outperforms significantly
CBOW and Yu’s method when combined with BM25 or LM. This confirms that the
constraints imposed by UMLS relations are helpful in training better word embeddings
for MIR. We also see that the method of Yu does not always produce better results than
CBOW, and the differences between Yu and CBOW are not statistically significant.
This result could be explained by our earlier observation that the loosely tied constraint
used by Yu does not necessarily lead to better word embeddings.

Retrofitting has shown better performance in several NLP tasks [7] than the method
of Yu and Dredze. This is also confirmed in our results (lines j and 1 vs. lines f and h).
However, the differences are not statistically significant. Our modified offline method
(k and m) makes larger improvements. The differences with the original CBOW are
statistically significant on CLEF collections. The only change between the original
retrofitting (Faruqui) and our modified version (Offline) is the weighting of embed-
dings we added. This suggests the usefulness of embedding weighting in IR.
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Table 2. Retrieval results of different methods (Significant difference with a method is marked
by a letter corresponding to that method)

OHSUMED CLEF2014 CLEF2015

P@10 |MAP |P@10 |DCG@10|P@10 |NDCG@10
(a) BM25 0.4390 10.2922 | 0.6720 | 0.6876 0.3561 |0.3217
(b) LM 0.3752 10.2325 | 0.7280 | 0.7200 0.3712 1 0.3276

(c) CBOW (y =0) |0.1631 |0.0401 |0.0490 |0.0596 |0.0530 |0.0616
(d) CBOW + BM25 | 0.4610° |0.2986 |0.7056* | 0.7085% |0.3727* | 0.3461°
(¢) CBOW + LM | 0.4438” | 0.27457|0.7470° | 0.7327° |0.3909" | 0.3560°
(® Yu + BM25 0.4600 |0.2990 [0.7120 |0.7060 | 0.3682 |0.3460
(g) Online + BM25 | 0.4771% | 0.3005 | 0.7315% | 0.7320%" | 0.3864" | 0.3647%f
(h) Yu + LM 0.4467 |0.2778 |0.7490 |0.7340 | 0.3909 |0.3557
(i) Online + LM 0.4581°"10.2793 [0.7580°" | 0.7460°" | 0.4086" | 0.3682°"
() Faruqui + BM25 | 0.4695 |0.3001 |0.7200 |0.7250 |0.3818 | 0.3593
(k) Offline + BM25 | 0.4715¢ | 0.3001 |0.7296% | 0.7300¢ | 0.3848 |0.3596"
() Faruqui + LM | 0.4470 |0.2778 [0.7520 |0.7420 | 0.3955 |0.3665
(m) Offline + LM | 0.4486 | 0.2781 |0.7530° | 0.7440° |0.3970° |0.3666°

The online and offline constraint methods lead to similar results, with a slight
advantage (not statistically significant) to the online method. This suggests that both
constrained methods could be reasonably used to incorporate prior knowledge.

The above comparison shows the benefit of constrained word embeddings. To
better understand the effect of constraining embeddings, we analyze a specific example
of word “heart”, a common medical term. The most similar words, based on word
embeddings trained on OHSUMED with different methods, are shown in Table 3.

We can first observe that CBOW is able to find some strongly related words
without using UMLS: hearts, cardiovascular, cardiorespiratory. The words synergist,
acyanotic and ventricular are also concepts often used in association with heart.
However, ouvrier (name of an author) and thrive are not strongly related to heart.

Table 3. The most similar words to “heart”.

CBOW Online Offline

Cardiac 0.4891 | Cardiac 0.5205 | Cardiac 0.7960
Synergist 0.4494 | Hearts 0.5030 | Cor 0.6957
Hearts 0.4276 | Cor 0.4939 | Synergist 0.5030
Cardiovascular | 0.4096 | Synergist 0.4690 | Hearts 0.4738
Acyanotic 0.3987 | Cardiovascular | 0.4156 | Biventricular 0.4721
Ouvrier 0.3934 | Cerebrovascular | 0.4149 | Cyanotic 0.4720
Multiorgan 0.3931 | Acyanotic 0.3985 | Cardiorespiratory | 0.4714
Ventricular 0.3837 | Ventricular 0.3979 | Ventricular 0.4651
Cardiorespiratory | 0.3829 | Cardiorespiratory | 0.3969 | Acyanotic 0.4585
Thrive 0.3766 | Biventricular 0.3831 | Circulatory 0.4552




162 X. Liu et al.

UMLS contains three synonym words to heart: hearts, cor and cardiac, which are
incorporated in the constrained embeddings. As we can see, these words have been
added or promoted (with higher similarities) in the list using constrained methods.
First, we observe that CBOW is unable to discover alone the similar word cor, which is
often used in prescriptions for heart diseases. The prior domain knowledge provides
complementary means to link this word. This is part of the benefit we expected from
using prior knowledge for embedding training.

Second, we can also observe that in addition to the synonyms, other strongly related
words such as biventricular and cyanotic have also been promoted in the constrained
embeddings. In fact, requiring synonym embeddings to be closer also makes the
embeddings of their related words closer. In this specific example, even if we do not
expect to find the word cor in the relevant documents to heart in OHSUMED, the
words related to cor such as cyanotic could be found in them. This indirect constraint
effect can affect many more words than just synonyms.

We do not see clear differences between the lists of the Online and Offline methods.
Both method are capable of finding some strongly related words.

5.4 Parameter Sensitivity

The methods we propose contain some hyper-parameters (o, f3,Y), which we set by
cross validation in the previous results. In this section, we examine the sensitivity of
retrieval effectiveness to these parameters. We will show the variation of P@10 on
OHUSMED and CLEF2015 (CLEF2014 is very similar to CLEF2015).

Figures 1, 2, 3, and 4 show that the retrieval effectiveness (P@ 10) varies depending
on the setting of o and f. The impact of parameters depends on the test collection
(OHSUMED and CLEF), and on the basic retrieval model used (BM25 and LM).
Globally, the setting of parameters « and f§ tends to have a larger impact on CLEF than
on OHSUMED. This can be explained by the nature of documents in the collections:
OHSUMED contains documents written by professionals while CLEF contains web
pages crawled from the Web. The domain knowledge is naturally better encoded in
OHSUMED than in CLEF. So, using domain knowledge as constraint will make
smaller impact on word embeddings in OHSUMED than in CLEF.

We can also see that it is preferable to set these parameter to smaller values when
combined with LM than with BM25. This could indicate that less regularization is
preferred with LM. Further analyses are needed to understand the reason.

It is difficult to compare directly the parameters o and f§ because they are used in
different constraint processes. We can still observe the general trend that f§ is preferably
set to a large value than o. This may mean that the offline method may need a larger
regularization than the online method to adjust word embeddings.

On the parameter )" (Fig. 5), we observe more consistent behavior on different
collections (the variations on other collections and retrieval models are very similar).
The best setting is always around 0.5-0.6.
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6 Related Work

6.1 Medical Information Retrieval

A number of studies have attempted to exploit the existing resources in medical area
such as UMLS. Two categories of approaches have been proposed in the literature.

The first approach is based on concepts: One first identifies concepts from docu-
ments and queries using a concept identification tool such as MetaMap [1]; then
documents and queries are matched through their concepts and related concepts.
Although improvements using concepts have been observed on some test collections
[12, 13, 25, 31], namely in TREC Medical Record Track, which is a different IR task
than the one considered in this paper, the improvements on the test collections con-
sidered in this paper have been limited and unstable [21]. An important reason lies in
the relatively low accuracy of concept identification: about 70-80 % concepts identi-
fied are correct, and a number of concepts are unidentified [21].

A second method performs query expansion using the relations stored in a the-
saurus [2, 14]. Typically, an additional ranking score is generated from synonyms and
related terms of the query terms, and this score is combined with that of the original
score. Concept phrases can also be used in this method.

In the previous experiments on the test collections we consider, query expansion
approaches have been found more effective than concept-based matching [21]. All the
top performing systems at CLEF 2014 and 2015 have used query expansion approa-
ches [9].

To position our methods with respect to the existing approaches, we show the top
three results in CLEF 2014 and CLEF 2015 in Table 4. For CLEF 2014, our results are
comparable to those of the best team [21], which used MetaMap and all concept
expressions in UMLS to perform phrase-based retrieval and query expansion.
On CLEF 2015 [18], our results are clearly below the best participating system.
However, this best system leveraged Google search results, and this gave a consider-
able advantage to the system. It is unfair to compare our results with that system. Our
methods compare favorably to the other participating systems that do not use Google
results. Overall, our methods compare favorably to the state of the art in MIR.
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Table 4. Comparison with the best CLEF results

System CLEF2014 CLEF2015

P@10 |[NDCG@10 | P@10 | NDCG@10
Best Team 1 |0.7560 |0.7445 0.5394 | 0.5086
Best Team 2 | 0.7540 | 0.7406 0.3864 | 0.3464
Best Team 3 | 0.7400 |0.7301 0.3803 | 0.3465
Online 0.7580 | 0.7460 0.4086 | 0.3682

6.2 Word Embeddings for IR

Several studies in IR used word embeddings. [24] used word embedding in
cross-language IR task. The goal was to train word embeddings in the same repre-
sentation space for words in both languages. In [23], word embeddings (CBOW) are
used to generate an additional feature to be embedded in a learning to rank framework
to rank short answers to a question. Zuccon et al. [30] tested the effectiveness of word
embeddings in IR as well as the impact of different parameters. They made similar
observation that word embeddings can significantly improve IR effectiveness. De Vine
et al. [5] compared several similarity measures for medical IR, and found the one based
on word embeddings outperforms the others.

All the above studies showed that the semantic features captures in word embed-
dings are useful for IR. However, none of the above studies used constrained word
embedding. In this paper, we showed that constrained word embeddings can further
improve IR effectiveness.

7 Conclusion

In this paper, we explored the utilization of constrained word embedding for IR in a
specialized domain. Our assumption is that constrained word embeddings can better fit
the application domain and lead to better retrieval results. This is confirmed by our
experiments.

Our methods to constrain word embeddings are adapted from the existing studies.
In our experiments, we showed that the modifications we made lead to better retrieval
results than their original versions. In particular, our modifications corrected two
important problems in the original online training method and we added embedding
weighting. The modifications resulted in significant changes in IR effectiveness.

We did not observe a large difference between the online and offline methods to
incorporate prior knowledge. More investigations are needed to determine the best
method to incorporate domain knowledge in word embeddings.

Our investigation has been limited to synonym word, while there are many other
types of relation in domain resources (e.g. hierarchical relations). Such relations have
been used in MIR [31] and in applications of word embedding in NLP [26]. It would be
interesting to extend our study to cover more types of relation.

We only focused on single-word concepts in this study and used a very simple
method to build a representation for the entire document and query. It will be
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interesting to investigate how an appropriate phrase embedding [6, 19], as well as a
representation for the entire document and query, could be built for IR. These are some
interesting topics for our future work.

Acknowledgement. This work is partly supported by an NSERC Discovery research grant.

References

10.

11.

12.

13.

14.

15.

16.

17.

. Aronson, A.R.: Effective mapping of biomedical text to the UMLS Metathesaurus: the

MetaMap program. In: Proceedings of AMIA Symposium, pp. 17-21 (2001)

. Babashzadeh, A., Huang, J., Daoud, M.: Exploiting semantics for improving clinical

information retrieval. In: SIGIR (2013)

. Bodenreider, O.: The unified medical language system (UMLS): integrating biomedical

terminology. Nucleic Acids Res. 32, D267-D270 (2004)

. Bian, J., Gao, B., Liu, T-Y.: Knowledge-powered deep learning for word embedding.

ECML-PKDD, pp. 132-148 (2014)

. De Vine, L., Zuccon, G., Koopman, B., Sitbon, L., Bruza, P.: Medical semantic similarity

with a neural language model. In: CIKM (2014)

. Dinu, G., Baroni, M.: How to make words with vectors: phrase generation in distributional

semantics. In: Proceedings of ACL, pp. 624-633

. Faruqui, M., Dodge, J., Jauhar, S.K., Dyer, C., Hovy, E., Smith, N.A.: Retrofitting word

vectors to semantic lexicons. In: NAACL (2015)

. Ganguly, D., Roy, D., Mitra, M., Jones, J.F.: A word embedding based generalized language

model for information retrieval. In: SIGIR, pp. 795-798 (2015)

. Goeuriot, L., Kelly, L., Li, W., Palotti, J., Pecina, P., Zuccon, G., Hanbury, A., Jones, G.J.F.:

ShARe/CLEF eHealth evaluation lab 2014, task 3: user-centred health information retrieval.
In: CLEF 2014 Online Working Note, pp. 43-61 (2014)

Huang, P.-S., He, X., Gao, J., Deng, L., Acero, A., Heck, L.: Learning deep structured
semantic models for web search using clickthrough data. In: CIKM, pp. 2333-2338 (2013)
Hersh, W., Buckley, C., Leone, T.J., Hickam, D.: OHSUMED: an interactive retrieval
evaluation and new large test collection for research. In: SIGIR, pp. 192-201 (1994)
Koopman, B., Zuccon, G., Bruza, P., Sitbon, L., Lawley, M.: Information retrieval as
semantic inference: a graph inference model applied to medical search. Inf. Ret. 19(1), 6-37
(2016)

Limsopatham, N., Macdonald, G., Ounis, I.: Inferring conceptual relationships to improve
medical records search. In: Proceedings of Conference on Open Research Areas in IR, pp. 1-
8 (2015)

Martinez, D., Otegi, A., Soroa, A., Agirre, E.: Improving search over electronic health
records using UMLS-based query expansion through random walks. J. Biomed. Inf. 51,
100-106 (2014)

Mikolov, T., Sutskever, 1., Chen, K., Corrado, G., Dean, J.: Distributed representations of
words and phrases and their compositionality. In: NIPS (2013)

Mitra, B.: Exploring session context using distributed representations of queries and
reformulations. In: SIGIR, pp. 3-12 (2015)

Pennington, J., Socher, R., Manning, C.D.: Glove: global vectors for word representation. In:
EMNLP, pp. 1532-1543 (2014)



18.

19.

20.

21.

22.

23.

24.

25.

26.

217.

28.

29.

30.

31.

Constraining Word Embeddings by Prior Knowledge 167

Palotti, J., Zuccon, G., Goeuriot, L., Kelly, L., Hanbury, A., Jones, G.J.F., Lupu, M., Pecina,
P.: CLEF eHealth evaluation lab 2015, task 2: retrieving information about medical
symptoms. In: CLEF 2015 Online Working Notes, pp. 32-55 (2015)

Socher, R., Manning, C.D., Ng, A.Y.: Learning continuous phrase representations and
syntactic parsing with recursive neural networks. In: Deep Learning and Unsupervised
Feature Learning Workshop — NIPS (2010)

Sordoni, A., Bengio, Y., Vahabi, H., Lioma, C., Simonsen, J.G., Nie, J.-Y.: A hierarchical
recurrent encoder-decoder for generative context-aware query suggestion. In: CIKM (2015)
Shen, W., Nie, J.-Y., Liu, X.-J.: An investigation of the effectiveness of concept-based
approach in medical information retrieval GRIUM @CLEF2014eHealthTask3. User-centred
health information retrieval. In: Proceedings of CLEF 2014 (2014)

Shen, Y., He, X., Gao, J., Deng, L., Mesnil, G.: A latent semantic model with
convolutional-pooling structure for information retrieval. In: CIKM, pp. 101-110 (2014)
Severyn, A., Moschitti, A.: Learning to rank short text pairs with convolutional deep neural
networks. In: SIGIR, pp. 373-382 (2015)

Vulic, I., Moens, M.-F.: Monolingual and cross-lingual information retrieval models based
on (bilingual) word embeddings. In: SIGIR, pp. 363-372 (2015)

Wang, Y., Liu, X., Fang, H.: A study of concept-based weighting regularization for medical
records search. In: ACL (2014)

Xu, C., Bai, Y., Bian, J., Gao, B., Wang, G., Liu, X., Liu, T.-Y.: RC-NET: a general
framework for incorporating knowledge into word representations. In: CIKM (2014)

Yu, M., Dredze, M.: Improving lexical embeddings with semantic knowledge. In: ACL,
pp. 545-555 (2014)

Zeiler, M.D., Fergus, R.: Stochastic pooling for regularization of deep convolutional neural
networks. arXiv preprint arXiv:1301.3557 (2013)

Zheng, G., Callan, J.: Learning to reweight terms with distributed representations. In: SIGIR
(2015)

Zuccon, G., Koopman, B., Bruza, P., Azzopardi, L.: Integrating and evaluating neural word
embeddings in information retrieval. In: Proceedings of Australasian Document Computing
Symposium (2015)

Zuccon, G., Koopman, B., Nguyen, A., Vickers, D., Butt, L.: Exploiting medical hierarchies
for concept-based information retrieval. In: Proceedings of Australasian Document
Computing Symposium (2012)


http://arxiv.org/abs/1301.3557

Personalization and Recommendation



Use of Microblog Behavior Data in a Language
Modeling Framework to Enhance
Web Search Personalization

Arjumand Younus*2(®)
! Insight Centre for Data Analytics, University College Dublin, Dublin, Ireland
ar jumandyounus@gmail.com
2 Computational Intelligence Research Group, Information Technology,
National University of Ireland, Galway, Ireland

Abstract. Diversity in users’ information needs has been effectively
dealt with through personalized Web search systems whereby a user’s
interests and preferences are taken into account within the retrieval
model. A significant component of any Web search personalization model
is the means with which to model a user’s interests and preferences to
build what is termed as a wuser profile. This work explores the use of
the T'witter microblog network as a source of user profile construction
for Web search personalization. We propose a statistical language mod-
eling approach taking into account various aspects of a user’s behavior
on the Twitter network (such as Twitterers followed, mentioned and
retweeted). The model also incorporates network and topical similarity
measures which enables the model to be a better representation of the
user’s profile. The richness of the Web search personalization model leads
to significant performance improvements in retrieval accuracy.

1 Introduction

Recent years have seen the emergence of personalized Web search as an effective
approach to deal with the diversity present in users’ information needs [15,18,23].
This diversity arises as a result of differences in users’ preferences and interests
and often leads to different search results satisfying different users even when
the issued query is the same![19]. The personalization process within Web search
involves incorporation of user’s preferences into the retrieval model of the search
system thereby moving from a “one size fits all” approach to customization of
search results for people with different information interests and goals.
Traditional retrieval models for personalized Web search utilize a user profile
built from a user’s search history (e.g., query logs and clickthrough data) and
browsing history [7,12,17]. However, use of such history data is not feasible on
account of users’ privacy considerations which limit the availability of the data
and furthermore, history data is more prone to noise as previous interactions with

L' A query such as “Python” may refer to the programming language or the snake
(Example from [17]).
© Springer International Publishing AG 2016
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the search system are not necessarily reflective of current user needs [22]. This
paper therefore argues for an alternative information source (namely, microblogs)
from which to build a rich user profile.

The proliferation of Web 2.0 services has created a new form of user col-
laboration where users engage within a social network while at the same time
generating their own content which is popularly known as user-generated con-
tent. Microblogs such as Twitter? are an immensely popular forum for such
collaboration and we explore their worth as a source of user profile data for the
Web search personalization process. Earlier research efforts that aim to exploit
information from online social systems for personalized search rely mostly on
social bookmarking and tagging systems [14,20]. However, Heymann et al. [9]
questioned the usability of bookmarking meta-data for Web search engines by
collecting a very large dataset (in fact, the largest known to the academic com-
munity) from a social bookmarking site. Heymann et al.’s findings revealed that
social bookmarking lacks the size and distribution of tags necessary to make a
significant impact for information retrieval at large. This is further confirmed in
a user-survey based study by Younus et al. [25] revealing a very low usage of
social bookmarking sites as compared to other social networking tools.

To the best of our knowledge, the use of microblogging platforms and, in
particular, Twitter has not, with the exception of a few works [10,26], been
explored as a source of user profile construction for personalized Web search
and we undertake such a direction in this work. Our paper makes the following
contributions:

1. We propose a statistical language modeling approach for user profile construc-
tion which takes into account various features of a user’s Twitter network and
his behavior on Twitter. This extends previous work [26] in that the model
also considers the Twitterers followed by a user whereas previous work only
considered the Twitterers mentioned and retweeted by a user.

2. As a further extension from previous work [26], we attempt to achieve an
optimization of the model’s parameters by introducing the concept of “trust
scores” between a user and his/her Twitter network. These trust scores are
derived based on various aspects of a user’s Twitter’s activities (i.e., mentions
and retweets).

3. We propose different weighting strategies within the language model based
on a user’s similarity with his/her Twitter network. We extend previous work
[26] by taking into account topical similarity measures instead of solely rely-
ing on network-based similarity. We additionally enhance the model through
application of similarity-based weights instead of relying on a binary inclusion

decision?.

2 http://twitter.com.
3 Earlier work used a network similarity threshold based on which Twitterers not
similar to the target user were excluded from the model [26].
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4. We perform extensive evaluations with other personalization approaches pro-
posed in the literature by means of an offline evaluation and a large-scale
online evaluation®. The evaluation results show that retrieval performance
substantially improves when using micoblog behavior as a source of obtain-
ing user preferences and interests for Web search personalization.

The remainder of the paper is organized as follows. In Sect. 2, we describe
works that are related to our research along with an explanation of how we dif-
fer from past work. In Sect. 3, we define the proposed methodology in sufficient
detail. In Sect. 4, we discuss different variants within the parameters of the pro-
posed personalization model based on a user’s Twitter behavior and derived trust
scores. In Sect. 5, we present the experimental evaluations. Finally in Sect. 6, we
provide some conclusions with a discussion on implications of our findings.

2 Related Work

As described previously, the majority of efforts aimed at Web search personal-
ization have attempted to model user preferences through the use of search and
browse history data. These approaches are further classified based on whether
the history data reflects a user’s short-term [6,16] or long-term [12,17] prefer-
ences. History based approaches introduce major privacy concerns for users and
based on psychological reasons the problem persists even with client-side per-
sonalization approaches [6]. The work by Teevan et al. examines a variety of
sources (e.g. documents on user’s hard drive, emails and so forth) in addition to
history data to build a rich model of user interests. However, emails and desktop
documents also contain sensitive information which users may not be willing to
share with the search system.

Recent research efforts have experimented with data from online social sys-
tems as an alternative for user profile construction in the Web search person-
alization process with most of the approaches relying on social bookmarks and
tags [2,14]. Approaches by Noll and Meinel [14] utilize the notion of frequency
of occurrence for tags that users apply to resources (in this case web documents)
in order to define a user-document similarity measure that re-ranks the search
results. Vallet et al. [20] also utilize a user-document similarity measure based
on the term frequency-inverse document frequency (tf-idf) scheme in which both
the tf-idf weights in the user space and document space are calculated for com-
putation of a joint similarity measure. A recent approach by Bouadjenek et al.
[3] uses the social bookmarks assigned to documents in a collaborative filtering
setting in order to take into account tags used by similar users. Other approaches
that do not solely rely on social bookmarks and also take into account social net-
works of users remain limited to enterprise settings and hence, find limited use
in Web search engines [5,22].

4 Note that previous work compared our approach against a non-personalized baseline.
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More recently, some efforts have attempted to undertake the process of user
profile construction from Twitter data [1,13,21]. Of these approaches, some
attempt to construct Twitter-based user profiles through semantic enrichment
of tweet messages. As an example Abel et al. [1] apply a weighting heuristic to
three types of user profiles: entity-based, topic-based and hashtag-based which is
then tested in a personalized news recommendation system. Similarly, Meij et al.
[13] utilize machine learning over a Wikipedia-based rich feature set to identify
Wikipedia concepts in tweets. Another class of approaches aims to eliminate the
information overload problem within the expanding microblogging site Twitter
through recommendation of useful Twitter messages according to users’ interests
[11,24]. Despite the fact that the research community within text mining and
information retrieval has turned its attention towards construction of Twitter-
based user profiles, its use remains limited to recommendation systems and to
the best of our knowledge the work by Ameni et al. is the first to utilize data
collected from Twitter for Web search personalization [10].

3 Methodology

This section describes the proposed personalization model in detail. We follow a
strategy in which non-personalized search results returned from a search system
are re-ranked with the help of the user profile to return results that are more
relevant to the user [17].

3.1 Microblog Behavior Based Language Model

We adopt a statistical language model to model various aspects of Twitter behav-
ior. Using this model, we then define our re-ranking approach. We first present
a brief overview of the Twitter-specific behaviors after which the formulations
for re-ranking search results are presented.

The Twitter microblog network enables a user to follow any other user and
unlike most online social networking sites the relationships of following and being
followed require no reciprocation. Being a follower on Twitter enables a user to
receive all the messages (called tweets) from those members the user follows.
Twitter presents the opportunity to users to post 140-character long status
updates about a variety of topics. Twitter also enables users to engage in con-
versations with each other through a feature known as mentions while at the
same time allowing users to share a tweet written by another Twitter user with
his/her followers through a feature known as retweets. We incorporate the men-
tion, retweet and follow features of Twitter within our model with the underlying
intuition that those Twitterers a particular user mentions, retweets or follows
may reflect, to a large extent, the user’s own preferences and interests.
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For the re-ranking step, we use a language modeling approach to compute
the likelihood of generating a document d from a language model estimated from
a user’s Twitter model as follows:

P(wim(d/T) = Y Plw| )" (1)

weWw

where w is a word in the title and snippet of a document returned by a search
system (i.e., d), W the set of all the words in the title and snippet of document
d, n(w,d) the term frequency of w in d, and u is the user for whom we want to
personalize Web search results. Here, T is used to represent the uniform mixture
of the user’s Twitter model as follows:

P(w | T) = Xo # P(w | To) + Am * P(w | Tu,,) + Ar + P(w | Tu,) + Ap + P(w | Tu,)  (2)

Let T, denote the original tweets by the user u, Ty, denotes the tweets
by those Twitterers whom the user w mentions (i.e., Twitterers in set U,,),
Ty, denotes the tweets by those Twitterers whom the user u retweets (i.e.,
Twitterers in set U,.) and Ty ; denotes the tweets by those Twitterers whom the
user u follow (i.e., Twitterers in set U ;). The individual Twitter models can be
estimated as:

1

PwIT2) = i 32 Plw |9 3)

POITn) = 3 Ss 3 Pl (@
Plw | Tin) = 7 > S 3 Pl 5)
Pw | Ty,) = |U1f§[j] s §Tj Pl 1) (6)

i.e., a single user’s Twitter model is estimated by a mixture of his own tweets,
those T'witterer’s tweets whom the user mentions, those Twitterers’ tweets whom
the user retweets and those Twitterers’ tweets whom the user follows. Note that
sim(u,u;) in Eqgs. (4)—(6) denotes the similarity between a target user u for whom
we want to personalize search results® and each user u; occurring in either U,,,
U, or Uy. We explore a range of similarity measures in the next subsection.

5 From this point onwards in the paper we use the phrase “target user” to refer to the
user performing the search and for whom we want to personalize search results.



176 A. Younus

The constituent language models for T,, Ty,,, Ty, and Ty, are a uniform
mixture of their tweets’ language models employing Dirichlet prior smoothing:

n(w, coll
n(w, ) +M(CO” )
Plw|t)=

[t + u

where n(w,.) denotes the frequency of word w in (.), coll is short for collection
which refers to all tweets by user u (in case of Eq. (3)), all tweets by Twitterers
in set U,, (in case of Eq. (4)) and all tweets by Twitterers in set U, (in case of
Eq. (5)), and |.| is the overall length of the tweet or the collection.

Finally, after estimation of a user’s Twitter model (using Eqs.3-6) we use
Eq. (1) to re-rank the documents returned by a search system and hence, present
personalized search results to the user w.

3.2 Similarity Measure Between Users

The previous subsection presented the language modeling framework employed
for the purpose of search results re-ranking which utilized the essential compo-
nent of a similarity measure between the target user and the user in his/her
Twitter network (more specifically, the user in mention, retweet or following
network). We propose two classes of similarity measures based on the following
intuitions:

— Two users are more likely to have common preferences and interests if they
share many users within their Twitter network and hence, we propose network-
based similarity measures.

— Two users are more likely to have common preferences and interests if they
share interests in the same topics and hence, we propose topical similarity
measures.

Network-Based Similarity: Previously, we defined U,, as the set of users
mentioned by u, U, as the set of users whose tweets were retweeted by user u
and Uy as the set of users whose tweets were followed by user u. We present a
network-based similarity measure which we then use as a weighing heuristic for
a particular user in U,,, U, or Uy.

We calculate the similarity between the current user u and each user wu;
occurring in either Uy,, U, or Uy based on the heuristic that the more people u;
follows in these sets, the more likely that user’s interests overlap with the user u.
Furthermore, we normalise this score by the maximum of total number of users
that user u; follows or the number of users in U,;,, U, or U;. We use the following
formula to calculate the similarity score between user v and a user u; € U,,.

| follow(u;) N Uy
maz (| follow(u;)|, |[Upn|)

Sim(u,u;) =

where follow(u;) is the set of users followed by w;.
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We also calculate similarity for all users in U, and Uy using the same
approach.

Topical Similarity: For the definition of topical similarity we make use of the
Twitter-LDA model [27] in order to obtain the topics from tweets of all the
users in sets Up,, U, and Uy. It is significant to note that Twitter-LDA differs
from the original LDA framework in that a single tweet is assigned a single topic
instead of a distribution over topics®. We use the Twitter-LDA to determine
the tweets’ topics which are then utilized in a probabilistic model to determine
topical similarity between a target user and a user in U,y,, U, or Uy as follows:

n(topic;, Topicy,, )

Ztopi(,‘j €T opicy,, NTopic, n(topzcj, TOp’LCu) + 1%

|Topicy,

m

Sim(u, u;) TR

where n(topic;, Topic, ) denotes the number of tweets by the target user u
related to topic j, n(topic;, Topicy,,) denotes the number of tweets by users in
set U, related to topic j, and ¢, denotes the total number of tweets by the
target user u. The topical similarity measure is essentially a weighted average
of the commonality between topical distributions of a target user and the users
in his/her network and is hence a good indication of shared preferences and
interests.

We also calculate similarity for all users in U, and Uy using the same
approach.

4 Using Twitter Behavior for Parameter Setting

This section outlines the parameter setting heuristics that are derived based on
the behavior of a target user on the Twitter social network. More specifically, we
apply a Page-Rank like intuition over the network of users followed by the target
user. Furthermore, depending on the amount of mentions and retweets within
the tweets of a user we determine “trust scores” which are used as parameters
for the model (A, A, and A, in Eq. (2)).

4.1 Random Surfer Behavior on Twitter Network

As explained in Sect. 3.1 the proposed model takes into account those Twitterers’
tweets whom the user mentions, whom the user retweets and whom the user
follows. However, the likelihood that the Twitterers followed by a target user
reflect his/her preferences is less unless the target user mentions or retweets the
Twitterer followed”. The model already incorporates the mention and retweet
network and hence, the likelihood that the target user is interested in a followed

5 This is more suited to the task at hand as tweets are short and in general related to
a single topic.
" 1t is often the case that random acquaintances are also followed on Twitter.
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Twitterer mimics the “random surfer model” where the random surfer gets bored
after several mentions and retweets and switches to a random followed Twitterer.
Based on this intuition, we propose the following parameterization for A,, A,
Ar and Ay

1-—a=\f (8)

Here, a represents the damping factor which is basically the probability of
the target user’s interests being reflected by Twitterers mentioned or retweeted.
We set the damping factor to 0.85 which is the standard value used by the
PageRank algorithm giving the value for Ay of 0.15.

4.2 Trust Scores Based on Tweeting Activities

Users differ in their behavior on Twitter in that some actively engage in conver-
sations through the mention feature while others diffuse information in the form
of retweets [4]. These differences in behavior form the basis for “trust scores”
within our model. The “trust scores” measure the proportion of the target user’s
own tweets, tweets in which he or she engages in the mention activity and tweets
in which he or she engages in the retweet activity. More precisely we set the para-
meters Ao, A\, A, as follows

to
A= ol )
[tm| + [tr] + |tol
Ay = ml (10)
T bl A+ [te] F [t
It ]

(11)

R E——Y
T ]+ Tt o]
where, t, represents original tweets by the target user, ¢,, represents those tweets
by the target user in which he/she engages in the mention activity and ¢, rep-
resents those tweets by the target user in which he/she engages in the retweet
activity.

5 Experimental Evaluations

In this section we describe our experimental evaluations that demonstrate the
effectiveness of our proposed approach. In the first step we perform an offline
evaluation using user-defined relevance judgements, and in the second step we
perform interleaved evaluations which as demonstrated by Matthijs and Radlin-
ski [12] is an effective method for evaluation of real user workload on search
systems. We test various variations of our system (i.e., the two different simi-
larity measures of Sect.3.2 and the different parameter settings) expressed by
short-hand notation of Table 1.



Use of Microblog Behavior Data in a Language Modeling Framework 179

Table 1. Variants of proposed personalization model

Description of model variant Notation

Language model with uniform weighting and network similarity | LMy

Language model with trust scores and network similarity LM¢r.n

Language model with uniform weighting and topical similarity | LMy, 0

Language model with trust scores and topical similarity LMy to

As baseline personalization systems we use the approach by Teevan et al. [18]
in addition to the approach by Matthijs and Radlinski [12]. However, we replace
the search and browsing history data of these approaches by tweets of the target
user and his/her network due to the limitation of such history data not being
available.

5.1 Experimental Setup

We recruited 84 active T'witter users and used their Twitter data for the purpose
of experimental evaluations. We obtained the search queries and underlying cor-
pus (i.e., search documents’ collection) from a publicly available dataset called
“CiteData” by Harpale et al. [8]. CiteData comprises 81,432 academic articles
and 41 queries. The dataset also contains relevance judgements which we do not
use on account of them not being truly reflective of personalized relevance judge-
ments and furthermore, the relevance judgements are not graded which makes
it impossible to calculate normalized discounted cumulative gain.

We asked each user who participated in our user-study to select a subset
of the queries that were similar to a search query that he/she had issued at
some point. Each user was asked to select 12 queries from the 41 queries of the
dataset and the re-ranked results were graded as highly relevant (2), relevant (1)
and non-relevant (0). We re-rank the top-50 search results obtained through a
non-personalized BM25 retrieval model.

The second set of experiments involves a large-scale online interleaved eval-
uation and this is to estimate the performance of our system on real users with
real information needs so as to ensure that the results of offline evaluation do
not overfit to the dataset. A browser plugin was developed and 16 out of the 84
users who participated in the offline evaluation agreed to participate in the online
evaluation. We performed the interleaved evaluation over a two-week period for
the 16 users and we follow the approach similar to Matthijs and Radlinski [12].
Search results from Google were re-ranked and the two rankings i.e., the origi-
nal one from Google and the one produced after re-ranking by our system were
interleaved to ensure that a click at random would be equally likely to be on a
result from either ranking.



180 A. Younus

5.2 Experimental Results

Once we obtain relevance judgements and clickthrough data for both set of exper-
iments, we evaluate the performance of our proposed personalization model using
the evaluation metrics of mean average precision (MAP), precision at top 10 doc-
uments (P@10) and normalized discounted cumulative gain at top 10 documents
(NDCG@10) which respectively measure the system’s overall retrieval accuracy,
its performance for those documents that are most viewed and the overall ranking
positions of relevant /highly relevant documents. Table 2 shows the experimental
results for the offline evaluation i.e. MAP, P@10 and NDCG@10 values for the
various variants of our approach (using notations of Table 1), and other person-
alization approaches (denoted by Teevan and Matthijs)®. We report the results
together across the queries and judgements for all 84 users who took part in the
offline evaluation.

Table 2. Comparison of retrieval performance for variants of our proposed personal-
ization model with other personalization models

Chosen Algo | Measures

MAP P@10 | NDCGQ@10
LMy .»n 0.564* 0.582 0.461
LM 0.597 0.551%% | 0.493***
LMy t0 0.612%* 0.556 0.513**
LMr to 0.651** |0.583 0.538***
Teevan 0.541*** | 0.472 |0.420*
Matthijs 0.589 0.564** | 0.488*

Note *p < .05, **p < .01, ***p < .001

LM.u,» is language model with uniform weighting
and network similarity

LMy, is language model with trust scores and
network similarity

LMy t0 is language model with uniform weighting
and topical similarity

LM¢, 0 is language model with trust scores and
topical similarity

The results for the offline evaluation show clearly, the benefits of using Twit-
ter data to personalize search results for users. Furthermore, the MAP, PQ10 and
NDCG@10 scores for the personalized results corresponding to LMy, 1, show the
best performance effectively implying that topical similarity between the target

8 Note that we treat the tweets’ data as equivalent to history and user documents’
data; furthermore, the technique by Matthijs and Radlinski utilized various segments
of a web page (such as title, web page metadata which we could not utilize and hence,
we use all terms in tweets except for stopwords).
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user and his/her network is likely to lead to greater user satisfaction during the
information-seeking process. Additionally, the incorporation of Twitter behavior
in the form of trust scores outperforms the uniform weighting schemes.

Finally, for the online interleaved evaluation we obtained a total of 518 queries
and of these 489 queries received a click on a search result. Of these 489 queries, 302
(61.8 %) queries received higher votes across our personalization model while the
remaining 187 (38.2 %) received higher votes across the original Google rankings.
This again demonstrates the potential for search personalization based on Twitter
datatoimprove the search experience. Note that we only personalize using the vari-
ant that performs best in the offline evaluation (i.e., the one denoted by LM, 1,).

6 Conclusions and Future Work

The main conclusion is that exploiting evidence available from a person’s
microblog behaviour to allow personalization can improve the accuracy of a
system. We adopt a language modeling approach and show that including a sim-
ilarity measure based on shared topical interests from a user’s Twitter network
provides the best performance. Moreover, taking into account a user’s social
network behavior leads to a rich model that dynamically adjusts parameters
optimally. Future work will involve a combination of search history data and
browsing history data to enable us to merge the social sources of evidence with
more richer evidences of user profile information.
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Abstract. We have developed a framework for jointly conducting col-
laborative filtering and distance metric learning based on regularized
singular value decomposition (RSVD), which discovers the user matrix
and item matrix in the low rank space. Our approach is able to solve
RSVD and simultaneously learn the parameters of Mahalanobis distance
considering the ratings given by similar users and dissimilar users. One
characteristic of our approach is that the learned model can be effec-
tively applied to rating prediction and other relevant applications such
as trust prediction, resulting in a solution which is coherent and optimal
to both tasks. Another characteristic is that social community informa-
tion and similarity information can be easily considered in our frame-
work. We have conducted extensive experiments on rating prediction
using real-world datasets to evaluate our framework. We have also com-
pared our framework with other existing works to illustrate the effective-
ness. Experimental results show that our framework achieves a promising
prediction performance and outperforms the existing works.

Keywords: Collaborative filtering + Metric learning - Mahalanobis
distance

1 Introduction

Collaborative Filtering (CF) have been extensively investigated due to the fact
that there is massive volume of information available on the Web and CF it is
readily applicable to real-world applications such as recommendation systems.
For example, a number of recommendation systems have been developed to
predict the movie rating given by users in the Netflix dataset!, accomplishing
very high accuracy. CF discovers the association of user-item ratings and predict
the rating to a previously unseen item given by a user. One of the challenges

! http://www.netflixprize.com/.
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in CF is to handle the sparsity and high dimensionality of the user-item rating
matrix. Due to this, the similarity between users are difficult to be computed
directly.

Low rank matrix factorization, which identifies the latent factors of the user-
item rating matrix, is one of the most common techniques used in CF. By treating
the user-item rating matrix as the target matrix, the objective of matrix factor-
ization is to discover the user matrix and item matrix, whose dot-product can
approximate the target matrix. Each column of the user matrix and item matrix
essentially represent a user and an item respectively. The user and item matrices
are normally of lower rank to address the sparsity and the dimensionality prob-
lem and improve the efficiency in the prediction of unknown rating. However, one
major limitation of low rank matrix factorization is that the similarity between
two users will be unavoidably distorted because the column vectors in the user
and item matrices corresponding to the smallest eigenvalues will be discarded
and only a few significant columns will be retained. For example, let

341
R=1|(342
241

be the user-rating matrix where (4, j)-th entry corresponds to the rating given by
user ¢ to item j. The Euclidean distances between users 1 and 2, users 1 and 3,
and users 2 and 3 are 1, 1, and 1.4142 respectively. If we apply low rank matrix
factorization and set the rank k = 2 to solve R ~ U’ XV where U,V € R3*? and
X € R?*22, The results are

—0.5863 —0.1738 —0.5381 0.4055
U=1-0.6176 0.7279 |,V = | —0.7982 —0.5269 | , and X' = (

8.6604 0 )
—0.5242 —0.6633 —0.2709 0.7470

0 0.8284

If we set R = U'YV and compute the Euclidean distance according to R, the
distances between users 1 and 2, users 1 and 3, and users 2 and 3 are 0.7946,
0.6738, and 1.4081 respectively. As a result, low rank matrix factorization does
not consider the distance between users/items in the learned low rank space. As
we can observe in the above example, the Euclidean distance between users 1 and
2 is reduced from 1 to 0.7946, while the Euclidean distance between users 1 and 3
is reduced from 1 to 0.6738. The relative changes of the distance from the original
space to the new space are different, even though the two distances are the same
in the original space. More importantly, such changes completely depend on the
user-item rating matrix and do not consider other useful information in a social
network. For example, the distance between users 1 and 2 in the new space
should be smaller than the distance between users 1 and 3 if users 1 and 2 are
“friends” while users 1 and 3 are not in a social network.

2 In CF, sometimes we directly solve R ~ U’V in which ¥ is embedded in U and V.
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Regularized Singular Value Decomposition (RSVD) is a common technique
used to solve the low rank matrix factorization problem and identify the low-rank
user matrix and item matrix. Regularization is originally applied in the model
to tackle the problem of model complexity and over-fitting. Several approaches
have been proposed to use different regularizers to incorporate additional or prior
information in learning the model. For example, Ma proposed to consider the
user similarity and item similarity in the regularizer [1]. Essentially, it imposes
soft constraints that given a pair of similar users, the two column vectors of
the user matrix representing the two users are required to be close to each
other. Similarly, the two column vectors of the item matrix representing the
two items are required to be close to each other. Empirical results illustrate
that prior information in the form of regularizer can substantially improve the
performance in prediction. One limitation of this approach is that the closeness
of two users/items is represented by the Frobenius norm of the difference between
two column vectors. In other words, the distance metric is needed to be designed
in advance. More importantly, the distance metric chosen does not take the data
collected and the goal of the task into account.

We have developed a framework for jointly conducting collaborative filtering
and distance metric learning, aiming at simultaneously discovering the user and
item matrices for predicting unknown ratings, and learning the distance metric
for other applications, in the new low rank space. Unlike existing works which
only address the CF problem, or apply the pre-defined similarity measures to
represent the closeness between users/items in the learned model, our approach
can automatically discover the similarity metric when computing the user and
item matrices when solving RSVD. The major idea of our approach is that given
an item, a pair of similar users should give similar rating to this item. Moreover,
from the discriminative perspective, the distance between them should be as
close as possible in the low rank space. On the contrary, the distance between
dissimilar users should be as far as possible in the new space. To achieve this, we
have incorporated the parameterized Mahalanobis distance, which essentially is
a linear transformation of the distance from the original space to a new space,
into the regularizer of RSVD. When solving the RSVD, the user matrix, item
matrix, and the parameters of the Mahalanobis distance will be learned jointly in
our model. In our designed regularizer, we can easily incorporate the similarity
information in the original space in our model. For example, trust information
is commonly available in social networks. Trusted users can be considered to
similar, while untrusted users can be considered to be dissimilar. With this trust
information, the solution will naturally consider both user-item rating informa-
tion and trust information. As a result, the learned user matrix, item matrix,
and the parameters of Mahalanobis distance can be applied to coherently tackle
both rating prediction and trust prediction problems, reducing possible conflict
between the two tasks. Another characteristic of our approach is that collabora-
tive filtering and distance metric learning serve as regularization to each other,
leading to the smoothing effect and reducing overfitting.
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The contribution of our work is summarized as follows:

1. We have developed a framework for jointly learning the user and item matrices
in low rank space, as well as the distance metric in collaborative filtering.
Unlike existing works which depend on the pre-defined distance metrics, out
framework can learn the distance metric from the collected data. This is
accomplished by incorporating Mahalanobis distance to the regulizers when
solving RSVD.

2. Our model can easily incorporate the prior social network information such as
trust or community information. This allows our model to consider multiple
goals of the tasks and be applied to simultaneously solve different problems.

3. We showed that in our model derived from RSVD, collaborative filtering and
distance metric learning serve as regularization to each other. As a result,
overfitting can be reduced in both tasks naturally.

4. We have conducted extensive experiments to evaluate our framework and
compared it existing works. Empirical results in collaborative filtering demon-
strate that our approach significantly outperforms the existing works and
achieves promising performance.

2 Related Work

Recommendation systems have been extensively investigated by researchers [2].
Memory-based methods aims at measure the user-user similarity based on the
user profile or historical record to predict the rating of items given by a user [3—
6]. However, one common shortcoming is the sparsity problem of the raw data.
Normally, a user may only rate a relatively small number of the items, out of
hundreds or thousands. Given two users, the number of items that are commonly
rated is very small. Model-based methods aim at train a model for prediction [7—
9]. For example, Zhang and Koren proposed Bayesian hierarchical linear model
to tackle the CF problem [10]. In this model, the profile of each user is mod-
eled by a linear model, whose parameters are drawn from a prior distribution.
The rating to an item given by a user is then predicted by applying the model
with relevant input. Xue et al. proposed a clustering-based method, which first
generates clusters of similar users using K-means algorithm [8]. These generated
clusters are then exploited to smooth the unknown rating, and hence improve
the prediction performance for each individual user. ListCF predicts the ranking
of items by a user by measuring the user-user similarity based on the Kullback-
Leibler divergence between users’ probability distributions over permutations of
commonly rated items [11].

Matrix factorization is another commonly used model in CF [12]. The objec-
tive of matrix factorization is to discover the user matrix and the item matrix
in a low-rank space, such that the dot-product can approximate the original
user-item ratings. To address the sparsity problem, regularized singular value
decomposition (RSVD) is applied [12,13]. Empirical results have also demon-
strated that matrix factorization methods achieved promising performance.
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For example, Srebro and Jaakola proposed an approximation method to discover
the low rank matrices using EM algorithm and applied in CF [14]. Srebro et al.
then proposed another matrix factorization method based on maximum margin
principal [15]. This method imposes constraints on the norm of the factorized
matrices. Salakhutdinov and Mnih developed different probabilistic matrix fac-
torization models [6,16]. These two models consider the uncertainty involved in
the user-item ratings. Instead of predicting the rating, Liu and Yang proposed
a method to predict the ranking of items by a user [17].

A number of methods aiming at incorporating additional information in the
learned model have been proposed [18,19]. One common method to consider the
additional information is to make use of the regularizer in RSVD. For example,
Noel et al. proposed to incorporate different forms of regularizer such as fea-
ture social regularizer and co-preference regularizer into the objective function
when solving RSVD [20]. Ma et al. proposed two regularization models, namely,
average-based regularization and individual-based regularization, and applied
different similarity measures to consider the social information [21]. Later, Ma
developed another method to incorporate the user-user similarity and item-item
similarity [1]. Szummer and Yilmaz proposed a method to consider preference
regularization to tackle the learning to rank problem in a semi-supervised set-
ting [22].

3 Matrix Factorization

In matrix factorization, there are m users and n items. User i gives item j a
rating 7; = 1,2,. .., "max, Where 7,4, is the maximum value for a rating. Let
R € R™*™ be the rating matrix where the (¢, j)-th entry is equal to r;; if user ¢
has rated item j and 0 otherwise. Note that a user may only rate a few items,
hence R is very sparse. Let £ = {r;;} for some pairs of i and j be the set of
training examples consisting of ratings that user ¢ has rated item j. CF aims
at predicting the value of unknown ratings by making use of £. Let U € R4*™
and V € R¥" where d < min(m,n), be the user matrix and item matrix.
We denote u; and v; be the i-th column vector of U and j-th column vector of
V' respectively. Matrix factorization treats R as the target matrix and aims at
computing U and V such that R ~ U'V. As a result, the unknown rating to
item j given by user 4 can be predicted by computing 7;; = u;'—vj;

Regularized Singular Value Decomposition (RSVD) is a common technique
applied to address the sparsity problem in matrix factorization problem. A
quadratic loss function is defined as follows:

Loss:%v Z (Tij*uiTVj)ZJF%”UH%JF%HVHQF (1)
i,j:ri; €E
where || - || refers to the Frobenius norm. The last two terms are regularizers.

The objective of regularization is to avoid large values of U and V', and hence
controlling the model complexity and reducing over-fitting. A\; and Ao are user-
defined weighting parameters of the two regularizers. Training of RSVD aims at
finding U and V' by minimizing the loss function in Eq. 1.
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The first derivatives of the loss function can be expressed as follows:

653;93 — Z (Tij — uz—-rvj)vj + Au; (2)
. 0,j:ri; €EE

0goss = 30 (rij —u vi)uy + Aoy (3)
J i,:7i;€E

Since R is very sparse and not of full rank, setting Eqgs.2 and 3 to zero
and solving the system the linear equations is not feasible. Instead, stochastic
gradient descent is a common technique for finding the nearly optimal u; and
v;. u; and v; are updated iteratively as follows:

ul — ugt_l) + 1 % (i — ugt_l)Tv§t_1))v§t_l) + Alugt_l)] (4)
vi v e [ — TV 00 )

where u! and v! refer to the u; and v; at the ¢-th iteration; v; and 72 represent
the learning rate of the algorithm. This updating rules are applied for each
ri; € € until the maximum number of iterations is reached.

4 Our Approach

As mentioned in Sect. 1, one shortcoming of typical RSVD in collaborative filter-
ing is that the distance between two users in the low rank space will be distorted.
Moreover, it does not consider prior social network information when computing
U and V. Though some existing social recommendation approach attempt to
incorporate the similarity between users, the pre-defined distance metric can-
not effectively capture the characteristics of the data and directly accomplish
the goal of the task. In this section, we first discuss the idea of distance metric
learning. Next, we will present our joint model for collaborative filtering and
distance metric learning

4.1 Distance Metric Learning

Following the notation used above, U € R¥™ denotes to the user matrix
where the j-th column refers to the j-th user. Mahalanobis distance, denoted by
da(u;,uj;), between users ¢ and j is defined as follows:

da(ui,u;) = [lu; —ujlla = \/(ui—uj)TA(ui—uj) (6)

where A € R4¥¢ is a semi-definite, A = 0. In Mahalanobis distance, A refers
to the covariance matrix. If we assume all users are independent, A = [ and
d4(u;,u;) becomes the Euclidean distance between u; and u;. Essentially, A
acts as a linear transformation of the distance between u; and u; from the
original space to a new space.
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In many applications, we may collect a set of similar or dissimilar objects. For
example, in social network, we may treat a pair of users who are friends as similar
users. On the contrary, two users who do not know each other are dissimilar.
Distance metric learning aims at automatically learning the distance function
based on the collected data. In our approach, we consider A in Mahalanobis
distance as parameters, which can be learned from the training examples. The
objective is the discover A such that the distance between similar users can be
linearly transformed to a new space such that they are as close as possible. On the
contrary, the distance between dissimilar users should be linearly transformed
such that their distance in the new space is as far as possible. We denote S and
D be the set of pairs of similar users and dissimilar users respectively. We can
formulate the distance metric problem as an constrained optimization problem
as follows:

mn T -l
(uq‘,7uj)68

s.t. oo fu -3 > 1,
(ui,u;)eD
A>0.

The first constraint ensure that the distance between dissimilar users cannot
be smaller than 1; the second constraint ensure that the A needs to be semi-
positive definite. Note that it is a convex optimization problem. To simplify the
learning and improve the efficiency, we set A to a diagonal matrix. As a result,
the problem can further be derived to an unconstrained optimization problem
as follows:

min - > fu—wlf -log X [ui—wl (7)
u;,u;)ES (u;,u;)eD

where A is a diagonal matrix. Similarly, regularization is commonly applied to

avoid overfitting in learning [23].

4.2 RSVD with Distance Metric Learning

Recall that the objective of our framework is to jointly solve RSVD and dis-
tance metric learning. To achieve this, we develop a regularizer based on the
aforementioned metric learning problem and integrate to RSVD. The rationale
of our approach is to simultaneously solve the RSVD and distance metric learning
in a single coherent model. In essence, the loss function of RSVD with distance
metric learning is expressed as follows:

Loss™" = % > (Tij - 11;-|—Vj)2 + %HU”% + %”VH%

FWA A (8)
+3{ ¥ Jw-wli—3log X [w— w5}
(u;,u;)es (ui,u;)€D

The first three terms and the fourth term on the right hand side refer to the loss
function of RSVD and metric learning respectively. To solve RSVD and distance
metric learning, we jointly minimize Loss™®" with respect to U, V, and A.
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The first derivatives of the loss function with respect to u;, v; and A can be
expressed as follows:

781;0881_?:&10 = Z (mj — u;er)Vj + )\1111'
0,j:ri; €E
A
s B Al ) - e 3 A(w—w)
(ui,u;)€S (uj,u;)€D (ui,u;)€D
9)
OLoss™® T
o, = 2 (g —uivi)u ey (10)
1,jiri; €E
BLoss™ % A
M=y T (e w) - w)T
u;,uj)e
A T (11)
Ty e 2 (W) —ug)
(ui,Uj)eD (uivuj)ED

We can then solve the optimization problem by iterative methods like the effi-
cient gradient descent method. One characteristic of our approach is that U, V,
and A are jointly varied to optimize Loss™". This leads to a solution optimizing
both tasks of collaborative filtering and distance metric learning. On the other
hand, collaborative filtering and distance metric learning serve regularization to
each other resulting to the smoothing effect and reducing over-fitting.

5 Discovery of Similar Users

Recalled that our preference regularizer in Eq. 8 contains the similarity between
users. In this paper we employ three different similarity measures to discover
similar users.

Jaccard Similarity. Jaccard similarity mainly consider the items that both
users have rated, without considering the actual ratings given to these items.
Let @ and @; be the set of items that users i and ¢ have rated respectively.
Jaccard similarity is defined as follows:

. N |1QrNQ;|
sim(h, 1) = 14,53 (12)
Pearson Correlation Coefficient. Pearson correlation coefficient (PCC) aims
at measuring the relationship between the ratings given to the items that are
rated by two users. Let @, and Q; be the set of items that users i and ¢ have
rated respectively. PCC is defined as follows:

> (rng=rR)(ri;—7i)

JEQRNQ;

h,i) =
pee(h, i) \/ (rnj—rn)? >0 (ri—7i)?

JEQRLNQ, JEQLNQ,

(13)

where 77, refers to the mean of the ratings to all items given by user h. Since
—1 < pce(h,i) < 1, we define our similarity as follows:

sim(h,i) = H_#CU”) (14)



192 T.-L. Wong et al.

Kendall Rank Correlation Coefficient. Unlike PCC, Kendall rank correla-
tion coefficient, denoted as 7, is to measure the relation between the ranking of
the items that are rated by two users. Let @), and @; be the set of items that
users h and i have rated respectively. 7(h, ) is defined as follows:

sign((rhj—rnk)(Tij—Tik))

>
N\ HREQRNQ; 15
T(hﬂ) = 21QRNQ:(|QRNQ:|—1) ( )

Since —1 < 7(h,i) < 1, we define our simiarity as follows:
sim(h,i) = H_TT(}”) (16)

The computation of PCC and 7 coefficient are computationally expensive.
To reduce the computational time, for any pair of users, we randomly sample
N items that are rated by them to compute pcc and 7 coefficient. In our exper-
iments, N is set to 10. Next, given a user ¢, the top-K similar users such that
the similarity is greater than 0.75 are considered to be similar to user ¢ and
constitute S(i) in Eq. 8.

6 Experimental Results

We have conducted experiments on two real-world datasets to evaluate the effec-
tiveness of our framework. The first dataset we used is the MovieLens dataset®.
This dataset consists of 100,000 ratings (between 1 and 5) from 943 users on
1,642 movies. We call this dataset mi-100k. Another dataset is the Epinions
dataset?. This dataset consists of 664,823 ratings (between 1 and 5) from 49,290
users on 139,738 different items. We call this dataset epinions. In each dataset,
we randomly divided the data into five portions, namely ul to ub, with equal
number of ratings. In each run of the experiments, we treated four portions as
the set of training examples and the remaining portion as the test data. For
example, we utilized ul-u4 for training and u5 for testing. As a result, we con-
ducted 5 runs of experiments, each of which utilized different portions as testing
data, for each dataset.

Three sets of experiments were conducted to evaluate our framework. In the
first set of experiments, we applied the standard RSVD method on the datasets.
This can be regarded as our baseline method. We call this RSVD approach. In the
second set of experiments, we implemented the existing method described in [1]
and applied it on the datasets. We implemented the S R;ﬂ:r: approach described
in [1]. We call this Ma’s approach. We compared with this approach because
it also aims at improving collaborative filtering via regularization. However, it
only considers the closeness between users and the closeness between items in
the learned model. In the third sets of experiments, we applied our framework,
using different similarity measures as described above. We call this Our approach.

3 The dataset can be freely downloaded in http://www.grouplens.org,/.
* The dataset can be freely downloaded in http://www.trustlet.org/wiki/Downloaded_
Epinions_dataset.
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Table 1. The prediction performance of RSVD approach, Ma’s approach, and Our
approach on the dataset ml-100k.

Testing data | RSVD approach | Ma’s approach | Our approach
Jaccard | PCC | 7 coefficient

ul 0.757 0.728 0.712 0.711 1 0.709
u2 0.749 0.718 0.711 0.700 | 0.702
u3 0.749 0.722 0.712 0.701 | 0.703
ud 0.750 0.725 0.710 0.710 | 0.709
ub 0.752 0.724 0.713 0.707 0.714
Average 0.751 0.723 0.712 0.706 | 0.707

Table 2. The prediction performance of RSVD approach, Ma’s approach, and Our
approach on the dataset epinions.

Testing data | RSVD approach | Ma’s approach | Our approach
Jaccard | PCC | 7 coefficient

ul 0.826 0.804 0.783 0.774]0.780
u2 0.824 0.803 0.780 0.779]0.783
u3 0.825 0.801 0.779 0.791/0.784
ud 0.824 0.802 0.782 0.798 | 0.783
ub 0.823 0.800 0.787 10.781|0.787
Average 0.824 0.802 0.782 0.785|0.783

In all these approaches, we set the dimension d in matrix factorization to 10.
We also followed [1] to set the parameters A1, A2, 71, and 72 to 0.01, 0.01,
0.005, and 0.005 respectively. In our approach, we also set A3 to 0.01, so that
all regularizers have the same weighting. The maximum iteration when running
stochastic gradient descent optimization was set to 50,000. Since the ratings of
the datasets we used in the experiments are discrete, we round the predicted
ratings of the three approaches to the nearest integer.

We adopted the commonly used evaluation metric, namely, Mean-Absolute-
Error (MAE), which is defined as follows:

> Irig—rigl
MAE =" (17)
7]
where 7 refers to the set of testing data.

Table 1 shows the prediction performance on the dataset ml-100k. Each row
of the table refers to a run of the experiments. The first column of the table refers
to the portion of the dataset used as testing data in this run. The second and
third columns contains the prediction performance of RSVD approach and Ma’s
approach respectively. The fourth column is divided into three sub-columns, each
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of which contains the prediction performance of our approach using different sim-
ilarity measures. The first, second, and third sub-columns refer to the Jaccard
similarity, Pearson correlation coefficient (PCC), and Kendall rank correlation
coefficient (7) respectively. The last row of the table shows the average prediction
performance. The average MAE of our approach using Jacaard similarity, PCC,
and 7 coefficient are 0.712, 0.706, and 0.707 respectively. They outperform RSVD
approach and Ma’s approach, whose average MAE are 0.751 and 0.723 respec-
tively. Among the three different similar measure, our approach achieves similar
prediction performance. Table2 shows the prediction performance of different
approaches on the dataset epinions. The format of Table2 is the same as that
of Table 1. Similarly, our approach achieves the best performance, with average
MAE of 0.782, 0.785, and 0.783 for Jaccard similarity, PCC, and 7 coefficient
respectively.

7 Conclusions and Future Work

We have developed a framework for improving rating prediction in collaborative
filtering by making use of preference regularization. Our framework is designed
based on the idea that similar users should retain the distance in the low-rank
space after RSVD. One characteristic of our framework is that collaborative fil-
tering and distance metric learning serve as regularization to each other and
naturally reduce overfitting to both. Another characteristic is that social com-
munity information and similarity information can be easily considered in our
framework. We have conducted several sets of experiments on two real-world
datasets to evaluate our framework. We have compared our framework with
exiting works. The experimental results show that our framework achieves a
very promising performance.
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Abstract. Among several traditional and novel mobile app recom-
mender techniques that utilize a diverse set of app-related features (such
as an app’s Twitter followers, various version instances, etc.), which app-
related features are the most important indicators for app recommenda-
tion? In this paper, we develop a hybrid app recommender framework
that integrates a variety of app-related features and recommendation
techniques, and then identify the most important indicators for the app
recommendation task. Our results reveal an interesting correlation with
data from third-party app analytics companies; and suggest that, in the
context of mobile app recommendation, more focus could be placed in
user and trend analysis via social networks.

Keywords: Recommender systems - Mobile apps - Gradient tree
boosting

1 Introduction

Traditional recommendation approaches either learn a user’s preference from
their ratings (i.e., collaborative filtering) or the contents of previously-consumed
items (i.e., content-based filtering). Despite the pervasive use of collaborative
filtering in several domains such as books, movies, and music, its effectiveness is
hindered by insufficient ratings, particularly towards newly-released items — a
problem that is commonly known as the “cold-start.” Moreoever, due to noisy
and unreliable descriptions of apps, content-based filtering does not work well
in the app domain [10].

With the widespread interest and pervasiveness of mobile apps, several novel
recommendation techniques that take advantage of the unique characteristics of
the app domain have emerged. The first type focuses on collecting additional
internal information from the user’s mobile device, which analyzes the usage
behavior of individual apps via anonymized network data from cellular carri-
ers [18] as well as usage patterns of users via their in-house recommender sys-
tems [1,6,19]. The second type makes use of external information such as spatial
data from GPS sensors to provide context-aware app recommendations [7,22].
© Springer International Publishing AG 2016
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These two types, however, rely on data that is generally difficult to obtain, caus-
ing the secondary problem of data-sparsity. On the contrary, the third type con-
sists of works that capitalize on more unique characteristics of the app domain
that may not be applicable to other domains. For instance, “follower” infor-
mation of an app’s Twitter account was used to substitute missing user rat-
ings [10], which proved to be useful in cold-start situations. Another work tried
to find the likelihood of which a current app would be replaced by another [20].
Alternatively, by taking the fact that apps change and evolve with every new
version update, a “version-sensitive” recommendation technique was constructed
to identify desired functionalities (from various version descriptions of apps) that
users are looking for [11].

With a variety of app recommendation techniques utilizing different sources
of information, of which some may be available while others are not (e.g., not all
apps have user ratings), we explore the advantages of a hybrid app recommen-
dation framework that combines traditional and novel techniques. More impor-
tantly, through the hybrid framework, we seek to identify the most important
app-related indicators for the recommendation task.

The steps are as follows: First, using gradient tree boosting (GTB) [8], several
recommendation techniques and their information sources are integrated to form
a hybrid app recommender framework. After that, we further look into each
component of the feature set to find the most significant features in the hybrid
framework. Our findings show an interesting correlation with data from third-
party app analytics companies, and suggest that, in the context of mobile app
recommendation, more focus could be placed in user and trend analysis via social
networks.

2 Related Work

2.1 Mobile App Retrieval

Chen et al. [5] proposed a framework for detecting similar apps by constructing
kernel functions based on multi-modal heterogeneous data of each app (descrip-
tion text, images, user reviews, and so on) and learning optimal weights for the
kernels. They also applied this approach to mobile app tagging [4]. While Chen
et al.’s work utilized different modalities of an app, Park et al. [14] exclusively
leveraged text information such as reviews and descriptions (written by users
and developers, respectively) and designed a topic model that can bridge vocab-
ulary gap between them to improve app retrieval. Zhang et al. [21] developed
a mobile query auto-completion model that exploits installed app and recently
opened app. In addition, Martin et al. [13] has published a nice survey on app
store analysis that identifies some directions for software engineering such as
requirements engineering, release planning, software design, testing, and so on.

2.2 Mobile App Recommendation

In order to deal with the recent rise in the number of apps, works on mobile
app recommendation are emerging. Some of these works focus on collecting
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additional information from the mobile device to improve recommendation accu-
racy. Xu et al. [18] investigated the diverse usage behaviors of individual apps by
using anonymized network data from a tier-1 cellular carrier in the United States.
While Yan and Chen [19], Costa-Montenegro et al. [6], and Baeza-Yates et al. [1]
analyzed internal information such as the usage patterns of each user to construct
app recommendation system, Zheng et al. [22] and Davidsson and Moritz [7] uti-
lized external information such as GPS sensor information to provide context-
aware app recommendation. Lin et al. [10] utilized app-related information on
Twitter to improve app recommendation in cold-start situations. Their subsequent
work focused on app’s uniqueness of version update, and then proposed an app rec-
ommendation system that leverages version features such as textual description
of the changes in a version, version metadata [11]. These two works are compiled
into [9]. Yin et al. [20] considered behavioral factors that invoke a user to replace
an old app with a new one, and introduced the notion of “actual value” (satisfac-
tory value of the app after the user used it) and “tempting value” (the estimated
satisfactory value that the app may have), thereby regarding app recommendation
as aresult of the contest between these two values. Zhu et al. [23] and Liu et al. [12]
incorporated both each user’s interest and privacy preferences to provide app rec-
ommendation as apps could have privileges to access the user’s sensitive personal
information such as locations, contacts, and messages. While the aforementioned
works recommend apps that are relevant to each user’s interests, Bhandari et al. [2]
proposed a graph-based method for recommending serendipitous apps.

3 Methodology

3.1 Feature Set

Inspired by Wang et al.’s work [17], the features that we use can be categorized
into the following three distinct groups:

1. the app’s marketing-related metadata (M),
2. the user’s history-related information (H), and
3. the recommendation scores of different recommender systems (R).

As illustrated in Fig.1, every candidate app’s feature vector X, o is com-
posed of all three groups of information: X, = {XiVI,Xga,Xf’a where
Xu,q represents the feature vector of the app a for user u, while M, H, and R
represent the features from the users’ history, apps’ metadata, and recommen-

dation scores from various recommendation techniques, respectively.

3.1.1 App’s Marketing-Related Metadata (M)

The features here pertain to the app’s metadata or marketing-related informa-
tion. We include most of the components of an app’s official metadata from the
iTunes App Store, such as the various genres that the app is assigned to, its
price, average ratings, etc. We also include external information, particularly
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ubiquitous data from social networks, such as the number of versions an app
has, the number of Facebook “likes” it has (zero if the app has no Facebook
handle), and the number of Twitter followers it has (zero if the app has no
Twitter handle). The blue components in Fig. 1 show all the information of an
app’s marketing-related features.

3.1.2 User’s History-Related Information (H)

User history is primarily extracted from the rating history of users, and it is a
crucial component for the purpose of providing personalized recommendations.
In addition, inspired by Wang et al.’s method [17] for generating additional user
metadata by scrutinizing the genres of items that users have consumed, we also
consider the user’s preference of each app genre g. For instance, a user might be
a loyal consumer of the “games” genre, yet not in the “food & drink” genre. We
thus include the number of times (i.e., the “count”) that apps in genre g were
consumed by user u (represented in green in Fig. 1).

(Xu’a b r)
t Rating r given by user u
App User Recommender
featurles (M) featuv;es (H) scores (R)
r T T 1
L I I )
I-{ rec-score i)[ rec-score ii)[ rec-score iii)[ rec-score iv) ‘
For every user, we count the number of times
each genre (g3, ..., ge) is consumed.
g1 count [ g2 count | g3 countH Sooe ng-l count | ge count ‘
g1~ ge price is_ is_ # of
iPhone_ app iPad_ app versions
# of Facebook # of Twitter # of average
likes followers ratings rating
average rating | is_GameCenter # of words

# of ratings
(curr ver)

(curr ver) _enabled in description

Fig. 1. An app’s feature vector (Xu,a,r), which contains app features, user features,
the various recommendation scores, and the user’s rating. As described in Sect. 3.1.3,
“Recommender scores (R)” are generated by (i) collaborative filtering, (i7) content-
based filtering, (i43) “Twitter-follower-based app recommendation” (TWF) [10], and
(iv) “version-sensitive recommendation” (VSR) [11]. (Color figure online)

3.1.3 Recommendation Scores from Different Recommender
Techniques (R)

We also include the recommendation scores generated from four recommendation

techniques: (i) collaborative filtering, (ii) content-based filtering, (i7i) “Twitter-

follower-based app recommendation” (TWF) [10], and (iv) “version-sensitive
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recommendation” (VSR) [11]. These are represented by the red components in
Fig. 1.

We employ probabilistic matrix factorization (PMF) [15] to implement col-
laborative filtering as it is a state-of-the art technique that models the user-item
ratings matrix as a product of two lower-rank user and item matrices, and it
has been used in many previous recommendation works due to its highly flex-
ibility and extendability. We also employ latent Dirichlet allocation (LDA) [3]
to implement content-based filtering (on apps’ textual descriptions) as it effec-
tively provides an interpretable and low-dimensional representation of the items.
In addition, we select TWF and VSR due to their ability to make use of ubig-
uitous information from Twitter’s API and version data from third-party app
analytics companies, respectively. With the hybrid app recommendation that is
modeled by gradient tree boosting (GTB) [8], we further look into each com-
ponent of the feature set (i.e., M, H, and R) in the hybrid model based on

relative influence!.

3.2 Combining App Features

Inspired by BellKor’s winning solution for the Netflix Prize?, we turn to Gradient
Tree Boosting (GTB), a machine learning algorithm that iteratively constructs
an ensemble of weak decision tree learners through boosting [8]. It produces
an accurate and effective off-the-shelf procedure for data mining that can be
directly applied to the data without requiring a great deal of time-consuming
data preprocessing or careful tuning of the learning procedure.

To generate recommendations, the learned GTB predicts the rating that a
user may give to an app. After which, it ranks all recommended apps in descend-
ing order of rating to produce a ranked list for each user. Here, we use a popular
Python machine learning package from scikit-learn® to implement GTB.

4 Experimental Setup

We construct our experimental dataset by crawling the information on Apple’s
iTunes App Store’ (app metadata, users, and ratings), App Annie® (version
information of apps), Twitter (for the Twitter followers of apps), and Facebook
(for the “likes” information of apps). Our dataset includes 33,802 apps, 16,450
users, and 3,106,759 ratings after we retain only unique users who give at least
30 ratings. Among the 33,802 apps, 7,124 (21.1 %) have Twitter accounts, 9,288
(27.5 %) have Facebook accounts, and 10,520 (31.1 %) have at least five versions.

! Friedman [8] proposed the relative influence for boosted estimates to reflect each
feature’s contribution of reducing the loss by splitting on the feature.

2Y. Koren: “The BellKor Solution to the Netflix Grand Prize,” http://www.stat.osu.
edu/~dmsl/GrandPrize2009_BPC_BellKor.pdf.

3 http:/ /scikit-learn.org/stable/modules/ensemble.html (Ver 0.15.0).

* https://itunes.apple.com /us/genre/ios/id367mt=8.

5 https://www.appannie.com/.
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Note that 678 (2.0 %) apps have both Twitter and Facebook accounts. We per-
form 5-fold cross validation, where in each fold, we take the first 80 % of the apps
(chronologically) as training data for the individual recommendation techniques,
use the following 10 % as the training data for the unified model (i.e., the probe
set of GTB), and use the remaining 10 % for testing.

4.1 Comparative Recommender Systems

We compare two types of recommender systems: individual and hybrid. For
individual systems which are baselines, we implement the four state-of-the-art
recommender algorithms mentioned in Sect. 3.1.3, namely, collaborative filtering
(PMF) [15], content-based filtering (LDA) [3], TWF [10], and VSR [11]. For the
hybrid systems, we create three subsets of the GTB framework using a smaller set
of features. That is, on top of our gradient boosting hybrid framework GTB(M
H, R), we create three more hybrid systems: GTB(R), GTB(H, R), and GTB(

R) where “M”, “H”, and “R” represent the various information XM & X w,ar and

X, R , mentioned in Sect. 3.1, respectively.

Table 1 shows the details of the various recommendation techniques and their
feature set. For the individual recommender systems, the feature set contains the
user’s history-related features (X H o) that are generated from the user’s previous
ratings history as well as the app data. The hybrid models further integrate
the product’s marketing-related metadata (X éVI ) and the recommender scores
generated by the individual recommender systems (X f’a)

4.2 Evaluation Metric

Our system ranks the recommended apps based on the probability in which a user
is likely to download the app. This methodology leads to two possible evaluation
metrics: precision and recall. However, a missing rating in the training set is
ambiguous as it may either mean that the user is not interested in the app, or
that the user does not know about the app (i.e., truly missing). This makes
it difficult to accurately compute precision [16]. But since the known ratings
are true positives, recall is a more pertinent measure as it only considers the
positively rated apps within the top M, namely, a high recall with a lower M
will be a better system. We thus chose Recall@M (especially, M = 50) as our
primary evaluation metric.

5 Experimental Results

5.1 Individual Recommender Techniques

Figure 2 shows Recall@50 obtained by different recommender systems. Among
the individual recommender techniques (i.e., the first four bars from the left),
content-based filtering (LDA) achieves the best performance, i.e., it outper-
forms collaborative filtering (PMF), TWF, and VSR. At first, it is surprising
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Table 1. Various recommendation techniques.

Technique Feature set

PMF [15] Collaborative filtering with Xy, = {X7,}

LDA [3] Content-based filtering with Xu,a = {X&,}

TWF [10] Twitter-follower recommender with Xu,a = { X, }
VSR [11] Version-sensitive recommendation with Xu,a = {X .}
GTB(R) Xua ={X3a}

GTB(H, R) | Xua={XH,, XE}

GTB(M, R) | Xu,.={X2",XZ.}

GTB(M, H, R) | Xu,o = {X2, X, X7}

that content-based filtering (LDA) is the best individual technique among the
other individual algorithms, especially against state-of-the-art ones. But given
that the dataset contains some apps that: (i) do not have enough ratings for
collaborative filtering, (ii) do not have Twitter accounts (78.9%), and (i) do
not have sufficient version information (68.9 %), it is reasonable that these tech-
niques underperform due to the lack of sufficient information for every app,
whereas content-based filtering (LDA) works better because apps always have
app descriptions to construct a recommendation model. In other words, in gen-
eral and practical situations where there are a variety of apps that have and
do not have ratings, Twitter accounts, and version information, content-based
filtering is the more reliable technique.

5.2 Hybrid Recommender Techniques

Next, we explore the GTB models in Fig.2 (the last four bars). All of our
GTB models outperform the individual techniques described in Sect.5.1. This
is expected as many other works that use GTB, particularly those involved in
the Netflix prize, have also reported improvements against individual baselines.
We also observe a general improvement in recall when we incorporate more
components into the feature set. For example, GTB(M,R) and GTB(M,H,R)
outperform GTB(R) and GTB(M,R), respectively. We observe an interesting
small anomaly, in which GTB(H,R) slightly underperforms GTB(R), whereas
GTB(M,R) significantly outperforms both GTB(R) and GTB(H,R). In other
words, the recommendation scores (R) is more effective when it is combined
with app metadata (M) than when it is combined with user features (H). This
suggests that app metadata (M) complements the feature of recommendation
scores (R) — which actually makes sense as, given the assortment of app meta-
data (M) that coincides with recommendation scores (R), a correlation pattern
can be better identified. For example, the app metadata of Twitter followers
would complement the recommendation score provided by TWEF, while the num-
ber of versions would complement the recommendation score generated by VSR;
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Fig. 2. Recall@50 obtained by individual and hybrid recommender systems. “BL”
stands for “baselines.” “*” denotes the difference between combined techniques
(GTB(M,R) and GTB(M,H,R)) and the best baseline (content-based filtering (LDA))
is statistically significant for p < 0.01.

likewise, the number of ratings would complement the recommendation score
given by collaborative filtering. On the contrary, as features from user history
(H) mainly consists of the number of times each genre is consumed, it has less
obvious correlations.

5.3 Ablation Testing

5.3.1 Ablation Testing for Hybrid Recommendation Techniques
The experimental results described in Sect. 5.2 show the overall effectiveness of
all four combined recommendation techniques as well as user features and app
information. To gain a deeper understanding of the individual recommendation
techniques, we further perform ablation testing by excluding one of the four
recommendation techniques from GTB(M,H,R), while at the same time, using
the user features and app metadata, X 5{ o and X éVI .

Table 2 shows recall@50 obtained by the ablation testing in which we ablate
one recommendation technique out of the four. We observe the followings from
Table 2:

— Content-based filtering (LDA), which achieves the best recall among all indi-
vidual baselines, also causes the largest dip in recall when we ablate it from
the unifying model. That is, “GTB(H,M,R) excluding content-based filter-
ing” has the lowest score (0.237) among the four ablation baselines. This is
unsurprising as it is expected when we omit the strongest individual predictor.

— Although VSR individually outperforms collaborative filtering (0.141 against
0.094), ablating it from the unifying model does not have very much impact;
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Table 2. Recall@50 obtained by ablation testing.

Feature Recall@50
GTB(M, H, R) 0.403
GTB(M, H, R), excluding TWF [10] 0.363
GTB(M, H, R), excluding VSR [11] 0.346
GTB(M, H, R), excluding Collaborative filtering (PMF) [15] | 0.292
GTB(M, H, R), excluding Content-based filtering (LDA) [3] | 0.237
TWF [10] 0.082
VSR [11] 0.141
Collaborative Filtering (PMF) [15] 0.094
Content-based filtering (LDA) [3] 0.225

in fact, ablating collaborative filtering (PMF) has more impact than ablating
VSR.

It would seem that, from this initial ablation study, both of the traditional
recommendation techniques, collaborative filtering (PMF) and content-based
filtering (LDA) are more effective than VSR and TWF as the two traditional
techniques bring about the two biggest dips in recall when we ablate them.
However, we should not let this relative ablation comparison undermine the
improvements that VSR and TWEF have brought about. In fact, VSR and
TWF improve recall by 16.5 % and 11.0 %, respectively. More importantly, by
utilizing these unique and less obvious signals in the app domain (compared
with other traditional domains in recommender systems), we have gained sig-
nificant improvements for general app recommendation®. In other words, dif-
ferent pieces of evidences (e.g., Twitter followers and versions) that, when
present, can be utilized sufficiently to create a discernible improvement in
recommendation quality.

Still, this initial ablation testing does not paint a full picture, especially

regarding VSR and TWF, as 68.9 % of apps do not have sufficient version infor-

mation while 78.9% of apps do not have Twitter accounts (see Sect.4). There-
fore, the lack of information does not provide a well grounded conclusion. In

order to investigate the real utility of VSR and TWF, we further scrutinize
our data by utilizing a subset of data that has sufficient Twitter and version

information in the unifying model.

5.3.2 Ablation Testing Using Sufficient Twiter Information
Similar to Sect.5.3.1, we also perform ablation testing using a dataset with
full Twitter information. Table 3 shows recall@50 obtained by this study where

5 In fact, on 21 September 2009, the grand prize of US$1,000,000 was given to the
BellKor’s Pragmatic Chaos team which bested Netflix’s own algorithm for predicting
ratings by 10.06 %. That is, US$1M for an improvement of 10.06 %.
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GTBrwr(...) represents the model that uses full Twitter information in our
controlled ablation testing. Table 3 indicates the followings:

— Under a dataset with full Twitter information, we observe a reordering of
recommendation techniques whereby TWEF becomes consequential — ablating
it causes the largest dip in recall scores (0.338) for the unifying model.

— Not only does this justify TWEF’s effectiveness but more importantly, it indi-
cates that when certain evidence is available (here, Twitter followers informa-
tion), this changes the signals that are used in the unifying model, allowing
TWF to displace the traditional, well-established recommendation techniques.

5.3.3 Ablation Testing Using Sufficient Version Information
Furthermore, we perform another ablation testing using a dataset with full ver-
sion information. Table4 shows the recall@50 obtained by this study where
GTBygg(...) represents the model that uses full version information in our
controlled ablation testing. According to Table 4, we observe the followings:

— Similar to our ablation testing with TWEF in Sect. 5.3.2, under a dataset with
full version information, we observe a reordering of recommendation tech-
niques.

— Even though VSR does not displace collaborative filtering in this ablation
testing, it still results in the second largest dip in recall scores (0.344) when
we ablate it from the unifying model. In addition, under this dataset, improve-
ment in recall obtained by VSR increases from 16.5 % (in Table 2) to 22 %.

— This further substantiates that when certain evidence is accessible, it changes
the way signals are used in the unifying model, which the reordering of rec-
ommendation techniques in our ablation study suggests.

The ablation studies on the two controlled datasets (pertaining to full Twit-
ter and version information) clearly demonstrate the importance of TWF and
VSR in app recommendation, without which we would not have been able to cap-
ture Twitter and version signals for the purpose of improving recommendation
quality.

Table 3. Recall@50 obtained by controlled ablation testing using sufficient Twitter
information.

Feature Recall@50
GTBrwr(M, H, R 0.446

( )
GTBrwr (M, H, R), excluding VSR [11] 0.412
GTBrwr (M, H, R), excluding Collaborative filtering (PMF) [15] | 0.390
( )
( )

GTBrwr (M, H, R), excluding Content-based filtering (LDA) [3] | 0.386
GTBrwr(M, H, R), excluding TWF [10] 0.338
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Table 4. Recall@50 obtained by controlled ablation testing using sufficient version
information.

Feature Recall@50
GTBvsr(M, H, R) 0.418
GTBvsr(M, H, R), excluding TWF [10] 0.396
GTBvsr(M, H, R), excluding Collaborative filtering (PMF) [15] | 0.361
GTBvsr(M, H, R), excluding VSR [11] 0.344
GTBvsr(M, H, R), excluding Content-based filtering (LDA) [3] | 0.335

5.4 Feature Importance in GTB

We further analyze each component of the feature set in Fig.1 of the GTB(M,
H, R) model based on the relative influence. GTB allows us to measure the
importance of each component feature. Basically, the more often a feature is used
in the split points of a tree, the more important the feature is. Feature importance
is essential because the input features are seldom equally relevant. While only a
few of them often have substantial influence on the response, the vast majority
are irrelevant and could just as well have not been included. Thus, it is helpful to
learn the relative importance or contribution of each input feature in predicting
the response. Figure 3 shows the relative importances of the top features and
gives the following insights (starting with the most important feature):

— Not surprisingly, the average rating (all versions) is the most important factor
as, when the average rating is high, it is natural for users to download the app
because of its positive ratings. Therefore, this feature can be used as a strong
signal in the unifying framework to make a split in the decision tree. This
reasoning is also similar for the average rating (current version).

— Price (i.e., free vs paid) is also an important factor, and this evidence coincides
with the trend that apps in the app store are heading towards the freemium
model — with the proportion of free apps taking up 90 % of the app store.
Therefore, the price of an app could be a strong signal for a split in the decision
tree.

— The number of ratings is also a strong indicator, as the more ratings an app
has garnered, the clearer the sign that it is popular and hence, likely to be
consumed. It is also a clear sign that the collaborative filtering technique can
be employed.

— Not only the number of Twitter followers to the app’s Twitter handle is
an indicator of a strong social reach, but also the availability of additional
Twitter-followers information is an indicator that our Twitter-followers based
recommendation technique can be utilized. Additionally, on a related note,
the same reasoning could be used to explain why the number of Facebook likes
is also one of the top features, as this indicator from Facebook is also a hint
of the app’s social presence on the popular social networking site.
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— The number of versions also plays an important role as this is a sign that our
version-sensitive recommendation technique (VSR) may be employed. Given
that this feature is one of the top features of GTB, it suggests that the version-
sensitive recommendation technique [11] is useful here.

— We also observe that some app genres fall under the top features, notably
“games,” “entertainment,” and “social networking” — with “games” having
a much more significant influence score. The three genres are consistent with
alternate findings by Flurry Analytics” whereby they discovered that people
spend most of their time in apps in the “games,” “social networking,” and
“entertainment” genres across iOS and Android devices.

Genre:
"Social Networking"

Genre:
"Entertainment”

No. of Facebook
"Likes"

No. of Versions

Average Rating
{current version)

No. of Twitter
followers

Genre:
"Games"

No. of Ratings

Price

Average Rating
{all versions)

Fig. 3. Top features with the highest relative influence.

Finally, we also observe that our results of the top GTB features in Fig. 3
coincide with another set of findings from Flurry Analytics, ComScore, and Net-
MarketShare®. For instance, the significant chunks that relate to genres (i.e.,
“cames,” “entertainment,” and “social messaging”) coincide with our genre
labels shown in Fig. 3. Additionally, the “Facebook” and “Twitter” chunks also
coincide with the “# of Facebook likes” and “# of Twitter followers” features
in Fig. 3, which suggests that apps with a strong presence on these two popu-
lar social networks have a tendency to be spotted and subsequently consumed,
making them popular candidates to be recommended. The data from the alter-
nate user studies (See footnotes 7 and 8) demonstrates a strong correlation with

" Flurry Analytics; “iOS & Android Smart Device Time Spent per App Category”;
http://cl.ly /image/3m0P0g2r3f2C.

8 Flurry Analytics, ComScore, NetMarketShare; “Time Spent on iOS and Android
Connected Devices”; http://cl.ly/image/201x2H1Q1j3H.
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our GTB feature component analysis shown in Fig. 3. It indicates how two disci-
plines (i.e., user studies and GTB feature component analysis) from two different
sources of opinions and quantitive angles managed to arrive at similar findings.
This further suggests a future direction in mobile app recommendation whereby
more focus could be placed in user and trend analysis through social networks —
a direction that deviates from traditional research in recommender systems.

6 Conclusion

Given that different recommendation techniques work in different settings, we
need to evaluate a method for integrating the various sources of information into
a hybrid model that can recommend a set of apps to a target user. To achieve this,
we have proposed incorporating the user’s prior history, app metadata, and the
recommendation scores of various individual recommendation techniques into a
hybrid recommendation model for app recommendation. We then used gradi-
ent tree boosting (GTB) as the core of the unifying framework to integrate the
recommendation scores by using user features and app metadata as additional
features for the decision tree. Experimental results show that the unifying frame-
work achieves the best performance against individual state-of-the-art baselines.
We also performed a series of in-depth analysis through ablation studies, and
demonstrated how different pieces of evidences (such as Twitter and version
information) that, when available, could be utilized sufficiently, and how the
unifying model dynamically alters the recommendation based on available sig-
nals. Finally, we discovered an interesting correlation between important feature
components in our unifying framework and user analysis from third-party data
analytics companies, which further suggests a future direction in mobile app
recommendation, where more focus could be placed in user and trend analysis
via social networks.
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Abstract. An important task in recommender systems is suggesting
relevant venues in a city to a user. These suggestions are usually created
by exploiting the user’s history of preferences, which are, for example,
collected in previously visited cities. In this paper, we first introduce a
user model based on venues’ categories and their descriptive keywords
extracted from Foursquare tips. Then, we propose an enriched user model
which leverages the users’ reviews from Yelp. Our participation in the
TREC 2015 Contextual Suggestion track, confirmed that our model out-
performs other approaches by a significant margin.

1 Introduction

Recent years have witnessed an increasing use of location-based social networks
(LBSNS) such as Yelp, TripAdvisor, and Foursquare. These social networks col-
lect valuable information about users’ mobility records, which often consist of
their check-in data and may also include users’ ratings and reviews. Therefore,
being able to recommend personalized venues to users plays a key role in satis-
fying the user needs on such social networks.

One of the challenges in recommending venues is to model the user based on
her profile (e.g., the ratings of previously visited venues). In the past, researchers
proposed to make recommendations based on the similarity between the users’
preferences and the venues’ description and categories [12]. Others leveraged the
opinions of users about a given place, which are, for example, extracted from the
users’ online reviews [14]. We believe that these two techniques should be used
together to get better recommendations.

Recent research has focused on recommending venues using collaborative-
filtering technique [8,15], where the system recommends venues based on users
whose preferences are similar to those of the target user (i.e., the user who receives
the recommendations). Collaborative-filtering approaches are very effective, but
they suffer from the cold-start (i.e., they need to collect enough information about
a user for making recommendations) and the data-sparseness problems. Further-
more, these approaches mostly rely on check-in data to learn the preferences of
users, and such information is insufficient to get a complete picture of what the
user likes or dislikes in a specific venue (e.g., the food, the view). In order to over-
come this limitation, we model the users by applying deeper analysis on users’ past
© Springer International Publishing AG 2016
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ratings as well as their reviews. In addition, following the principle of collaborative
filtering, we exploit the reviews from different users with similar preferences.

In this paper we present a novel approach for suggesting venues to users,
where the users are modeled based on venues’ content as well as users’ reviews.
For the former we use the categories of the venues enriched by keywords extracted
from users’ online reviews, which provide a more detailed description of the venue
itself. Although the venue information is valuable for inferring “what type” of
places a user may like or dislike, it does not give any clue on the reasons “why”
a user rated as positive or negative a particular place. We need to exploit the
user’s opinions in order to understand what the user may have appreciated of
a place. One way to obtain these opinions is mining the users’ reviews and see
how much they liked the venue and, more importantly, for which reasons: was it
for the quality of food, for the good service, for the cozy environment, or for the
location? In cases where we lack reviews from some of the users (e.g., they have
rated a venue but omitted to review it) and therefore we cannot extract opinions,
we apply the collaborative-filtering principle and we use reviews from other users
with similar interests and tastes. Our intuition is that a user’s opinion regarding
an attraction could be learned based on the opinions of others who expressed
the same or similar rating for the same venue. To do this we exploit information
from multiple sources and combine them to gain better performance. We report
the results of our participation in the TREC Contextual Suggestion Track 2015
which show how our model outperforms all the other runs by a significant margin
and is placed as the first run in the track.

The remainder of the paper is organized as follows. Section 2 reviews related
work. Then, we present our methodology in Sect. 3. Section 4 describes our exper-
iments. Finally, Sect. 5 is a short conclusion and description of future work.

2 Related Work

Recommendation systems help users to find interesting items in large collections.
These systems can be employed for recommending products (e.g., books, songs),
information (e.g., news and blog articles), or venues (e.g., restaurants, pubs). In
recent years, due to the availability of Internet access on mobile devices, there
has been a large interest in venue recommendation and contextual suggestion [6]
given that the context would be easily provided by the mobile device.

Recommendation algorithms can be divided into four categories: content-
based approaches, rating-based collaborative filtering, preference-based product
ranking, and review-based approaches [3].

Content-based approaches build user and item profiles based on items’ con-
tents (i.e., description, meta-data, keywords) and measure the similarity between
the profiles. In [12], the authors applied Part-of-Speech (POS) tagging to the
venues’ descriptions in order to get the most informative terms which are then
expanded using the synonyms from WordNet!. Venues’ description and cate-
gories can be helpful to infer users’ preferences and, in particular, the type of

! WordNet - http://wordnet.princeton.edu.
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places the user likes, but they do not enable understanding the reasons behind
a positive or negative rate of the user for a venue, and this is considered one of
the limitations of such approaches.

Rating-based collaborative filtering approaches are based on finding out com-
mon features among users’ preferences and recommending venues to people with
similar interests. These models are usually based on matrix factorization for
dealing with huge collections of data, and they mostly use check-in data for
recommending places [4,9]. The usual assumption is that if the user goes to a
place multiple times, she probably likes it, but this does not take into account
the users’ ratings and their reviews. In [11], the authors utilize factorization
machines to leverage the feedback of the user as well as contextual information
for improving the venue recommendation. These approaches usually suffer from
the data-sparsity problem.

Preference-based product ranking is applied when an item (venue) can be
described as a set of attributes such as price, view, staff, etc. A user can be
modeled as a weighted combination of all the attributes that represent how
much a particular user cares about a specific attribute and/or how it affects a
user’s opinion about an item (venue) [3]. Unfortunately, due to the lack of such
data, such techniques cannot be applied to the venue-recommendation scenario.

Review-based approaches aim to build enhanced user profiles using their
reviews. When a user writes a review about a venue, there is a wealth of infor-
mation which reveals the reasons why that particular user is interested in a venue
or not. Chen et al. [3] state three main reasons for which the reviews can be ben-
eficial for a recommender system: (1) extra information that can be extracted
from reviews enables a system to deal with large data sparsity problem; (2)
reviews have been proven to be helpful to deal with the cold-start problem; (3)
even in cases when the data is dense, they can be used to determine the quality
of the ratings or to extract user’s contextual information. As an example, Hariri
et al. [10] tried to predict user’s context from their reviews about venues by
learning a Labeled Latent Dirichlet Allocation model on a dataset from TripAd-
visor and using the predicted contextual information to measure the relevance
of a venue to a user.

Researchers, observing the effectiveness of reviews for recommending venues
[2,7], have been motivated to model the users based on reviews. To overcome
the problem that for some users there might be no reviews, Yang et al. [14]
demonstrated how it is possible to get improved recommendations by modeling
a user with the reviews of other users’ whose tastes are similar to the ones of
the target user. In particular, they modeled users by extracting positive and
negative reviews to create positive and negative profiles for users and venues.
The recommendation is then made by measuring and combining the similarity
scores between all pairs of profiles. Inspired by their work, we also use reviews
of users with similar tastes, but instead of applying a simple similarity measure
between venues and users, we use a binary classification.

In this paper, we propose a novel method for recommending venues that
builds up on two models: a category-based user model to answer the question
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“what kind of places would a user like?” and a review-based user model, which
answers the question “why would a user like a place?” Differently from other
works, we combine the venues’ content and the users’ reviews to get better rec-
ommendations. Moreover, to overcome the problem of the lack of users’ reviews
from which it is possible to extract users’ opinions we rely on the basic assump-
tion of collaborative-filtering [13] and we assume that similar users tend to share
similar ratings for the same venue.

3 User Modeling

In this section we firstly describe the user model based on the venues’ categories
and keywords extracted from Foursquare’s tastes. Then, we present how to model
the user with opinions extracted from reviews.

3.1 Content-Based User Model

Categories of venues represent a valuable source of information that can be
used to infer the types of places a user may like or dislike. Moreover, in cases
where users do not provide any reviews or these are not sufficient to model their
preferences, categories represent the only resource we can leverage to make venue
recommendations.

To model the user’s interests using venue categories, we adopt a frequency-
based approach. For simplicity we describe how we model the positive categories,
while the negative-category model is built similarly. We design Algorithm 1 to
calculate the category frequencies (cfp,s) and build a positive category model
for each user. Let V = {vy,...,vp} be the set of venues which were positively
rated in the user’s history. Each place is associated with a set of categories,
C(v) ={c1,...,c,}. We assume that if the user rated a venue positively, she also
liked the corresponding categories. So, let CM,,s be the set of positively rated
categories, which is made of all the categories of the venues belonging to V.. We
compute the frequency of these categories by counting the number of times a user
rated the category positively: count(c;) =>_, cv >¢, ec(w,) 0(¢j, k), where

5( ) 1 ifej=cp
Ci, CL) =
P00 i e # e

Each category frequency in the positive (negative) category model is normalized
in order to have a score between 0 and 1. Note that the users may have rated
the same category with different scores depending on the venues they liked or
disliked.

Given a user u and a venue v, the category-based similarity score Scar(u,v)
between them is calculated as follows:

Scon(u,v) = Z clpos(ci) — chheg(cs), (1)
c; €C(v)
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Algorithm 1. User Positive Category Modeling
for all v; € V do
for all ¢; € C(v;) do
if ¢; ¢ CMpos then
CMpos +— CMpos U ¢;
count(c;) = 32, cv Xoep ey 0(Cis Ck)
N = ZUSEV chec(us) 1
cfpos(c;) = count(c;)/N
end if
end for
end for

where cfy,,s and cf,., are respectively the positive and negative categories’ fre-
quencies.

Foursquare’s Taste Keywords. The previous model can be enriched by using
special terms extracted from users’ reviews about a venue. Foursquare provides a
list of keywords, also known as “tastes” to better describe a venue. As an exam-
ple, ‘Central Park’ in ‘New York City’ is described by these taste terms: picnics,
biking, trails, park, scenic views, etc. Such keywords are very informative, since
they often express characteristics of a venue, and they can be considered as a
complementary source of information for venue categories.

Table 1 shows all taste keywords and categories for a sample restaurant on
Foursquare. As we can see, the taste keywords represent much more detailed
information about the venue compared to categories. The average number of
taste keywords for venues (8.73) is much higher than the average number of
categories for venues (2.8). It suggests that these keywords could describe a
venue in more details compared to categories.

Consequently, we consider these keywords as a complementary source of infor-
mation for categories and use the same frequency-based approach to further
enrich the user model. Given a user u and a place to recommend v we compute
the similarity score with this category-based model enriched with Foursquare’s
taste terms as we did for the simple category-based model (see Eq.1) and we
call it Sar(u,v).

3.2 Review-Based User Model

We believe that modeling a user solely based on content of venues she visited or
liked is very general and would not allow to understand the specific reasons for
which a user liked or disliked a place. For example, consider a user who rated
two venues belonging to the same categories Restaurant, Italian, and Pizza, with
a positive and a negative rating, respectively. Looking only at the category and
at the rates, we cannot know if the user does not like Italian restaurants and
pizza places in general, or if she did not appreciated the second venue for some
other reasons (e.g., food quality, service). In order to understand why the user
liked or disliked a venue, we need to determine the reasons behind a positive
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Table 1. A sample of taste keywords and categories for a restaurant.

Taste keywords | pizza, lively, cozy, good for dates, authentic, casual, pasta, desserts
good for a late night, family-friendly, good for groups, ravioli,
lasagna, salads, wine, vodka, tagliatelle, cocktails, bruschetta

Categories pizza place, italian restaurant

or negative rating. This is only possible if reviews are available. In particular,
analyzing the text of the reviews, we can observe that the user rated positively
the first venue, because she appreciated the food and the kind service, while she
did not like the second venue because of the food quality and the location.

So, to figure out for which reasons the user expressed an opinion we need
to know the user’s reviews about the rated venues. Unfortunately, there is often
a lack of explicit reviews from the users, so we tried to overcome this problem
by using opinions expressed by other users who rated the venue with a similar
score. Lacking any other information, our intuition is that a user liked/disliked
a place for the same reasons that others liked /disliked that place. Although this
assumption might not be perfect and might not always be valid, it provides the
best way to model users in case we lack other information.

Binary Classification. For each user, we build a model by training a binary
classifier with the positive and negative reviews of previously visited venues. We
decided to use a binary classification, because we assume that a user, before
planning a trip or trying a new venue, would read the online reviews of other
users to have an insight on the places of interest. Suppose that the user would
like to try a restaurant and, in order to decide whether it is worth to go or not,
she checks the online reviews of other customers. The user may have a positive
or negative idea about the restaurant depending on the ratings and comments
of other people.

Subsequently, if the user rates the restaurant positively, we can assume that
her judgment after reading positive reviews about the venue was positive, so she
tried it and expressed an opinion similar to the other customers. An alternative to
binary classification would be a regression model, but we decided not to adopt it
for two reasons. First, as explained before, when users make their minds reading
online reviews they have to take a binary decision: like or dislike that same place.
Secondly, due to the sparsity of the dataset, a binary discrimination of venues
and reviews helps our system to model users more accurately.

Support Vector Machine. SVM was first introduced by Cortes and Vapnik [5],
and it is considered one of the most powerful supervised classifiers in machine
learning. The SVM classifier model deals with binary-classification problems
in which the training data is supposed to be divided into two classes using a
hyperplane which is defined by a number of support vectors. The underlying idea
behind supervised learning approaches is to learn from training examples. SVM
finds optimal separated hyperplanes for a binary classification problem through
mapping of the input vectors into a high-dimensional feature space in a nonlinear
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manner. [t constructs a linear model for estimating the decision function based on
the support vectors. In case the training data is linearly separable, SVM results
in an optimal hyperplane with maximum margin between the hyperplane and
the training samples which are closest to the hyperplane, namely, the support
vectors.

Our problem can be easily mapped to a binary-classification problem, as
a user either likes or dislikes a venue, so we can apply successfully the SVM
classifier. We separate relevant and non-relevant suggestions for each user into
two classes, y; € {—1,1}, and the number of labeled training examples is N.
Therefore, the training examples are (x1,¥1), ..., (Xn,yn), X € R? where d is
the number of features for each instance. The decision function without using a
kernel for linearly separable training data is:

y; = sign(w* ex; —b),

where z; is an unknown vector, e represents the dot product, and w* is:

r
*
W= E Q;YiXq,
i=1

where 7 is the number of nonzero a’s.

In order to find the optimal discriminant hyperplane, one needs to find the
optimal weight vector w* such that |[w*|| is the minimum. This operation can
be done using Lagrangian Multipliers.

Our preliminary experiments show that among all possible kernels for SVM,
linear kernel exhibits the best performance, so we choose linear kernel to train
SVM classifier.

Training the Classifier. As we will explain in Sect. 4.1, for the training we
used example suggestions, basically venues rated by users. In particular, pos-
itive training samples are extracted from positive reviews of positive example
suggestions, while negative samples are from negative reviews of negative exam-
ple suggestions. Note that we ignore the middle rate, which corresponds to a
neutral opinion. We ignore negative reviews of positive example suggestions and
positive reviews of negative example suggestions since they are not supposed to
contain any useful information as they do not share the same perspective about
a particular place.

As classifiers we used Support Vector Machine (SVM) and Naive Bayes clas-
sifier. We consider the TF-IDF score for each term as our feature vector, since it
indicates the importance of each term to the users. Moreover, it provides a good
means to filter out off-topic and noisy terms from reviews. In short, given a user
u and candidate suggestion p, the similarity score between them, Spas(u,p), is
the value of the decision function of the SVM classifier or the confidence score
of the Naive Bayes classifier.

3.3 Venue Ranking

To rank venues for each user, we combine all scores described above. We calculate
a linear combination of all the scores for each (user, venue) pair. The similarity
score between a user, u, and a venue, v, is calculated as follows:
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SIM (u,v) = o X Sp P (u,v) + B x SE{ser (u, v)

2
+n x St (u,v) + v x Spar(u,v), @

Yel ; :
where S¢ 3/ (u,v) and SELEUSOT (u,v) are the scores based on the categories

from Yelp and TripAdvisor, respectively. Stas(u,v) is the score achieved with
Foursquare’s taste keywords, and Sps(u, v) is the score computed using reviews
of users (see Sect.3.2). The weights «, 3, 1, and «y are assigned to the scores to
balance the impact of each of them in the final similarity. Finally, for each user
u the venues are ranked based on STM (u,v) similarity score.

4 Experiments

This section describes the dataset, the experimental setup for assessing the per-
formance of our methodology, and the experimental results.

4.1 Dataset and Experimental Setup

Our experiments were conducted on the collection provided by the Text
REtrieval Conference (TREC) for the Batch Experiments of the 2015 Contex-
tual Suggestion Track?. This track was originally introduced by the National
Institute of Standards and Technology (NIST) in 2012 to provide a common
evaluation framework for participants that are interested in dealing with the
challenging problem of contextual suggestions and venue recommendation.

In short, given a set of example places as user’s preferences (profile) and con-
textual information (e.g., the city where the venues should be recommended),
the task consists in returning a ranked list of 30 candidate places which match
the user’s profile. Regarding the user context, it may contain the following infor-
mation: trip type (business, holiday, or other), trip duration (night out, day trip,
weekend trip, or longer), group type (alone, friends, family, or other), and season
(winter, summer, autumn, or spring). Moreover, user’s age and gender may also
be included. While the user profiles consist of a list of venues a particular user
has already rated. The ratings range between 0 (very uninterested) and 4 (very
interested).

The collection, provided by TREC, consists of a total 9K distinct venues
and 211 users. For each user, the contextual information plus a history of 60
previously rated attractions are provided. Additionally, for our experiments, we
gathered information about the venues and their corresponding reviews from
three LBSNs. In particular, we extracted the venues’ categories from Yelp and
TripAdvisor, the taste keywords from Foursquare, and the reviews from Yelp.

Given a user and a list of 30 candidate suggestions, the recommendation
system ranks them. Such generated ranking is then evaluated using relevance
assessments, which provide information about whether a given candidate sug-
gestion is relevant to a user or not.

2 https:/ /sites.google.com /site/treccontext /trec-2015.
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Table 2. Results for our methods compared with other competitors and TREC median
scores. CatRev-SVM denotes our submitted system which uses SVM classifier and
CatRev-NB denotes our submitted system which uses Naive Bayes classifier.

Approach P@5 Rank | P@5 MRR
CatRev-SVM | 1 0.5858 | 0.7404
CatRev-NB 7 0.5450 |0.6991
BASE1 2 0.5706 |0.7190
BASE2 3 0.5583 | 0.6815
TREC Median 0.5090 |0.6716

Our ranking of recommendations is done as described in Sect. 3.3. In order to
find the optimum setting for the weights associated with each score of Eq. 2, we
conducted a 5-fold cross validation that leads to the following setting: o = 1.0,
6 =0.3,7=0.3, and v = 1.0. As we can see from the values of the weights,
Yelp dataset is more significant than TripAdvisor for the categories, and the
opinion-based model has a bigger impact on the score, as well.

4.2 Results and Discussions

We demonstrate the effectiveness of our model by reporting and analyzing in
details the official results of the TREC 2015 Contextual Suggestion Track [6].
We report the performance of our models as well as the two top ranked models
reported in the track, briefly comparing the approaches.

The first model is an approach based on collaborative filtering (BASE1)
presented in [11]. More specifically, they use factorization machine for venue
recommendation. The instances which are fed into the factorization machine
are composed of three blocks representing user, context, and venue features.
The second one is a similarity-based approach (BASE2) presented in [14]. They
create profiles for users and venues using reviews and measure the similarity
between the profile pairs to rank the venues. We also compare our results with
the median performance of all submitted runs to TREC (TREC Median). In
Table 2 we report the values of P@5 (precision-at-5) and MRR (Mean Reciprocal
Rank) for our two classifiers: Support Vector Machine (CatRev-SVM) and Naive
Bayes (CatRev-NB), and for the competitors. We run t-test for CatRev-SVM
and CatRev-NB and the results were statistically significant at p < 0.001. Note
that we could not carry out the t-test for the BASE1 and BASE2 approaches,
since we do not have the rankings from the other competitors.

Results in Table 2 demonstrate that both our models perform well compared
to TREC median. Specifically, the methodology which utilizes SVM classifier to
model a user based on reviews performs best compared to all other submitted
runs to TREC and is ranked as top 1 [1,6]. It confirms that our approach of
modeling user with reviews from similar users using a machine learning classifi-
cation algorithm and combining it with other content-based scores is effective for
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Fig. 1. CatRev-SVM: Precision for different values of k = 1, 2, 3, ..., 30.

venue recommendation. Better results, however, can be achieved by SVM clas-
sifier, since it is more suitable for text classification, which is a linear problem
and feature vectors are high dimensional with weights. Moreover, the advantage
of linear SVM is that the execution time is very low and there are very few
parameters to tune.

It is also worth noting that in several cases there is a lack of negative reviews
about venues and the sizes of the positive and negative sets differ significantly.
Most of the classification algorithms do not perform well with unbalanced sets,
because they tend to correctly classify the class with the larger number of train-
ing samples and lower down the overall error rate. However, SVM does not suffer
from this, since it does not try to directly minimize the error rate but instead
tries to separate the two classes using a hyperplane maximizing the margin. This
makes SVM relatively intolerant of the relative size of each class.

In Fig.1 we show the behavior of precision for CatRev-SVM at different
k=1,2,3,...,30. As we can see, the higher precision is achieved with lower k
values, and this is desirable since users on their mobiles are more likely to select
a venue on the top of the list.

We report in Fig. 2 the distribution of venues over 30 of the most liked types
of venues in the dataset. As we can see, the most visited places are American
Restaurant (10% of the dataset), Park (6% of the dataset), followed by Bar
(5% of the dataset). The figure also shows the number of suggested venues that
are liked by the user (the lighter bar). Note that the bars are ordered by their
number of likes from left to right.

Following our previous work [12], we calculate a liked rate for each type of
venue. It is the percentage of suggested venues that are liked by all the users.
This percentage is shown on the top of each bar. We could observe that the Plaza
category is the one with the highest liked rate (75 %), followed by Beach (73 %)
and Trail (71 %). Frequently visited categories, such as American Restaurant and
Park, have a liked rate equal to 50 % and 61 %, respectively. The least categories
in term of liked rate are Sandwich Place (30 %) and Café (39 %). It is also worth
noting that according to this figure, the number of users who liked American
Restaurant is more than Park; however, Park category has a significantly higher
liked rate than American Restaurant. Note that we cut the long-tail categories,
namely, the categories that are not frequently liked, and we did this study only
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Fig. 2. Distribution of the number of suggestions the users Liked and Not Liked for the
30 different types of venues. The categories are ordered by the number of liked venues
belonging to that particular category. The percentage of liked venues (liked rate) of all
suggested venues for each category is written on top of their corresponding bar.

on top 30 liked categories. This study suggests that using a prior probability
over categories could potentially benefit a recommender system, and we plan to
further explore this direction in a future work.

5 Conclusions and Future Work

In this paper we proposed a simple but novel approach for recommending venues.
We used frequency-based scores in order to model users’ interest and venues, and
we enriched the model using users’ opinions extracted from reviews written by
similar users. Experimental results corroborated the effectiveness of our approach
and, although simple, our system managed to outperform all other submitted
systems in the TREC 2015 Contextual Suggestion track. This proves the effec-
tiveness of our model compared to state-of-the-art systems under exactly the
same settings.

As future work, we would like to propose new scores for other contextual
signals that are available in the dataset, such as the ¢rip type and duration, group
type and season. Furthermore, we would like to enrich the model by including
the preference tags that a user indicates when she rates a venue. One possible
way to include them is to find a mapping between them and Foursquare’s taste
keywords using an iterative algorithm. Finally, it would be interesting to try
different Learning to Rank approaches for combining different scores.
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Abstract. In this paper, we present a novel perspective to address rec-
ommendation tasks by utilizing the network representation learning tech-
niques. Our idea is based on the observation that the input of typical
recommendation tasks can be formulated as graphs. Thus, we propose to
use the k-partite adoption graph to characterize various kinds of informa-
tion in recommendation tasks. Once the historical adoption records have
been transformed into a graph, we can apply the network embedding
approach to learn vertex embeddings on the k-partite adoption network.
Embeddings for different kinds of information are projected into the same
latent space, where we can easily measure the relatedness between mul-
tiple vertices on the graph using some similarity measurements. In this
way, the recommendation task has been casted into a similarity evalu-
ation process using embedding vectors. The proposed approach is both
general and scalable. To evaluate the effectiveness of the proposed app-
roach, we construct extensive experiments on two different recommen-
dation tasks using real-world datasets. The experimental results have
shown the superiority of our approach. To the best of our knowledge,
it is the first time that a network representation learning approach has
been applied to recommendation tasks.

Keywords: Recommender systems + Network embedding * Item recom-
mendation - Tag recommendation

1 Introduction

In recent years, recommender systems have played an important role in helping
match users with information resources [4]. Various recommendation algorithms
have been developed in the past years [1], including collaborative filtering meth-
ods, content-based methods, and hybrid methods. Collaborative filtering meth-
ods build a model from a user’s past behaviors as well as decisions made by
other similar users. Content-based methods extract a set of important features
of an item in order to recommend ne