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Preface

The Second International Conference on Technologies and Innovation (CITI 2016) was
held during November 23–25 2016, in Guayaquil, Ecuador. The CITI series of con-
ferences aims to provide an international framework and meeting point for profes-
sionals who are mainly devoted to research, development, innovation, and university
teaching in the field of computer science and technology applied to any important field
of innovation. CITI 2016 was organized as a knowledge-exchange conference con-
sisting of several contributions about current innovative technology. These proposals
deal with the most important aspects and future prospects from an academic, innova-
tive, and scientific perspective. The goal of the conference was the feasibility of
investigating advanced and innovative methods and techniques and their application in
different domains in the field of computer science and information systems that rep-
resent innovation in current society.

We would like to express our gratitude to all the authors who submitted papers to
CITI 2016, and our congratulations to those whose papers were accepted. There were 65
submissions this year. Each submission was reviewed by at least three Program Com-
mittee (PC) members. Only the papers with an average score of ≥ 1.0 were considered
for final inclusion, and almost all accepted papers had positive reviews or at least one
review with a score of 2 (accept) or higher. Finally, the PC decided to accept 21 full
papers.

We would also like to thank the PC members, who agreed to review the manuscripts
in a timely manner and provided valuable feedback to the authors.

November 2016 Rafael Valencia-García
Katty Lagos-Ortiz

Gema Alcaraz-Mármol
Javier del Cioppo
Nestor Vera-Lucio
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A Knowledge-Based Platform
for the Development of Critical

Thinking Abilities

Carlota Delgado-Vera(&), Maritza Aguirre-Munizaga,
Evelyn Solis-Avíles, Andrea Sinche, and Néstor Vera-Lucio

Faculty of Agricultural Sciences, Computer Science Department,
Agrarian University of Ecuador, Av. 25 de Julio y Pio Jaramillo,

P.O. BOX 09-04-100, Guayaquil, Ecuador
{cdelgado,maguirre,esolis,asinche,

nvera}@uagraria.edu.ec

Abstract. Critical thinking is closely related to the main objectives in current
educational reforms worldwide. It permits to develop cognitive skills of inter-
pretation, analysis, evaluation, inference, explanation, and auto-regulation,
which are essential in today’s job market. Critical thinking is being implemented
in different e-learning platforms with outstanding results. This paper presents an
ontology-based platform for the development of critical thinking in universities.
The platform is divided into three main modules: user management, course
management and learning resources repository. A case study in the Agrarian
University of Ecuador is presented and the results obtained by the use of the
developed platform are promising.

Keywords: Critical thinking � Knowledge-based systems � Learning
resources � Ontologies

1 Introduction

The development of critical thinking [1] is gaining momentum in e-learning systems,
because it is closely related to some of the main objectives of the current educational
reforms, such as the creation of civic and ethical skills. Besides, professionals are
required to have new skills related to the permanent learning and the development of
the scientific thought.

Some studies reveals the importance of critical thinking and investigation skills in
higher education students that permit them to analyse, interpret and evaluate how theory
can be applied to practice [2].

In fact, critical thinking is being implemented in different e-learning environments
[3] with very satisfactory results.

Formation of critical thinking is linked to the creation of capacities for lifelong
learning, research, innovation and creativity [4]. It generates active and scientific
minds, training students in reasoning, the logical thinking, the detection of fallacies, the
intellectual curiosity, and problem solving. There are studies focused on the analysis of

© Springer International Publishing AG 2016
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the efficiency of stimulating the critical thinking in academic subjects such as the work
presented in [5].

On the other hand, knowledge-based technologies provide a consistent and reliable
basis to face the challenges for organization, manipulation and visualization of the data
and knowledge, playing a crucial role as the technological basis of the development of
a large number of information systems [6]. In this context, an ontology defines a set of
representational primitives allowing to model a domain of knowledge or discourse [7].
Nowadays, the use of ontologies in knowledge-based systems has significantly grown,
becoming an important component in enhancing the Web intelligence and in sup-
porting data representation. Indeed, ontologies are being applied to different domains
such as Biomedicine [8], Finance [9], Innovation Management [10], Cloud computing
[11, 12] and recommendation [13, 14], among others.

This paper is structured as follows: Sect. 2 describes some related work. Section 3
introduces the platform presented in this paper, where the architecture design, modules
and interrelationships of the proposed approach are described. The evaluation of the
platform is explained with a case study in Sect. 4. Finally, conclusions and future work
are presented in Sect. 5.

2 Related Work

Critical thinking is an intellectual process that, in a decisively, deliberately and
self-regulated way seeks to reach a reasonable judgment, a process that is characterized
by an honest effort of interpretation, analysis, evaluation. Besides, the judgment can be
explained or justified based on evidence, contextual considerations and criteria.

Thinking critically mainly requires a set of intellectual and personal skills that can
be applied to different domains such as software development [15]. Other works, such
as the one presented in [16], focus on the use of critical thinking for the development of
cognitive abilities through an interactive methodology.

For the purpose of this research the Delphi method [17] was taken as a reference.
This method exposes that critical thinking develops cognitive skills of interpretation,
analysis, evaluation, inference, explanation, and auto-regulation. These skills are
characterized when an intellectual process of high level is manifested.

The fundamental skills of critical thinking in education are absolutely necessary to
obtain the capacity for analysis, evaluation and the reflexive formulation of arguments.

Educators must be aware of the necessity to promote the critic thinking in students
to face effectively the new social and technological changes of the modern world. As it
has been done in previous research [18], it is necessary to design and implement
proposals or cognitive intervention software programs to develop the critical thinking
into different education levels. In Fig. 1 the critical thinking skills are shown and
explained.

• Verbal reasoning and argument analysis skills: They allow to identify and evaluate
the quality of ideas, coherent conclusions of an argument.

• Hypothesis testing: Hypotheses are tentative ideas that represent possible solutions
or explanatory reasons for a fact, situation or problem. They can explain, predict

4 C. Delgado-Vera et al.



and control events of daily life. Hypothesis approaches promote new arguments that
facilitate the construction of learning either by checking or contrasting processes.

• Probability and uncertainty skills: They determine quantitatively the possibility that
a given event may occur, in addition to analyzing and evaluating different alter-
natives that are necessary for decision making in a given situation, according to the
advantages and disadvantages of this event.

• Decision making and problem solving skills: They allow to exercise reasoning
abilities in the recognition and definition of a problem from certain data, in the
selection of relevant information. Besides, they permit to contrast different alter-
native solutions and their results.

3 The Knowledge Based Platform

In this section the knowledge-based methodology and platform developed in this
research is explained. This system is a web-based platform that was developed through
a planned process and according to the curriculum defined by the National Secretary of
Higher Education, Science, Technology and Innovation (SENESCYT1) entity, which
deals with basic processes of thought, understanding, reading, communication, and
verbal reasoning allowing a better development.

Three different roles exist in the platform: the administrator, the teacher and student
role. Different modules were developed for each role. For example the main func-
tionality of the administrator is related to the courses and users (teachers and students)
management. Teachers can develop different processes and teaching resources, such as
units, video tutorials and exercises to encourage critical thinking in the students.
Finally, students can access to the learning resources and assessment. These resources
consist of the design of a website, or the presentation of activities, games and videos,
which enables users to develop skills interacting with the platform.

The development of the web application was based on the philosophical tendency
called constructivism and meaningful learning [19] where the student learns by doing
and building. The platform architecture is shown in Fig. 2.

The platform is basically composed of three modules: user management, course
management and learning resources repository. The user management module permits

Fig. 1. Critical thinking skills

1 http://www.educacionsuperior.gob.ec/.

A Knowledge-Based Platform for the Development 5

http://www.educacionsuperior.gob.ec/


to manage users that will access to the system. The course management module permits
to introduce different learning contents and learning resources for a specific course.
Finally, the learning resource repository stores the learning resources published by
teachers and they can be shared among different courses. More concretely, this
repository is a large repository of exercises that can help in the development of critical
thinking. There are different kinds of exercises: exercises for expanding and contraction
of ideas, basic thinking processes, reading comprehension, verbal reasoning, and
numerical reasoning. This classification is based on the work proposed in [16].

The learning resources repository uses an ontology to semantically represent each
learning resource. This ontology contains information about the different kinds of
resources and some terminology about the content of the resource. Figure 3 shows an
excerpt of the domain ontology and some details of this ontology are shown in Table 1.

Fig. 2. System architecture

Fig. 3. Excerpt of the domain ontology

6 C. Delgado-Vera et al.



Students can access and interact with the system, by doing the activities and finding
results of the evaluations, including the number of questions answered, and the number
and percentage of hits. In addition, the student can access to a series of videos that are
related to the development of critical thinking skills. In Figs. 4 and 5 two screenshots
of the user interface are shown.

This whole process will help students strengthen their knowledge, abilities, asso-
ciated attitudes to the styles of convergent and divergent thinking, and logical, critical
and creative reasoning, which are required for acting as critical and responsible learning
managers through continuous personal growth.

Table 1. Details of the ontology

Ontology

Classes 210
Datatype properties 4
Object properties 16
Subclass_of relationships 234
Max. Depth of Class Tree 5
Min. Depth of Class Tree 2
Avg. Depth of Class Tree 3
Max. Branching Factor of Class Tree 9
Min. Branching Factor of Class Tree 1
Avg. Branching Factor of Class Tree 4

Fig. 4. Screenshot of the web application

A Knowledge-Based Platform for the Development 7



4 Case Study

To evaluate the proposed methodology a teaching experience was performed in the
introductory course of the Computer Science degree of the Agrarian University of
Ecuador. Thus, different learning resources, such as video tutorials, logical exercises,
reasoning activities and other tests were developed. These resources were related to
introductory concepts in computer science such as binary code, algebra and algorithms.
The course was taught by 4 professors and they suggested different activities to
encourage the students’ critical thinking development.

At the end of the teaching experiment students were asked to answer an opinion
poll in order to show their perceptions, and whether the different practical works had
allowed them to improve their critical thinking. This poll is based on the work pre-
sented in [20], and up to 100 students participated during 2015-2016. The opinion poll
consisted of different questions (see Table 2) related to the experience. Our students
evaluated each question by choosing a value between 1 and 5, where 1 means strongly
disagree, 2 disagree, 3 neutral, 4 agree and 5 strongly agree. The students’ evaluation is
shown in Table 3 and Fig. 6.

As it can be seen in Table 3 the average of all questions is over 4, which means that
students agreed with all the issues asked. In particular, the best results were obtained
for questions 4 and 8 with an average of 4.54. On the other hand the worst results were
obtained for questions Q6, Q7, Q12 and 16 with an average of 4.06, 4.04, 4.08 and
4.08, respectively. Finally, it is worth noting that the last three questions (Q18, Q19 and
Q20) - more related to the experiment - obtained a very good mark, showing that
students agree with the usefulness of the proposed framework.

Fig. 5. Screenshot of the web application

8 C. Delgado-Vera et al.



The mode is also shown in Table 3. All the questions obtained a mode of 4 or 5,
suggesting that the majority of students who answered the survey marked 4 or 5 in each
question, so that they agree and strongly agree, respectively, with the proposed questions.

Other conclusions of the survey are that 94 % of students think that critical thinking
development contributes to improving the responsibility in students. In addition, 88 %
answered that the use of ICTs improves people’s quality of life through the generation,
dissemination and socialization of knowledge. Besides, having universal access to the
information, communication and education increases motivation, and contributes to the
development of critical thinking skills. In fact, 84 % believe that these ICTs tools
ensure the understanding of academic content, as well as the explanation of complex
instructions.

Table 2. Questions of opinion poll

N Question

Q1 Do you think that critical thinking contributes to understanding, giving opinion,
deducing or judging any situation in a correct way?

Q2 Do you think that the development of critical thinking helps in the teaching and
learning process?

Q3 Do you think that critical thinking helps to improve the students’ learning process and
academic performance?

Q4 Do you think that the development of critical thinking abilities is very important at
every educational level?

Q5 Do you think that the use of ICTs allows to generate, disseminate and socialize
knowledge?

Q6 Do you think that ICTs assure the students’ understanding?
Q7 Do you agree that ICTs facilitate the complex instructions explanation?
Q8 Do you agree that ICTs permit the development of interactive classes?
Q9 Do you think that ICTs estimulates the students’ motivation for learning?
Q10 Do you agree that ICTs contributes to universal information, communication and

learning access?
Q11 Do you think that ICTs improve people’s quality of life?
Q12 Do you think that ICTs allows the use of images for education?
Q13 Do you think that the use of ICTs improves the students’ memory?
Q14 Do you think that ICTs facilitate learning and contribute to the development of critical

thinking abilities?
Q15 Do you think that it is better to do practical exercises using ICT than manually?
Q16 Do you think that the use of multimedia tools contributes to critical thinking

development?
Q17 Do you think that critical thinking abilities can be obtained through logical excercises?
Q18 Do you think that the proposed activities in the system improve the students’ critical

thinking?
Q19 Do you think that video tutorials contribute to critical thinking development?
Q20 Do you think that the proposed system contributes to the development of critical

thinking abilities?

A Knowledge-Based Platform for the Development 9



On the other hand, many students prefer to develop reasoning exercises by using
ICTs because the use of images and multimedia features contributes to the development
of critical thinking. Furthermore, video tutorials and logical reasoning exercises
favorably improve the intellectual and academic performance of students improving
these skills themselves.

Table 3. Opinion poll results

Question 5 4 3 2 1 Average Mode

1 48 48 4 0 0 4.44 5
2 48 48 4 0 0 4.44 5
3 48 46 6 0 0 4.42 5
4 58 38 4 0 0 4.54 5
5 52 36 12 0 0 4.4 5
6 22 62 16 0 0 4.06 4
7 20 64 16 0 0 4.04 4
8 58 38 4 0 0 4.54 5
9 52 36 12 0 0 4.4 5
10 40 48 12 0 0 4.28 4
11 40 48 12 0 0 4.28 4
12 26 56 18 0 0 4.08 4
13 46 48 6 0 0 4.4 4
14 40 48 12 0 0 4.28 4
15 48 50 2 0 0 4.46 4
16 24 60 16 0 0 4.08 4
17 36 62 2 0 0 4.34 4
18 48 50 2 0 0 4.46 4
19 48 44 8 0 0 4.4 5
20 48 46 6 0 0 4.42 5

Fig. 6. Results
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5 Conclusion and Future Work

The development of critical thinking skills is gaining momentum in e-learning envi-
ronments and experts believe that these skills have to be developed in all the educa-
tional levels. This paper presents a knowledge-based methodology to promote critical
thinking skills development in all courses in order to educate future critical profes-
sionals that are capable to solve problems taking into account the current social
changes. This methodology was implemented on a web-based platform and an eval-
uation of the platform was done in the introductory course of the computer science
degree of the Agrarian University of Ecuador. The platform allows students to improve
their level of critical thinking, by encouraging them to build their own knowledge
based on different exercises posed in the system.

The case study presented in this work reveal that students believe that systems for
promoting critical thinking in university courses are useful and should be implemented in
other universities and courses. For that, a survey of 10 question was answered by 100
students of the computer science degree of the Agrarian University of Ecuador. The
results show that almost all the students agreed the questions proposed by this case study.

The platform will allow teachers to propose different activities to improve the
students’ cognitive skills. However, the platform only permits to develop closed
questions. As future work, it is planned to introduce some intelligent methodologies to
automatically evaluate open questions like the work presented in [21]. In this work,
semantic web and natural language processing technologies are applied for the auto-
matic evaluation of open questions.

Finally, it is also planned to extend the case study to different courses in the same
degree in order to evaluate the platform with different students at different levels.
A statistical evaluation of the effectiveness of the platform will be also performed. We
will follow the study proposed in [22]. In this paper, a case study of a university-level
course delivered by computer conferencing examined student participation and critical
thinking is presented. It was guided by two purposes: (a) to determine whether the
students were actively participating, building on each other’s contributions, and
thinking critically about the discussion topics; and (b) to determine what factors
affected student participation and critical thinking. The results suggest that the emer-
gence of a dynamic and interactive educational process that facilitates critical thinking
is contingent on several factors: appropriate course design, instructor interventions,
content, and students’ characteristics.

Acknowledgements. We would like to thank to the Agrarian University of Ecuador that sup-
ported this project.
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Abstract. The contemporary generation of students needs to acquire compe‐
tences that help them to exercise judgment and solve problems aiming to face
current economic and technological challenges. On the basis of this under‐
standing, competence-based education with its teaching and learning
approaches has received a good deal of attention and support in recent years.
In this sense, the correct design of curriculums represents one of the main
means for the gradual and systematic formation of these competences. Despite
this fact, in Ecuador there is not a knowledge management model for compe‐
tence-based curricular design at university education level. Hence, in this
work, we propose a knowledge-based model for the design of competence-
based curriculums that allow professionals to use teaching and learning strat‐
egies that facilitate the development and demonstration of competence, thus
contributing to the academic formation of high-level professionals in Ecua‐
dorian universities. All aforementioned will be possible thanks to the imple‐
mentation of a Cloud-based platform that combines current technologies such
as social networks, data mining, and ontologies in order to provide
Ecuadorian professionals with the means for the design of competence-based
curriculums.

Keywords: Knowledge management · Ontologies · Curricular design ·
Education · Competences

1 Introduction

The contemporary generation of students needs to acquire competences that help them
to exercise judgment and solve problems aiming to face current economic and techno‐
logical challenges. A competence refers to those characteristics – knowledge, skills,
mindsets, thought patterns, and the like – that when used whether singularly or in various
combinations, result in successful performance [1]. Competence-based education with
its teaching and learning approaches has received a good deal of attention and support
in recent years [2]. In this sense, higher education institutions have focused on the
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development of individual competences through the understanding of how people learn
and how teachers can facilitate learning, and more importantly, how to apply that
knowledge to the learning environment. In summary, competence-based education
requires that teachers as experts define the necessary competences to become a fully
qualified professional. With this in mind, correct curriculum design represents one of
the main means for the gradual and systematic formation of these competences. Also,
it is necessary to highlight that both the curriculum, as well as the knowledge generated
from the curricular design process, should be disseminated among universities.

Nowadays, the Council of Accreditation, Assessment and Quality Assurance in
Higher Education (CEAACES) is the responsible for evaluating the academic quality
of higher education institutions in Ecuador. This council has awarded the highest cate‐
gory to universities that feature competence-based curriculum designs for each of the
degrees that they offer. Despite this fact, at university education level there is no knowl‐
edge management model for competence-based curricular design. Hence, in this work,
we propose a knowledge-based model for the design of competence-based curriculums
that allows professionals to use teaching and learning strategies that facilitate the devel‐
opment and demonstration of competence [3], thus contributing to the academic forma‐
tion of high-level professionals in Ecuadorian universities.

Our approach takes into account two main knowledge streams, the competence-
based curricular design and the research lines acting as a transverse axis. On the one
hand, our approach is focused on competences due to the fact that they are part of the
integral education [4], and thereby it will be covering the fourth objective (Strengthen
the capacities and potentialities of citizenship) of the National Plan for Good Living [5].
In addition, the research lines will allow the articulation of the curricular content,
because all courses will be interrelated, which in turn allows the establishment of a
permanent, purposive and proactive dialogue between teachers of the different courses
[6]. All aforementioned will be possible thanks to the implementation of a Cloud-based
platform that combines current technologies such as social networks, data mining, and
ontologies in order to provide Ecuadorian professionals with the means for the design
of competence-based curriculums.

In summary, the model proposed aims to facilitate the management of knowledge
derived from the competence-based curriculum design process, thus allowing profes‐
sionals to decide what the most appropriate content for a specific degree is, as well
as to explain, evaluate, and share such content in order to plan future content.

The remainder of this paper is structured as follows. Section 2 presents a review of
the literature concerning curricular design. Section 3 describes both the methodology
followed for designing the model for curricular design and the model as such. The tech‐
nological architecture that supports the knowledge-based model for curricular design,
its components and interrelationships are described in Sect. 4. Finally, conclusions and
future work are presented.
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2 Related Works

In the last years there have emerged several approaches that aim to improve the compe‐
tences of university students. A clear example of these efforts is presented in [7], where
the authors extensively report on the present-day curricular scope and sequence, genre-
based pedagogies, and associated assessment practices that were developed and imple‐
mented in a four-year undergraduate German program. The authors emphasized the
decisions that were made while also demonstrating the outcomes of these decisions in
the form of practicable educational efforts and products. Another example is found in
[8]. Here the authors presented a methodological guide for design and application of
curricular strategies in Medical sciences. The researchers performed a review of curric‐
ular, methodological and normative documents of different degrees. Also, they
conducted analysis and discussion sessions with groups of experts (curricular design
consultants, methodological consultants, and teachers). In [9] the authors presented a
framework focused on the alignment of interdisciplinary learning objectives. This
framework will be useful for both curricular designers and education researchers to
understand how integrated science curricula can be designed to support interdisciplinary
learning objectives. Alternatively, in [10] the authors present an analysis of the methods
to include competences in the professional profile. Furthermore, the authors concluded
that it is very important to assume the competence based approach as well as the training
of designers and the executors of the process. In [11] a project spine for software engi‐
neering curricular design is presented. This project addresses the technologically chal‐
lenging, rapidly evolving discipline that represents the software engineering education,
where engineers not only design but also construct the technology. Therefore, this
project focuses on vertical integration of project experiences in undergraduate software
engineering degree programs or course consequences. In [12] the authors discuss about
a three-year experience implementing an evolving curricular design, which is focused
on exploring how students valued different instructional methods. As conclusions, the
authors establish that educational change is best viewed through a longer term lens,
acknowledging the necessity for teachers to grow experience in implementing new
methods in the context of their institution. Finally, in [13] the researchers present an
engineering program whose main goal is to expand the engineering educational alter‐
natives in the Maine Mid-Coast region, while at the same time implementing advances
in engineering pedagogy with the aim of achieving a high level of curriculum integration.
Furthermore, the authors expect that these measures enhance the learning experience.

The above-presented works have made a significant contribution to improving the
competences of university students through the establishment of approaches focused on
curriculum design and generation at different areas such as medicine and software engi‐
neering. Despite their contributions, these works do not address all issues that our
approach aims to solve. More specifically, our approach puts the intellectual capital as
the center stage of the model proposed. This decision is based on a detailed analysis of
current state of the Ecuadorian university environment which is described in Sect. 3.
Furthermore, our approach puts special attention on creating an environment that allows
teachers, coordinators, and curricular design experts, among other professionals, to share
knowledge and experiences that allow them to design the correct curriculum based on
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the competences and needs of the students of the different degrees offered by the Ecua‐
dorian universities. This environment will be based on an architecture that integrates
current technologies such as social networks, data mining, and ontologies. This archi‐
tecture is described in Sect. 4.

3 Knowledge-Based Model for Curricular Design

The design of the knowledge-based model for competence-based curricular design was
performed following the model proposed in [14]. This model is composed by four
phases:

1. Diagnosis. Aiming to develop a successful strategy, it was necessary to know what
the current state of the organization is. Therefore, an analysis based on the strategic
position of the organization was performed. This analysis aimed to determine the
corporative resources that express the organization’s knowledge and its use in the
proposal of projects oriented to the organization’s knowledge representation, its
exploitation, as well as its use in the qualitative improvement of the organization.

2. Design. The main goal of this phase is the establishment of a logic and technique
base on which the different projects will be developed. They are oriented to the
knowledge management. Among the activities performed in this phase we find: the
development of a knowledge strategy that allows the organization to change from
its current state to the desired state; in order to carry out the aforementioned task,
the Nonaka Takeuchi [15] model was used. This model enables managing the
dynamic aspects of organizational knowledge. The central theme of this model is
that organizational knowledge is created through a continuous dialogue between
tacit and explicit knowledge.

3. Implementation. This phase aims to perform the implementation of the project as
well as to establish the basic guidelines. This phase includes activities such as the
implementation of the developed plans, and a periodic review of the strategies
through the goals and plans associated with them.

4. Evaluation. The goal of this phase consists of the evaluation of the project imple‐
mentation results, validating the knowledge strategy and providing feedback of the
diagnosis process in order to generate a new knowledge management cycle.

As a result of this phase, we identified, selected and measured the tangible and
intangible assets within universities’ degrees. The accomplishment of this task was
based on the Intelect model [16], which aims to provide relevant information that
supports the decision-making process, as well as to provide information concerning the
value of the company. This model groups intangible assets according to their nature:
human capital, structural capital and relational capital. Each asset must be measured and
managed through a dimension that integrates future and present as a dynamic and
evolving perspective of the concept [17]. Additionally, it provides a general view of the
organizational capacity for the generation of sustainable results, continuous improve‐
ment, and long-term growth. The Intelect model obtained for this work is shown in
Table 1.
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Table 1. Intelect model for the establishment of a knowledge-based model for curricular design

Present Future
Human capital
Staff: teachers, coordinators, secretaries,

curricular design experts, researchers.
Human competences: own degree, Information

and communications technology (ICT),
pedagogy, research, educational quality,
teamwork.

Leadership: degree coordinator, planning
coordinator.

Teamwork: Interdisciplinary working groups.

Improved skills: Updating of knowledge
associated with the curriculum design
process, updating of communication tools,
new ways of knowledge acquisition

Structural capital
Organizational culture: Regulations and

internal and external policies of higher
education institutions.

Business philosophy: Vision and mission of the
degree.

Organizational structure: Organization chart
of higher education institutions.

Design processes: training processes,
curricular organization, learning planning.

Knowledge capture processes: Information
management.

Dissemination and communication
mechanisms: Organizational
communication, Collaborative Social
Network.

Information Technology. Technological
architecture that supports the model.

Innovation processes: Educational innovation
of the curricular design.

Relational capital
Strategic alliances: University networks, Inter-

Institutional Agreements
Capacity improvement: Providing the bases for

higher education institutions, teacher’s
training on pedagogical innovation,
adaptive curriculum.

As we can see in Table 1, human capital assets refer to the different knowledge and
skills that university staff has. These assets represent the basis for the generation of
intellectual capital. Also, they will allow the development of a model for competence-
based curricular design. Concerning structural capital assets, we have identified the
knowledge that the organization, in this case the university, is able to systematize and
internalize and that at the beginning can be latent in the staff. It is worth noting that a
solid structural capital improves the knowledge flow across organization thus improving
its effectiveness. Finally, relational capital refers to the value perceived by the university
concerning the relations that it has with different social agents. These assets are directly
linked to the university’s ability to integrate into its socioeconomic environment and
develop collaborative networks.
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Once the current state of the universities has been analyzed, in addition to estab‐
lishing a general view of its capacity for the generation of sustainable results, continuous
improvement, and long-term growth, we establish the knowledge-based model for
competence-based curricular design. For this purpose, we took into account the curric‐
ular-design process proposed by Tobón [4], as well as the Tuning project [18]. According
to the Tobón’s process, the competences are complex performance processes that allow
addressing problems through suitability and ethical commitment. This fact demands
curricular transformation processes as well as a learning plan based on problem-solving
activities and workshops. With regards to the Tuning project, it is an independent project,
promoted and coordinated by universities in many different countries in both Latin
America and Europe. This project puts the competences at the central stage in the process
of curriculum reform and modernization. It is worth noting that competences established
by the Tuning project are taken into account by the CEAACES in order to evaluate the
different degrees offered by higher education institutions in Ecuador. Therefore, the
present model focuses on the courses of action of the Tuning project. Figure 1 presents
a general view of the proposed model for competence-based curricular design.

Fig. 1. Model for competence-based curricular design.

As we can see in Fig. 1, our approach puts the intellectual capital at the central stage
of the model proposed. The intellectual capital refers to the collective knowledge
(whether or not documented) of the individuals in an organization, in this case, of the
different kind of people involved in the curricular design process such as teachers, coor‐
dinators, secretaries, curricular design experts, researchers. At first instance, structural
capital assets such as processes of learning planning, training, and curricular organiza‐
tion, work around the intellectual capital. These assets will allow identifying and plan‐
ning learning activities that help students achieve the course goals and objectives of each
degree’s curriculum. Furthermore, they will allow selecting curriculum elements from
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the subject, the current social life and the student’s experience, then designing the
selected curriculum elements appropriately so that they can form the curriculum struc‐
ture and type. At second instance, the intellectual capital is surrounded by knowledge
management processes such as management activities, knowledge dissemination and
organizational communication. These processes will allow communicating results to
potential users as well as to gauge their effectiveness on outcomes such as knowledge
acquisition, changes in attitudes and changes in practice [19]. Finally, the model
described above will be supported by an architecture that combines current technologies
such as social networks, data mining, cloud computing and ontologies in order to provide
professionals with the means for generating competence-based curriculums. This archi‐
tecture is described in the next section.

4 Technological Architecture

As it was mentioned in the previous section, the knowledge-based model for curricular
design presented in this work needs a technological architecture that allows it to accom‐
plish the established goals. One of the most outstanding goals is the establishment of a
collaborative environment that allows professionals (curricular design consultants,
methodological consultants, researchers, and teachers, among others) to pay special
attention to the students’ learning needs and patterns, and to identify the expected
competences (knowledge, skills, professional’s behaviors), creating a supportive envi‐
ronment for learning. With this in mind, we propose a cloud-based architecture that
supports the model presented in this work. Figure 2 presents a general view of such
architecture.

Fig. 2. Technological architecture that supports the model for curricular design

20 V. Vergara et al.



The architecture proposed in this work is based on a cloud computing approach
which offers advantages such as simplified software installation and maintenance and
centralized control over versioning. Moreover, end-users can access the service
“anytime, anywhere”, share data and collaborate more easily, keeping the data safely in
the infrastructure [20]. Also, this approach has been successfully applied in works such
as [21, 22, 23]. As we can see in Fig. 2, the architecture is composed of three layers
namely: presentation layer, knowledge management layer and data layer. These layers
are described in detail in the next sections.

4.1 Presentation Layer

This layer is composed of the business model and management techniques modules. On
the one hand, the business model module refers to the activities related to knowledge
generation, curricular design and content searching. Therefore, these processes aim to
follow the plan implemented by our model to generate knowledge concerning curricular
design, and make profit from the knowledge generated i.e., designing the correct curric‐
ulum based on the competences that the students must have according to their degree.
On the other hand, the management techniques module deals with internal communi‐
cation processes as well as shared online services. The main goal of this module is to
deliver an internal communication framework that supports the internal communication
plans, as well as to ensure the correct communication among all professionals, thus
allowing them to manage and share knowledge that promote competence-based learning
in higher education.

4.2 Knowledge Management Layer

This platform focuses on the management of knowledge in curricular design along with
examples of a curriculum plan and sample modules. It is necessary to have clear evidence
of the curricular design process in order to demonstrate the correct performance of the
model. Therefore, the present module aims to consciously and comprehensively gather,
organize, share, and analyze the knowledge generated in terms of resources, documents,
and people skills. In this sense, this layer is composed of four modules: curricular content
management, knowledge and learning management, social network mining, and user
profiles management. These modules are described below.

Curricular Content Management. Curricular content represents a main level of
education quality. Therefore, this module deals with the management of all information
that describes the activities concerning the knowledge, skills, and attitudes imparted in
learning subjects, cross-cutting approaches, and extracurricular activities. The correct
management of this knowledge plays a key role on the general performance of the model
proposed due to the role of every professional involved in the curricular design process.
These professionals will be able to see what is intended and required in terms of curric‐
ulum provisions and learning results.
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Knowledge and Learning Management. This module deals with the fact that just as
human beings are unable to draw on the full potential of their brains, organizations are
generally not able to fully utilize the knowledge that they possess [24]. Therefore, this
module aims to allow professionals to acquire and create potentially useful knowledge
and make it available to all users of the platform, thus allowing to achieve the maximum
effective usage in order to positively influence the design of competence-based curric‐
ulums.

Social Network Mining. There is a constant increase in the number of people who
consider the Internet as a powerful means of communication. In this sense, the social
media mining approach has emerged as the process of representing, analyzing, and
extracting actionable patterns from social media data [25]. Nowadays, there are lots of
tools that allow to obtain and combine information from multiple sources such as social
networks [26, 27]. On the basis of this understanding, this module will allow profes‐
sionals to obtain information from academic groups established on social networks such
as Facebook. These groups will be analyzed by means of data mining techniques in order
to identify and obtain the information concerning competence-based learning in higher
education.

User’s Profile Management. As mentioned throughout this document, the compe‐
tence-based curricular design demands the support of a multi-disciplinary team of
professionals such as teachers, a curriculum design committee, and curriculum design
experts, among others. Therefore, this architecture provides a module focused on the
management of the profiles of all kind of users involved in the curricular design process.
Hence, this module is directed, at a first instance, to teachers who are now teaching or
who have not had experience in competence-based teaching and learning strategies;
learners which must be engaged and active in all aspects of acquiring the knowledge,
skills and professional behaviors needed to demonstrate practice in a specific discipline;
as well as to a curriculum design committee composed of representatives of various
university stakeholders responsible for the design process, thus providing experience to
the other professionals involved.

4.3 Ontology-Based Data Layer

The amount of information available on the Web, intranets or databases has been
steadily increased. This fact is present in this work because the curricular design
process generates a lot of information from internal sources as well as social
networks. Most of this information contained in this kind of sources is designed to
be read by humans, and not to be meaningfully manipulated by machines. In this
sense, the semantic Web has emerged as an extension of the current web, where
information has well-defined meaning which is understandable not only by humans,
but also by computers [28]. One of the most important components of the Semantic
Web are the ontologies which are viewed as a formal and explicit specification of a
shared conceptualization [29]. Also, it should be mentioned that ontology-based
knowledge bases has significantly grown and are being applied to different domains
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such as information retrieval [30] and opinion mining [31]. On the basis of this
understanding, we find the present uses of the ontology proposed in [32] in order to
represent the concepts, relationships and instances of the presentation and knowl‐
edge management layer. This layer will allow integrating semantic mechanisms that
support the decision-making process performed by professionals during the selection
of educational content and the design of the appropriate curriculum according to the
needs of the Ecuadorian university students. In summary, the ontology model used
in this layer will guide the integration and dissemination of all knowledge generated
from the model for curricular design proposed in this work.

5 Conclusions and Future Research

Nowadays, the Ecuadorian higher education institutions are being evaluated by an
academic and government organization known as CEAACES. This council has awarded
the highest category to universities that feature competence-based curriculum designs
for each of the degrees that they offer. Therefore, in this work, we presented our research
effort to provide a model for curricular design that allows professionals from different
universities to select the content needed for students to acquire the knowledge, skills
and professional behavior so that they can demonstrate practice in a specific discipline.
Also, this model is based on the learning through competences approach, on the seven‐
teen competences of the Tuning project oriented to measure the learning results, as well
as on the ones stipulated by the CEAACES in its guide for the creation and accreditation
of professional degrees.

As future work, we plan to implement the model for curricular design as well as
the architecture presented in this work at the Agrarian University of Ecuador. Further‐
more, we need to define measures for impact, and determine how this model fits with
the established pattern for curricular design in engineering programs of Ecuadorian
universities. Therefore, we plan to use quantitative and qualitative data. On the one
hand, quantitative data refer to program size, institution type, college and student
background. On the other hand, qualitative data can be collected through surveys and
interviews of all professionals involved in the curricular design process. All afore‐
mentioned information can be collected via the technological architecture proposed
in this work.

Concerning the implementation process, it must be emphasized that teaching and
learning processes in whatever type of curriculum require common goals, shared respon‐
sibility and accountability between teachers and students, and supportive environments
to maximize success. Therefore, the success of this work will require the provision of a
sense of shared purpose and concrete support of change in addition to the development
of policies that support the use of this model among the Ecuadorian higher education
institutions.
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Abstract. Nowadays, there are many healthcare systems focused on the opti‐
mization and improvement of processes such as the generation of medical records
and medical test reports. The interaction with this kind of systems is mainly done
through user interfaces that demand the use of a keyboard or a mouse, which
reduces the productivity of healthcare professionals. For example, pathological
anatomy professionals use both sight and hands to analyse a sample by means of
a microscope; therefore, the use of information systems through traditional inter‐
faces (keyboard and mouse) involves a considerable waste of time and effort. In
this sense, this work presents IXHEALTH, a multilingual platform for advanced
speech recognition that allows healthcare professionals to perform transcription
and dictation activities, as well as the definition and management of voice
commands to interact with healthcare information systems. From this perspective,
IXHEALTH was evaluated in terms of its ability to allow users to perform dicta‐
tion activities and to interact with healthcare information systems by means of
speech recognition and natural language technologies. The evaluation results
seem promising and have proved that IXHEALTH platform is highly useful to
healthcare professionals.

Keywords: Speech recognition · Speaker recognition · Text-to-Speech · Natural
language processing · Semantic annotation

1 Introduction

In the last years, there have arisen many healthcare systems whose main goal is to opti‐
mize and improve processes such as the generation of medical records, medical test
reports, clinical trials, and the filling out of electronic forms, among others. The inter‐
action with most of these systems is mainly done through user interfaces that require
the use of a keyboard, a mouse or a touch screen. The use of these interfaces often reduces
the productivity of healthcare professionals. For example, in the context of pathological
anatomy, professionals use both sight and hands to analyse a sample by means of a
microscope; therefore, the use of information systems through traditional interfaces
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(keyboard and mouse) involves a considerable waste of time and effort. More recently,
speech transcription mechanisms have been successfully applied in healthcare areas
such as radiology [1]. These speech transcription systems provide commands to work
with written texts or to perform tasks in the corresponding dictation application.
However, these mechanisms have several drawbacks such as lack of commands to
perform complex tasks, as well as high coupling, i.e. the high degree of interdependence
between software modules, a fact that limits the development of new functionalities.

The wide set of healthcare information systems with diverse interaction patterns
makes the healthcare domain a challenging environment for the design and implemen‐
tation of intuitive and easy-to-use applications for the end-users. In this sense, the speech
recognition technology offers the potential of endless opportunities for new applications
and services in the healthcare domain that enable users to interact with healthcare infor‐
mation systems, in order to carry out daily work activities in a faster, easier and intuitive
way.

In this work, we present a multilingual speech recognition platform known as
IXHEALTH, which enables healthcare professionals to perform transcription and dicta‐
tion activities, as well as the definition and management of voice commands to interact
with healthcare information systems. The IXHEALTH platform deals with three main
issues: (1) the need for friendly, intuitive and easy-to-use mechanisms to interact with
healthcare information systems; (2) security; and (3) support for multiple languages.
The platform here presented addresses the first aforementioned issue through two main
modules, a speech recognition module and a Text-to-Speech (TTS) based module. On
the one hand, the speech recognition module allows users to interact with information
systems through natural language (NL) voice commands. The NL paradigms generally
deem to be very intuitive from a user point of view [2]. Furthermore, the NLP paradigm
has been successfully applied in domains such as linked data [3, 4] and opinion mining
[5–7]. On the other hand, the TTS-based module enables this platform to provide users,
in a spoken way, with information contained in the information systems they work with;
in this way, healthcare professionals can perform other activities without paying atten‐
tion to the main interface, thus saving time and effort. Concerning security, a real-time
speaker verification module is implemented aiming to authenticate that someone is who
they claim to be [8], thus avoiding the use of healthcare information systems by non-
allowed users. Finally, with regards to multilingual support, IXHEALTH implements a
module for the management of commands and linguistic resources in multiple languages
such as Spanish and Portuguese. It should be noted that these resources are used by the
other modules to perform their corresponding functions.

The remainder of this paper is structured as follows. Section 2 presents a review of
the literature about speech recognition at the healthcare domain. The architecture design
of the IXHEALTH platform, its components and interrelationships are described in
Sect. 3. Section 4 presents the evaluation results concerning the effectiveness of the
platform to allow users to perform dictation activities. Finally, conclusions and future
work are presented.
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2 Related Works

Research efforts focusing on the generation of speech recognition-based solutions to
increase the usability of healthcare information systems have experienced substantial
growth over the last years. For example, in [9] the authors propose a Cloud-based
framework that allows patients to seek for medical assistance by means of speech
commands. This framework implements an IDP-based (Interlaced Derivative Pattern)
speech recognition system which has proven to work reasonably well even when the
speech is transmitted via smartphones. Another research effort is the one presented in
[10], where the authors report their experience using Powerscribe for Radiology, which
provides a speech recognition engine for radiology reporting. This system eliminated
the delays associated with report transcription and reduced report turnaround times. On
the other hand, in [11] the authors evaluated the efficacy of a commercial voice-recog‐
nition software system with pathology vocabulary in generating pathology reports. The
authors concluded that computer-based continuous speech-recognition systems in path‐
ology can be successfully used in practice. In [12] the authors present a study concerning
the use of speech recognition and information extraction to generate drafts of Australian
nursing handover documents. As conclusions, authors mentioned that the use of the
aforementioned technologies avoids information loss, delays, and misinterpretations.
Moreover, in [13] a report concerning volume and use of the send-to-editor function and
the use of voice recognition shortcuts was performed. This evaluation was applied to
voice recognition dictation systems installed in a six-hospital system. The results show
that radiologists who used the send-to-editor function generated significantly more
reports than radiologists who did not. In the context of semantic annotation, there are
well-known tools focused on automatic mapping and identification of medical concepts.
Among them we can find MetaMap [14] and Apache cTakes [15]. MetaMap is a config‐
urable program to map biomedical text to the UMLS (Unified Medical Language
System) Metathesaurus or, equivalently, to discover concepts referred to in text. Apache
cTakes is a natural language processing system for extraction of information from elec‐
tronic medical record clinical free-text. The aforementioned tools have been successfully
applied in works such as [16,17]. In the first work, the authors use NLP techniques to
extract diagnostic criteria from MedlinePlus articles about infectious diseases. In the
second work, a combination of MetaMap and Apache cTakes is implemented to perform
the named entity recognition and normalization of disorders.

The works previously presented have made a significant contribution to improving
the performance of healthcare processes through speech recognition technologies.
Despite their contributions, these works do not address all issues that the IXHEALTH
platform aims to solve. More specifically, the issues addressed are: (1) the definition and
management of voice commands that allows users to interact with several healthcare
information systems including the operating system upon which they run, (2) the
system’s ability to read any text contained in the information system and convert it into
speech, thus allowing that healthcare professionals perform other activities without
paying attention to a graphical interface, (3) security, and (4) support for multiple
languages. The way in which these issues are addressed by our approach will be
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discussed in detail along the platform’s architecture description which is presented in
the following sections.

3 IXHEALTH Platform

IXHEALTH is a multilingual platform for advanced speech recognition focused at opti‐
mizing process-oriented information systems in healthcare. On the one hand,
IXHEALTH allows professionals to perform transcription and dictation activities in
order to edit clinical documents and to fill out electronic forms. On the other hand, this
platform allows the definition and management of voice commands to interact with
several healthcare information systems including the operating system upon which they
run.

As we can see in Fig. 1, the IXHEALTH platform is composed of five main modules:
(1) the speech recognition module, (2) the speaker verification module, (3) the TTS
(Text-to-Speech) module, (4) the module of management of multilingual commands and
linguistic resources, and (5) the semantic annotation module. The first module allows
users to interact with information systems through natural language voice commands,
as well as to perform transcription and dictation activities such as the edition of clinical
documents. The second module performs a real-time speaker verification to avoid the
use of healthcare information systems by non-allowed users. The TTS module enables
the IXHEALTH platform to read any text contained in the information systems and
convert it into speech, thus allowing healthcare professionals to perform other activities
without paying attention to the main interface. The fourth module allows the manage‐
ment of commands and linguistic resources, used by other modules, for languages such
as Portuguese and Spanish. Finally, the semantic annotation module obtains a semantic
interpretation of the information involved in the voice recognition process such as
medical records, medical test reports, and clinical trials, among others. The aforemen‐
tioned modules are explained in detail in the next sections.

Fig. 1. IXHEALTH platform’s functional architecture.
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3.1 Management of Multilingual Commands and Linguistic Resources

The speech recognition module needs linguistic resources such as acoustic models,
language model, dictionaries and command grammars in order to perform its respective
processes, i.e. the voice command recognition and the dictation process. The present
module allows the management of the aforementioned resources in such way that their
edition does not affect the general performance of the system. What is more, this
approach facilitates the addition of resources in different languages, thus providing
multilingual support to the platform. Next, the aforementioned resources are briefly
explained.

• Acoustic model. This model provides a statistical representation of the relationships
between an audio signal and the phonemes or other linguistic units that make up
speech. This model is based on the HMM (Hidden Markov Model) approach [18].
The acoustic models also include pronunciation models that describe how a set of
linguistic units are used to represent larger speech units such as words or phrases.
Furthermore, these models allow recalculating the feature vectors and pronunciation
models to improve the system performance with respect to the speaker.

• Language model. The goal of this model is to determine the joint probability function
of sequences of words in a language [19]. This model is based on text corpora which
are used to calculate the probability that a certain word appears before or after another
word.

• Dictionaries. These dictionaries contain domain-specific terms including their
respective pronunciation, which is based on its phonemes. These resources represent
an important component of the present module because, in the healthcare domain,
each medical specialty has a specific vocabulary whose detection improves the
general performance of the system.

• Command grammars. The IXHEALTH platform allows users to add new voice
commands that allow them to perform more tasks in the information systems with
which they work. In this sense, the command grammars represent all possible ways
to make reference to a specific command, including its synonyms. The definition of
these grammars is based on SRGS (Speech Recognition Grammar Specification)
[20], a standard that provides a high-level of expressiveness of a context-free
grammar [21].

Finally, it should be mentioned that the current version of IXHEALTH platform
provides support for Spanish and Portuguese, therefore, there are acoustic models,
language models, dictionaries and command grammars for each language.

3.2 Speech Recognition Module

This module represents the main component of the present platform and, as it was
mentioned, it aims to improve interaction between professionals and healthcare infor‐
mation systems including the operating system upon which they run, by means of speech
recognition mechanisms. This module processes the user’s voice with two main goals:
(1) allow professionals to perform transcription and dictation activities such as the
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edition of clinical documents, and (2) detect the specific command to be executed by
the information system or operating system. With regard to the second goal, this module
implements a set of intra-and inter-applications voice commands in order to allow
switching between applications and performing specific operations of the application
that has the focus.

This module integrates a voice command engine and a dictation engine that share
the same speech recognizer, thus allowing both engines to work in parallel. Therefore,
when the speech recognizer receives a voice signal, both engines analyse the signal in
order to determine if the user has provided a predefined voice command or he/she
requires performing dictation activities. When a predefined voice command is detected,
it is prioritized and the system performs the corresponding action. Next, the command
and dictation engines are described in detail.

• Dictation engine. It is composed of three main elements. Firstly, a feature extraction
module which identifies critical features contained in the voice signal in order to
simplify the voice recognition process; secondly, a voice recognition module which
combines information from feature extraction module, the acoustic model, diction‐
aries, and the language model aiming to determine the best word sequence; finally,
an adaptation module which, based on the output of the voice recognition module,
adapts the acoustic model in order to improve the system performance.

• Voice command engine. The operation of this module is similar to the first one.
Nevertheless, this module defines a commands grammar instead of using a language
model, and its output is a predefined voice command instead of a sequence of words.
Hence, this module consists of two modules, the feature extraction module, which
identifies critical features contained in the voice signal, and the speech recognition
module, which combines information from the feature extraction module, commands
grammar, the dictionary, and the acoustic model in order to identify the voice
command provided by the user. The voice command engine recognizes two types of
command:
– Simple command. It consists of a sequence of fixed invocations. An example of

this kind of command is “start dictation”.
– Two-part command. It contains a sequence of fixed invocations and a parameter

consisting of one or more words. An example of this kind of command is “select
introduction”, where “select” represents the command, and “introduction” repre‐
sents the parameter, in this case, the section to be selected.

3.3 Speaker Verification

Several healthcare processes demand high-security level in order to avoid the edition of
information contained in healthcare information systems by outside users or intruders.
On the basis of this understanding, this module implements a real-time speaker verifi‐
cation mechanism that allows authenticating that a person is who she or he claims to be.
This process is performed each time that speech recognition module receives human
speech from a user.
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Aiming to perform the speaker verification process, it is necessary to have a speaker
voiceprint (a model of the speaker’s voice) of each system user. Therefore, this module
carries out a voiceprint generation from the desktop application by means of a voice
profile training process which requires the user participation. This process decomposes
the speech signal received from the speaker into its frequency components i.e., this
module extracts a set of features that must meet the following criterion [22]: low vari‐
ability for the same speaker and high variability among different speakers, robust against
noise and distortion, and difficult to imitate. The first phase of this process is the noise
reduction by means of a Wiener filter [23]. After that, a VAD (Voice Activity Detection)
phase is performed in order to delete the audio fragments that do not contain voice. Then,
the MFCC (Mel-Frequency Cepstral Coefficients) technique [24] is used to extract the
speaker features from the audio fragments that contain voice. The main goal of this
technique is to obtain a statistical model of the speaker’s voice with a high precision
level. Finally, this module uses a GMM-based (Gaussian Mixture Model) technique
based on a Universal Background Model (UBM) in order to adapt the speaker voiceprint
[25]. This technique allows addressing the lack of data that occurs during the speaker
voiceprint generation.

Once the speaker verification module has the speaker voiceprint of at least one
system user, it can perform the speaker verification process. In this sense, this module
receives a human speech from the user that claims identity. This input speech is
converted into a voiceprint and compared to the voiceprint of the user that has logged
in previously. The results of the comparison are quantified and compared to an accept‐
ance/rejection threshold to determine whether the two voiceprints are similar enough
for the system to accept the identity claim. This decision is based on an LLR (log-
likelihood ratio) punctuation.

3.4 Text-to-Speech Module

This module enables the platform to read any text contained in the information systems
and convert it into speech. In this way it is possible for healthcare professionals to
perform other activities without paying attention to the interface provided by the infor‐
mation system, thus saving time and effort.

As was previously mentioned, the goal of this module is to convert a text file into
speech through a grapheme-to-phoneme transcription of the sentences to utter [26].
Aiming to accomplish this goal, the TTS module performs next process.

1. It organizes the input sentences into a manageable list of words. Then, it identifies
numbers, abbreviations, and acronyms and transforms them into the full text when
needed.

2. It performs an LTS (Letter-To-Sound) process aiming to determine the phonetic
transcription of the incoming text. The LTS process uses a dictionary-based
solution which consists of storing a maximum of phonological knowledge into a
lexicon. This approach has been successfully applied in works such as [27, 28].
In addition to the dictionaries aforementioned, this process uses the dictionaries
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described in Sect. 3.1, which contain domain-specific terms including their
respective pronunciation.

3. A prosody generation process is performed. It identifies properties of the speech
signal related to audible changes in pitch, loudness, and syllable length aiming to
generate a syntactic-prosodic structure. Once the syntactic-prosodic structure of the
input text has been derived, it is used to obtain the precise duration of each phoneme
(and of silences), as well as the intonation to apply on them.

4. In order for the output signal to match the input text, the TTS module must take into
account articulatory constraints such as the control of the articulatory muscles and
the vibratory frequency of the vocal folds. In this sense, this module uses a concat‐
enative synthesizer approach which produces a concatenation block of speech
segments. These segments are examples of phonetic transitions and co-articulations,
used as ultimate acoustic units, which are stored in a speech segment database. These
databases can store speech segments in multiple languages and voices (male and
female) thus providing a multilingual support to the platform.

5. Once the concatenation block has been generated, the TTS module generates a single
compact signal containing all segments in a coherent way. This signal is stored as
an mp3 file so that any device can reproduce it.

3.5 Semantic Annotation Module

Semantic technologies provide a consistent and reliable basis that can be used to confront
the challenges related to the organization, manipulation and visualization of data and
knowledge. Therefore, this module performs the semantic annotation of the resources
involved in healthcare processes such as medical records, medical test reports, and clin‐
ical trials, among others, in order to obtain a semantic interpretation of them. This
module is based on previous works of our research group [29, 30] and it was developed
by using the GATE [31] framework, and it consists of two main phases:

1. Text pre-processing. In this phase, the tokenization, sentence splitting and stemming
process are performed. The first process divides the input text into a sequence of
tokens, which roughly correspond to words. The sentence splitting process divides
the input text into its component sentences. Finally, a stemming process is performed
in order to determine the stem of each word in the input text. A stem represents the
part of the word that is common to all its inflected variants. This process is based on
the Snowball [32] approach.

2. Detection of medical concepts. This phase is responsible for the detection and anno‐
tation of medical concepts contained in the input text. These concepts are identified
by using a combination of JAPE rules and lists of Gazetteers. On the one hand, JAPE
is a rich and flexible regular expression-based rule mechanism offered by GATE
framework which allows recognising regular expressions in annotations on docu‐
ments. On the other hand, a gazetteer consists of a set of lists containing names of
entities such as diagnoses, procedures, allergies, alerts, among others. Aiming to
provide semantic interoperability these gazetteers are based on the following
standard terminologies:
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(a) SNOMED-CT. It is the most comprehensive, multilingual clinical healthcare
terminology in the world. It contains comprehensive and scientifically validated
clinical content which enables consistent representation of clinical content in
electronic health records. Nowadays, SNOMED-CT is only available in
English, Spanish, Danish and Swedish. Hence, we have implemented a partial
translation of it into Portuguese which has been verified by medical experts.

(b) CIE-9. The International Classification of Diseases, ninth edition, classifies
diseases, conditions, and external causes of disease and injury (mortality and
morbidity).

(c) CIE-10. It represents the tenth revision of the International Classification of
Diseases presented above.

(d) CIAP-2. The Classification of Primary Care is a taxonomy of terms and expres‐
sions commonly used in general medicine. It compiles the reasons for consul‐
tation, health problems, and care processes.

4 Evaluation and Results

Despite the fact that the IXHEALTH platform is composed of several modules and
services, the evaluation was focused on measuring its effectiveness to complete radi‐
ology reports by means of speech recognition methods. The evaluation was performed
in a single hospital system by a representative group of ten radiologists, whose special‐
ties are: neuroradiology, cardiac radiology, chest radiology, diagnostic radiology, and
pediatric radiology. All ten radiologists are native Spanish and Portuguese speakers (one
per each specialty). Also, all of them had extensive experience generating radiology
reports. The experiments were performed during a period of four months divided into
two phases. During the first phase, corresponding to the first two months, the users
performed the generation of reports by means of traditional interfaces (mouse and
keyboard). Along the second phase, the participants carried out their corresponding
activities by means of the IXHEALTH platform. The procedure of the evaluation
performed during the second phase is described below.

Firstly, voice recognition training and instruction on creating and modifying radi‐
ology reports by using the platform were provided to the participants. Secondly, each
radiologist carried out the report generation by using a headset microphone and a
personal computer with Windows OS and the IXHEALTH software installed. It should
be mentioned that all participants spent a portion of their clinical time at generating
reports by means of the IXHEALTH platform. Therefore, the data reported in this work
do not represent the total productivity of the radiologists during this period of time.
Finally, system accuracy was assessed by measuring its word recognition rate [33]. For
the purpose of accuracy determination, punctuation marks and formating commands
(e.g. new paragraph) were considered words. On the one hand, a word was considered
correctly recognized only if it was transcribed exactly as intended. On the other hand,
errors caused by mispronunciations, homonyms, and out-of-domain words were consid‐
ered incorrect. The evaluation results are shown in Table 1.
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Table 1. Word recognition rate of the IXHEALTH platform for ten radiologists.

User Subspecialty Generated
reports

Words spoken (avg) Word recognition rate (%)

Before After
1ES Neuroradiology 60 75 379 94.1
2PT Neuroradiology 49 63 378 98.1
3ES Cardiac radiology 64 81 424 96.5
4PT Cardiac radiology 70 82 339 98.7
5ES Chest radiology 58 63 402 95.7
6PT Chest radiology 56 71 380 94.9
7ES Diagnostic

radiology
61 79 403 96.3

8PT Diagnostic
radiology

84 95 435 97.4

9ES Pediatric radiology 91 102 389 96.8
10PT Pediatric radiology 79 96 412 95.2
Total 672 807 394.1 96.37

As we can see in Table 1, the number of reports generated in the first phase was 672,
whereas during the second phase the number of reports generated was 807. We found a
marked improvement in report generation after the implementation of the IXHEALTH
platform. Specifically, the number of generated reports increased 20,08 %. Moreover,
there was no significant difference in report volumes for each specialty. During dictation
tasks, the word recognition rate of IXHEALTH for the ten radiologists varied from
94,1 % to 98,7 %, with a mean accuracy of 96,37 %. The mean accuracy of word recog‐
nition rate for Spanish was 95,88 %. Meanwhile, the mean accuracy of word recognition
rate for Portuguese was 96,86. The word recognition errors in both languages resided
in the homonyms (words with similar pronunciations but different spellings). A lower
percentage of these errors was due to out-of-domain words. Finally, it should be
mentioned that, although the 96,37 % word recognition rate of IXHEALTH may seem
high, all ten radiologists thought that this value needs to be improved in order to reduce
the editing times (correcting errors) and avoid errors that can change the meaning of a
report.

5 Conclusion and Future Research

In this work we present the IXHEALTH platform, which aims to provide intuitive and
easy-to-use mechanisms to interact with healthcare information systems, thus allowing
healthcare professionals to save time and effort, as well as to focus on the relevant issues.
The evaluation results indicate that the use of the IXHEALTH platform increased the
report generation volume. Although the IXHEALTH platform holds great promise for
improving productivity among radiologists, its current version does not represent a
ready-to-sell product given that it requires further evolution, with a need for increased
accuracy and improved grammatical sense. This fact is really important, especially
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considering that in the healthcare domain, a word recognition error can change the
complete meaning of a report, creating health problems of the patients, thus increasing
the healthcare costs.

Despite IXHEALTH was evaluated in terms of their ability to generate radiology
reports by speech, achieving promising results and proving to be useful to radiologists,
this platform has several limitations that could be improved in future research. We have
envisioned the following future research directions: (1) IXHEALTH does not consider
the filling-out of structured reports as such, therefore, this platform can and should be
improved by incorporating voice command functionalities that allow filling out reports
with a structured content, coded concepts, references to images, or other composite
objects. This issue will also demand the establishment of a wide set of TTS functional‐
ities focused on the improvement for the interaction between the user and the structured
report forms, e.g., the system will ask the user for specific information through speech,
thus reducing the use of keyboard and mouse; (2) in order to increase speech recognition
accuracy, we plan to put special attention in the improvement of the language model
(for both Spanish and Portuguese) based on the evaluation results presented in this work.
Furthermore, we plan to perform continuous testing of the platform along incremental
phases. Each phase will involve the participation of healthcare professionals from
different specialties. At the end of each phase, the word recognition rate will be obtained,
and the results will be analysed aiming to detect the main reasons of word recognition
errors, as well as to measure the performance of our system in different specialties; (3)
the current version of IXHEALTH provides support for two languages, Spanish and
Portuguese, however, we plan to apply our approach to different languages such as
English. This task will demand great effort as we need to adapt all linguistic resources
used by the platform such as the acoustic model, language model, dictionary and
command grammars. Additionally, taking into account that SNOMED-CT is only avail‐
able for some languages (English, Spanish, Danish and Swedish), its use will demand
the translation of it in order to use our approach to languages such as German or French.
Despite the aforementioned facts, we are sure the effort necessary to perform these
activities will not be so long due to the fact that all IXHEALTH modules are highly
language independent;(4) finally, in order to take advantage of the semantic annotation
module, which is part of the IXHEALTH platform, we also plan to implement the
semantic integration of data for clinical trials and provide several services such as
semantic searches for clinical trials and patient data, finding trials for a patient, and
finding patients for a trial.
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Abstract. Fuzzy cognitive maps allow multi-expert causality modelling using
linguistic 2-tuples values to improve the accuracy of the computing with words
processes regarding classical symbolic approaches. Experts provide causal rela‐
tions according to their knowledge, because they can have different educational
backgrounds, or experiences. It seems logical that they might use different scales
to express their mental models. In this work, we propose a new method for
extending fuzzy cognitive maps, using the computing with words paradigm and
the extended hierarchical linguistic model making it possible to model causal
relation by means of linguistic information, where experts would use different
linguistic scales to express causal relations. An illustrative example is shown to
demonstrate the applicability of the proposed method in the modelling of inter‐
dependencies among nonfunctional requirements.

Keywords: Fuzzy Cognitive Maps · CWW · ELH · Non-functional requirement

1 Introduction

Recently Fuzzy Cognitive Maps (FCM) have been extended to use linguistic 2-tuples
values [1, 2]. The use of the linguistic representation model based on linguistic 2-tuple
in FCM allows to perform the Computing with Words(CWW) processes without losing
information, improving accuracy regarding classical symbolic approaches [3].

Mental models are cognitive structures which are useful for causal knowledge elic‐
itation and analysis that can be represented by means of FCM [1]. Humans have limi‐
tations for representing the world; therefore, mental models are uncompleted represen‐
tations of reality making it necessary the development of collective mental models.

Modelling causality by means of linguistic information in a multi-expert environ‐
ment can involve problems defined in multiple linguistic scale contexts. The extended
hierarchical linguistic model (ELH) [4] allows different experts to have different uncer‐
tainty degrees about causal relations making use of several linguistic term sets with a
different granularity of uncertainty.

The aim of this article is to deal with causality modelling problems defined in multi‐
granular linguistic frameworks using fuzzy cognitive maps. Our proposal consists of a
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new approach for dealing with multiple linguistic scales FCM, which is able to handle
any linguistic term set in a symbolic way and without losing information using ELH.

This paper is structured as follows: Sect. 2 reviews some important concepts about
FCM. Section 3 provides a description of the linguistic representation model based in
2-tuples and ELH model. In Sect. 4, we present a method for modeling fuzzy cognitive
maps using ELH. Section 5 shows illustrative examples of the proposed model applied
to non-functional software requirements modelling. The paper ends with conclusions
and further work recommendations in Sect. 6.

2 Fuzzy Cognitive Maps

Cognitive maps, introduced by Axelrod [5] nodes represent concepts or variables in a
domain. Arcs indicate positive or negative causal relations. Cognitive mapping lacks
representation of uncertain important factors in complex systems modeling [6].

Fuzzy cognitive maps (FCM) [7] (Fig. 1) are fuzzy graph structures for representing
causal knowledge. Fuzzy cognitive maps (FCM) [7] extend cognitive maps with fuzzy
values in [−1, 1] to indicate the strength of causal relations, frequently elicited from
multiple experts [8, 9]. For k experts, aggregated adjacency matrix (E) can be obtained
as follows:

E =
(E1 + E2 +…+ Ek)

k
(1)

Fig. 1. Example of FCM graphical representation [10].

Fuzzy logic allows expressing the degree of causality between concepts by means
of fuzzy values using linguistic expressions as “very high”, “negatively weak” “posi‐
tively weak”, etc. In these cases, linguistic information models the knowledge from
experts in a flexible way, and involves processes of computing with words (CWW).

FCM have been applied to diverse areas specially decision support and complex
system analysis [11]. Further extensions have been developed such as interval fuzzy
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cognitive maps [12], fuzzy grey cognitive maps [13], intuitionistic fuzzy cognitive maps
[14] and linguistic2-tuple fuzzy cognitive map [1].

The matrix representation of FCM allows to make causal inferences. In 2-tuple fuzzy
cognitive maps [1] there are three possible types of causal relations between nodes
represented in the matrix:

• Wij < sg∕2, which indicates negative causality between nodes Ci and Cj. The increase
(decrease) in the value of Ci leads to the decrease (increase) in the value of Cj (negative
causality).

• Wij > sg∕2, which indicates positive causality between nodes Ci and Cj. The increase
(decrease) in the value of Ci leads to the increase (decrease) in the value of Cj (negative
causality).

• Wij = sg∕2, which indicates no relationship between nodes Ci and Cj (zero causality).

FCM aggregation makes the development of group causal modelseasier [15]. Experts
have different experience or knowledge, so it seems logical that they might use different
evaluation scales to express their opinions about causal relations in a FCM.

3 Extended Hierarchical Linguistic Model

The linguistic representation model based on 2-tuples defines a set of transformation
functions for linguistic 2-tuple in order to carry out CWW process without loss of infor‐
mation [16]. This model has many advantages for working with linguistic information
making it easy the elicitation of preferences and knowledge from experts [17].

Definition 1. [18] Being β ∈ [0, g] a value that represents the result of a symbolic oper‐
ation in the interval of granularity of the linguistic term terms set s = {s0,… , sg}. The
symbolic translation is a numerical value assessed in [−0.5, 0.5) that supports the differ‐
ence of information between a counting of information β assessed in the interval of
granularity [0, g] of the term set S and the closest value in {0,…, g} which indicates the
index of the closest linguistic term in S.

The 2-tuple linguistic representation model defines a set of transformation functions
between numeric values to facilitate linguistic computational processes.

Definition 2. [18] The 2-tuple that expresses the equivalent information to β is obtained
with the function Δ:

[
0, g

]
→ S × [−0.5, 0.5) given by,

Δ(β) =
(
si,∝

)
, with

{
si, i = round(β)

∝= β − i, (2)

where round is the usual rounding operation, i is index of the closed label, si, to β,
and ∝ is the value of the symbolic translation.

We note that ∆ function is bijective [18] and Δ−1:
[
0, g

]
→ S × [−0.5, 0.5) is

defined by:
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Δ−1(si,∝
)
= i+ ∝ (3)

Then the 2-tuples of S × [−0.5, 0.5) will be identified with numerical values in the
interval [0, g].

In the proposal of 2-tuple fuzzy cognitive maps [1] the transformation of the 2-tuple
value to the numerical equivalent value in the [−1,1] interval is developed as follows:

𝛾:
[
0, g

]
→ [−1, 1]

𝛾(β): =
2β

g − 1
− 1 (4)

where g is the granularity of the linguistic term setS. This function makes it possible to
develop the traditional inference process on FCM.

The ELH framework proposes a new way of building linguistic hierarchies (Fig. 2)
and a novel unification process. To deal with any scale in the multigranular linguistic
framework, extended hierarchical rules were proposed [19]:

• Rule 1: to construct an ELH, it should include a finite number of the levels, l(t, n(t)),
with t = 1,…, m that defines the multigranular linguistic framework required by the
experts to express their knowledge. It is not necessary to keep the former modal points
among each other, it might be one.

• Rule 2: to obtain an ELH, a new level l(t∗, n(t∗)) with t∗ = m + 1 should be added to
keep all the former modal points of all the previous levels l(t, n(t)), t = 1,…, m within
this new level.

Fig. 2. A linguistic hierarchy of 7 and 13 labels [4].

An ELH is a union of the m levels required by experts and the new l(t∗, n(t∗)) that
keeps all the previous modal points providing accuracy in the process of CWW.
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ELH =

t=m+1⋃

t=1

l(t, n(t)) (5)

Values in level t can be expressed in any linguistic term set in t′ level of the ELH by
using the correspondent transformation function [19]:

TFt

t
′

(
s

n(t)

i
,∝n(t)

)
= Δ−1

(
Δ
(
s

n(t)

i
,∝n(t)

)
⋅ (n

(
t
′
)
− 1)

n(t) − 1

)

(6)

The transformations between levels of a linguistic hierarchy are carried out without
loss of information.

4 Using the Extended Hierarchical Linguistic in Fuzzy Cognitive
Maps

Our aim is to develop a framework for modeling causality based on the extended hier‐
archical linguistic model and fuzzy cognitive maps. The model consists of the following
phases (graphically, Fig. 3).

Fig. 3. A framework for using the extended hierarchical linguistic in fuzzy cognitive maps.
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4.1 Initial Preparation

First, experts representing different points of view in the system to mode are selected
allowing multi-expert causality modelling using linguistic 2-tuples values. Then,
linguistic hierarchy (LH) is constructed. The multigranular linguistic frameworks
offered by LH must satisfy several rules shown in [17]. Additionally, the limits of the
system to be modelled are set and the nodes are selected.

4.2 Identify Individual Relationships Between NFR

For each expert his/her mental model is elicited using the linguistic term set previously
chosen for expressing causality. The weight of the relation from node Ni to node Nj given
by expert k is elicited by means of the 2-tuple linguistic model as follows:

wk

ij
= (su, 𝛼)k

ij (7)

Experts use different linguistic scales to express causal relations according to their
knowledge.

4.3 Unification of the Information

The unification process is based on the transformation function TFt
t′ (4). By means of

this function, we can develop a transformation function between any pair of term sets
in the ELH.

4.4 Aggregation of the Information

The final aim is to obtain a collective FCM according to all experts. To do so, this process
will aggregate all the experts’ collective assessment using a linguistic 2-tuple aggrega‐
tion operator. Some examples of this kind of operators are shown in [18].

Different aggregation operators can be used according to the needs, but to simplify
the computation process we consider that all the experts have the same importance, so
we use the-tuples arithmetic means to aggregate the FCM.

Let x =
{(

s1,∝1
)
,…

(
sn,∝n

)}
 be a set of 2-tuples, the 2-tuples arithmetic means x̄e

is computed as [3]:

x̄e = Δ
(∑n

i=1

1
n
Δ−1(si,∝i

))
= Δ

(1
n

∑n

i=1
βi

)
(8)

The arithmetic mean for 2-tuples allows computing the mean of linguistic values
without loss of information.
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5 Illustrative Example

Software engineers are involved in complex decisions that require multiple points of
view. One frequent reason that causes low quality software is associated to problems
related to identifying and analyzing requirements [20]. Nonfunctional requirements
(NFR) also known as nonfunctional-concerns [20] refer to global properties and usually
to quality of functional requirements. It is generally recognized that NFR are an impor‐
tant and difficult part of the requirement engineering process; that they play a key role
in software quality, and that is considered a critical problem [21].

Nonfunctional requirements are difficult to evaluate particularly because they are
subjective, relative and interdependent [22]. In order to analyze NFR, uncertainty arises,
making it desirable to compute with qualitative information. In software development
projects analysts must identify and specify relationships between NFR. Current
approaches differentiate three types of relationships: negative (−), positive (+) or null
(no contribution). The opportunity to evaluate NFR depends on the type of these rela‐
tionships. When two NFR which contribute positively or negatively to each other are
composed, then one NFR will influence positively or negatively the correct working of
the other [23].

Softgoal Interdependency Graphs is a technique used for modeling non-functional
requirements and interdependencies between them but the types of contributions are
only modeled using a limited scale [24]. Bendjenna [23] proposed the use of fuzzy
cognitive maps (FCM) relationships between NFCs and the weight of these relationships
expressed with fuzzy weights in the range 0 to 1. This model lacks additional techniques
for analyzing the resulting FCM.

Interrelations among NFR are difficult to be assessed in a quantitative form. In that
case, a better approach may be the use of linguistic assessments instead of numerical
values. In this work we proposed a to model interdependencies in NFR using FCM,
computing with words (CWW) and the extended hierarchical linguistic model (ELH)
based on the proposal developed in this paper.

The granularity for each linguistic term set of the LH was defined based on linguistic
hierarchy basic rules [25]. The first scale of linguistic term sets with cardinality 5 is used
to provide causal relations (Table 1).

Table 1. Linguistic term set (S5)

No Label Triangular fuzzy numbers
s0 Negatively high (NVH) (−1, −1, −0.5)
s1 Negatively (N) (−1, −0.5, 0)
s2 Zero (Z) (−0.5, 0, 0.5)
s3 Positively (P) (0, 0.5, 1)
s4 Positively high (PVH) (0.5, 1, 1)

Additionally a linguistic term sets with cardinality 7 is used to provide causal rela‐
tions in the second scale (Table 2).
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Table 2. Linguistic term set (s7)

No Label Triangular fuzzy numbers
s0 Negatively very high

(NVVH)
(−1, −1, −0.66)

s1 Negatively moderate (NH) (−1, −0.667, −0.333)
s2 Negatively light (NM) (−0.667, −0.333, 0.0)
s3 Zero (Z) (−0.333, 0, 0.333)
s4 Positively slight (PL) (0.0, 0.333, 0.667)
s5 Positively moderate (PH) (0.333, 0.667, 1)
s6 Positively very high (PVVH) (0.667, 1, 1)

l(1,5), l(2,7) and a third level (Fig. 3) l(3,n(3)) l(3) = LCM(4,6) + 1 = 13 is defined,
where LCM is the least common multiple [19] (Fig. 4). LCM was used in order to make
the use and construction of an ELH simple rand minimize the granularity of the third
level.

Fig. 4. An ELH of 5, 7, 13 labels.

The five non-functional concerns R = (r1,… , r5) are shown in Table 3.

Table 3. Non-functional requirements

Node Description
NFR1 Quality
NFR2 Reliability
NFR3 Functionality
NFR4 Competitiveness
NFR5 Cost

The experts provide the following linguistic causal relations:
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The experts’ information is transformed into linguistic 2-tuples in the level t = 3 by
means of the transformation functions, TF1

3 and TF2
3. The results of this transformation

are shown:
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The information is aggregated applying the linguistic 2-tuple arithmetic mean oper‐
ator (6) [18].
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The collective FCM in s5 is shown.
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Figure 5 shows the collective FCM in s7.

Fig. 5. Final FCM in s7.

The experts found that FCM in conjunction with ELH offers great flexibility for
representing causality. The interpretability of the 2-tuple linguistic representation model
is another strength. Additionally, the resulting collective mental model can be useful for
future decision support and knowledge management in software engineering. Software
developer can use this FCM to increase the competitiveness and to improve the product
quality through scenario and static analysis with high degree of interpretability.

48 M. Leyva-Vázquez et al.



The proposed model provides the flexibility for dealing with mental models elicita‐
tion with FCM defined in multiple linguistic scale contexts. Additionally, the
computations of the proposed approach n are quick and simple.

6 Conclusions

FCM are useful for eliciting causal relations for multiple experts, this can involve prob‐
lems defined in multiple linguistic scales contexts. This paper proposes a new framework
for modelling FCM, using CWW and the ELH. The linguistic 2-tuples representation
model is used to develop CWW process.

The inclusion of ELH in this model makes it possible to represent causal relation by
means of linguistic information where experts use different linguistic scales to express
causal relations. Building a 2-tuple fuzzy cognitive map using ELH follows amore
similar approach to human mental models representation. An illustrative example
applied to NFR modelling was presented showing the applicability of the proposal.

Further work will concentrate on three objectives:

• Developing a consensus model using ELH including automatic search mechanisms
for conflict areas and recommendations generation to the experts to bring their mental
models closer.

• Developing an expert system based on 2-tuple fuzzy cognitive maps for reasoning
about interrelations among NFR.

• Developing new forms of inference 2-tuple fuzzy cognitive maps based on 2-tuple
aggregation operators.
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Abstract. Organizations should focus on effective knowledge management in
order to improve their competitiveness in the current Knowledge Age. Given this
need, ontologies have emerged as a new approach for the development and
implementation of knowledge management systems. Ontologies allow applying
modeling methods in order to design the structure of the organizational knowl‐
edge.In this work we present an ontology-based model for the knowledge
management in research and innovation. The knowledge-based model proposed
allows describing aspects such as the business model processes, the organizational
intellectual capital, and the dynamic behavior of the processes of a research and
innovation organization.

Keywords: Business model · Business process · Ontology · Knowledge
management · Research and innovation

1 Introduction

Research and innovation are a mixture of different skills and activities. Throughout
history, research and innovation as a way of knowledge generation have taken routes
through which disciplinary knowledge has transited. These routes became less clear
taking into account the current world, where the amount of information available in the
Web and internal organizations have been steadily increased. Therefore, there is a need
for new mechanisms that allow performing knowledge management activities in an
efficient way. Knowledge management within university research institutions must be
identified with the organizational culture, the dynamism of knowledge generation, and
a multidisciplinary approach. This fact requires to consider the intellectual capital
through its three areas, human capital, structural capital and relational capital, as well
as the organizational learning. The present work is based on the business model
processes and is focused on the research and innovation processes. Applying our
approach to the aforementioned process will allow measuring and assessing the gener‐
ation and dissemination of knowledge, as well as providing the users with this knowl‐
edge, avoiding withholding knowledge at the organization.
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An ontology is a formal and explicit specification of a shared conceptualization [1].
It provides a formal representation of knowledge structures in a reusable and sharable
way. Ontologies provide common vocabulary with different levels of formality for a
domain. Also, they define the semantics of the terms and the relationships between them.
Knowledge management processes require determining the structure of the knowledge
in order to promote problem solving. As was previously mentioned, the ontology allows
the representation and sharing of the knowledge. Therefore, we used an ontology-based
approach in order to represent the knowledge generated from research and innovation
processes.

In this work, we propose an ontological model for the knowledge management at a
Research and Innovation center. This model describes the research and innovation
processes and the technologies that support such activities. This work is structured as
follows. Section 2 presents the state of the art concerning knowledge management.
Section 3 discusses the justification of our model. Section 4 presents the theoretical basis
of this model. The methodology followed as well as the model itself are presented in
Sect. 5 and 6 respectively. Finally, conclusions and future work are presented.

2 State of the Art

Nowadays, there are research efforts that adopt an ontology-based approach for knowl‐
edge management. In [2] the authors present an integrated enterprise-knowledge
management architecture, focusing on how to support multiple ontologies and manage
ontology evolution. Another research effort is the presented in [3], where the authors
present a generic ontology-based user modeling architecture, known as OntobUM,
which is applied in the context of a knowledge management system. The proposed user
modeling system relies on a user ontology, using Semantic Web technologies, based on
the IMS LIP specifications, and it is integrated in an ontology-based KMS called Onto‐
logging. In [4] the authors present IkeWiki, a semantic wiki focused on collaborative
knowledge engineering. This wiki provides support for different levels of formalization
ranging from internal texts, to formal ontologies, and its sophisticated, interactive user
interface.

Bueno [5] defines the intellectual capital as knowledge accumulation that generates
value or cognitive richness in an organization. It consists of a set of intangible assets (intel‐
lectual) or knowledge-based resources and capabilities, which when put into action by a
determined strategy in combination with tangible capital, is able to create value and core
competencies in the market. The author recognizes the intellectual capital as an entrepre‐
neurship and innovation generation system. Also, he emphasizes the role of the compo‐
nents or capital that integrate the model: human capital (Capital related to the people’s
knowledge), structural capital (Organizational and technological capital which refers to the
knowledge related to the intangible assets created by the organization and its technolog‐
ical development), relational capital (Business and social capital linked to the intangible
assets developed by the organization and the individuals who belong to it. Also, the devel‐
opment of this capital is based on the relationships established with the market agents and
the society in general). On the other hand, the Intellectus Model [6] seeks the evolution
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capacity of the intellectual capital from a new component or entrepreneurship and innova‐
tion capital as a set of accelerators identified in the elements and variables of the afore‐
mentioned components, which act with a multiplier effect of intangible assets in the organ‐
ization. Osterwalder [7] defines the business model as an abstract representation of the
business logic of an organization through an ontology model. This model consists of three
large blocks. The first block represents the resources, activities and third-parties that help
to produce and maintain the offered value. The second group reflect the value of incomes
and costs of the first block. Finally, the third block represents the customer-related activities.

The works cited in this section represent significant research contributions to the
knowledge management area. However, they are not focused on the research and inno‐
vation domain, which is the focus of this work. Furthermore, this model is based on the
Intellectus Model, the business model proposed by Osterwalder, and the process model
for knowledge management proposed by Nonaka and Takeuchi [8]. Our approach aims
to provide a model, supported by a technological architecture, for knowledge manage‐
ment at university research and innovation centers.

3 Justification

In 1998, higher education systems received a call from UNESCO to increase their ability
to live in the middle of uncertainty, in order to meet social needs, change and bring about
change under precepts of solidarity and equality, to preserve and implement rigor and
originality, making scientific research a requirement to achieve and maintain an essential
quality education level [9].Over the following decade, UNESCO ratified this call
emphasizing the need for universities to become a dynamic factor of social development
by means of its processes and resources. Among the recommendations made by this
organization are [9]:

• Quality assurance requires qualified, talented, and committed teachers and
researchers.

• Universities must pay special attention on the establishment of interinstitutional
relations, aiming to encourage the generation and strengthening of the capacities of
the countries, thus ensuring diverse sources of good academic staff in the fields of
research and knowledge generation, at a regional and global scale.

• Research systems at higher educational institutions must have flexible organization
in order to promote science and interdisciplinary at the service of society, establish
an appropriate balance between basic and applied research, as well as to maintain
effective links between global knowledge and local problems.

The impact of knowledge management on Research and Innovation at higher educa‐
tion is given by the changes produced in this new vision of the universities, which
establishes that there must be interdependence between scientific disciplines. Therefore,
from a point of view of Research and Innovation, knowledge management is imperative.
Knowledge management supports research processes and its production activities, as
well as the register of good practices.
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The ontological model presented in this work provides the Research and Innovation
center of the Agrarian University of Ecuador with a guide to managing the experiences
and results of research activities, as well as a scheme for the creation of memory, expe‐
rience, and knowledge of research and innovation. The proposed model focuses on four
fundamental axes that support continuous knowledge interchange: (1) the register of
researchers’ experiences through their products, (2) the dissemination of such knowl‐
edge among research centers, universities, sponsors, and society, (3) the preservation of
that knowledge, and (4) the availability and accessibility of that knowledge as needed.
With this understanding, this model will allow continuous learning improvement and
the generation, access, and application of that knowledge, thus providing competitive
advantages such as talent, effective leadership, learning, and collaborative work.

4 Theoretical Bases

Ontologies have been applied to different domains such as biomedical [10], neuroscience
[11], information management [12], finance [13], management [14] and cloud
computing [15]. Osterwalder [7] adopts the ontology-based approach to represent the
business logic of an organization. This ontological model describes the business model
through nine blocks focused on the value of a business proposal oriented to the
customers.

On the one hand, the basic components of knowledge management are the creation,
preservation and transfer of knowledge [16–18]. Knowledge creation depends on the
internal and external learning [19]. Preservation and transfer of knowledge enable the
organization to have an organizational memory, thus making it possible the access to
knowledge as needed [20]. On the other hand, the knowledge creation model proposed
by Nonaka [8] distinguishes between tacit and explicit knowledge. This model is based
on the relationship between tacit and explicit knowledge through socialization, exter‐
nalization and combination processes.

Nowadays, the ontology-based approach represents the basis of current knowledge
technologies. This approach requires an information and communication infrastructure
that allows sharing knowledge. This infrastructure must include elements such as
knowledge repository, directory of knowledge sources, directory of learning sources
and groupware tools, among others [21].

In this paper, we propose an ontology-based model for knowledge management in
Research and Innovation which is based on three main works, the CANVAS model [7],
the Intellectus model [5], and the Nonaka and Takeuchi model [8]. The next section
describes the methodology followed for the design of the aforementioned model.

5 Methodology

The methodology used to develop the model proposed in this work was adapted from
the one presented in [22]. Figure 1 shows the structure of this model which is composed
of three layers: business model and processes, knowledge management, and knowledge
management technologies. These layers are represented by means of ontological models,
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this fact allows to represent all knowledge generated from research and innovation
processes. In addition, the researcher can visualize the knowledge from the same
perspective.

Fig. 1. Methodological structure for the development of Ontological Model for knowledge
management in research and innovation.

The business model layer describes the logic of a research and innovation center,
from the business model to its organization. The knowledge management layer describes
the intellectual capital through the knowledge generated by business processes. The
above-mentioned layers are supported by a technological architecture that allows the
establishment of a collaborative environment.

The first phase of the design process consists of the identification of the business
model and the business processes. Then, the intellectual capital is established based on
the business processes and taking into account the knowledge management processes.
These phases are supported by knowledge management technologies. Finally, all
collected knowledge is represented by ontological models. The ontology development
phase was performed by using the Ontological Engineering, specifically Methontology
[23] and the Protégé OWL. The next section describes the ontological model proposed
in this work.

6 Ontological Model for Knowledge Management in a Research
and Innovation Center

As was previously mentioned, the first phase of the model design process was the devel‐
opment of the CANVAS model which describes the logic processes of a research and
innovation center. This model is composed of nine blocks: key partners, hey activities,
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value proposition, customer relationship, customer segment, key resource, distribution
channel, cost structure and revenue stream. Each block is decomposed into constituent
parts defined at different levels of granularity that meet the specific needs. Figure 2 shows
the CANVAS model developed.

Fig. 2. Ontology business model CANVAS for research and innovation

This model is focused on researchers, teachers, students and universities. The value
proposition of the business model is the effective performance of knowledge manage‐
ment in research and innovation centers. Figure 2 shows the key business activities
which make up the CANVAS model, they are: organizational management, product
management and the management of innovation projects sponsored by public institu‐
tions and other universities and researchers, and the resources such as laboratories and
technological infrastructure. These activities are supported by the revenue sources
managed from an established budget.

The activities described above are immersed in the intellectual capital parameters as
follows: Human capital describes who does what in the organization and describes the
roles, thus providing support to the organizational management. Product and project
management are modeled by means of the structural and relational capital. These kinds
of capital are presented in Fig. 3.

The organizational capital allows managing the following activities:

• The management of users and research groups. This activity takes into account the
environmental conditions, which refer to the elements that guide the activities of the
organization, including organizational culture, scientific and technological surveil‐
lance and external relations.

• The organizational culture is the set of values, principles, habits, rules and regulations
governing the activities between researchers and research groups. These activities
are composed of economic and university policies and internal and external
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regulations that serve as a reference for the organization, structuring, and implemen‐
tation of the research and innovation center.

• Product management. It consists of activities such as scientific and technological
surveillance which aim to monitor the guidelines, progress and scientific and tech‐
nological advances, by means of external variables that affect the domain to be
monitored, thus allowing the generation of research and innovation products.

• Project management. It refers to activities focused on the planning, development and
monitoring of research and innovation projects.

The technological capital contains the management processes related to the human,
structural and relational capital. Relational capital manages both internal and external
relations and research centers. These relations are generated through requirements,
agreements, consulting and research networks. The processes of human, structural and
relational capital and its sub-processes are complemented by the organizational activities
such as those shown in Fig. 3. For example, the research group management is performed
by the researchers who must have certain skills and abilities. These activities are
supported by technologies. Furthermore, they have relationships with other researchers
through cooperation agreement.

Figure 4 shows the knowledge management processes which are related to the
development of the environmental conditions and the intellectual capital of research.
These processes describe how the human capital must interact by using technological
products and knowledge products that make up the intellectual capital of the model.
These processes are represented using the model of Nonaka and Takeuchi [8] which
allows representing the dynamisms of the model.

Fig. 3. Intellectual capital for research and innovation.
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Fig. 4. Knowledge management processes for research and innovation.

Table 1. Ontology axioms of research and innovation

Natural language sentence First order logic predicate
The Business Model of Knowledge Management of
       Research and Innovations have Customer
       Segments, have Customer Relationships, have
       Key Resources, have Revenue Streams, have
       Channels, have Cost Structure, have Key
       Activities, have Key Partners and have Value
       Propositions

V x BusinessModelR&I(x) => have (x,
       CustomerSegments) Ʌ have (x,
       CustomerRelationships) Ʌ have (x,
       RevenueStreams) Ʌ have (x, Key Resources) Ʌ
       have (x, Channels) Ʌ have (x, CostStructure) Ʌ
       have (x, KeyActivities) Ʌ have (x, KeyPartners)
       Ʌ have (x, ValuePropositions)

The Research and Innovation Knowledge
       Management have Intellectual Capital

V x R&IKM (x) => have (x, IntellectualCapital)

The Intellectual Capital have Human Capital, have
       Structural Capital and Relational Capital

V x IntellectualCapital (x) => have (x,
       HumanCapital) Ʌ have (x, StructuralCapital) Ʌ
       have (x, RelationalCapital)

The Human Capital have Role, have Abilities, and
       have Capabilities

V x HumanCapital (x) => have (x, Roles) Ʌ have (x,
       Abilities) Ʌ have (x, Capabilities)

The Role is a Novel Research, or is a Senior
       Research, or is a Novel Innovative, or is a Senior
       Innovative, or is a Group Coordinator

V x Role (x) => isA (x, NovelResearcher) V isA (x,
       SeniorResearcher) V isA (x, NovelInnovative) V
       isA (x, SeniorInnovative) V isA (x,
       GroupCoordinator)

The Structural Capital have Organizational Capital
       and have Technological Capital

V x StructuralCapital (x) => have (x,
       OrganizationalCapital) Ʌ have (x,
       TechnologicalCapital)

The Relational Capital have Cooperations
       Agreements, have Academic Consulting and have
       Research Networks

V x RelationalCapital (x) => have (x,
       CooperationsAgreements) Ʌ have (x,
       AcademicConsulting) Ʌ have (x,
       ResearchNetworks)

The Knowledge Process have Knowledge Creation,
       have Knowledge Storage, have Knowledge
       Search, Knowledge Distribution, Knowledge
       Transfer

V x KnowledgeProcess (x) => have (x,
       KnowledgeCreation) Ʌ have (x,
       KnowledgeCreation) Ʌ have (x,
       KnowledgeDistribution) Ʌ have (x,
       KnowledgeTransfer)
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The knowledge creation process refers to the conversion of tacit knowledge
possessed by researchers, students, and innovators, and also to explicit knowledge, for
example by creating research and innovation products. The Storage/Search process is
the set of actions that allow saving and searching the collected knowledge, e.g., the type
of knowledge searching that occurs in technological and scientific monitoring. The
Distribution/Transfer process refers to the information exchange that enables knowledge
dissemination among internal and external individuals. This task is supported by knowl‐
edge management technologies such as ontologies. This ontology is obtained from the
business model, the intellectual capital and the knowledge management processes for
research and innovation centers. Table 1 shows the first-order axioms that describe and
define the knowledge model.

The knowledge model is expressed through the first-order logic predicates shown in
Table 1. These statements are translated through concepts, properties and axioms.
Figure 5 shows the ontological model for research and innovation. It should be
mentioned that this ontological model is based on the model proposed in [24]. The first
version of this ontology is composed by more than sixty classes and three inferred
classes. On the one hand, the orange ellipses represent the inferred classes, which are
obtained through axioms. On the other hand, the yellow ellipses represent the asserted
classes.

Fig. 5. An excerpt of the ontology of knowledge management for research and innovation. (Color
figure online)
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The technological architecture that will provide support to the model here proposed
is based on the architecture presented in [25]. Figure 6 shows the architecture proposed
in this work, which is focused on the research and innovation process.

Fig. 6. Technological architecture of ontological model for knowledge management in research
and innovation

The knowledge management layer is composed of technologies that support direc‐
tory of knowledge sources, the directory of learning sources and groupware tools.
Concerning knowledge creation, this layer considers data mining, workflow, ontologies
and document management systems. With regards to the storage/search process, this
layer provides a tool for content, system learning, and project management. Finally, this
layer provides collaborative tools, intelligent agents, and Semantic Web tools focused
on the process of distribution/transfer of knowledge.

7 Conclusions

The present work presented our effort to offer an ontology-based model for the knowl‐
edge management in research and innovation centers. This model aims to address the
need for mechanisms that allows universities to improve their competitiveness in the
current Knowledge Age. Furthermore, this work is based on successful applied works
such as the Intellectus Model, the business model proposed by Oster-walder, and the
process model for knowledge management proposed by Nonaka and Takeuchi.

In addition to the model proposed in this work, we also suggest a technological
architecture that aims to provide support to the ontological model for research and
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innovation. This architecture will allow users to generate, integrate, and share the
knowledge generated from research and innovation processes. The interaction among
the layers that compose the architecture will be guided by the ontological model. It
should be mentioned that, as future work, we plan to assess the ontology from a point
of view of a particular criterion of application [26], in order to determine the effective‐
ness of its application in a research and innovation domain.
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Abstract. Social networks such as Twitter are considered a rich resource of
information about actual world actions of all types. Several efforts have been
dedicated to trend detection on Twitter i.e., the current popular topics of conver‐
sation among its users. However, despite these efforts, sentiment analysis is not
taken into account. Sentiment analysis is the field of study that analyzes people’s
opinions and moods. Therefore, applying sentiment analysis to tweets related to
a trending topic also enables to know if people are talking positively or negatively
about it, thus providing important information for real-time decision making in
various domains. On the basis of this understanding, we propose SentiTrend, a
system for trend detection on twitter and its corresponding sentiment analysis. In
this paper, we present the SentiTrend’s architecture and functionality. Also, the
evaluation results concerning the effectiveness of our approach to trend detection
and sentiment analysis are presented. Our proposal obtained encouraging results
with an average F-measure of 80.7 % for sentiment classification, and an average
F-measure 80.0 % and 75.5 % for trend detection.

Keywords: Twitter · Social media analysis · Sentiment analysis · Trend detection

1 Introduction

The messages posted in social networks provide a solid background about the ideas and
opinions not only about the users of the social networks but also about the environment
where they live. This information can be used and consumed by a wide range of insti‐
tutions and organisms for strategic decision making.

Nowadays, Twitter is one of the most popular online social networking and micro-
blogging services that enables its users to send and read text-based posts of up to 140
characters, known as tweets. Millions of users use Twitter to keep in touch with friends,
meet new people and discuss about everything [1]. Companies are increasingly using
Twitter to advertise and recommend products, brands, and services; to build and main‐
tain reputations; to analyze users’ sentiment regarding their products or those of their
competitors; to respond to customers’ complaints; and to improve decision making and
business intelligence [2].
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Several pieces of research have been conducted in recent years in order to automat‐
ically process the information on social networks [3–6]. An outstanding issue which
provides research opportunities is trending topic detection. In the context of Twitter,
trending topics represent the popular “topics of conversation”, among its users [7].
Monitoring and analyzing this rich and continuous flow of user-generated content can
yield valuable information. However, most works about trend detection fail to take
sentiment into consideration. Sentiment analysis gives an effective and efficient means
to expose public opinion timely which gives vital information for decision making in
various domains.

In this work, we propose an approach, known as SentiTrend, to trending topic detec‐
tion on Twitter and its subsequent polarity detection. SentiTrend collects messages from
Twitter and processes them in order to determine their trending topic based on the TF-
IDF (Term Frequency–Inverse Document Frequency) model. Then, an estimated posi‐
tive, negative or neutral sentiment value is assigned to each tweet related to the trending
topic detected. The task of assigning a sentiment value to a tweet is done using a free
software from Stanford University, known as Stanford Classifier. The Stanford Classi‐
fier is a Java-based implementation of a maximum entropy classifier, which takes data
and applies probabilistic classification [8].

On the other hand, it is worth mentioning that studies exclusively deal with the
English language, perhaps owing to the lack of resources in other languages. Considering
that the Spanish language has a much more complex syntax than many other languages,
and that it is the third most widely spoken language in the world, we firmly believe that
the computerization of Internet domains in this language is of utmost importance. For
this reason, this work is mainly motivated in the Spanish language.

This paper is structured as follows: Sect. 2 presents the state of the art on sentiment
analysis and trend detection on social networks. Section 3 presents the architecture and
functionality of our proposal. Section 4 shows a set of experiments carried out to validate
the proposed approach concerning the effectiveness of our approach to trend detection
and sentiment analysis. Finally, Sect. 5 describes our conclusions and future work.

2 Related Work

2.1 Sentiment Analysis

In recent years, several researchers have introduced methods for sentiment classification.
Most of these efforts are based on two approaches: the semantic orientation approach
and the machine learning approach. Both approaches have their advantages and draw‐
backs. The semantic orientation approach is based on opinion words, namely, words
that are commonly used in expressing positive or negative sentiment. Opinion words
are typically contained in a dictionary called opinion lexicon.

For example, Ghosh & Animesh [9] presented a rule-based method that can be used
to identify the sentiment polarity of opinion sentences. They use SentiWordNet to
calculate the overall sentiment score of each sentence. The results obtained in this work
indicate that SentiWordNet could be used as an important resource for sentiment clas‐
sification tasks. Peñalver-Martínez et al. [10], meanwhile, propose an innovative opinion
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mining methodology that takes advantage of new semantic Web-guided solutions to
enhance the results obtained with traditional natural language processing techniques,
sentiment analysis processes and Semantic Web technologies. Their proposal is specif‐
ically based on three different stages: (1) an ontology-based mechanism for feature
identification, (2) a SentiWordNet-based technique to assign a polarity to each feature,
and (3) a new approach for opinion mining based on vector analysis. Montejo-Ráez et al.
[11] presented an unsupervised approach for polarity classification in Twitter. They
integrated SentiWordNet to compute the final value of polarity. The synsets values are
weighted with the PageRank scores obtained in the random walk process over WordNet.

However, tweets are not considered ‘‘normal’’ pieces of text, since the 140-character
threshold imposes limitations in the length. A further peculiarity of the tweets is the
extensive usage of jargon expressions, abbreviations, and emoticons. A disadvantage is
the fact that jargon expressions are often domain dependent. These factors lead to a low
recall when the lexicon-based method is applied on informal corpora of text, like posts
from micro-blogs [3].

An alternative approach is the application of machine learning techniques. This
approach is based on using a collection of data to train classifiers. The drawback of the
machine learning-based methods is mainly focused on the manual labeling required over
massive sets of tweets. However, several pieces of research showed that the machine
learning approach outperforms the semantic orientation approach [12].

For example, Mohammad et al. [13] propose a basic automatic system to classify
tweets and determine who is feeling certain emotion, and towards whom. They trained
a Support Vector Machine (SVM) classifier for that. Sidorov et al. [14], meanwhile,
examine how classifiers work while carrying out opinion mining of Spanish Twitter
data. They explore how different settings (n-gram size, corpus size, the number of senti‐
ment classes, balanced vs. unbalanced corpus, various domains) affect the precision of
the machine learning algorithms and experiment with Naïve Bayes, Decision Tree, and
Support Vector Machines. Some other works [15, 16] combine NLP (Natural Language
Processing) and machine learning techniques in order to increase the effectiveness of
their method. Salas-Zárate et al. [15] present a method that uses a hybrid feature extrac‐
tion method based on POS (part-of-speech) pattern and dependency parsing. The
features obtained are enriched semantically through common sense knowledge bases.
Then, a feature selection method is applied to eliminate the noisy and irrelevant features.
Finally, a set of classifiers is trained in order to classify unknown data. Habernal et al.
[16] present in-depth research on supervised machine learning methods for sentiment
analysis of Czech social media. They explore different pre-processing techniques and
employ various features and classifiers. The authors also experiment with five different
feature selection algorithms and investigate the influence of named entity recognition
and preprocessing on sentiment classification performance.

Finally, some other more recent proposals are based on psycholinguistic tools for
sentiment analysis such as LIWC [17, 18].

2.2 Trend Detection

There are several studies that have addressed trend detection on social networks. For
example, [19] present a trend prediction method for news event or news topics on Twitter.
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Experimental results show that the method is simple and effective. The authors also
propose and analyze several possible reasons for the trend rising and falling of news topics
on Twitter. Kaleel & Abhari [6] propose a system for event detection and trending from
tweet clusters which are discovered using LSH (Locality Sensitive Hashing) technique.
Specifically, the key issues addressed by the authors are: (1) construction of a dictionary
using incremental term TF–IDF in high dimensional data to create tweet feature vector, (2)
leveraging LSH to find truly interesting events, (3) trending the behavior of events based
on time, geo-locations and cluster size, and (4) speed-up the cluster discovery process
while retaining the cluster quality. Ding et al. [20], meanwhile, focus on automated person‐
alization of tweets for popular trending topics. The main objective is to classify the tweets
information as “Like” or “Dislike” on a particular topic based on personal preferences.
Martinez-Romo & Araujo [1] present a methodology based on two main aspects: the
detection of spam tweets in isolation and without previous information of the user; and the
application of a statistical analysis of language to detect spam in trending topics. Mathiou‐
dakis & Koudas [21] present TwitterMonitor, a system that performs trend detection over
the Twitter stream. The system identifies emerging topics on Twitter in real time and
provides meaningful analytics that synthesize an accurate description of each topic. Users
interact with the system by ordering the identified trends using different criteria and
submitting their own description for each trend.

We should state that our work differs from the existing works for two reasons: (1) Our
approach is based on the Spanish language in comparison to most studies that exclusively
deal with the English language, and (2) Our approach obtains an estimated positive, nega‐
tive or neutral sentiment value for each tweet related to the trending topic detected.

3 SentiTrend Architecture

SentiTrend consists of a Back-End and a Front-End layer (see Fig. 1). On the one hand,
The Back-End is divided into five main components: (1) Retrieve module, (2) Data
extraction and verification module, (3) Pre-processing module, (4) Trend detection
module, and (5) Sentiment analysis module. On the other hand, the Front-End consists

Fig. 1. SentiTrend’s architecture.

66 M. del Pilar Salas-Zárate et al.



of a web application developed in Java that allows users to view the trending topics
detected, and the tweets corresponding to the selected trending topic including the
percentage of positive, negative or neutral tweets.

3.1 Back-End Layer

As was previously mentioned, the Back-End layer is divided into five main components:

1. Retrieve module. This module is responsible for establishing, maintaining a connec‐
tion with Twitter and retrieving tweets.

2. Data extraction and verification module. It avoids storing repetitive tweets and
extracts valuable information from the tweets such as user, text, followers, etc.

3. Pre-processing module: This module carries out the data cleansing of each tweet by
means of NLP techniques. In other words, it removes from the tweets information
such as hyperlinks, emoticons, among others.

4. Trend detection module. It performs the trend detection based on a TF-IDF model.
5. Sentiment Analysis module. This module classifies tweets as positive, negative, or

neutral.

A detailed description of the modules contained in the architecture shown above is
provided in the following sections.

Retrieve module. This module handles establishing and maintaining the connection
with Twitter servers to retrieve tweets. We use Twitter4 J, a Java library that gives access
to the Twitter API and assists in integrating the Twitter service into any Java application.
In order to obtain useful results, we have established two search filters: (1) Track, and
(2) Locations. The first filter consists of a comma-separated list of phrases which will
be used to determine which tweets will be delivered on the stream. The second filter
consists of a comma-separated list of longitude, latitude pairs specifying a set of
bounding boxes to filter Tweets. Each bounding box should be specified as a pair of
longitude and latitude pairs, with the southwest corner of the bounding box coming first.
For example, to obtain the tweets from Spain, we need the following coordinates:

upper right point:
Latitude:43.834527
Length:1.423828
lower left point:
Latitude:36.119713
Length: -9.47461

Data extraction and verification module. In this module, information about each
tweet is extracted. Also, a verification process is carried out. Next, a detailed description
of the process performed is presented.

1. It obtains a tweet of the tail of tweets.
2. This module retrieves the tweet information namely, id, date, number of retweets,

text, language, the user who wrote it, number of the user’s followers and hashtags
and users that appear in the tweet.
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3. It verifies if a tweet is original or a retweet
(a) If a tweet is original, it verifies if it exists in the database with its id

(i) If the tweet is not in the database, a sentiment classification is carried out
(“sentiment analysis module”), and all information is stored in the data‐
base.

(ii) Otherwise, data such as number of followers, number of retweets are
updated in the database.

(b) If a tweet is a retweet, the original tweet is obtained, as well as its id, date,
number of retweets, text, language, the user who wrote it, the user’sfollowers,
the user name, hashtags, and users named in the tweet.
(i) If the original tweet is not in the database, a sentiment classification is

carried out (“sentiment analysis module”), and all information is stored in
the database.

(ii) Otherwise, data such as number of followers and number of retweets are
updated in the database.

Pre-processing module. The pre-processing module carries out the data cleansing of
each tweet by means of NLP techniques [22, 23].

The system carries out the following steps before extracting features from the text
of the tweet.

• Slang words translation: Tweets often contain slang words. Slang word translation
means converting the slang words like lol, omg, among others, into their standard
form.

• Tokenization: The sentences are divided into words or tokens by removing white
spaces and other symbols or special characters.

• Case Normalization: The process is to turn the entire tweet into lowercase.
• Stemming: It is the process of reducing all the remaining words to their respective

stems. It is worth remarking that stemming finds the stem, and not the root of the
words.

• The removal of Stop Words: A stop word is defined as a word that contains no
meaning or relevance in and of itself. All words that appeared as the most frequent
in at least 80 % were classified as stop words. If a word was identified as a stop word,
it was removed.

• Identify presence of URL using a regular expression (“https?://\\S+\\s”) and remove
all the URLs from the tweet.

• Remove all the private usernames identified by @user and the symbol # of hashtags.

Trend detection module. This module performs trend detection through two main
phases. Firstly, a set of simple and composite features are extracted. This process is
performed by using n-grams (like unigrams, bigrams and trigrams) [24]. For example,
the features obtained from the sentence “big bang theory” are the following:

unigrams: “big”, “bang”, “theory”.
bigrams: “big bang”, “bang theory”.
trigrams: “big bang theory”.
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Secondly, in order to calculate the weight of the words, a TF.IDF model is used. TF-
IDF is a statistical measure that is used to estimate the importance of a word in a docu‐
ment or in a collection of documents [6, 25]. Having said that, term frequency can be
defined as:

tfij =
nij

N (1)

where nij is the number of times word i occurs in document j and N is the total number
of words in document j.

N =
∑

k

nkj (2)

The second definition is often referred to as the normalized term frequency. Inverse
document frequency is defined as

idfi = log
(

D

di

)
(3)

where di is the number of documents that contain word i and D is the total number of
documents.

Therefore, the TF-IDF score for a word w in a document d is calculated by:

tf − idf = tfij ∗ idfi (4)

Sentiment analysis module. The last module provides the negative, positive or neutral
polarity of the tweets. Aiming to perform such a task, this module needed the previous
development of a Machine Leaning-based module able to determine the polarity of a
tweet, i.e. to determine if a tweet is positive, negative or neutral concerning a topic. The
development of this module involved two main phases. Firstly, a corpus consisting of
1000 positive tweets, 1000 negative tweets, and 1000 neutral tweets was obtained. We
used the Twitter API to collect the tweets. After downloading the tweets, each tweet
was individually processed as described in a “pre-processing module” section. Also, we
performed a manual review of the filtered tweets in order to make sure that the obtained
tweets are relevant to our study. Finally, each tweet was classified by hand in order to
ensure the quality of the corpus. This time-consuming task was performed in a period
of 12 months by a group of five people with a great experience in the sentiment classi‐
fication domain. We do not share this dataset the Twitter policy does not all us to share
tweets contents.

Secondly, the corpus mentioned above was used to training a classifier, more specif‐
ically, we use the Stanford classifier, a Java-based implementation of a maximum
entropy classifier, which takes data and applies probabilistic classification. We applied
a Machine Learning (ML) approach as it has been applied in several works, achieving
great results for sentiment classification. The Machine learning methods often rely on
supervised classification approaches. This approach is based on using a collection of
data to train the classifiers. Among the machine learning techniques commonly used in
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sentiment polarity classification we find Support Vector Machine (SVM) [26, 27], Naive
Bayes (NB) [28, 29], and Maximum Entropy (MaxEnt) [30].

3.2 Front-End Web Application

SentiTrend provides a web interface where users can carry out the following tasks: (1)
view the recent trends in real-time, (2) view tweets about a selected trend, as well as,
the percentage and total of positive, negative, and neutral tweets.

Next, Fig. 2 shows the SentiTrend Web application.

Fig. 2. SentiTrend Web application.

4 Evaluation and Results

In order to evaluate the effectiveness of the system for sentiment classification and trend
detection, we have used three evaluation measurements: precision, recall and F-measure.
Recall (5) is the proportion of factual positive cases that were correctly predicted as
such. On the other hand, precision (6) represents the proportion of predicted positive
cases that are actually positive. Finally, F-measure (7) is the harmonic mean of precision
and recall [31].

70 M. del Pilar Salas-Zárate et al.



Recall =
TP

TP + FN
(5)

where TP is the number of true positives and FN is the number of false negatives.

Precision =
TP

TP + FP
(6)

where TP is the number of true positives and FP is the number of false positives.

F1 = 2 ∗
Precision*Recall

Precision + Recall (7)

The experiments carried out in this study are described in detail below.

4.1 Trend Detection

In order to evaluate the effectiveness of the system for trend detection, several experi‐
ments were carried out. The experiments involve obtaining results for different time
intervals with our system (SentiTrend), Twitter API, and Trends24, and then, carry out

Table 1. Trend detection results obtained by SentiTrend.

Test SentiTrend-Twitter SentiTrend-Trends24
P R F P R F

1 0.7 0.7 0.7 0.7 0.7 0.7
2 0.8 0.8 0.8 0.8 0.8 0.8
3 0.8 0.8 0.8 0.6 0.6 0.6
4 0.7 0.7 0.7 0.7 0.7 0.7
5 0.9 0.9 0.9 0.9 0.9 0.9
6 0.6 0.6 0.6 0.6 0.6 0.6
7 0.8 0.8 0.8 0.7 0.7 0.7
8 0.9 0.9 0.9 0.8 0.8 0.8
9 0.8 0.8 0.8 0.8 0.8 0.8

10 0.9 0.9 0.9 0.9 0.9 0.9
11 0.7 0.7 0.7 0.7 0.7 0.7
12 0.9 0.9 0.9 0.7 0.7 0.7
13 0.9 0.9 0.9 0.7 0.7 0.7
14 0.8 0.8 0.8 0.8 0.8 0.8
15 0.9 0.9 0.9 0.9 0.9 0.9
16 0.9 0.9 0.9 0.9 0.9 0.9
17 0.8 0.8 0.8 0.8 0.8 0.8
18 0.8 0.8 0.8 0.8 0.8 0.8
19 0.7 0.7 0.7 0.6 0.6 0.6
20 0.7 0.7 0.7 0.7 0.7 0.7
AVG 0.8 0.8 0.8 0.755 0.755 0.755
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a comparison between the results obtained by the aforementioned tools. The experiments
were evaluated using precision, recall, and F-measure metric. Aiming to calculate the
corresponding scores, the following facts are considered.

• True positives: the items that were identified as trending topic by SentiTrend, Twitter
API and Trends24.

• False positives: the items identified as trending topic by SentiTrend that were not
identified as trending topic by Twitter API and Trends24.

• False negatives: the items identified as trending topics by Twitter API and Trends24
that were not identified as trending topics by SentiTrend.

Table 1 shows precision (P), recall (R), and F-measure (F) results obtained by Senti‐
Trend and Twitter API tools and SentiTrend and Trends24 tools for different time intervals.

As can be seen in Table 1, SentiTrend obtains good results for trend detection with
an average precision, recall, and F-measure of 80.0 % with regards to Twitter API, and
75.5 % with respect to Trends24. In fact, the best result (precision, recall, and F-measure
of 90 %) was obtained by several tests for both SentiTrend-Twitter and SentiTrend-
Trends24. Also, the results show that SentiTrend obtains more matches of trending
topics with Twitter than with Trends24.

Table 2. Sentiment classification results

Precision Recall F-measure
1 0.800 0.800 0.799
2 0.800 0.800 0.799
3 0.817 0.817 0.817
4 0.813 0.814 0.813
5 0.810 0.810 0.810
6 0.801 0.800 0.800
7 0.807 0.807 0.806
8 0.830 0.830 0.830
9 0.774 0.773 0.773

10 0.789 0.780 0.782
11 0.832 0.803 0.813
12 0.817 0.817 0.817
13 0.807 0.807 0.807
14 0.816 0.817 0.816
15 0.794 0.777 0.780
16 0.846 0.843 0.844
17 0.800 0.800 0.800
18 0.844 0.843 0.843
19 0.766 0.763 0.764
20 0.833 0.830 0.830
AVG 0.810 0.807 0.807

72 M. del Pilar Salas-Zárate et al.



4.2 Sentiment Classification

The experiments of sentiment analysis were carried out on a set of tweets related to a
trending topic. For this purpose, the trending topic with the highest score obtained by
SentiTrend for each of the twenty case studies presented in the previous section (see
Sect. 4.1) was selected. Then, 300 tweets related to the trending topic were collected.
Each of them was classified as positive, negative, or neutral by both, an expert group on
sentiment analysis and the SentiTrend system.

Finally, a comparison of the results obtained by the aforementioned methods was
carried out through precision, recall, and F-measure metrics. The evaluation results are
shown in Table 2.

As can be seen in Table 2, the system provides encouraging results for sentiment
classification of tweets in the Spanish language, with average Precision, Recall and F-
measure values of 81 %, 80.7 %, and 80.7 %, respectively.

4.3 Discussion

General results show that the system successfully performs trend detection in Twitter
and polarity detection.

With respect to trend detection, experiments show that the method is effective.
However, much remains to be done about this topic. For example, we believe that
analyzing fake content on twitter would be an interesting factor.

Regarding sentiment analysis, the system provides encouraging results. As
mentioned above, we have used the Stanford Classifier to perform MaxEnt (Maximum
Entropy) classification. The results obtained for the MaxEnt are very good. These results
can be justified by the analysis presented in [32], where the authors mention that MaxEnt
has been successfully employed for natural language processing tasks since the main
advantages of MaxEnt are its robustness and statistic efficiency. However, it would be
interesting to carry out several experiments with other classifiers such as SVM,
BayesNet by using some machine learning tools, such as Weka [33] and RapidMiner
[34], aiming to compare the results provided by several algorithms.

5 Conclusions and Future Work

In this work, we have proposed SentiTrend, a system for trend detection and sentiment
analysis. We have also presented the experiments whose objective was to evaluate the
proposed approach concerning trend detection and sentiment analysis. Our proposal
yielded encouraging results, with an average F-measure of 80.7 % for sentiment analysis,
and an average F-measure of 80 % and 75.5 % for trend detection with regards to Twitter
API and Trends24, respectively.

In spite of all the advantages and possibilities of the proposed approach, it has several
limitations that could be improved in future work. First, our approach is only able to
deal with tweets expressed in Spanish, which is a disadvantage owing to the vast amount
of information available in other languages. We shall therefore attempt to apply this
approach to the English language. Second, our approach is not able to detect irony,
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sarcasm, and satire. These aspects can play the role of a polarity reverse, with respect
to the words used in the tweet. This is one of the most interesting aspects to check in
social media for sentiment analysis. We plan to integrate a module to detect irony,
sarcasm, and satire. Third, in order to train and validate the sentiment analysis method,
we collected a corpus, which was manually labeled by an expert group. However, we
plan to use a standard/benchmark corpus in order to evaluate the effectiveness of our
method and compare our results with other proposed works. Finally, another disad‐
vantage of our proposal is that it is not able to identify spam users as well as spam tweets.
Trending topics are a very effective method for tricking users into visiting malicious or
spam websites. Accordingly, the attackers collect information regarding the most
popular trending topics and include them in tweets pointing to spam websites. Therefore,
we are interested in carry out a study regarding spam propagation through Twitter such
as that presented in [35].
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Abstract. Even though human kind has not even started to explore the vast
expectrum of technology, it is doing its best to reach conclusions. Technology
has indulged itself in many aspects that have favored the Human Race. Mobile
Technology has met the accessibility, practicum, participation, feasibility and
even the economic cost standards, which allows it to be the leader when it comes
to select an ally that controls and treats chronic illnesses [1]. Having the dis-
cipline to follow a program of alimentation and indeed a new lifestyle is not that
easy especially when the disorder is called diabetes. This investigation aims to
spotlight the devices and apps currently used as an aid to control and adequately
treat diabetes using m-Health focusing especially on the reality of Ecuador.

1 Introduction

Diabetes has become a social problem all over the world putting on alert to the public
health systems in all the countries because of the expensiveness of its treatment. It has
become one of the most dangerous, killing and steadily increasing illnesses. Ecuador is
not the exception. It has considerably increased in the last ten years. By 2013, it was
estimated that it occupied the first death cause reported by the official statistics of the
Government of Ecuador1. According to INEC (Spanish acronyms for Institute of
statistics and Censuses) 63.104 deaths were recorded in 2013 corresponding 4965 to
Diabetes mellitus. By 2016 the situation has some variation as shown in Table 1.

These data do not consider people under the age of 30, which would considerably
increase the total of cases mentioned in the table. According to the World Health
Organization, a demographic change is being registered which affects the humanity
worldwide. It is a fact that by the year 2020 the number of births will be less than the
one of elderly people. The statistics show that nowadays there are 1,141,444 elderly

1 http://www.ecuadorencifras.gob.ec/?s=diabeTes (Accessed June 8th, 2016).
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people in Ecuador. In 4 years it is estimated that this number will increase to
1,310,3972. That means that the demand of health services will be higher leading to the
increment of public spending.

Indeed, Ecuadorian Society of Endocrinology expected that the number of cases
existing today would not appear until 2025, however, the number of cases expected in ten
years is now a reality. The sad reality is that a diabetic dies every two hours in Ecuador3.
The other diabetes types are not mentioned but mellitus in these statistics. Undoubtedly,
no matter what type of diabetes a person has, it is mandatory to have a correct man-
agement of the illness. As a matter of fact, diabetics must follow three clear “lines of
action”: (1) a nutritional plan, (2) a new healthy lifestyle including the practice of sports,
and (3) taking appropriate medication along with the frequent medical control [2].

Nevertheless, how to promote a correct behavior among patients who do not seem
to be conscious of their serious situation? This has become a problem for endocri-
nologists who have been looking for external support in the self-management of this
chronic illness.

Technology devices like cell phones or tablets appear to be helpful enough to
patients dealing with it. This goes beyond the way it has been working up to now.
Traditional methods of control (talks, feeding schedules stuck on the refrigerator door,
splitted containers to put pills, etc.) require an urgent updating that involve the patient
in the process [3].

The new technological trend for these requirements is called mHealth. It consists on
the use of ICTs to keep engaged and well communicated to the diabetic patient. In
Ecuador is not common as expected and needed, therefore, it still has to be spread over
the population in order to contribute significantly to the treatment and control of
diabetes. International studies report that given the potential of the real-time commu-
nication provided by the app, both patients and care providers are able to be aware of
its evolvement, promoting communication, sharing it or making decisions [4].

The research questions of this research are the following: how effective might the
mHealth apps currently available in the play stores or app stores be? Is there a device
besides the mobile phones offering a similar or better service to patients using it? Is
Ecuador a good broth to develop the mHealth culture? If so, which ones must be
recommended to diabetic patients and why?

Table 1. Number of death attributable to hyperglycemia

Age Men Women Total

30–69 years 1010 1000 2010
70 years or more 1350 2360 3710
Total 2360 3360 5720

2 http://www.ecuadorencifras.gob.ec/proyecciones-poblacionales/ (Accessed June 8th, 2016).
3 http://lahora.com.ec/index.php/noticias/fotoReportaje/1101748295#.V1m0N_nhDIU (Accessed June
8th, 2016).
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2 App Classification

This study classifies several apps in different categories that are explained next.

2.1 Medical Management of Diabetes

In this category we can find the apps that have been verified by medical organizations
to be useful for medical management of diabetes. In this category, WellDoc Diabetes
Manager (“Bluestar”) is the only app that has obtained FDA approval for use in the
medical management of type 2 diabetes in adults [10]. The WellDoc system allows
patients to track and record your blood sugar levels, and identifies trends of glucose
patterns, offering a real-time response and clinical basis, serving as ‘teacher’ to people
living with diabetes. In addition, this app can share data directly with the diabetes
healthcare team. Bluestar can be obtained only by prescription from your doctor [17].

2.2 Tracking Apps that Display Information About Health

These apps allow the user to keep track of blood glucose, insulin doses, carbohydrate,
weight and physical activity and review their data in different ways, such as raw
numbers, graphs or summary values, as averages. A 33 % of the existing apps related
to diabetes are of this category. Most monitoring apps require the user to manually
enter health data in the app. Only a few apps can directly upload the data on glucose
levels to a mobile phone, such as Glooko system, the blood glucose meter or glu-
cometer IBTStarTelcare. MySugr is an app for daily use. Monitoring takes advantage
from a playful style to keep users engaged and motivated. All these apps have been
approved by the FDA.

2.3 Apps for Teaching and/or Form

Having access to information which allows patients to know everything related to their
illness is an important factor to be aware of their treatment. Approximately 22 % of
apps focused on teaching and/or training. For example, some apps teach the principles
of carbohydrate counting using graphics and interactive games. Other apps are cal-
culator’s insulin dose suggesting dose of this hormone based on a target blood glucose
value, the correction factor, the proportion of carbohydrates, the present level of blood
sugar and calculating carbohydrates before a particular food. Tracking apps also offer
training to users about the administration of medication, such as glucagon or aid in the
use of devices [17].

2.4 Databases Food References

Since the diabetic patient’s nutrition habits are one of the determined aspects in the
control of the disease, then it is of the utmost importance to have available a data base

Usage of Diabetes Self-management Mobile Technology 81



relating the nutrition facts designed by doctor and dietitians. Approximately 8 % of the
apps are references databases food carbohydrate counting. Another 5 % contained
recipes for users with diabetes. Some apps combine guides for counting carbohydrates
tracking tools [17].

2.5 Social Forums/Blogs

This category allows diabetic people to socialize among themselves. Approximately
5 % of apps are social networks, social forums or blogs that aim to connect people with
diabetes so they can share information and experiences [17].

2.6 Apps for Physicians

In this category, the applications that can provide relevant information (reports, statis-
tics) to the doctor are found in order to follow up and monitor diabetic patients. While
most apps have been developed for people with diabetes, about 8 % are designed for the
healthcare provider as a tool to give medical information. Other apps have been
designed for diabetes magazines, and offer electronic access to articles [17].

3 App Analysis

The purpose of this study is threefold: (1) Screen the most popular apps available on
the virtual stores and determine their effectiveness according to how they support each
of the most patients’ needs; (2) describe briefly the way each one works and provide a
qualification that will determine how recommendable it is to the users; (3) suggest
some improvements to the existing apps; (4) create and promote an mHealth culture in
Ecuador through the information provided in this article considering the possibility of
the intervention of the public authorities.

3.1 Methods

In order to guarantee the accuracy of the apps to be studied it was required to research
on previous similar studies [5–8]. The aim was to find and analyze all the existing
applications for diabetes in official stores for Android and IOS accessible to patients or
users using the following terms: diabetes, glucose, sugar and insulin. On June 12th,
2016 the app store (IOS) was searched. As a result, 230 applications appeared after
typing the expressions previously mentioned. From the 230, 6 applications were not
considered in this research due to the lack of fulfillment of the functions proposed.
Indeed, they got poor ratings and negative comments from users who had already
downloaded them before. The same process was performed before in the Play Store
(Android).

On June 9th, 2016 and after searching under the same key words, 224 applications
were searched. It was found that 8 applications did not meet their specified function and
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also had negative comments from users. From both Apps Store and Play Store, a total
of 440 applications that have features on diabetes such as monitoring and control of
blood glucose; diaries entries to control diabetes; plans and recipes to maintain both
sugar in normal levels and energy as well; magazines and information about the dis-
ease; weight control; exercise routines; glucose meter; cookbooks, etc. were screened.

3.2 Results and Findings

After the screen process, it was found that 102 applications were paid. IOS Apps might
be purchased at prices from $0.99 to $49.99; while Android ones can be bought at
prices between $0.97 to $41.58. In fact, 338 were freeout of the 440 applications
screened, which considerably determined their popularity among users.

In addition, 53 diabetes-oriented Android applications were found according to the
following parameters: Free Applications with the rating (star rating) of 4.0 to 5.0 that
have been updated in 2016. On the other side, we can find 33 IOS applications
following the parameters: free applications, with an evaluation of 12+ and 17+ (which
means the age required to be a user) and having been updated this year were considered
as the 10 ones chosen per operative system (see Fig. 1).

At the end, 20 apps were chosen as the ones proposed for Ecuadorian diabetic’s
users: 10 for Androids and 10 for IOS considering: accessibility to certain types of
smartphones and popularity, as well as their functionality, usability, price and number
of downloads as it is was done in the work presented in [9].

Fig. 1. Diagram of mobile applications.
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Charts 2 and 3 show the 10 most selected applications for Android and IOS
respectively. It’s easily demonstrated that the most downloaded Android applications
have been “MEDISAFE MEDICATION REMINDER” which has a million downloads
while the other apps do not go beyond the one hundred thousand downloads. In other
cases, the application with the most ratings has been “DIABETES:M” with a score of
4.7. All the Android applications that have been selected have a score of 4.2 down-
loads. On the contrary, the IOS apps do not provide such a detailed information.

Next, different functionalities related to the Diabetes domain were studied in each
of the selected apps showed in Tables 2 and 3. The selected functionalities were the
following:

1. GLUCOSE LEVEL REGISTRY. - this feature allows a daily registry of the glu-
cose levels in blood.

2. SEND A REPORT TO THE DOCTOR AND/OR RELATIVES. - the moment the
application collects the desired data, it emits a full report to the doctor or the
relatives that are pending to such treatment.

3. STATISTICS/GRAPHIC ANALYSIS. - the applications represent the daily or
weekly control throughout graphics or a statistic or resumed analysis.

4. MEDICATION INTAKE REMINDER. - this feature allows the mobile gadget to
send a reminder of the medication that needs to be taken by the patient according to
the doctor’s prescription.

5. BODY WEIGHT REGISTRY. - this feature registers the patient’s body weight
daily.

6. PHYSICAL ACTIVITY AND/OR LEISURE ACTIVITY REGISTRY. - This
feature provides a daily register of the physical activity done and the time taken to
complete those activities.

7. SYNCHRONIZING DATA. - this feature allows data synchronizing with other
gadgets.

8. STORING DATA IN THE CLOUD. - this feature allows data storage to be
uploaded directly by the users to the cloud so it could be used again at any place
and time.

9. CARBOHYDRATES AND CHOLESTEROL REGISTRY. - this allows for
cholesterol to be monitored and it also registers the consumption of carbohydrates
from the diets given to the patients.

10. SOCIAL NETWORKING. - this function establishes a connection with social
networks such as Facebook or Twitter with the purpose to invite friends or send
messages about their progress with the treatment they’re receiving.

11. INSULIN DOSAGE MONITORING AND LEVEL REGISTRY. - it allows for
insulin levels to be monitored or to calculate the dosage of insulin that is needed
according to the treatment.

12. ADDITIONAL GADGET COMPATIBILITY. - it supports a wide variety of
inter-connections with other health applications and medical compatible gadgets.

13. FOOD BASE DATA. - it incorporates a food data base to register the consumption
of daily carbohydrates.

14. ALARMED TREATMENT CONTROL. - this function allows to receive remin-
ders so the patient could take his/her insulin doses or other type of medications.
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15. HEALTH ADVISE. - it gives advice about preventive health for each of the
patients, nutritional controls and general information for the treated illness.

16. MEDICATION RECOMENDATION. - they have a medication data base of with
the manufacturers information, dosage consumption and advantages or disadvan-
tages for each one.

17. ARTERY PRESSURE INFORMATION REGISTRY. - it allows the constant
monitoring of artery pressure levels.

In Tables 4 and 5, the analysis features for both Android and IOS apps are shown.
As it’s shown according to the application categories, some have major functions than
others. The “Diabetes:M” application has the highest number of downloads, but the
“Social Diabetes” application does not feature the recommendation options about health
or medication. On the other hand, others have the following applications: “Glucosio”
and “Diabetes Connect” don’t include a food data base nor treatment control alarm,
which is why it can be concluded that many applications in such category are efficient in
diabetes control but are not effective in a disease general treatment.

In the case of the IOS operative system applications, it has been determined that
“Social diabetes” has the most completed range of characteristics, however, it lacks

Table 2. Selected Android apps.

N° Apps Evaluation

Accessibility Popularity
Type of mobile
device

Cost Downloads Rating

1 DIABETES:M ANDROID 4.0.3
(SUPERIOR)

FREE 100.000 4.7

2 BEAT0 DIABETES
MANAGEMENT

ANDROID 4.0.3
(SUPERIOR)

FREE 10.000 4.6

3 DIABETES CONNECT ANDROID 4.0
(SUPERIOR)

FREE 100.000 4.5

4 CON LA DIABETES ANDROID 4.0
(SUPERIOR)

FREE 5.000 4.5

5 DIABETES APP -
MYDIABETICALERT

ANDROID 4.0
(SUPERIOR)

FREE 10.000 4.5

6 MEDISAFE MEDICINA
RECORDATORIO

ACCORDING
TO THE DEVICE

FREE 1.000.000 4.5

7 GLUCOSIO ANDROID 4.1
(SUPERIOR)

FREE 1.000 4.3

8 DIABETES & DIET
TRACKER

ANDROID 4.0
(SUPERIOR)

$9,99 1.000 4.4

9 GLOOKO VARIES
ACCORDING TO
THE DEVICE

FREE 10.000 4.2

10 SOCIAL DIABETES ANDROID 2.3.3
(SUPERIOR)

FREE 50.000 4.3
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Table 3. Selected IOS apps.

N° Apps Evaluation

Accessibility Popularity
Type of
mobile
device

Cost Downloads Rating

1 SUGAR SENSE-DIABETES APP,
BLOOD SUGAR CONTROL,
AND CARB COUNTER

IOS 8.0 FREE N/A N/A

2 DIABETES PHARMA IOS 8.0 $1.99 N/A N/A
3 TACTIO SALUD: MI DIARIO DE

SALUD CONECTADA
IOS 8.0 FREE N/A N/A

4 HYPERTENSION & DIABETES IOS 7.1 FREE N/A N/A
5 IHEALTH GLUCO-SMART IOS 7.0 FREE N/A N/A
6 SOCIAL DIABETES IOS 7.1 FREE N/A N/A
7 GLUCOSE BUDDY-DIABETES

LOGBOOK MANAGER
IOS 4.0 FREE N/A N/A

8 DIABETES IN CHECK: COACH,
BLOOD GLUCOSE &
CARB TRACKER.

IOS 7.1. FREE N/A N/A

9 GLOOKO IOS 8.0 FREE N/A N/A
10 EXERCISE DIABETES IOS 9.2 FREE N/A N/A

Table 4. Features analysis of selected Android apps.
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other important functions relating to the control and treatment of the disease like health
recommendation and medication.

4 Conclusions and Future Work

Although Ecuador is a developing country, it has significant telecommunication
infrastructures that will allow it to move forward and adopt new cloud services in the
short and medium term, and to increase the coverage to provide more mobile devices,
as well as Internet services. Indeed, the percentage of Ecuadorian population having a
smartphone corresponds to 8.4 %, which means about 563,000 people, according to the
latest data recorded by the INEC in 2011.

According to the Agency for Regulation and Control of Telecommunications
(ARCOTEL) subscribers to Advanced Mobile Service (SMA) exceed 14 million until
April 2016. According to the National Institute of Statistics and Census (INEC) 2015,
89.5 % of households had at least one cell phone, representing about 40 points more
than that recorded in 2010. In terms of age, it is revealed that people between 35 and 44
years are those who have more cell activated with 83.4 %, followed by those 25 to 34
years, with 83.1 %4. Furthermore, according to the World Factbook by the CIA,
Ecuador has 100 cell phones per 100 citizens5. These facts reveal an increasing ten-
dency of having inhabitants who seem to be technology-friendly.

On the other hand there is a high demand for public health services according to the
number of patients at different levels of hospital attention. It has grown rapidly
according to report Ministry of public health in 2006, which mentions that 16.199.151
patients were treated while in 2014 figures increased up to 39,208,319.

Table 5. Features analysis of IOS apps.

4 http://www.telecomunicaciones.gob.ec/telefonia-ecuador-tiene-mas-de-14-millones-de-abonados-al-
servicio-movil-avanzado/ (Accessed June 8th, 2016).

5 https://www.cia.gov/library/publications/the-world-factbook/geos/ec.html (Accessed June 8th, 2016).
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This growth forces government to seek new forms of service to improve the
activities of health care, without saturating public health institutions. The use of health
technologies e-health and m-health may have an important role for this purpose.
A strategy should be definitely created which aims at generating new regulatory
policies and appropriate methodologies in use of health technologies for caring patients
with potential chronic diseases such as diabetes. It is also necessary to establish an
agency of evaluation in health technology and give proper promotion of services that
allow educating the Ecuadorian population in adopting new services for health care.

It is important for health professionals and authorities to accept alliances with the
private sector and higher education system in incorporating research and development
R&D. It would be profitable to take advantage of state investment in health according
to reports from the Ministry of Finance it has been increased from 535 million in 2006
to 1,774,000 in 2012.

All this is aimed at achieving a better life quality for Ecuadorian people. It will lead
to reduce the number of people who acquire this chronic disease every year, causing a
positive impact on each individual, family and the Ecuadorian state as well.

The results of this investigation show the reliability and efficiency of the cellular
applications for the control and treatment of diabetes, just like the necessity that people
have of its usage. However, application improvements need to be done in order to
determine an integral solution for this problem. Thus, new models of orientation must
be defined for the management of such knowledge to guarantee higher effectiveness
and efficacy in the treatment of this illness.

In this investigation, 10 applications were selected for each of the operating mobile
systems: Android and IOS. After studying 17 characteristics of these applications, none
of them applies with the required function.

To conclude, it is noted that in the updated applications there is a lack of intelligent
technology usage that can be based on knowledge to allow better monitoring, rec-
ommendation and management for the alarms.

As a future task, it is recommended to propose an application connected to the
Cloud service covering all the characteristics based on intelligent technology like the
tasks presented on [12, 13].
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Abstract. This document shows an analysis of emerging technology for the
recovery of meteorological data and its cost-benefit using GPRS (General Packet
Radio Service) data transfer in automatic meteorological stations to improve the
monitoring and the prediction of the atmosphere and inland water behavior in
Ecuador. In different areas of study comparisons between data or generated regis‐
ters coming from Automatic Weather Station (AWS) and Conventional Weather
Station (CWS) have been made. Therefore, here the authors mainly underline the
importance of storing meteorological information using cloud computing. Among
the benefits of cloud computing there are high data availability access and high
efficiency in technical/scientific studies at lower cost due to the decrease of local
investment in technological infrastructure, upgrades, maintenance of equipment
and applications.

Keywords: Cloud computing · GPRS · Meteorology · Weather Station

1 Introduction

In the last few years decision makers and general public have recognized the importance
to have a meteorological station network in-situ that provides accurate information to
be used for both surveillance and forecast of weather, hydrological surveillance, agro-
meteorological prediction or to reduce climate risk [1]. In this way the WMO –World
Meteorological Organization –established the creation of the Global Framework for
Climate Services (GFCS), to promote the best access and use of the climate information
for the users [2]. Moreover regional efforts have been done, for example the “Latin
American Observatory for Climate Events” [3] which through a database (http://dato‐
teca.ole2.org/) gives access to different resources for hydro-meteorological data as well
as climate forecast that could be directly query by the users in an interactive manner. In
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the same line, the CIFEN (Centro Internacional para la Investigación del Fenómeno de
El Niño) participates in The International Climate Assessment & Dataset (ICA&D),
which integrates meteorological, hydrological and climate information for the Andean
region and supports decision makers. There is also a running regional program called
PRASDES [4], which recovers and keeps meteorological, hydrological and climate
information to have access to accurate and up-to-date information.

The National Institute of Meteorology and Hydrology (INAMHI) is the Ecuadorian
meteorological and hydrological national service which is the responsible for delivering
information related to the weather, climate and hydrological resources. INAMHI has been
a key factor in the development of new projects related to weather services for the whole
country, among which we can find those related to public health (for example [5, 6]) as
well as agriculture. These projects have been made possible due to the automatic and
conventional INAMHI weather station infrastructure, which provides the necessary data
to carry out climate studies and to create new products for climate-related activities [7].

In the present study the technology that is currently used to process and keep data is
analyzed in order to propose a model for the management of meteorological information
through cloud computing. For example, [8] underlines the importance of the cloud for
storage and information processing. Additionally, studies were done for this service
application under different perspectives. Cloud storage gives the opportunity to have
high availability over the historical and updated real time meteorological data to help to
scientific and technical communities to access to information so that different studies
can be carried out. Research also mentions [9] that in Ecuador there exists some incon‐
venient to data acquisition due to the fact that this job is still done manually. Conse‐
quently, in the first place we will show a short description of the model that is currently
used for the manual register of data in the Conventional Weather Stations (CWS); in the
second place, we talk about the transfer model through Automatic Weather Stations
(AWS); and finally, we show the proposed model which consists of using cloud
computing to manage meteorological data, and of which main goal is to offer access to
storage data in real time using actual technologies.

2 Station Types Used in Ecuador

According to research done by different institutions dedicated to meteorological data
observation in Ecuador [10], there is 2 main station types: conventional and automatic
meteorological stations.

2.1 Conventional Weather Station (CWS)

A CWS is a mechanic equipment that is used to collect values of meteorological vari‐
ables based on the instruments located on site to do these measures. According to related
literature[10] there are three types of stations: the main station, which does five daily
observations with a minimum of nine variables; the secondary station doing three daily
observations with a minimum of three variables; and the precipitation measure, which
does one observation per day. For this article it is considered a secondary station as
reference for future comparison.
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The secondary weather station does three daily observations of three variables
minimum [10]; among the meteorological instrumentation we consider the following:

• Meteorological shelter: it is a box designed to protect the instruments that measure
the temperature; it is usually white painted.

• Thermal hygrograph: it is an instrument used to measure temperature and relative
humidity.

• Heliograph: it is used to register sunlight intensity.
• Rain gauge: it is used to measure the amount of precipitation that occurred in a

specific period of time, with the help of a test tube. It is installed with WMO speci‐
fications.

• Weather-vane: it helps to generate wind data.
• Anemometer: it helps to register wind speed observations.
• Barometer: it helps the user to register atmospheric pressure.

2.1.1 Manual Data Transmission for the CWS
According to the web page of Ecuador meteorological service data from conventional
station exist from 1990 in Ecuador [11].

Fig. 1. Representation of how information is sent from conventional stations to the
meteorological service.
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Figure 1 shows the manual data transmission for CWS. As can be seen, the weather
data is collected for a technical officer called Observer, who registers the weather obser‐
vations in meteorological notebooks; once it is completed, the observer brings the infor‐
mation to the closest local office. It is important to mention that these documents
frequently get lost due to some inconvenient in the transport or postal service.

Once the data is saved in the database, technicians make a data quality control of the
data, following the normalized standards suggested by the WMO to accomplish with
the worldwide required standards.

2.2 Automatic Meteorological Station

For this study we have developed a functioning analysis for a basic automatic meteoro‐
logical station that measures speed and direction of the wind, humidity, temperature,
sunlight intensity and atmospheric pressure. The station has two ways to collect infor‐
mation. Figure 2 shows that meteorological observation registered by the sensors
initially is stored in the internal memory of a datalogger to be transmitted by GPRS to
a specific storage site. There is another option to download data from the datalogger
directly to a computer through software called Lizard [12]. Daily data from the Data
logger could be downloaded through RS 232 [12] and RS485 [12] serial protocols for
further analysis.

Fig. 2. The Treasure Data Cloud Computing depicts transmission flow for data based in the
analysis done in this article; the information after collection is kept in a server so it must be
extracted for further analysis.
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In order to detail the sensors, Table 1 shows a description of the devices that are part
of an automatic meteorological station. These sensors must be calibrated with special
instruments at least every two years to confirm if the observations are done correctly.
For this type of stations there is also installation standards based on WMO recommen‐
dations. The stations are generally installed in a place separated from buildings or tree
shadow in a 6 * 6 m2 room.

Table 1. Sensor description and automatic meteorological specifications analyzed in this article

Devices Descriptions
Thermal sensors It is a solar radiation sensor that is applied in most

common solar radiation observations
Rainfall It is a freestanding receptacle for measuring precipitation
Data logger QML201C It incorporates Vaisala’s proven sensor technology
Ultrasonic Anemometer It is a wind tunnel fully tested and calibrated to provide

reliable and accurate wind measurement
The pressure module BAROCAP It has excellent accuracy, repeatability and long term

stability in a wide range of operating temperatures
Humidity probe and temperature It provides reliable measurement of humidity and

temperature

2.2.1 Automatic Weather Station Transmission, According to Present Situation
This section refers to the communication types used to send meteorological data from
each AWS; in Sect. 2.1.1 we detail the procedure to send the data collected in situ in the
CWS, where people are in charge to do observations. In this section the transmission
scheme using GPRS service is explained.

The automatic weather station has two ways to transmit data, see Fig. 3; first data
are sent by GPRS [13] using a mobile operator; this path is used to transfer information
from remote site; the second option is a 1.6 MB internal memory that keeps data in case

Fig. 3. Current infrastructure of the AWS.
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the GPRS transceiver is not working. If this happened the data are queued to be trans‐
mitted as soon as the GPRS signal is available.

Additionally, the station has a third option which consists in a 2 GB external memory
that keeps all the data registered by the sensors; this is useful because at the moment to
do a maintenance in the AWS, the data could be downloaded to a local computer by a
proprietary software of the equipment provider to manage the configuration of equip‐
ment and to download data in a direct way. It should be mentioned that the time interval
when the data are collected is configurable by the technician that manages the AWS.

3 Transmission Model, Storage and Processing Through Cloud
Computing

As regards cloud computing, this study suggests the storage and information processing
in the cloud. We resort to previous studies [14] in which the use of the cloud is empha‐
sized to control different processes. One of these processes consists of delivering
computer efficiency products in order to improve the monitoring of different atmospheric
variables, meteorological forecast, and climate analysis national wide. Integrated
management of the cloud resources [15] automatizes and reduces process execution
time. Taking into consideration other similar studies [16], for the implementation of this
proposal cloud services will be used namely virtual servers and storage.

We have also analyzed that cloud computing can play an important role inte‐
grating environmental information, offering processing and storage possibilities on
demand. Example [17] -which is based on urban management- helps to identify a
generic set of technical skills in information intelligence, and it proposes a SIAA
layer architecture by using different cloud-based scenarios. Figure 4 shows the data
transfer process of inclusion.

Fig. 4. Automatic Weather Station Infrastructure. It represents the data transfer process from
automatic station by data logger toward a server in the cloud that will be used to keep and process
whole data; once information is processed the products could be observed and analyzed from
different types of devices by external or internal users.
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Research on cloud [14] for the meteorological information integration shows that
this technology allows better surveillance of the environment to decrease environmental
issues such as climate change. On the other hand, we have analyzed how cloud
computing can be the key to attain the integration of environment information, delivering
processing and storage on demand. Example [17] is based on urban management and
helps to identify a generic set of technical capacities for information intelligence. It also
proposes a SIAA layer architecture by using different application cloud- based scenarios.
Figure 4 shows the cloud inclusion within data transmission.

It was taken as reference the research done in “Cloud-based Remote Environmental
Monitoring System with Distributed WSN Weather Stations” to affirm that a server in
the cloud allows users to access to geo referenced data in real time [18]. It clearly shows
how the information coming from the stations, in this cloud server, can use a public or
private cloud according with the available resources in an institution. Nevertheless
research affirms that a private cloud should be used [19].

The advantage of consolidating a solid and web access database for the analysis of
meteorological patterns has been previously analyzed [20]. Thus, once meteorological
information is available, different types of products can be implemented, namely maps,
season statistics of variables, as well as climate observation and social conditions [21].
The direct benefits of the cloud model are detailed in Sect. 5.

4 Comparative Cost Benefits Analysis of the Proposed Model

The following analysis allows us to compare the implementation costs of a meteoro‐
logical station in the proposed modalities, as well as the cost to get final data to use them
for prediction in different fields previously specified.

Table 2 shows the purchase and installation costs of a meteorological station, where
data equipment and registers are compared according to what has been explained in
Sect. 2. Details such as workforce use for installation make a radical difference in costs
among alternatives, concluding that the cost of a CWS and the costs of an AWS included
in the cloud are equal, but in the latter (Automatic and cloud) we would have uncountable
benefits in computer infrastructure reduction, among other advantages that are explained
in Sect. 5.

Table 2. Operative costs comparison for a Conventional Weather Stations (CWS), Automatic
Weather Stations (AWS), and the automate process in the cloud.

Detail CWS AWS Automatic and cloud
Equipment 23,013.63 10,437.00 10,437.00
Cost of installation 6,759.89 600.00 600.00
Total equipment cost 29,773.52 11,037.00 11,037.00

Table 3 compares monthly costs associated with tabulated and processed data and
processing, which are useful to final users from different sectors related to the weather.
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Table 3. Comparison of storage and data processing costs for a CWS, AWS, and automated
processing in cloud.

Detail CWS AWS Automatic and cloud
Computational infrastructure $543.38 $543.38 $1,437.00
Storage and data processing $2,384.33 $1,935.59 $515.76
Total cost $2,927.71 $2,478.97 $1,952.76

For the conventional model it has been considered that each station must have a
person to take daily data, who must live nearby the station. Considering this, data are
consolidated in a monthly report that is sent through post office to the regulatory office
for further analysis and publishing by a specialized technician in the area, which is
explained in detail in Sect. 2.1. In this process special computer equipment is used in
order to get useful information of which cost is observed in Table 3. This model has the
disadvantage of not allowing the users to obtain up-to-date information in real time (see
Sect. 2.1.

As explained in Sect. 2.2 the Automatic model is based on a technical scheme that
has GPRS data transmission to get up-to-date information. However, the disadvantage
is that historical or real time information cannot be seen by final users; it depends on the
processing made by specialists with special software tools.

The benefit of using this transmission, storage and information processing model
through Cloud Computing detailed in Sect. 3 is not just economic (as shown in Fig. 5)
but also favorable in the way reliable information is handled within a web environment

Fig. 5. Cost (dollars) of obtaining meteorological data, including storage and processing with a
cloud server. Costs are represented monthly comparing the three models of transfer explained in
this study.
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without restrictions, allowing any user to get useful forecasts for their economic activ‐
ities. The costs mentioned in this study for the cloud service are borne by the NewAccess
Enterprise in Ecuador [22].

5 Transmission Model Benefits

Cloud computing tendency has shaken up the concepts of information storage,
processing and monitoring [23]. It is gaining interest especially among big and medium-
size companies. It represents an alternative for the traditional installed software model,
considerably reducing the costs as there is no need of purchase, installation, maintenance
or upgrade for hardware or software [24].

There are three service categories to which the users can access from its devices:
Software as service (SaaS), platform as service [15, 16] (PaaS), and infrastructure as
service (IaaS) [25]. PaaS and SaaS include applications, data, functioning time, middle‐
ware, operating system, virtualization, servers, storage, and network. These resources
are managed by the provider. As for IaaS, the data, functioning time, middleware, and
operating system are managed by the user, whereas virtualization, servers, storage and
network are managed by the provider.

Cloud computing offers three implementation models:

• Private cloud: Resources are specifically used by the organization and there exists
fast provisioning in business services. The property, management, and functioning
is in charge of the Enterprise or a third party.

• Public cloud: It is focused on the public use, and its property, management and func‐
tioning is covered by the university, the company or the government.

• Hybrid cloud: It combines both models.

Among the advantages of Cloud Computing [26] we can have:

• Speed: Working under this scheme allows getting new applications without a risk of
implementation for business, deceasing answer time and increasing flexibility.

• Scalability: Computer resources, network, and storage room can be created in just a
few minutes, providing the organization with better control, security and flexibility

• Saving: The organization doesn’t have expenses in startup capital, which helps to
reduce operational costs because the time of use for equipment is eliminated. There
is the option of acquiring storage room per hours according to the demand.

Nowadays, medium-size organizations don’t need many technological resources to
access platforms or infrastructure such as a DataCenter. In the past these types of
resources were only accessible for multinational companies. Now, this kind of organi‐
zations does not need to make big technological investments to access and get the
advantages that offers this type of platform. Therefore, and due to lower investment,
they can be more competitive. This type of service have become more and more popular
in the last years, and it is currently used in many private and public organizations around
the world; the National Telecommunications Corporation (Public enterprise) in Ecuador
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is also offering the data storage and disaster recovery service with which they can show
its customers that this kind of technology could be applicable to different sectors.

In different studies some methodologies have been analyzed for the management of
big volumes of data in the cloud and its performance [27]. It is demonstrated that this
kind of technology perfectly works in different areas and it is easily oriented to mete‐
orology. [18], if we take into consideration previous research [28] that shows cost
reduction due to a reduction in infrastructure and staff.

6 Conclusions and Further Research

We can conclude that it is much economic and sustainable to maintain an AWS and to
get its data than a CWS, due to the fact that the hired staff has to take daily observations,
causing high costs as well as different types of the employer’s obligations. At the same
time, the benefits of the use of cloud computing in the management and storage of
information are remarked in Sect. 5.

Additionally, it makes it easy the access and it also improves the process to get
meteorological information that exists at present, avoiding issues such as those
mentioned in the study [9] “Meteorological data acquisition in Ecuador, South America:
problems and solutions”. Therefore, problems as unwillingness to communicate the data
to the public as well as the lack of interest in the daily task to collect data will disappear;
thereby users will be able to obtain complete access to the information, complying with
the “Organic Law of Transparency and Access to Public Information” [29], established
in Ecuador.

In the future it is possible to carry out a research project that includes the development
of a web platform to manage meteorological data, taking as a reference the web platform
developed by The International Research Institute for Climate and Society [22], which
gives relevant and processed information using meteorological data. This platform can
offer relevant products simulating different meteorological scenarios based on the infor‐
mation stored in the cloud service.

Nowadays, the concept “intelligent city” is gaining momentum. We adopt this
concept as a reference [30] to indicate that the information processed and saved in the
cloud storage will be available to citizens. Thus, they could access to data in real time,
that is, to weather information, forecasts and climate indices. It will directly benefit to
different economic sectors, for instance, tourism, transport or agricultural industry. The
model here exposed will bring economic benefits to the government and private insti‐
tutions. That is why future projects are necessary to evaluate in detail its implementation,
functioning and scope.

Acknowledgments. The authors thank the INAMHI institution, which has served as a reference
for this study. In addition, we express our gratitude to the companies “New Access” and
“Technological systems” which are the official representatives of the trademark Vaisala.

A Cloud Computing Based Framework for Storage 99



References

1. Bojinski, S., Verstraete, M., Peterson, T.C., Richter, C., Simmons, A., Zemp, M.: The concept
of essential climate variables in support of climate research, applications, and policy. Bull.
Am. Meteorol. Soc. 95, 1431–1443 (2014). doi:10.1175/BAMS-D-13-00047.1

2. Hydrological Services. Valuing Weather and Climate: Economic Assessment of
Meteorological and Hydrological Services, WMO-No. 11. Switzerland (2015)

3. Munoz, A.G., Lopez, P., Velasquez, R., Monterrey, L., Leon, G., Ruiz, F., Recalde, C.,
Cadena, J., Mejia, R., Paredes, M., Bazo, J., Reyes, C., Carrasco, G., Castellon, Y., Villarroel,
C., Quintana, J., Urdaneta, A.: An environmental watch system for the Andean Countries: El
Observatorio Andino. Bull. Am. Meteorol. Soc. 91, 1645–1652 (2010). doi:
10.1175/2010BAMS2958.1

4. Ciifen. Programa Regional Andino para el fortalecimiento de los Servicios Meteorológicos,
Hidrológicos, Climáticos y el Desarrollo (2014). http://www.ciifen.org/index.php?
option=com_content&view=category&layout=blog&id=116&Itemid=167&lang=es.
Accessed 20 Jun 2016

5. Handel, A.S., Ayala, E.B., Borbor-Cordova, M.J., Fessler, A.G., Finkelstein, J.L., Espinoza,
R.X.R., Ryan, S.J., Stewart-Ibarra, A.M.: Knowledge, attitudes, and practices regarding
dengue infection among public sector healthcare providers in Machala, Ecuador. Trop. Dis.
Travel Med. Vaccin. 2, 8 (2016). doi:10.1186/s40794-016-0024-y

6. Stewart-Ibarra, A.M., Muñoz, Á.G., Ryan, S.J., Ayala, E.B., Borbor-Cordova, M.J.,
Finkelstein, J.L., Mejía, R., Ordoñez, T., Recalde-Coronel, G.C., Rivero, K.: Spatiotemporal
clustering, climate periodicity, and social-ecological risk factors for dengue during an
outbreak in Machala, Ecuador, in 2010. BMC Infect. Dis. 14, 1–16 (2014). doi:10.1186/
s12879-014-0610-4

7. Nagarajan, R.: Meteorology. Drought Assessment, pp. 28–76. Springer, Netherlands (2010)
8. Truong, H.-L., Dustdar, S.: Cloud computing for small research groups in computational

science and engineering: current status and outlook. Computing 91, 75–91 (2011). doi:
10.1007/s00607-010-0120-1

9. Trapasso, L.M.: Meteorological data acquisition in Ecuador, South America: problems and
solutions. GeoJournal 12, 89–94 (1986). doi:10.1007/BF00213025

10. Jácome, H: Introducción a la Meteorología. Quininde (2014)
11. Instituto Nacional de Meteorología e Hidrologia Anuario meteorológico 1990 № 30. Quito

(2013)
12. United Kingdom. M. H. W Patent Application Publication, vol. 1, pp. 73–91 (2012)
13. Sun, S.-H.: The application of the GPRS network on the design of real-time monitor system

for water pollution resource. In: Gong, Z., Luo, X., Chen, J., Lei, J., Wang, F.L. (eds.) WISM
2011. LNCS, vol. 6988, pp. 65–71. Springer, Heidelberg (2011). doi:10.1007/978-3-
642-23982-3_9

14. Fu, J., Wang, J., Jing, L., Zhenghong, C., He, M.: Research on meteorology indices forecasting
framework based on hybrid cloud computing platforms. In: Han, Y.-H., Park, D.-S., Jia, W.,
Yeo, S.-S. (eds.) Ubiquitous Information Technologies and Applications: CUTE 2012.
LNEE, vol. 214, pp. 727–735. Springer, Netherlands (2013)

15. Chen, X., Zhang, Y., Huang, G., Zheng, X., Guo, W., Rong, C.: Architecture-based integrated
management of diverse cloud resources. J. Cloud Comput. Adv. Syst. Appl. 3, 11 (2014). doi:
10.1186/s13677-014-0011-7

16. Munteanu, V., Şandru, C., Petcu, D.: Multi-cloud resource management: cloud service
interfacing. J. Cloud Comput. Adv. Syst. Appli. 3, 3 (2014). doi:10.1186/2192-113X-3-3

100 M. Aguirre-Munizaga et al.

http://dx.doi.org/10.1175/BAMS-D-13-00047.1
http://dx.doi.org/10.1175/2010BAMS2958.1
http://www.ciifen.org/index.php?option=com_content&view=category&layout=blog&id=116&Itemid=167&lang=es
http://www.ciifen.org/index.php?option=com_content&view=category&layout=blog&id=116&Itemid=167&lang=es
http://dx.doi.org/10.1186/s40794-016-0024-y
http://dx.doi.org/10.1186/s12879-014-0610-4
http://dx.doi.org/10.1186/s12879-014-0610-4
http://dx.doi.org/10.1007/s00607-010-0120-1
http://dx.doi.org/10.1007/BF00213025
http://dx.doi.org/10.1007/978-3-642-23982-3_9
http://dx.doi.org/10.1007/978-3-642-23982-3_9
http://dx.doi.org/10.1186/s13677-014-0011-7
http://dx.doi.org/10.1186/2192-113X-3-3


17. Khan, Z., Ludlow, D., McClatchey, R., Anjum, A.: An architecture for integrated intelligence
in urban management using cloud computing. J. Cloud Comput. Adv. Syst. Appl. 1, 1 (2012).
doi:10.1186/2192-113X-1-1

18. Kanagaraj, E., Kamarudin, L.M., Zakaria, A., Gunasagaran, R., Shakaff, A.Y.M.: Cloud-
based remote environmental monitoring system with distributed WSN weather stations. In:
2015 IEEE SENSORS, pp 1–4. IEEE (2015)

19. Saini, R., Sharma, B.: IT obstacles using cloud computer facility that serves European users
referring to access shared computing resources using cloud computing using shared
computing resources. Int. J. Adv. Sci. Res. 2, 1–3 (2016). doi:10.7439/ijasr.v2i1.2749ijasr

20. Luengo, F., Cofiño, A.S., Gutiérrez, J.M.: GRID oriented implementation of self-organizing
maps for data mining in meteorology. In: Fernández Rivera, F., Bubak, M., Gómez Tato, A.,
Doallo, R. (eds.) Grid Computing: First European Across Grids Conference, Santiago de
Compostela, Spain, February 13–14, 2004. LNCS, vol. 2970, pp. 163–170. Springer,
Heidelberg (2004)

21. IRI Climate: Analysis, Monitoring and Forecasts (2014). http://iridl.ldeo.columbia.edu/
maproom/?bbox=bb%3A-90%3A-60%3A-30%3A15%3Abb. Accessed 2 Apr 2016

22. Newaccess. Newaccess-Connectivity solutions (2015). http://www.new-access.net/#.
Accessed 5 May 2016

23. Ward, J.S., Barker, A.: Observing the clouds: a survey and taxonomy of cloud monitoring. J.
Cloud Comput. 3, 24 (2014). doi:10.1186/s13677-014-0024-2

24. Tchana, A., De Palma, N., Safieddine, I., Hagimont, D., Diot, B., Vuillerme, N.: Software
consolidation as an efficient energy and cost saving solution for a SaaS/PaaS cloud model.
In: Träff, L.J., Hunold, S., Versaci, F. (eds.) Euro-Par 2015. LNCS, vol. 9233, pp. 305–316.
Springer, Heidelberg (2015)

25. TaheriMonfared, A., Jaatun, M.G.: Handling compromised components in an IaaS cloud
installation. J. Cloud Comput. Adv. Syst. Appl. 1, 16 (2012). doi:10.1186/2192-113X-1-16

26. Sandholm, T., Lee, D.: Notes on cloud computing principles. J. Cloud Comput. 3, 21 (2015).
doi:10.1186/s13677-014-0021-5

27. Bautista Villalpando, L., April, A., Abran, A.: Performance analysis model for big data
applications in cloud computing. J. Cloud Comput. Adv. Syst. Appl. 3, 19–38 (2014). doi:
10.1186/s13677-014-0019-z

28. Saha, S., Sarkar, J., Dwivedi, A., Dwivedi, N., Narasimhamurthy, A.M., Roy, R.: A novel
revenue optimization model to address the operation and maintenance cost of a data center.
J. Cloud Comput. 5, 1 (2016). doi:10.1186/s13677-015-0050-8

29. Ecuador CN del. Ley Orgánica de Transparencia y Acceso a la Información Pública, pp. 1–
10 (2004)

30. Khan, Z., Kiani, S., Soomro, K.: A framework for cloud-based context-aware information
services for citizens in smart cities. J. Cloud Comput. Adv. Syst. Appl. 3, 14 (2014). doi:
10.1186/s13677-014-0014-4

A Cloud Computing Based Framework for Storage 101

http://dx.doi.org/10.1186/2192-113X-1-1
http://dx.doi.org/10.7439/ijasr.v2i1.2749ijasr
http://iridl.ldeo.columbia.edu/maproom/%3fbbox%3dbb%253A-90%253A-60%253A-30%253A15%253Abb
http://iridl.ldeo.columbia.edu/maproom/%3fbbox%3dbb%253A-90%253A-60%253A-30%253A15%253Abb
http://www.new-access.net/%23
http://dx.doi.org/10.1186/s13677-014-0024-2
http://dx.doi.org/10.1186/2192-113X-1-16
http://dx.doi.org/10.1186/s13677-014-0021-5
http://dx.doi.org/10.1186/s13677-014-0019-z
http://dx.doi.org/10.1186/s13677-015-0050-8
http://dx.doi.org/10.1186/s13677-014-0014-4


An M-Learning Open-Source Tool Comparation
for Easy Creation of Educational Apps
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Abstract. Since the use of smartphones among students is usual, the
introduction of mobile technologies in teaching and learning processes
(m-learning) is becoming more and more frequent. Indeed, there are an
important number of m-learning experiences using general purpose apps
such as Dropbox, Facebook, apps provided by the mobile OS, etc. How-
ever, there are situations where it could be convenient to develop a cus-
tomized app. The aim of this paper is making an analysis of the different
open-source tools for creating m-learning apps that do not require prior
knowledge of programming and choose the most mature for this pur-
pose. Thus, the creation of these apps could be made by any teacher. We
evaluate the usefulness of this tool, its accessibility for teachers without
previous knowledge in programming apps, and the utility for students.
Our choice was App Inventor.

Keywords: Educative app · Mobile learning · Ubiquitous learning ·
Virtual classroom · Creation tool

1 Introduction

Mobile learning (m-learning) approaches the use of Information and Commu-
nications Technologies (ICT) for delivering the benefits of mobile technologies
in the field of teaching in a familiar way for students. Namely, its main ben-
efit is that it facilitates the learning process anywhere, anytime. Furthermore,
as stated by UNESCO [1], m-learning has a set of unique features such as:
expanding the reach and equity in education, facilitating personalized learning,
providing immediate feedback and assessment, etc.

Being a powerful technology of widespread use, its integration in the field
of teaching is only a matter of time. Mobile technologies are not the future,
they are already fully implemented in many aspects of society. According to the
report published by UNESCO about the future of m-learning [1] the next decade
and beyond could radically transform the incorporation of mobile technologies
to formal and informal education in order to meet the needs of students and
teachers from all over the world. Indeed, more and more companies engaged in
development of educational content for mobile devices and worldwide market
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for m-learning products and services is expected to grow in the next years1.
Furthermore, as the use of mobile devices is extended among students, some
organizations are adopting BYOD (Bring Your Own Device) policies allowing
students to connect to institution’s network to learn by means of technology in
the classroom [3].

Developing useful m-learning resources for students is difficult and the suc-
cess of this kind of learning largely depends on the ability of teachers to take
advantage of mobile devices as stated by Mouza [3], since not all teachers have
the necessary skills for the appropriate development of educational mobile appli-
cations. Therefore, it is necessary to find a way to unify and simplify the devel-
opment of all types of m-learning resources and take advantage of the use of
different m-learning technologies available, in order to facilitate this work to
teachers.

Currently, most of m-learning experiences are based on the use of general
purpose apps such as Dropbox, Facebook [4] or apps provided by the mobile OS
[3,5–7]. However, these apps limit the kind of experiences teachers can perform.
Thus, it would be desirable that a teacher could develop its own m-learning app
customizing contents, resources, including tests, using mobile features such as
GPS, etc.

Our research work aims at studying different tools for creating educational
resources on mobile devices to save these obstacles, assess whether it is powerful
enough to generate resources of interest for students, and simple enough to
offer teachers the generation of these resources, whether or not teachers have
advanced computer programming skills. We aim to select the most suitable tool
for the development of m-learning apps for non-programmers or beginners to
easily generate apps that can be useful in the learning/teaching process. Hence,
in this work we have analysed the available tools and, then, we selected App
Inventor.

The paper is organized as follows: first, the general and specific objectives of
the study are presented in Sect. 2. In Sect. 3 an overview of the theoretical frame-
work necessary to identify the most important features of m-learning education
is explained. In this section the criteria for identifying the most appropriate tool
are presented. In Sect. 4, we present our main findings and a discussion of the
results obtained. Finally, conclusions and issues to address in future work are
obtained in Sect. 5.

2 Objectives

The aim of this paper is to make an analysis of the different open-source tools
for creating apps that do not require prior knowledge of computer programming
languages so as to choose the most mature and easiest tool for this purpose.
Thus, the development of these apps could be made by any teacher and not only
by a computer programmer, that is, for beginners or non-programmers.

1 http://elearningindustry.com/elearning-statistics-and-facts-for-2015.
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As these tools are open source, they could be used by any teacher although
its teaching center (school, high school, university, etc.) has limitations in the
budget (e.g. urban teachers in low-income underserved schools), and some profes-
sional development program could be developed easily in order to help teachers
to incorporate mobile devices in teaching and learning, which is an issue that has
not been deeply addressed, as Mouza sets forth [3]. Some examples of develop-
ment programs can be found in the studies provided by Ekanayake and Wishart
[10] and Saudelli and Ciampa [9].

2.1 Related Work

Nowadays, most m-learning studies [11] of m-learning are focused on effective-
ness and m-learning system design, being mobile devices and PDA the most
commonly used devices. Most of the experiences are based on the use of social
networks or apps that are included in the mobile OS [3–7]. However, the purpose
of our study was to find a tool that allows non-programmer teachers to develop
m-learning app adapted to their teaching needs.

As a tool we have chosen App Inventor. There are a number of m-learning
experiences developed with this tool (a list of them can be found on its Web
page2). Among these experiences we highlight the experiences performed by
Robertson [12] and Soares [13].

There are other works similar to the already mentioned that are also based on
App Inventor, but, as the ones already mentioned, they are focused on the same
point of view: how to use App Inventor so that their students create apps to learn
to program or some issues related to programming. Namely, Turbak et al. [14]
used it to teach the event-based model and Morelli et al. [15], Wagner et al. [16],
Karakus et al. [17] and Gestwicki and Ahmad [18] use it to teach Computer Science
principles and introduce them into the programming of computer applications.

Scherer et al. [19] performed an interesting study about the current teacher’s
acceptance and use of information and communication technology (ICT) sig-
nifying different facets of ICT-related teaching goals in classrooms. Teacher’s
perceived usefulness of ICT for teaching and learning is proven to be a very
important factor that will be taken into account in our study, since it is posi-
tively related to self-efficacy and ICT use.

3 Theoretical Framework

In this section we present the theoretical framework needed for the understanding
of our study. Thus, we analyse what m-learning is and its main features. Finally,
we present a summary of the main existing tools for creating m-apps without
previous knowledge in computer programming languages.

2 http://appinventor.mit.edu/explore/research.html.
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3.1 M-Learning

M-learning could be defined as teaching and learning taking advantage of the
use of mobile technologies in such a way that they will allow the learner to
perform the learning process without being in a predetermined or fixed location
[11,20,21].

Nowadays, this kind of learning is possible thanks to the technological
advances made in communications, wireless technologies and mobile devices.
In recent years, m-learning has been significantly expanded according to Jim,
Chen, Lin and Huang [11] and, as mentioned in the UNESCO report [1], in a
close future, it will be more integrated and widespread in formal and informal
education.

The use of these technologies has broadly shown its positive outcomes in
different education context such as formal education, non-formal education and
informal education [11]. However, as Chu [22] explains, we must consider the
negative aspects of these technologies. A non-appropriate application of these
may subject students to a high cognitive load, hurting their learning process,
distracting and overloading them.

In order to understand why m-learning will be so important in the education
system, we studied and classified below the various educational features that
these tools are able to offer. This classification will be useful in establishing the
criteria for comparing the existing tools and selecting the most appropriate.

3.2 M-Learning Educational Features

The obvious educational potential that mobile technologies have (geolocation,
mobility, connectivity, apps, conferences, access to information, sharing, etc.)
arises various educational features applicable in various areas of teaching.

The most immediate and obvious quality of m-learning is to learn anywhere
and anytime. This feature enables continuous learning throughout life, without
time frames, mixing education with everyday activities. A mobile device is a
teacher/student who follows you at all times.

One advantage is the freedom to capture ideas when inspiration strikes, and
getting knowledge when doubts appear. If in a visit to a museum curiosity and
the urge to know more about a subject or author comes to us, we only have to
surf on the Internet at the same time.

The functionalities of mobile devices have a large number of direct applica-
tions in education: synchronization, creation of joint tasks, information sharing,
content creation by the student (graphics, images, videos, presentations, pod-
casts, etc.), generation of learning communities, live broadcast recordings and
interviews, measurement of gravitational forces and magnetic signals, etc.

These tools have the ability to be motivating and attractive to the student.
The proper use of these devices is motivating itself. Furthermore, being a lower-
cost tool than others allows great access to all kinds of students and teachers.
All this favours a more active role in their education for the student.



106 A. Ortega-Garćıa et al.

Mobile devices allow a much more personalized education. By the connection
you get with mobile applications and the use of the Internet, a person can choose
between their centers of interest and learn continuously and immediately, either
the date of a historical event or how to repair the appliance that has failed. The
flexibility these devices provide allows an education suited to the needs of each
individual.

The m-learning feature of learn anywhere and anytime also allows the expan-
sion of experiential learning based on location, which refers to a specific location,
and the knowledge gained by the experience made at this location, through tours,
museum visits, cultural sites, etc. For example, Walker [23] suggests methods for
sharing information among museum visitors through m-learning activities.

The ability to provide a connection between students and teachers anywhere
and anytime allows continuous monitoring of the learning process. This means
that the teacher receives much more information about the difficulties of her
students when assimilating specific knowledge, and the student is more aware of
this learning process, being able to construct their own knowledge.

Another important feature of m-learning is the social interaction. The ease
to connect educational projects among classrooms around the world, and moni-
toring of these projects anywhere and anytime, allows students to participate in
educational activities correlating with all kinds of students, from classmates, to
even people of other cultures, without barriers of space or time.

3.3 Tools for Generating Apps for Non-programmers

Currently, there are available many dedicated tools for creating mobile applica-
tions. In this section we provide an overview of the main available tools. Then,
from this analysis, we present the tool we have selected as the more powerful
and easy to use. Below we establish criteria on which to compare and choose the
most suitable one.

The main available tools are: Claro, Appulse, Impatica, Learncast, Adrenna,
H5P, SmartBuilder, Blackboard and App Inventor. Next, we provide a brief
description on each one.

Claro3 is a tool of electronic learning (e-learning) Web-based collaborative
environment. This tool lets you create and share courses, adapting the content
for mobile devices, hosting them in the cloud. It provides an environment for
online/offline full development without the use of accessories, to create responsive
HTML5 content. It uses design templates for the preparation of the contents. Its
target audience is primarily the private sector and collaborative environments,
but it can also adapt their applications to m-learning.

Appulse4 is a multi-platform application that offers an easy-to-use solution. It
focuses on entrepreneurial business environment, but it also provides e-learning
functions. It has an attractive visual presentation, focusing on the use of images
and videos with little text. It provides document sharing and synchronization

3 http://www.dominknow.com/.
4 http://www.jdb-smartlearning.com/en/content/downloads.html.

http://www.dominknow.com/
http://www.jdb-smartlearning.com/en/content/downloads.html
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between all devices. The mobile application is synchronized with Moodle natively
and offers shared storage in the cloud, these are attractive qualities for an appli-
cation of m-learning.

Impatica5 is a conversion and content creation software which enables the
transformation of various types of documents, such as PowerPoint or Word, in
presentations to mobile applications. It also allows the integration of content
embedded on Web pages. Its aim is to create presentations quickly and easily,
and make them immediately available to users. However, its range of functions
and applications for teaching is rather limited, focusing almost exclusively on
the creation of multimedia content.

Learncast6 is a tool dedicated to the creation that allows the integration of
surveys and provides feedback information easily. It provides real-time measure-
ment of results and allows the discussion of these through forums. It introduces
a concept of rewards by medals, which rewards the user for completing certain
tasks, and uses a system of alerts and notifications for urgent content.

Adrenna7 is an e-learning platform that records the work done by the teacher
to compare educational standards and learning objectives. Its aim is to provide
learning environments tailored to the user. It allows the migration of content
from other platforms. It is developed by Drupal and its code is accessible, so
that it can be easily updated with applications made by the community.

H5P8 is an application for creating HTML5 content in the browser. The
development platform allows you to add and update content at any time, and
share it through HTML5-compatible devices. However, rather than focusing on
the development of a learning environment, it focuses on the development of
multimedia content, offering a few features of coordinated learning and progress
tracking. It has good documentation with presentations and examples of use.

SmartBuilder9 is very similar to H5P tool, virtually identical. It also focuses
on the elaboration of multimedia content for environments that support HTML5,
using a system based on the click and drag objects environment. Like H5P, it
allows a few features of learning. It focuses on the use by groups of collaborative
work. It also allows the use and sharing of templates for processing applications.

Blackboard10 is a virtual learning platform compatible with mobile devices,
which provides a simple user interface, online assessment and surveys, designed
to encourage active collaboration throughout the course and creating project
groups. It is based on the use of 5 different platforms interrelated, learning,
collaboration, connection, mobility and analysis. It offers a different product
depending on whether the studies are primary, secondary, complementary or
superior.

5 http://www.impatica.com/.
6 http://www.learncast.com/.
7 http://www.adrenna.com/.
8 https://h5p.org/.
9 http://www.smartbuilder.com/.

10 http://es.blackboard.com/.

http://www.impatica.com/
http://www.learncast.com/
http://www.adrenna.com/
https://h5p.org/
http://www.smartbuilder.com/
http://es.blackboard.com/
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App Inventor11 is an online free development environment for mobile appli-
cations, developed by the Research Institute of Massachusetts, primarily aimed
at the use for education and research. It offers many educational applications
and is synchronized with the mobile device so that all changes are instantly
reflected. It has a very broad user community that actively generates features
and documentation. To use it, it only requires a Gmail account. It does not offer
cloud services. However, projects created with this tool are stored on the server.

As part of our research work we have made a detailed comparison on these
tools that we present in Sect. 3.4.

3.4 Comparing Tools and Selection

In this section, on the one hand, we establish the set of criteria that we used
to compare the different tools (see Sect. 3.3) that can be used to develop apps
with previous knowledge in computer programming languages. On the other
hand, based on these criteria, we compare the different tools and select the most
interesting one.

To meet the desired objectives, the finally selected tool must meet the previ-
ously studied educational features, which must meet the following requirements:

– No programming skills required: it must enable teachers that are beginners
and non-programmers to create apps.

– User-friendly: it should not take long time to learn how to use the tool, and
should enable rapid content creation.

– Documentation and support: It is important for the tool to have a good doc-
umentation. Even more, it is positively assessed that the tool is widely used,
and, even more so that there is an active community of users who currently
develop documentation and content, with some help from forums, examples
and similar applications that can support the development of applications.

– Multi-language support so that it can be adapted to the local language.
– Reuse: the tool must allow prolonging the validity of the developed applications.
– Cost of the tool: it is assessed whether the tool is free or paid, and if the

contents developed are freely distributed to students or if they need some type
of payment or account to access them. It is better considered that the tool
is free and/or open-source since, thus, the educational center or the teacher
does not have to make investment. Hence, it can be used by any educational
center independently of their economical resources. Furthermore, the use of
open source tools maximizes the range of students with access to the tool,
which could lead to perform a meaningful experience.

– Analytical results: the provision of analytical results is interesting, for both
teacher in controlling the process of teaching and students in the self-
evaluation process.

– Feedback on the user experience: it offers analysis about the use of the appli-
cation by the students, allowing comments about the issues occurred.

11 http://appinventor.mit.edu/.

http://appinventor.mit.edu/


An M-Learning Open-Source Tool Comparation 109

Table 1. Comparison of tools for the generation of apps

– Content sharing: all the information related to the courses can be presented
and immediately updated online at any time.

– Information processing: it should allow the presentation of information to
students and teachers in order to gather data and process the information in
many formats, such as tables and forms.

– Cloud service: it should allow the use of cloud servers so courses, materials
and information can be always updated and students can access information
anytime and anywhere.

– Services integration: it should support the use of online services such as social
networking, mail, cloud storage, etc.

– Multiplatform support: it should allow the development of applications for
various mobile platforms (Android, iOS and Windows Phone). Thus, we could
reach all students independently of their device.

Next, we make a detailed analysis of the tools presented in Sect. 3. The
assessment of the various aspects of each tool, based on the criteria presented,
is reflected in Table 1.

In Table 1 we can see that most of these tools provide powerful solutions with-
out programming knowledge. Indeed, except H5P, Smartbuilder and Adrenna,
the rest of them allow us to develop m-learning apps without previous knowl-
edge. Smartbuilder is a powerful tool, but more complex than what we need,
which restricts the use for many teachers. H5P and Adrenna require a previous
installed setup in a platform like Joomla, Drupal or Wordpress for integration
of the tool. These are not the conditions we are looking for.

All the tools analysed are easy to use and have good documentation and
support, AppInventor being the one that provides more examples, tutorials and
applications, with the wider community of users and specific forums for many
subjects, as teaching. The support of the multilanguage feature is not available in
all the tools. Only Claro, Appulse and Blackboard have been taken into account.
The fact that a tool has not this property is not significant because we can
create different versions of the same application in the different languages, which
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involves more development time. Regarding reusability, we can mention that
these tools facilitate that the development made can be re-used to create other
projects.

As for the cost of the tool, these solutions are, in most cases, very expensive.
During the realization of this study, it was observed that most existing devel-
opment tools offer proprietary software solutions that requires payment for its
use (those marked with Payment*). Many of these tools even require registra-
tion process and a preliminary study for the realization of a budget. The cost
of these tools varies depending on various factors like the educational services
contracted, the number of users, modules, etc. As we defined in the previous list
of requirements, we discard any tool that supposes a payment since we want to
maximize the range of teachers and students with access to the use of the tool.
Then, according to this criteria the best options are: H5P, Smartbuilder and
App Inventor.

Except Impatica, all of them allow analytical results in one way or another.
Most of them just provide the methods to manually send the student’s results
to teachers and to create tables with the desired information for the student’s
feedback, which is sufficient. However, Learncast provides automatic test and
tracking student’s progress with instant result and feedback. Since the specific
nature of Impatica is being a tool dedicated to conversion of content and sharing,
it does not allow feedback neither for students nor for teachers. H5P is dedicated
to course presentations and interactive multimedia content sharing, so it does
not provide feedback neither.

All the tools allow to share content and information, which is essential for a
teaching tool. However, Impatica is restricted to the use of powerpoints, which is
very limited for our objectives. Blackboard seems not to provide file management
in their learning core pack, however, we can still share files with our students
through free platforms like dropbox, even though this is privative software and
requires registration of every user.

Regarding information processing, all of them allow to collect and present
information and results. AppInventor does not provide a direct way of processing
the information since it only allows to create lists, but nevertheless you can
still manually create tables, graphs and forms to collect results with the tools
provided. As for cloud service usage, App Inventor allows cloud services to save
courses and update them, however, this is very limited, and for further cloud
usage such as files sharing online the user should find a way to integrate cloud
services on their own. Cloud functionalities are rarely provided by free tools,
this being an expensive service. Most of the payment tools provide some kind of
cloud service.

The integration with other services, such as online videos or mailing, is not
explicitly indicated by the features of most tools. However, even if they do not
provide specific tools to integrate this services, this is a minor issue, as we can
always include links to dropbox, youtube, gmail, etc. However, it is appreciated
that Adrenna and App Inventor provide automatic ways of services integration.
Adrenna provides a feeds service integration, while App Inventor includes all



An M-Learning Open-Source Tool Comparation 111

kinds of automatic services integration tools such as twitter, phone calls, texting,
mailing and translation. All the tools provide solutions compatible with at least
Android and Apple devices, except for AppInventor, which is only compatible
with Android technology.

From the tools analysed the most interesting are Learncast, Appulse, Smart-
builder, Adrenna, and App Inventor. Smartbuilder seems the most powerful and
customizable solution, but it is excessively complex for the purposes of this study,
since we prefer a simple and easy solution that allows access to more teachers
instead of a more complex and powerful solution. Adrenna is a very complete
solution, however is more an e-learning than a m-learning tool, and it does not
provide as many specific services that take advantage of mobile devices as other
tools do. Learncast and Appulse would be the most interesting options if we
were aiming for a payment tool, since they provide all kinds of m-learning ser-
vices, they are simple, easy and attractive, and compatible with most mobile
devices. Among the free tools, H5P is discarded for requiring a previous setup
and configuration. Only App Inventor provides an interesting solution for this
study, and is the most powerful of the free tools, being very competent even com-
paring it with the payment ones. It is intuitive and potent, providing an easy
and fast way to create mobile apps for free distribution, and it counts with the
wider community of active users, providing the creators access to active forums
dedicated to teachers and developers, help, examples and tutorials. This tool is
very accessible and user friendly for all kinds of teachers, and this is the most
important aspect to cover in this study.

Therefore, once we have analysed all the options available, from our point of
view, the tool App Inventor is the most interesting one for the development of
m-learning apps.

4 Result and Discussion

App Inventor is a cloud service that does not require the installation of any
software. The mobile application is developed through a user interface via web.
In addition, a feature that is very interesting is that the tool is synchronized
with the user’s mobile device. Thus, all changes made to the application can
be tested at the same time it is developed. This tool use is widespread and
gradually increasing, with an asset base of over 250,000 users, and more than 3
million registered.

Another great attraction that has made us opt for this solution is the large
active community of existing developers. On its website we can find an exclusive
forum for teachers. The number of examples, tutorials and support is broad
enough so any teacher can rapidly get started in content development.

This tool requires the use of a Gmail account, but it is open code and the
content created is owned by its author, in our case, the teacher. This means that
the content created can be freely distributed without any restriction or hindrance
among students, who do not even have to create an account to access them.

Applications and content created are completely reusable from a course to
another. Applications are generated in .apk format, so they will work on Android
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phones as usual. The contents and projects are saved and associated with our
Gmail account, so at any time you can access, update a new course, or even
download and save them on your computer. However, the generated applications
only work on Android platform, which restricts the number of students who can
access the content generated for not being compatible with iOS or Windows
Phone.

The application does not require any programming knowledge. Everything
is done visually by means of blocks. After finishing the application, the tool
generates an APK that you can download on your computer. Then, you only
have to make it available for students to download it into their mobile devices.

5 Conclusions and Future Work

Nowadays, both teachers and students has a mobile device, which has favoured
the widespread of using them in learning/teaching processes. So far, most of
the experiences are based on the use of apps that are specifically designed for
m-learning processes such as iBooks, Facebook, etc. However, a teacher, with
no knowledge in computer programming, might want to develop apps that are
adapted to her teaching needs. For this purpose, we studied the tools that are
available for non-programmers and, after analyzing them, we conclude that the
most suitable was App Inventor.

The fact that the tool is easy to use for non-programmers and it provides
functionality to manage the different elements of a smartphone, we have iden-
tified some shortcomings: lack of sync with cloud services, not processing the
information easily within the application with generated graphs and its depen-
dence on Android technology. In the future these deficiencies could be addressed
to improve the features that m-learning apps could offer. Even so, this tool has
the important limitation that it is only valid for Android smartphones and there
are other mobile OS that have an important penetration as iOS or Windows
Phone. Currently, there are some application that support the generation of the
app for multiple mobile platform. However, in most cases they are expensive or
require knowledge in programming. Therefore, it is needed a simple and powerful
tool to extend the development of these m-learning applications to all available
devices which makes it easy for teachers to create these apps that allow them to
customize the learning process of their students. From our point of view, this is
the key to boost the m-learning.

As future work, we aim to develop a teaching experience to evaluate the
acceptance of this tool (App Inventor) among teachers and students, and the
difficulties they could find in the development and use of m-learning apps, as
well as its usefulnes in education.
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Abstract. Universities have raised concern about the increasing use of social
networks by their students, because they spend more and more time on them,
than on their own college. The purpose of this paper is to present the results of
the analysis done on the increased use of social networks, and specifically in
relation to the experience with security and privacy. This allows us to determine
the level of extreme dependence on its use. To do this research, we have
designed a series of surveys, which were used with students of two Ecuadorian
universities. The data were tabulated and statistically calculated, allowing us to
identify which the main uses in social networks are, and gives some recom-
mendations within the scope of these results, providing guidance for the use of
these services in a more efficient and safe way.

Keywords: Social networks � Guide � University students � Internet � Privacy �
Addiction

1 Introduction

In recent years, most of Latin American governments have undertaken an arduous
effort to increase Internet connectivity and the use of social networks in homes, in order
to create new opportunities for reducing the social gap. For example, the Colombia’s
National Statistics Department (DANE) has announced that in 2015, 67.7 % of
Colombians of 5 or more years have used the Internet to access social networks [1].
Social networks allow people to be notified and informed; it gives people the oppor-
tunity to express ideas and feelings, especially meeting people from other cities or even
different countries. They are considered a powerful tool that can even topple entire
political systems, through decentralized coordination of protests [2].
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Introvert students use social networks as an aid to socialize with different people,
and express their emotions and they reveal their thoughts, ideas and tastes. With an
appropriate approach, social networks also contribute to different fields of education,
for example, language learning [3]. A particular case is the social network Twitter,
which encourages students to engage in learning and practicing new languages, cre-
ating a beneficial effect for participants by increasing their knowledge of new lan-
guages [4].

According to the ONTSI (National Observatory for Telecommunication and
Information Society) in Spain, the most common activities undertaken by social network
users are: communicating with friends, family, coworkers; sharing information (photos,
videos, etc.), looking up information on various topics, organizing events/meetings,
following acquaintances updates, membership in groups and meeting new people [5].
Social networks may have a positive and negative impact on students’ life. It is pre-
sumed that most of them know the risks involved in the use of social networks but they
assume risks naturally, because they believe that the benefits obtained outweigh the
existing dangers.

The platform of services that provide social networking is the Internet and its
importance lies not only in the benefit of having families available online, but it is also
a source of knowledge, consulting, support, training and development. It is also
advantageous for those who can access it. Therefore, it constitutes part of the structural
equity, equal opportunity, democracy in general and production [6].

It is the obligation of computer experts to certify to the users that their critical and
personal information is well protected, so that they can feel safe sharing it with an
outsourcer, just ensuring that their conversations are well protected; however, we
should not confuse security and privacy on the networks.

Computer security provides information protection, such as personal information
that it is used to protect privacy; but security is useless if the authorization to use or
access is given to anyone unknown, due to a lack of knowledge of the program rules that
regulate social networks. In the same line, that happens with all kinds of conversation
such as voice by telephone (fixed/mobile) with analog (fixed) and digital (GSM, UMTS,
ISDN, VoIP) technology and video conferencing; electronic short messaging (SMS,
Skype, WhatsApp) or full (e-electronic, burofax); digital data line (ADSL, fiber, HFC)
or wireless (wifi, UMTS, LTE); remote access networks of enterprises so that they can
work their employees (telecommuting VPN) clients (web access). They use shared
networks with other users and they are managed by other companies.

Telecommunication operators may qualify using secure protocols; but there are
risks for companies (they are also corruptible and “vulnerable”) and therefore it applies
encryption in all communications (including internal networks, which can have “trai-
tors” employees). Private users should also apply encryption because of their critical
privacy (personal calls, emails exchanged with your contacts, bank statements, etc.) [7].

Computer engineers face many complex challenges to certify trust, security and
privacy on each platform through which you access or when a social network is
implemented; for example, one of the critical and development fields concerns security
in mobile social networks [8]. Security specialists provide encryption mechanisms for
user information and ensure secure access to the infrastructure used, but the level of
privacy is under complete control of the user; today the use of Internet services and
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access to information seems free, but it has a cost, since through navigation and
interaction on websites, users are providing personal information on their needs and
interests. Another point to consider is that very few people read the privacy policies of
the websites they use before accepting the “terms and conditions”. Social networking
and messaging systems are attractive to university students, because they provide quick
response, high interactivity and immediate rewards.

The use, in principle, is positive, provided they are not put aside the rest of the
characteristics of a normal life (studying, playing sports, hanging out with friends or
family time) activities. Another aspect to consider regards overuse of social network-
ing, which causes isolation from real life, generates anxiety, impaired self-esteem, until
university students have no self-control [9]. The results obtained from the collection of
usage, privacy, and incidents information that university students have with social
networks are presented, as well as determine the level of excess in the use of these
tools. In this way, we achieve the better recommendations to follow, which avoids any
excessive use of social networks that may generate negative effects over the students’
academic performance and their social life.

2 Materials and Methods

The study uses the technique of quantitative data acquisition survey, particularly a
closed type. They involved a total of four hundred thirty eight (438) volunteer uni-
versity students from two universities. The survey consists of twenty-four (24) points,
of which twenty-one (21) were required to be answered.

The questions are geared toward understanding three aspects of social networks:
use, privacy and addiction. It has been made using the application “Google Forms”; the
short link to access the survey is: http://goo.gl/forms/5XfgHe0dSDytDerk2. The data
have been collected over a period of five (5) months from December 2015 to April
2016. All the information has been exported to a spreadsheet in Excel 2010; for
descriptive and inferential statistical analysis SPSS version 19 tool was used.

3 Results Analysis

3.1 Use

Table 1 shows the results of the survey that involve use of social networks. It is
observed that the reason of being in contact with friends is the one who gets the highest
score.

Considering the above, the analysis of the following hypothesis is proposed:
“University students consider useful to use social networks because they are educa-
tional”. It is used as the dependent variable whereas age is used as independent vari-
able. The following questions are: Is the use of social networks useful? And Do you
think social networks are educational? the value in Table 2 shows, a 0.001 significance
which is less than 0.05, then the hypothesis of equal means is accepted.
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After analyzing the relation of the age of the surveyed with the answers to the
question: Do you think social networks are educational? It can be identified the average
scale where the answer is more concentrated (Table 3).

Table 4 shows a high percentage of students visiting inappropriate content in social
networks.

3.2 Privacy

For the analysis of privacy, another hypothesis is proposed: “Young University stu-
dents publish relevant data on social networking sites and they accept all friend
requests”. It is defined as the dependent variable Gender of surveyed and as an inde-
pendent variables the following questions: Do you have relevant personal information
about you posted on a social network? and Do you accept all friend requests that you

Table 1. Social networks use

Frequency of use

Responses Percentage
of casesNº Percentage

What do you use
social networks?a

To stay in touch with friends 366 23.8 % 83.6 %
To meet new people 54 3.5 % 12.3 %
To contact distant friends 137 8.9 % 31.3 %
To stay informed of national
and international news

220 14.3 % 50.2 %

For Business 94 6.1 % 21.5 %
For Job Opportunities 91 5.9 % 20.8 %
To obtain information 234 15.2 % 53.4 %
To freely expose reviews 88 5.7 % 20.1 %
To upload photos or videos 191 12.4 % 43.6 %
Others 63 4.1 % 14.4 %

Total 1538 100.0 % 351.1 %
aDichotomy group tabulated at value 1.

Table 2. Result of the hypothesis: Young university students consider the use of social
networks useful because they are educational

ANOVAb

Model Sum of Squares Gl Mean
Square

F Sig.

1 Regression 8,799 2 4,400 7,242 .001a

Residual 264,262 435 .607
Total 273,062 437

aPredictors: (Constant), Do you think social networks are educational?
Do you consider useful to use social networks?
bDependent Variable: Current age
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receive? The ANOVA Table 5 shows a significance value of 0.06, which means that
the hypothesis of equal means is rejected.

Table 6 presents the answer given to the question: Do you think you can take risks
with social networks? which resulted in a significant positive value.

Analyzing the answers to the question: Have you had any personal problem within
social networks? It shows that most of surveyed do report that they have not experi-
enced such problems. As shown in Table 7.

University students largely know that the privacy policies of social networks can be
harmful, as reflected in Table 8.

3.3 Addiction

The results in Table 9 show the number of accounts of social networks that university
students usually have.

Table 3. Using social networks

Current Age*Do you think social networks are educational? Crosstabulation

Do you think social networks are
educational?

Total

1 2 3 4 5

Current
Age

Between 15 to 19
years

Counter 17 41 57 35 15 165
% Within current

Age
10.3 % 24.8 % 34.5 % 21.2 % 9.1 % 100.0 %

Between 20 to 24
years

Counter 14 25 61 33 26 159
% Within current

Age
8.8 % 15.7 % 38.4 % 20.8 % 16.4 % 100.0 %

Higher to 25 years Counter 17 19 42 20 16 114
% Within current

Age
14.9 % 16.7 % 36.8 % 17.5 % 14.0 % 100.0 %

Total Counter 48 85 160 88 57 438
% Within current

Age
11.0 % 19.4 % 36.5 % 20.1 % 13.0 % 100.0 %

Table 4. Inappropriate content in social networks

Gender* Have you ever seen inappropriate social media content? Cross tabulation

Have you ever seen inappropriate content in social
networks?

Total

Yes, many times Yes, once No, hardly ever No, never

Gender Male Counter 70 85 25 38 218
% Within Gender 32.1 % 39.0 % 11.5 % 17.4 % 100.0 %

Female Counter 72 108 26 14 220
% Within Gender 32.7 % 49.1 % 11.8 % 6.4 % 100.0 %

Total Counter 142 193 51 52 438
% Within Gender 32.4 % 44.1 % 11.6 % 11.9 % 100.0 %
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Table 5. Result of the hypothesis: Are young university publishing relevant personal data on
social networks? and Are young university accepting all friend requests?

ANOVAb

Modelo Sum of Squares Gl Mean
Square

F Sig.

1 Regression 2,587 2 1,294 5,264 .006a

Residual 106,910 435 .246
Total 109,498 437

aPredictors: (Constant), Do you accept all friend requests you receive,
Do you have any relevant personal information about you posted on a
social network?
bDependent Variable: Gender

Table 6. Risk in social networks

Current age *Do you think that you can take risks with social networks? Cross tabulation

Do you think that you can
take risks with social
networks?

Total

No Yes Not
sure(a)

Currentage Between 15 to
19 years

Counter 14 136 15 165
% within
Currentage

8.5 % 82.4 % 9.1 % 100.0 %

Between 20 to
24 years

Counter 6 133 20 159
% within
Currentage

3.8 % 83.6 % 12.6 % 100.0 %

Higher to 25
years

Counter 6 96 12 114
% within
Currentage

5.3 % 84.2 % 10.5 % 100.0 %

Total Counter 26 365 47 438
% within
Currentage

5.9 % 83.3 % 10.7 % 100.0 %

Table 7. Having personal problems in social networks

Gender*Have you had personal problems in social networks? Cross tabulation

Have you had
personal problems in
social networks?

Total

Yes No

Gender Male Counter 42 176 218
% Within Gender 19.3 % 80.7 % 100.0 %

Female Counter 70 150 220
% Within Gender 31.8 % 68.2 % 100.0 %

Total Counter 112 326 438
% Within Gender 25.6 % 74.4 % 100.0 %
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The results of the statistics of social networks most used by university students are
found in Table 10.

The statistical results for “Which is the place that you frequently use to connect to
social networks?” are shown in Table 11.

Table 8. Knowledge of the privacy policies

Current Age * Did you know that the privacy policies of some social networks may be
harmful because of the personal information that is considered public? Crosstabulation

Did you know
that the privacy
policies of some
social networks
may be harmful
because of the
personal
information that
is considered
public?

Total

Yes No

Current Age Between 15 to 19 years Counter 120 45 165
% within Current age 72.7 % 27.3 % 100.0 %

Between 20 to 24 years Counter 114 45 159
% within Current age 71.7 % 28.3 % 100.0 %

Higher to 25 years Counter 75 39 114
% within Current age 65.8 % 34.2 % 100.0 %

Total Counter 309 129 438
% within Current age 70.5 % 29.5 % 100.0 %

Table 9. Social networks accounts

Accounts Frequencies

Answers Percentage of
CasesNo Percentage

In which social networks you have
an account?a

Facebook 414 30.9 % 94.5 %
Twitter 256 19.1 % 58.4 %
Instagram 278 20.7 % 63.5 %
Whatsapp 387 28.9 % 88.4 %
Otras 5 .4 % 1.1 %

Total 1340 100.0 % 305.9 %
aDichotomy group tabulated at value 1.
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Another hypothesis is formulated: “Have you neglected other activities by the
frequent use of social networks?” Age is the dependent variable and the answers of the
questions act as independent variables, namely defined; for the questions “How often
do you use social networks?” and “Have you neglected other activities for the time

Table 11. Places that you frequently use to connect to social networks

Places Frequent Connections

Answers Percentage
of casesNo Percentage

Which is the place that you
have frequently use to
connect to social
networks?

Home 398 48.2 % 90.9 %
Work 97 11.7 % 22.1 %
Library, 164 19.9 % 37.4 %
Public places
(shopping center,
park, restaurant,
street, square, etc.)

167 20.2 % 38.1 %

Total 826 100.0 % 188.6 %
aDichotomy group tabulated at value 1.

Table 10. Social networks most used

Social Networks Frequencies

Answers Percentage of Case
No Percentage

Which social network do you use most?a Facebook 312 35.9 % 71.2 %
Twitter 56 6.5 % 12.8 %
Instagram 146 16.8 % 33.3 %
Whatsapp 346 39.9 % 79.0 %
Otras 8 .9 % 1.8 %

Total 868 100.0 % 198.2 %
aDichotomy group tabulated at value 1.

Table 12. Results of the hypothesis: You have neglected other activities by the frequent use of
social networks

ANOVAb

Model Square
Sum

gl Mean
square

F Sig.

1 Regression 4,595 2 2,298 3,723 .025a

Residual 268,466 435 .617
Total 273,062 437

aPredictors: (Constant), How often do you use social networks?
and Have you neglected other activities for the time spent on
social networks?
bDependent Variable: Current age
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Table 13. Frequency of use by ages of social networks

Current age * How often do you use social networks? Crosstabulation

How often do you use social networks? Total

Every day,
more than two
hours a day

Every day, between
one hour and two
hours a day

Every day,
less than
an hour a

Some
days a
week

Once
a
week

Current
age

Between
15 to
19
years

Counter 86 40 16 19 4 165
% within

Current
age

52.1 % 24.2 % 9.7 % 11.5 % 2.4 % 100.0 %

Between
20 to
24
years

Counter 96 34 16 11 2 159
% within

Current
age

60.4 % 21.4 % 10.1 % 6.9 % 1.3 % 100.0 %

Higher to
25
years

Counter 63 17 17 14 3 114
% within

Current
age

55.3 % 14.9 % 14.9 % 12.3 % 2.6 % 100.0 %

Total Counter 91 49 44 9 438
% within

Current
age

20.8 % 11.2 % 10.0 % 2.1 % 100.0 %

Table 14. Problems with family, university representatives or work dueto the misuse of the
social networks.

Current age * Have you ever had problems with your family, representatives from a place
of study or work, due the misuse of social networks? Cross tabulation

Have you ever
had problems
with your
family,
representatives
from a place of
study or work,
due to misuse of
social
networks?

Total

Yes No

Current age Between 15 to 19 years Counter 37 128 165
% within Current age 22.4 % 77.6 % 100.0 %

Between 20 to 24 years Counter 36 123 159
% within Current age 22.6 % 77.4 % 100.0 %

Higher to 25 years Counter 8 106 114
% within Current age 7.0 % 93.0 % 100.0 %

Total Counter 81 357 438
% within Current age 18.5 % 81.5 % 100.0 %
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spent on social networks?”, the statistical results show a significance value of 0.025 in
ANOVA box, which leads to the hypothesis of equal means (see Table 12).

The statistical results of evaluating the frequency of use of social networks, (see
Table 13).

The statistical results determine that most of the times university students who have
used social networks have not had family problems. See Table 14.

4 Discussion

Evaluating the results of the present study, it can be inferred that the main use that
university students give to social networks has to do with keeping touch with friends in
the first place, and obtaining information in the second place. These uses coincide with
the first most common activities performed by users of social networks in Spain, based
on ONTSI. The third use is concerned with local, national and international events, and
as a fourth prominent use we find the activity of uploading pictures or videos.

At the university level, social networks have been used to support courses or
informal learning spaces. They are also used to exchange knowledge, as resources that
offer the ability to share and generate information in discussion groups for projects or
courses [10]. One of the assumptions made in the study is that social networks are
useful because they are educational. However, to independently assess this, a high
percentage (36.5 %) of responses is obtained in a neutral point.

Additionally acceptance of this hypothesis contrasts with the fact that the 76.5 %
has been “often” or “sometimes” inappropriate content. According to our results, the
success of social networking is based on the functionality to keep in touch with people
and information from networks; for college students, it should serve to be in direct
contact with teachers and classmates, with which you exchange experiences and
information. According to the Internet Rights & Principles Coalition, everyone has the
right to privacy online. This includes the fact of not being monitored, the right to have
encrypted information and the right to anonymity. Everyone has the right to data
protection, including control over the collection, retention, processing, disposal and
disclosure of personal data [11].

In the analysis of privacy, the hypothesis that young students have relevant data on
social networking sites and accept all friend requests is rejected. This is expected,
because of the students’ age and educational maturity about the problem that can be
generated. These results differ from the points made by the Ministry of Education of
Argentina who publicly states that when teenagers build their blog or profile on a social
network, they often think that only their friends can see them, or those who are
interested in what they say.

They do not believe that anyone surfing the web, known or unknown, can see what
they have written [12]. Another conclusion obtained from the study conducted is that
almost all respondents believe that many risks are taken with social networks. Most
male university students have had a problem of a personal nature within social net-
works and, similarly, more than half female students.
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Nonetheless, 7,0 % of respondents know that the privacy policies of some social
networks may be harmful. Users of social networks know the difficulties they may have
if they belong to a social network.

Despite this, most of them have had a personal problem, and that is why the user
should be recommended to be aware of continuous suggestions to protect your security
and privacy, made by computer specialist area, ranging from knowing the detail of
privacy settings, to the assessment of attitudes of contacts within the network. While
these infrastructures are constantly evolving to improve safety, at the same time new
problems are also emerging.

The analysis of dependency and excessive use of the services provided by the
“network of networks”. For example in 1996 a brief diagnosis was proposed to eval-
uate Internet addiction [13]:

1. Do you feel preoccupied with the Internet (think about previous online activities or
next online sessions)?

2. Do you feel the need to use the Internet with increasing amounts of time in order to
achieve satisfaction?

3. Have you made repeated unsuccessful efforts to control, cut down or stop Internet
use?

4. Do you feel restless, moody, depressed, or irritable when attempting to cut or stop
Internet use?

5. Do you stay online longer than originally planned?
6. Have you jeopardized or risk losing a significant relationship, job, educational or

career opportunity because of the Internet?
7. Have you lied to family members, therapist or others to conceal the extent of

involvement in the Internet?
8. Do you use the Internet as a way to escape problems or to relieve an unpleasant

mood (e.g., feelings of helplessness, guilt, anxiety, depression)?

The study determined that most Ecuadorian students have three or four different
social networking accounts, Whatsapp and Facebook being the most used. Despite
being defined as an instant messaging software, the former is considered as a social
network by some experts. Almost half of the surveyed university students regularly
connect at home, whereas the rest are divided between public places, study and work.

Given the hypothesis about neglecting other activities by the frequent use of social
networks, the results leads to its acceptance.

By generating information resulting from the age and frequency of use of social
networks, it is determined that more than half of respondents use it every day for more
than two hours a day. Students also expressed overwhelmingly that social networks
have not led to problems with family members or representatives in their field of study
or work.

There are many warnings about the need to make good use of social networks
because in one way or another it can lead to addiction of both university students and
their families, thus society in general. Other studies conducted in different countries
have determined that the negative effects outweigh the positive ones and are the result
of the addictive nature of social networks, which generates waste of time instead of
being used for studies or academic papers [14].
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Furthermore, they indicate that the use of social networks in adolescents and
children can ruin their lives as well as having a negative impact on their education [15].
Beyond the definition of a maximum time of connection to social networks is the
assessment of what is left to do for them and intervene in productive use for the person
and how society should benefit from that.

The study shows that although students said they know the dangers of privacy and
security, it does not mean that they are aware of what it really means things like the
misuse of data or the danger of posting personal information, eating habits, tours,
activities or communicating with people who really do not know, and share with them
information that could come lead to becoming a victim of sexual harassment, black-
mail, robbery, kidnapping, bank account hacking or impersonation, among many other
dangers that may arise. Social networks should have a positive service.

However, if college students do not have a clear guide, and if in the worst case have
not been properly trained in the use of social networks, they will be more likely to
become victims of social networks and most likely not have sufficient mastery of their
use, converting them into an uncontrolled addiction. That is why universities should
ensure specialized programs that not only take care of training students to good use and
configuration of the rules of privacy and security, but must also ensure an ongoing
basis through periodic follow through interviews, review of logs access and navigation
of students in the various programs more used as WhatsApp, Facebook, Twitter,
Instagram, etc. Therefore, you can get some statistics on the use of social networks and
take measures to monitor and custom control to students who show clear signs that they
have become victims of uncontrolled addiction in the use of social networks. This fact
leads to negative consequences in the use of the studies, so that the academic perfor-
mance of students is seriously committed to not having self-control and a pattern of
normal behavior, which can even lead the student to self-isolation from classmates,
teachers and family. Consequently, students become fully devoted to addiction and
misuse of social networks that seriously compromise their social, family and educa-
tional life. They become a burden to society and they cannot contribute to their own
development as an individual and a professional.

People are social beings and current technologies are a quick tool to meet the need
of socializing and being informed of facts related to friends and family or collective
interest news. Additionally, the feel the need of sharing undertaken activities or special
situations at the same time they are being made.

Social networks are a means through which you can consume positive or negative
things. As a means of rapid dissemination of information, it is quite clear that alert
messages make users aware of the dangers and risks of exposing sensitive data on the
network.

It is difficult for people who have an addiction to recognize their problem, especially
when continuous use feels good. The indiscriminate use can reverse the positive aspects.
The use of social networks like any other activity can become addictive, depending on
the vulnerability of the person, caused by environmental or biological factors.
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5 Conclusions and Recommendations

Universities go through significant changes in the interaction with students because
emerging technological tools provide a wide variety of attractive and active services.
Social networks are used globally, and relevant use is a challenge for those that guide
and get profit from them. Experts should develop appropriate strategies to take
advantage of the speed of communication between people who give us these infras-
tructures. Teachers must generate and continuously publish clear and concise infor-
mation of value to contribute to the individual’s formation, and accompany these
strategies with the motivation for participants to create new knowledge.

As with any new activity you want to start, regarding social networks, students
must first have knowledge of their, including the risks that may occur, and the mini-
mum security and privacy settings that must be implemented. It is not enough to just
create a profile and start interacting with it, not even having prior knowledge of it. It is
necessary to maintain the need to be attentive to the evolution of social networks.

Privacy policies and security are present in all environments and are known to be
there, but it depends on the users to adopt them and regulate the level of privacy and thus
increase or decrease the risks involved in publishing personal or sensitive content. It is
recommended to keep updated studies on best practices in social networks regulariza-
tion. A new way of dependence on technology is increasing and specifically with
continuous communication and virtual interaction with another user or group of users,
generating a significant human toll, causing potential problems of physical and mental
kind.

It is discarding personal interaction, in exchange for the use of technological tools
of socialization, leading to the isolation of the human being. If signs of addiction as a
disease is present, this should be addressed as such, and therefore should go to a
specialist in the field to find the solution to this problem of dependency.

The use of social networks extends rapidly, and it is important to be aware of the
behavior of young students, especially because they do not necessarily know the real
implications of sharing personal data on this kind of networks.

The government should be concerned with developing specialized training pro-
grams in the use of social networks that train students at schools and colleges to get to
know the pitfalls in social networks, so that they are not innocent victims of network
corruption or pornography. It is very important to have it clear that technology should
be a supporting tool, and not become an uncontrolled addiction that does not generate
anything positive in their lives. At the same time, education plans must start in schools
and colleges so that young students can be better prepared to meet these challenges and
to get the most out of these social networks without compromising their personal
security and their families’.

Thus, when they get at the college level, they will have extensive knowledge of the
rules posed by social networks and have clear concepts of privacy and security, so that
they can configure without any kind of problem in these programs without a misuse of
personal data.

Universities must also ensure that their students, especially those at their first course,
know, manage and master social networks and their use in their personal, educational,
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family benefit, to ensure the promotion of good intercommunication with its university
environment. They should also avoid an uncontrolled addiction that only generates
problems. In this sense, universities must have departments of psychology and social
services to guide students. At the same time, they should offer courses or workshops that
teach students the pros and cons of these online programs of socializing, so it could
reduce the rate of misuse of personal data and the risk of such data being misused by
people of dubious origin.

Universities can launch special programs on campus using social networks so that
you can balance the educational activities along with those of interaction with such
social networking programs. This is especially to develop among young people,
combining their academic commitments with recreation in social networks. Students
are encouraged to develop a professional profile, having enough self-control of the use
of programs or social networking sites. Bad attitudes like the ones presented here can
have bad impact on society, as generations of young professionals become unpro-
ductive because they devote too many hours to the use of social networks, becoming
incompetent, which will greatly harm the development of society. These future pro-
fessionals will not be able to advance in their position, rather they will become the
future scourges of society. They will survive on social assistance and will always
occupy lower hierarchical positions in companies, this situation affecting their social
and family life. Therefore, it is important to know how to guide, train and empower
college students to be the ones who dominate social networks and not the opposite.

University teachers recommend further research on this topic, and encourage the
creation of new knowledge through these infrastructures. Those who actively partici-
pate in social networks should know the appropriate form of action and risks that this
activity has. They should make use of the best practices of intervention in social
networks made by experts, being aware of the need for personal interaction beyond
network interaction. They also recognize that the continued use of social networks is an
addiction and if detected, we should seek professional alternative solutions.

The results of this study have provided a basis for generating new research and
action plans that incorporate strategies to lead to a better use of social networks by
university students, as well as evaluating the terms and conditions of use that refer to
privacy carrying out periodical assessment of the levels of addiction to social networks.
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Abstract. The present paper is about collected information on software devel‐
opment and the implementation of the ERP system. It aims to get to know the
perception on the given and installed system as well as the factors that were
introduced after the system implementation.

The study explores the critical factors that were found in the implementa‐
tion of ERP systems, which invites to delve into the review of these systems.
The last part of the study presents conclusions and recommendations to take
into consideration by enterprises about the elements which make the ERP
system become successful. They allow us to classify it into each of the main
aspects. The reason is that they have a positive impact on the project. In other
words, they offer a series of parameters for software development of commer‐
cial organizations such as industry, which should think about the implemen‐
tation of an ERP system.
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1 Introduction

Systems enterprise resource planning (ERP) software systems are considered software
systems of a general kind, which contain modules that aid in the differentiation of areas
such as production, sales, distribution, finance, human resources, and maintenance
amongst others.

ERP systems are currently used to help us in order to manage any company more
successfully. Within the study of ERP systems, we must not forget the existing critical
risk factors of this software system, since it does not allow us to change decisions so we
should try to ensure that the decisions we make are the most appropriate ones.

First of all, we face the arduous and expensive task of approving and implementing
it, which requires much effort, commitment and a fully designed, planned study.

We can mention the following critical factors found:

• Transition to the new system
• Work overload
• Difficulty of estimating costs
• Rotation of key personnel
• Adjustment legislation
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• Lack of technically trained personnel
• Lack of written procedures
• Adaptation of hardware and telecommunications

It is noteworthy that these can be improved with the aid of reengineering business
processes, which will proceed to address the points of failure through continued appli‐
cation of feedback, which could be found before in other cases of application of ERP
systems, allowing us to find the maximum benefits of these systems. It should also be
taken into account that in the process of implementation of ERP systems, the provider
should become the implementation consultant with possible solutions.

ERP systems are an evolution of systems Production Resource Planning, MRP
(Manufacturing Resources Planning), which focus on the planning of activities of manu‐
facturing companies. Before 1960, the main focus of the systems inventory control was
based on the basics of inventory [1].

During the 1960s, the first computers and the first MRP first appeared. Planning
Material Requirements (MRP-I) was one of the first applications for these businesses [2].

The MRP software supported the creation and maintenance of material master data
and bills of materials across all products and parts, in one or more manufacturing
plants [1].

During the 1970s some of the major software vendors such as SAP, J.D. Edwards
and Oracle with its renowned Structured Query Language (SQL) appeared.

After a general overview of the article, presented in the introduction, we present
a brief description of the literature review divided into three main points. Later, the
article presents the methodology used. Finally, the main conclusions reached are
presented.

2 Quality Software Metrics, Measurement and Indicators

We begin by defining the different concepts presented in the introduction, facilitating
the understanding of the subject by the reader.

Tejerina, [3] states that Quality Software is the fulfillment of the requirements of
functionality and performance explicitly established, explicitly documented develop‐
ment standards and implicit characteristics expected of all professionally developed
software. Software quality is a complex mix of factors that may vary across different
applications and according to customers who request them.

The success of the software depends on a set of qualities, which are designed to give
a high degree of customer satisfaction: to the revisions of comprehensive techniques
before testing, to quantitatively determine what is important for a product before starting
the tests, to provide assurance and reliability to have a test plan and to list the objectives
of the test concisely. To produce quality software is the major goal for engineers.

Pressman, (2010) in [4] mentions that Software Quality should be added in all
product life-cycle management. The various tasks for inserting a quality control in soft‐
ware development in this analysis are:
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1. Use of methodologies and development methods.
2. Reuse formal review procedure.
3. Constant testing of software development.
4. Adjustments to set standards for software development.
5. Verification of changes, measurable calculations and accumulation of information.
6. Managing reports about development in software quality.

There are dozens of metrics or measures exclusively oriented towards product devel‐
opment, as it is the case with this quality software, the life cycle from its design, coding,
testing and maintenance is related to the need to control different attributes, structure,
accuracy, coupling and complexity of it being difficult to have a single quality value [4].
Different types of metrics allow for the quantification and qualification needed to
improve the final software, with different criteria according to the appearance, technol‐
ogies, and functionalities depending on user requirements, this allows for the quality to
be valued from the moment we plan to develop any software.

A measure provides a quantitative indication of the amount, full, extension, size,
capacity or size of some attribute of a product or process [4]. A measure is an indication
of amount and size of a product, applying it in its development.

A metric is an assessment of the degree to which a system, component or process
has a specific tribute (extension, quantity, dimensions, capacity or size). A software
engineer collects measures and develops metrics in order to obtain indicators [4].

The metric is more directed to the evaluation factors of the system, component or
procedure for a given attribute, where a group of measures exist, and they become
metrics that provide us with indicators.

An indicator is a metric, or a metric combination that provides us with unknown
information. This knowledge will allow the project manager or software engineers to
prepare the process, project or product for it to work better [4, 5].

All these products are based on several parameters which lead software development.
These parameters are required by organizations so that their applications can be efficient.
They are all related: software quality, metrics, indicators.

2.1 Quality Management Software

The objective of managing software quality is to understand what the customer expect‐
ations for quality are, and to implement and plan in order to meet these expectations.
After all, as we know the customer defines quality. Therefore, it is necessary to evaluate
each individual quality of the software, in order to be able to determine one or more
metrics that can be obtained to reflect these properties. One example of this could be the
creation of a quality characteristic that guarantees that lesser amounts of errors occur.
It can be measured by counting errors which are defects of a solution [6].
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2.2 Risk Management Errors

“For a long time, the software projects have been considered high-risk projects prone
to failure” as stated [7], and “recognizes that risk management is one of the best practices
in the software industry to reduce the surprise factor” according to [8].

2.3 Errors Management

A key aspect, important in developing reliable software, is the phase analysis of error
distribution as proposed in fault types defined in IEEE (1998) [9].

This analysis reveals the existence of procedures for data acquisition and technical
checks, regular checks of a software product made by a team or qualified personnel,
which determines its ability to use, try and recognized specifications and standards, that
can be classified in requirements for reviews, analysis, design and documentation to be
established at the time of the proposal with the client [8].

2.4 Measures for Error Handling

There are many techniques for the revision of a software product from its development
stage, in addition to this, they give us a future vision of the results of a product.

Verification and validation can be defined as the process of ensuring that each phase
of the life cycle development correctly implements the specifications of the previous
phase, and that the software obtained meets its requirements. The tests imply the
controlled execution of the code program looking for errors. Formal reviews are planned
and periodic reviews of the products obtained carried out by developers, customers,
users and managers to assess progress. Inspections and walk-throughs are systematic
reviews of software products obtained by the pairs made with the purpose of finding
errors [10].

2.5 Systemic Quality Model

Systemic Model of Quality in software development allows us to measure the Systemic
Quality of a developer of software, which starts off with the quality of the product at the
time it occurs and the quality of the process of its production. The model provides
verification of a level of quality that will change between None, Basic, Intermediate and
Advanced [11].

Systemic Quality Models indicate which processes need to be improved in the
company and properties that have not been fulfilled in the software product developed [11].

3 Model for Defining Stages in Metric

The proposed model for defining stages in metric is shown in Fig. 1. This model is based
on the work presented in [12]. As it can be seen the process consists of five different
steps that are described below:
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1. Identification - Stage in which the scope is defined when creating metrics, as well
as asking hypothesis to carry out measurement software during its development.
Obtaining information about the main requirements to be met by the metric.

2. Creation - Stage in which the metric is defined according to the requirements preset
in the previous stage. You need to perform a theoretical validation based on statistical
mathematical methods, among others, that ensure that the metric used meets the
objective. An empirical validation through surveys, experiments and case studies
validated metrics are also performed.

3. Acceptance - After obtaining a valid metric it is usually necessary to go through a
stage of acceptance of the metric, testing in real environments whether the measure
meets the desired objectives.

4. Application - The metric is accepted and used for the field of application for which
it was created.

5. Accreditation - This stage runs in parallel with the implementation phase and aims
at maintaining the metric, as a result of this stage a metric can be withdrawn, as it is
no longer useful or reused to start a new process.

Fig. 1. Stages definition method metric.

One of the primary concerns among quality metrics is located in the measures of
usability of the product produced. If the product is user friendly, it can be measured
through the characteristics of how we see the end user use the system, considering the
time employed in its use, the benefits provided, and how users value subjectively the
system produced as mentioned [13].
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Therefore, it is noteworthy that a product developed following the above steps will
allow us to determine whether the software has been adequately developed, if the metric
used was appropriate for the development of the product, or to identify why problems
appeared. Below you can see a table of the stages of the metric model described.

3.1 Characteristics of a Functional Metric

According to Duran Rubio (2003, p. 48) “The size of the software could be measured
in terms of bytes occupied on the disk, the number of programs, the number of lines of
code, functionality it provides, or simply the number of screens or reports you have”.
The characteristics of a functional metric are as follows:

• Technological independence. - Once we have established the required functionality
we must choose technology needed to achieve this functionality.

• Simplicity. - The metric should not require great efforts to achieve a measure. A
disadvantage of this feature would be that the software would not be as detailed for
noticeable results, such as mathematical operations.

• Focus on the functionality provided. - This refers to the advantages to be acquired
by implementing the new software, when making a technical review.

• Based on user requirements. - This gives an idea of what size the software will have
before it is finished.

• Consistency. - The results obtained in different systems and different people must be
consistent.

3.2 Metrics Function Points

This metric tries to measure the functionality that the software provides the user.
According to Duran Rubio (2003, p. 49), “It is a metric to set the size and complexity
of computer systems based on the amount of functionality required and delivered to the
users” or, “The Function Points measure the logical or functional size of projects or
software applications based on the functional requirements of the user”.

3.3 Standard Method Function Point Analysis

The method which is becoming standard in the industry is defined by the IFPUG, called
Function Point Analysis (FPA) and its authors define it as follows:

“Standard Method for measuring software development from the point of view of
the user” [14].

The selection of indicators includes efforts measurement (person-hours) and costs
(in money), both real and planned ones, number of deliverables accepted by the user
and deviations, reused effort from other projects or inactivity in human resources,
number of modifications in the product and information on its evaluation (solicited,
rejected and accepted), dedicated effort to error detection and correction, number of
completed reviews, and information on error detection to evaluate product quality
(i.e. errors detected before and after delivery). Many of the indicators also include
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broken down by phase measures (i.e. breakdown in requirements, design, coding and
documentation) measurements.

3.4 Steps to Determine a Function Points Metric

In this section we describe the steps to determine a function points metric, where the
method identifies the components of S.I. assigning a number of points based on the
complexity function, and the sum of this gives us the unadjusted function points. The
final adjustment is done at the end, taking into account the general characteristics of any
computer system [15]. The different stages are shown in Fig. 2 and they are explained
next in detail.

• Step 1. To determine the type of count. In this step we determine the target count,
defined if it counts in the development, maintenance or if a software is already
installed.

• Step 2. To identify the scope of measurement and limits of the application.
• Step 3. To count Data functions. Here we determine the data storage capacity. Both,

internal logical file and the external interface are analyzed. A value of this complexity
is assigned, considering the data. This value can be high, medium or low.

• Step 4. To count the Transactional functions. This step measures the ability to perform
operations; each component is assigned a value of complexity (high, medium or low),
considering the available data.

Fig. 2. Steps to determine a function points metric [14].

Function points are calculated by using information parameters and the level of
complexity of the software. The information parameters are five:

• Number of external input (EI). This input is the information originated about the user
or the information that is transferred from other software. The input is frequently
used for the updating of logic reports.

• Number of external output (EO). This output consists of data which are generated
within the application and are transformed into information for the user.
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• Number of external consults or reports (ECR). They are online information based on
a user’s requirement.

• Number of internal reports (IR). They are the data found in the database and which
are updated with external input.

• Number of external reports (ER). They are data which come from storage out of the
application.

Table 1 shows how these information parameters are related to the level of
complexity.

• Step 5. To determine the unadjusted function points. In this phase the total is obtained
by adding up the number of components according to the assigned complexity.

• Step 6. To determine the value adjustment factor. The adjustment value is obtained
by adding 0.65 to the total sum of the degrees of influence of the 14 general system
characteristics multiplied by 0.01.

Table 1. Calculation of the function point

In order to calculate the FP, we use the following formula:
FP = NAFPT[0,65 + 0,01 × SUMAF]

Where SUMAF (sum of the adjusted factor Table 2) are software technical param‐
eters which are determined as it is shown in the following table. They range from 0–5,
where this value is based on certain technical conditions for the development of the
software.

• Step 7. To determine the adjusted function points. In this phase we considered the
unadjusted function points by the adjustment factor.
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Table 2. Adjust factor of technical complexity

ADJUST FACTOR OF TECHNICAL COMPLEXITY

FEATURE VALUE

1 Data communication

2 Distributed functions

3 Benefits

4 High use of configuration

5 Transfer speed

6 Online data input

7 Efficiency design by the end user

8 Online data updating

9 Complexity of the internal logic process of the application 

10 Code reusability 

11 Ease of installation 

12 Ease of operation 

13 Multiple localizations

14 Ease of change

SUM OF ADJUSTED  FACTOR ( SUMAF)    

3.5 Software Project Risks

PMI (2013) mentions a temporary effort needed for the project to create a product
complying with certain objectives [16]. Similarly, we understand risk as the event which,
should it occur, produces an effect either positive or negative in any of the objectives
for creating a product. For risk management software projects, we should take into
account that for its definition and study we should identify, study, analyze and eliminate
each and every one of the possible threats before starting the project, in order to
encounter less elements of risk by the end of the project, which may impede achieving
the proposed objectives.

Spector and Gifford, (2010) indicate that risks can be caused by various reasons or
situations [17]. In order to improve the risk management in software projects, several
guides have been published: PRINCE2, ISO standards 10006: 2003, and PMI. These
guidelines provide methods and procedures focused on information systems, which help
in risk management software projects.

Alba, (2008) [18] presents the stages for risk management in software projects, each
of which focuses on the treatment of the risks mentioned below:

• Identify risks: It is about recognizing the potential risks which may cause problems
or failures in the project.
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• Analyze risks: Each of the risks is analyzed and classified by groups according to
their priority.

• Assess risks: At this stage the chances of occurrence and potential grievances that
may affect the project are evaluated.

• Risk treatment: we identify methods, procedures, implementations, modifications
which may be needed to solve the potential risks in a project.

• Risk monitoring: This has to do with all the processes which are performed to address
the risks which must be monitored, in order to ensure that controls are effective and
provide valuable information to detect possible changes affecting the draft.

4 International Standard ISO

The evaluation and calculation of the functionality that a computer system has is
regarded as the anguish that the whole industry dedicates to the development of the
software. It is important to bear in mind that having a metric is not enough today, none‐
theless, this metric should be standard so that it can be used in different companies,
allowing developers to have access to, and to share indicators among the industries of
software engineering products that are easy to manage and understand [19]. To compare
the productivity (Function Points per person month) of a company with the industry data
is critical in improvement plans [14].

5 Methodology

This research was eminently descriptive; we provided a detailed analysis of all results
obtained in the exploratory study carried out, where in some organizations, ERP systems
were fully settled satisfactorily. This study was supported in the review of the relevant
resources available between 2013 and 2016. We examined seven implementation meth‐
odologies: Total Solution, FastTrack, ASAP, AIM, SureStep, OpenERP and Openbravo.
Each of these methods was analyzed according to the proposed unified methodology of
[20], which raises the following essential elements:

1. Project Management, which holds the project planning and scheduling, monitoring
and feedback and risk management

2. Managing change as there seems to be a lack of focus on issues such as: activities,
processes, methodologies associated with the understanding of this process, which
in some cases have led to the failure of such projects.

3. Training, the complexity of these applications requires rigorous training, which if
not carried out can lead to drastic consequences and is considered one of the main
reasons for failure of ERP implementations.

4. Implementation level: Strategic, evaluation of current legacy systems; Tactical;
Operating.

The critical factors found are studied in depth in the review of these systems, which
are made including some questions about how efficient the systems are with senior
management, which is the selection process for the system, composition when choosing
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the team, training and user participation, and the different problems facing their organ‐
izations during the implementation process and after.

This study ends by giving recommendations to companies about the issues that must
be taken into account in order to implement ERP systems successfully.

6 Conclusions

Critical risk factors are presented as part of an ERP system. This research has been
developed after a thorough exploratory study which does not transcend beyond the issue
of the ERP. The type of solution that the author provides is reasonable in terms of
representation and information shared.

Surveys, interviews and questionnaires let us know about the shortcomings of the
proposed system, and after experimentation, in some companies we were able to observe
some critical aspects of these systems. Thus, after a very detailed study, the author
proposes feedback in order to provide solutions, where the provider must go beyond the
questions raised.

Total Solutions methodologies and Fast Track, used by consulting houses, do not
endorse any particular software, thus, they are more general in its recommendations and
include considerations oriented more towards project management and change manage‐
ment. Nonetheless, it should be mentioned that Deloitte Fast Track offers on its website,
its methodology focused on versions of both products SAP and Oracle.

A fully documented system with a comprehensive literature allows companies to
incorporate an ERP system and thus, providing technical information regarding the
proper use of this resource, which must be based on the implementation of the system
for its later adjustment to an existing system.

The final conclusion of this study eradicates in the importance given to the selection
process of an ERP system, taking into consideration the fact that critical risk factors can
affect my current system, which measures prevent chaos in case of replacement of the
current system, with one that provides more comfort to our company, and how reliable
this system is if we do not have the necessary data, as mentioned is an exploratory study
where the main shortcomings of these systems were found, in cases where there was not
information about problems that the use of ERP presents. Good planning and integration
with the systems fosters the necessary change in working procedures, and proper selec‐
tion of the supplier, to deliver the fully integrated system to our company, provides us
with information about the process of implementation of the system with all its
resources, together with the necessary support for our organization.
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Abstract. The gamification of learning is an educational approach to motivate
students to learn by using video game design and game elements in learning
environments. Nowadays different knowledge fields, such as medicine, enter-
tainment, education, among others, are using this approach. HTML5-based
frameworks have emerged as information technologies for developing serious
games and educational games. This paper presents an analysis of the most used
HTML5-based frameworks in order to identify games and learning attributes
supported for developing educational and serious games.

Keywords: Gamification � Games categories � HTML5-based framework �
Serious games

1 Introduction

In education, game-based learning is a motivating factor, games in learning are often
attractive for their rules, their rewards systems and their environments [1]. Gamification
is the use of game mechanics and experience design to digitally engage and motivate
people to achieve their goals [2]. Through gamification we can not only create a
mindset that encourages students to try new things, to not be afraid of failing [3], but
also can enable students to engage in enjoyable experiences for the purpose of learning.
From this perspective, Gamification appears as the use of game mechanics in envi-
ronments and applications are not playfulness, to generate and transfer knowledge,
enabling the development of competencies in human talent and is related to
decision-making activities [4–6]. At the same time, games have become a very useful
tool to bring in knowledge management from the practice of simulated environments in
the context of various knowledge fields [7–10].

An innovative implementation for learning is the use of serious games (Serious
Games, SG) commonly motivated by the need to educate, report or shape about a
specific topic [11]. A serious game is a game in which education (in its various forms)
is the primary goal, rather than entertainment. The advantage of serious games as a tool
for learning is mainly based on the ability to balance entertainment, interactivity and
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replay ability of the typical games with the learning objectives of a specific educational
goal. Serious games offer to developers ways to reduce, cross-collaterize, to other wise
mitigate some of the cost of developing technology and content for games. Serious
games can also help developers keep their teams busy between larger, retail-oriented
projects, In addition, serious games can allow the developer chances to experiment with
new styler of gameplay and even new types of distribution. Some knowledge fields
where these games are used are education, medicine, corporate and military [12].

HTML5-based framework allow developing Web applications, native mobile and
hybrid applications by using game strategies and techniques [13], There are several
HTML5-based frameworks and the selection process is a very difficult task, therefore
the objective of this work is to provide support on the selection processes of
HTML5-based framework depending on the activities to be considered in the devel-
opment of an educational application. This paper presents an analysis of the
HTML5-based framework considering learning activities in order to provide a refer-
ence for choosing the most suitable games engine for the development of educational
applications, serious games or both.

This paper is organized as follows: Sect. 2 presents recent advances in state-of-
the-art of use of gamification techniques on educational applications and the use of
Serious Games on educational applications. Section 3 describes the HTML5-based
frameworks for developing educational and serious games. Section 4 presents the
Learning activities on educational and serious games. Section 5 presents an analysis of
HTML5-based frameworks for developing educational and serious games, as well as
shows the results of the analysis. Section 6 describes the conclusions and future
directions to be taken.

2 State of the Art

In recent years, several studies have been proposed with the aim of improving the
development of educational games. Most of these research works have been focused on
the use of gamification in a variety of contexts. In this section, we present a set of
related works focused on the use of educational games, serious games and both. These
works have been organized according to the kind of application to be developed:
(1) gamification applications, (2) serious games.

2.1 Use of Gamification Techniques on Educational Applications

Simões et al. [14] aimed to assist educators and schools with a set of powerful and
engaging educational tools to improve students’ motivation and learning outcomes.
The research intends to develop a framework for the use of these tools to be integrated
and tested in an existent social learning environment called schoooools.com. Arm-
strong [15] defined the concept of gamification as a way of tapping into motivational
forces to increase individual investment in a system, process, or resource. A way of
applying gamification is through extrinsic motivation where it is involved in external
factors unrelated to the nature of the activity itself. Lubin [16] described that
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Gamification offers a way to minimize disengagement while actually enhancing
learning. Gamification, if correctly applied, could revolutionize an organization’s
approach to training, development and instructing individuals. Kapp [17] proposed that
gamification offers instructional design an opportunity to re-engage these individuals
and make the relevancy of the instructional situation more apparent through the
implementation of gamification in training and educational settings. Kapp defined
gamification as the use of game based mechanics, aesthetics and game thinking to
engage people, motivate action, promote learning and solve problems. Robson et al.
[18] introduced and demarcated the principles of gamification; gamification was
defined as the application of game-design principles in order to change behaviors in
non-game situations. Fui-Hoon Nah et al. [19] identified several game design elements
that were used in education. These game design elements include points, levels/stages,
badges, leaderboards, prizes, progress bars, storyline, and feedback. They provided
examples from the literature to illustrate the application of gamification in the educa-
tional context. De-Marcos et al. [20] presented the results of testing both social net-
working and gamification in an undergraduate course, comparing them in terms their
effect on students’ academic achievement, participation and attitude. The effects of a
gamification plugin deployed in a learning management system were compared to those
of a social networking site in the same educational setting. Arias Aranda et al. [21]
analyzed the entrepreneurial attitude of high school students on the basis of the EAO
(Entrepreneurship Attitude Orientation) scale through the participation of students on a
gamified business simulation.

2.2 Use of Serious Games on Educational Applications

Obikwelu and Read [22] showed adoption of basic tenets of constructivism in the
design of learning environments. The work aims at ascertaining the extent to which
serious games have adopted this pedagogical principle in its approach to facilitating
learning. Pereiraa et al. [23] established a shared vocabulary with the creation of a
detailed taxonomy based in Personal and Social Learning & Ethics. The presented
taxonomy for the field of interest Personal and Social Learning & Ethics worked well
for survey purposes. The representative games selected are an example of the type of
complete categorization that can be achieved with it. Carrozzinoa et al. [24] presented
the concept and the work-in-progress of SONNA, a research project aiming to analyze
the impact of social networks, Web 2.0 and interactive multimedia as tools for learning.
Raybourn [25] introduced a new paradigm for more effective and scalable training and
education called transmedia learning. Transmedia learning is defined as the scalable
system of messages representing a narrative or core experience that unfolds from the
use of multiple media, emotionally engaging learners by involving them personally in
the story. Barbosa and Silva [26] discussed the importance of Serious Games and
development phases of a Serious Game developed for the Web by using WebGL
technology. With this technology, developers can create compelling 3D environments
and 3D video games that can be accessed by nearly every person that has an Internet
connection. Donovan [27] intended to provide the industry partners with the research
evidence for the effectiveness of serious games in learning; provided examples of
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serious games usage in the corporate sector; identifying the types of learning content
suited to a games-based learning approach; and outline key considerations when
designing games for learning. Provelengios and Georgios [28] referred to the utilization
of serious games for educational purposes. A case study on the use of Food Force
serious game as a learning tool in elementary education is reported.

3 HTML5-Based Frameworks for Developing Educational
and Serious Games

A game engine is a software framework designed for the creation and development of
video games. Developers use them to create games for consoles, mobile devices and
personal computers. Typically, a game engine includes support programs, libraries and
an interpreted language among others to help develop and unite the different compo-
nents of a project [29]. Currently, there are different HTML5-based frameworks that
allow the development of games able to be applied in a wide range of browsers and
platforms from a single development in some cases [13]. The most commons
HTML5-based frameworks engines are:

• Construct 2 is an HTML5-based framework editor that uses drag-and-drop func-
tionality to allow users creating complex and engaging games with no programming
experience. It is one of the most accessible 2D game development tools available
[30].

• ImpactJS is JavaScript game engine that allows developing stunning HTML5
Games for desktop and mobile browsers [13].

• Quintus is an HTML5-based framework designed to be modular and lightweight,
with a concise JavaScript-friendly syntax. The engine is easy, HTML5 and Java-
Script can be used to develop video games that runs in a browser on many different
devices [31].

• WADE is a Web-based visual editor. Wade takes care of different resolutions,
low-level optimizations and different input devices enabling making multiplatform
games easy and quick [32].

• pixi.js is a graphics-rendering engine for making websites, games and mobile
applications. By using pixi.js, interactive graphics can be created and displayed,
scenes and animated transitions can be built, cross-platform, responsive games and
applications for multiple screen resolutions by using WebGL can be developed [33].

• EaselJS provides a display list to allow working with display elements on a canvas
as nested objects. It also provides a simple framework for providing shape based
mouse interactions on elements in the display list [13].

• melonJS is a free, light-weight HTML5-based framework. The engine integrates
the tiled map format making level design easier [34].

• Three.js is a library that provides a very easy-to-use JavaScript API based on the
features of WebGL. 3D graphics can be created without having to learn WebGL
details [35].
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• Phaser is a free open source HTML5-based framework that allows building fully
fledged 2D games in a browser with little prior knowledge about either game
development or JavaScript for designing for a browser in general [36].

• PlayCanvas is a cloud-based HTMl5-based framework and editor for 3D games,
with a focus on real-time collaboration [37].

4 Learning Activities on Educational and Serious Games

Gamification is the use of game mechanics and experience design to digitally engage
and motivate people to achieve their goals. The application of gamification to real life
tasks to influence behavior, improve motivation and enhance engagement [38]. From
the innovation perspective, concepts such as serious gaming and gamification are the
most interesting and valuable in this domain. If the first repurposes a game via different
methods, in order to offer activities that go beyond mere entertainment, the second uses
game design to enhance individual’s willingness to participate to originally non-playful
experiences. Nowadays different knowledge fields, such as medicine, entertainment,
education, among others, are using this approach.

Lameras [39] proposed a serious games classification based on the design features
and learning properties learning of the game. Learning attributes are proposed as col-
laborative learning, individual transmission of information and discussion and argu-
ment. The study also proposes various attributes of the games which are taken as a basis
for the following categories: rules, goals and choices, tasks/challenges, collaboration
and competition, and feedback/assessment. Learning activities, in educational games,
drive the learning outcomes set out by the teacher. The output of some activities is used
as inputs to others resulting in game flows that can be adapted while the student is
executing the learning activity. A game-based learning activity is introduced as distinct
from game content, is the central concern of work within the game-based learning
design, which has historical roots in the wider field of instructional design [40].

Lameras [39] perceived that in-game learning activities to be a situated action – that
is influenced by the beliefs and values held by teachers as game designers in specific
contexts of practice – as an emergent iterative process that occurs during as well prior
to the orchestration of the learning activity in the game. The scoping study suggests
therefore, from teacher’s perspective, there may be two main advantages associated
with the concept of designing in-game learning activities: Firstly, it may provide a
framework for linking learning with play for more creative educational practice; and
secondly it offers a framework for participation in sharing and reuse/repurposing of
practice with professional communities (see Table 1).

Beetham [41] defines learning activity as a “specific interaction of students with
others using specific tools and resources, orientated towards specific outcomes”.
Therefore, the importance of designing learning activities for developing serious games
and gamification applications to meet the purpose for which a game was developed.
Cook [43] interpreted game attributes from an educational perspective giving emphasis
to feedback properties while acknowledging the relations between player’s rules and
attributes The game attributes must be considered in the game design to ensure a
balance between the challenges and the necessary skills to achieve the objectives.
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Based on the game attributes, Lameras [39] classified the games depending on their
relevant attributes. Lameras realized an attempt to assign games categories under-
standing game attributes in the game that are used for creating instances of games
attributes in the educational practice; for example, rules are made by scoring. Lameras
proposed this classification because there was not a taxonomy to classify the attributes
of the game in specific categories, the classification was done with the aim of helping
game designers and instruction. The category, presented by Lameras, is described in
the Table 2, which is based according to the identification of the attributes of each kind
of game:

Table 1. Types and sub-types of learning activities used in games.

Type of learning activity Learning activities
Information Transmission 

Activities that allow reflect 
information on learning player 
[29][30].

Lecture / lecture notes / slides
Memorizing concepts
Labelling diagrams and concepts
Exampling
Incomplete statements
Lecture summary
Listening

Individual (constructivist) activities
These activities suggest that learning 
is more effective when a student is 
actively engaged in the learning 
process rather than attempting to 
receive knowledge passively [27].

Web-quest (information search)
Exercise solving
Carrying out scientific experiments
Reflection
Simulations
Modeling
Role playing
Inquiry (pose questions)
Determining evidence
Analyzing evidence
Formulating evidence
Connect explanations to knowledge

Collaborative (constructivist) 
activities

Activities that allow interaction 
mediated and structured to acquire 
knowledge [27]. .

Brainstorming
Group projects
Group web-quest
Rank and report
Group of students posing questions to each other
Group simulations
Pair-problem solving
Group data gathering
Group data analysis
Group reflection

Discussion and argumentation 
activities

Activities that attempts to lead the 
student through discussions and 
questions to discover, discuss, 
appreciate and verbalize the new 
knowledge [27].

Guided discussions (discussion topic provided by 
teacher)
Open discussions (discussion topic provided by 
students)
Choices: data on events and several choices for 
students to make comments
Debates (justifying explanations)
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Table 2 classifies the games categories with relevant attributes. An attempt [39] is
made to map overarching gaming categories discerned to game attributes that can be
used to afford the instantiation of game attributes with focus on educational practice.
This work would pave the way on helping game and instructional designers to select
particular types of games that afford distinct mechanisms for supporting certain game
categories and thereby aligning specific types of game-play with congruent practices.

5 Analysis of HTML5-Based Frameworks for Developing
Educational and Serious Games

In this section, an analysis of HTML5-based frameworks for game development is
presented. In order to validate the aforementioned analysis, we have selected ten
HTML5-based frameworks. HTML5-based frameworks selected allow developing
Web application, mobile applications and hybrid applications in some cases. The
HTML5-based frameworks selected were: Construct 2, ImpactJS, Quintus, WADE,
pixi.js, EaselJS, melonJS, three.js, phaser and playCanvas.

Table 2. Game categories and associated game attributes

Game category Game Attribute
Rules Scoring

Moving
Timers levels
Progress bars

Game instructions 
including victory 
conditions

Goals and Choices Game journal
Missions
Objective cards
Storytelling

Nested dialogues
Puzzles
NPCs / avatars

Tasks / challenges NPC-based task 
description
Progress bars
Multiple choices to 
select
Major tasks

Puzzles
Research points
Study
Requirements
Branch tasks

Collaboration and competition Role-playing
Community 
collaboration
Epic meaning
Bonuses
Contest

Timers
Coins
Inventories
Leader boards
Communal discovery
Scoring

Feedback / assessment Game hints, NPCs
Game levels
Gaining/loosing lives
Progress bars
Dashboards

Lives/virtual currencies 
to be used for buying 
game items from an 
online inventory
Progress dtrees
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Table 3. Analysis of HTML5-based frameworks

Game Attribute
Game 

engines
Rules Goals and 

Choices
Task / 

Challenges
Collaboration 

and 
competition

Feedback / 
Assessment

Construct 2 -Scoring
-Moving
-Timers 
Levels
-Progress bars

-Missions
-Avatars
-Nested 
dialogues

-Progress bars
-Major tasks
-Multiple 
choices to 
select
-Branch tasks

-Role-playing 
-Community 
collaboration 
-Bonuses 
-Timers Levels 
-Communal 
discovery
-Coins 
-Scoring 
-Inventories 
-Leader boards 

-Game hints 

-NPCs
-Game levels 
-Gaining / 
loosing lives
-Progress bars 
-Dashboards 

ImpactJS -Scoring 
-Timers 
Levels 
-Progress bars

-Puzzles 
-Storytelling
-Missions
-Avatars

-Progress bars
-Major tasks
-Multiple 
choices to 
select

-Role-playing 
-Bonuses 
-Timers Levels 
-Coins 
-Scoring 
-Inventories 
-Leader boards

-Game hints
-NPCs 
-Game 
levels
-Gaining / 
loosing lives
-Progress bars
-Dashboards

Quintus -Scoring 
-Moving 

-Puzzles 
-Missions
-Avatars

-Progress bars
-Major tasks

-Role-playing
-Timers Levels
-Scoring 

-Game hints
-Gaining / 
loosing lives
-Progress bars

WADE -Scoring
-Moving
-Timers 
Levels
-Progress bars
-Instructions 

-Missions
-Game 
journal
-Storytelling
-Nested 
dialogues
-Puzzles
-Avatars

-Progress bars
-Major tasks
-Puzzles

-Role-playing 
-Bonuses 
-Timers Levels 
-Coins 
-Scoring 
-Inventories 
-Leader boards

-Game hints
-NPCs
-Game levels
-Gaining / 
loosing lives
-Progress bars
-Dashboards

pixi.js -Scoring
-Moving
-Timers 
Levels
-Progress bars

-Missions
-Objective 
cards
-Storytelling
-Puzzles
-Avatars 

-Progress bars
-Multiple 
choices to 
select
-Major tasks
-Branch tasks
-Puzzles
-Research 
points
-Requirements

-Role-playing
-Bonuses
-Timers Levels
-Coins
-Scoring
-Inventories
-Leader boards

-Game hints
-NPCs
-Game levels
-Gaining / 
loosing lives
-Progress bars
-Dashboards

EaselJS -Scoring
-Moving
-Timers 
Levels
-Progress bars

-Missions
-Objective 
cards
-Storytelling
-Nested 
dialogues
-Puzzles
-Avatars

-Progress bars
-Multiple 
choices to 
select
-Major tasks
-Branch tasks
-Puzzles
-Requirements

-Role-playing
-Bonuses
-Timers Levels
-Coins
-Scoring
-Inventories
-Leader boards

-Game hints
-NPCs
-Game levels
-Gaining / 
loosing lives
-Progress bars
-Dashboards

melonJS -Scoring
-Moving
-Timers 

-Missions
-Objective 
cards

-Progress bars
-Multiple 
choices to 

-Role-playing
-Bonuses 
-Timers Levels

-NPCs
-Game levels
-Gaining / 

(Continued)
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At the end of the analysis process, we have determined that importance of the game
attributes for the educational context and the availability of each game attributes on a
game categories according to the selected HTML5-based frameworks. Nonetheless, it
is possible that, according to the type of educational game and the academic level to
which this educational game is aimed, some other attributes can be required that they
may have been omitted in this evaluation.

Table 2 shows the set of games attributes available for each HTML5-based
framework. It is important to mention that some of the attributes are repeated in two or
more classifications because they reinforced objectives of each classification. Table 2
shows the available games attributes and game category established by Lameras of
each game engines.

The objective of this analysis was to obtain a reference to choose a HTML5-based
framework for the development of educational applications, serious games or both.

Table 3. (Continued)

Game Attribute
Game 

engines
Rules Goals and 

Choices
Task / 

Challenges
Collaboration 

and 
competition

Feedback / 
Assessment

Levels
-Progress bars
-Instructions 

-Storytelling
-Puzzles
-Avatars

select
-Major tasks
-Branch tasks
-Puzzles
-Requirements

-Coins
-Scoring
-Inventories
-Leader boards

loosing lives
-Progress bars
-Dashboards

Three.js -Scoring
-Moving
-Timers 
Levels
-Progress bars

-Missions
-Objective 
cards
-Storytelling
-Puzzles
-Avatars

-Progress bars
-Multiple 
choices to 
select
-Major tasks
-Branch tasks
-Puzzles
-Requirements

-Role-playing
-Bonuses
-Timers Levels
-Coins
-Scoring
-Inventories
-Leader boards

-NPCs
-Game levels
-Gaining / 
loosing lives
-Progress bars
-Dashboards

Phaser -Scoring
-Moving
-Timers 
Levels
-Progress bars
-Instructions 
including 
victory 
conditions 

-Game 
journal
-Missions
-Objective 
cards
-Storytelling
-Nested 
dialogues
-Puzzles
-Avatars

-Progress bars
-Multiple 
choices to 
select
-Major tasks
-Branch tasks
-Puzzles
-Research 
points
-Requirements

-Role-playing
-Community 
collaboration
-Bonuses
-Timers Levels
-Coins
-Scoring
-Inventories
-Leader boards

-Game hints
-NPCs
-Game levels
-Gaining / 
loosing lives
-Progress bars

Dashboards

PlayCanvas -Scoring
-Moving
-Timers 
Levels
-Progress bars

-Game 
journal
-Missions
-Storytelling
-Nested 
dialogues
-Puzzles
-Avatars

-Progress bars
-Multiple 
choices to 
select
-Major tasks
-Branch tasks
-Puzzles
-Research 
points
-Requirements

-Role-playing
-Community 
collaboration
-Bonuses
-Timers Levels
-Communal 
discovery
-Coins
-Scoring
-Inventories
-Leader boards

-Game hints
-NPCs
-Gaining / 
loosing lives
-Progress bars
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Table 3 shows each one of the attributes supported in each framework and serves as a
reference based on what type of application can be developed to choose a framework
that meets the game attributes stablished by a developer.

6 Conclusions and Future Directions

Gamification is a new technology that incorporates elements of game play in nongame
situations. It is used to engage customers, students, and users in the accomplishment of
quotidian tasks with rewards and other motivators. On the other side, serious games are
games that do not have entertainment as the main objective. The use of serious games
and gamification for training and knowledge is promising. If users have a positive and
meaningful game-based experience that is well-connected to the underlying non-game
setting, then the knowledge will benefit in the long term.

As future direction, the inclusion of additional framework such as Panda.js, Kiwi.js,
voxel.js, enchant.js, to mention but a few, will be considered.
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Abstract. In this paper, we propose a recognition model of emotional state
using multi-modal perception, a temporal logic paradigm (in particular, we use
chronicles), and dynamical patterns. In this way, our recognition approach is
based on chronicles to model the patterns, a definition of the emotions as
dynamic patterns, and the idea that they are perceived in a multi-modal way
(sound, vision, etc.). In this paper, we present these elements of our approach,
and give one example of an application for the recognition of the emotions of
the driver of a vehicle.

Keywords: Recognition of emotions � Chronicles � Dynamic patterns
recognition

1 Introduction

The problem addressed here is linked to Affective Computing (AC). The AC aims the
recognition and generation of emotions in the computer [1, 2]. Particularly, in this
paper, we study the problem of emotion recognition, using a different approach from
the classical approaches, which normally recognize the emotions based on the analysis
of the facial expressions, sound, or body language [3–5].

In our case, we are interested in the detection of the following set of emotions:
happiness, sadness, anger, fear, and surprise. We define a set of patterns for each
emotion, which are composed of a set of events, from different sources of perception.
The set of emotion patterns, the temporal interval between the events in each pattern,
introduces some type of dynamism in the definition of the emotions: there are not only
a type of emotion pattern, they are defined by different sources of perception, the
relationship between events of an emotional pattern is defined by an interval of time,
among other aspects.

We test our approach to recognize the emotions in the driver of a vehicle. For that,
the vehicle has an equipment to detect/perceive different components: a camera for the
facial expressions, a pressure sensor on the steering wheel, a Smart-phone application
that obtains the heart rate of the driver, the On Board Diagnostics system (OBD) is used
to obtain the status of the various vehicle subsystems, and specific data as its speed.
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This case study is interesting because one of the current research domains in auto-
mobile development is dominated by the driver assistance. The capability of a car to
provide a human-like driver assistance system is a decisive factor for the automatic
driving systems. Emotional factors and affective states are crucial for these systems.

There are several works in AC in different domains: human computer interface, for
virtual world, robotics, etc. For example, [9] describes an agent with fuzzy emotions to
help him to make decisions. They apply this model in robots, using three negative
emotions: anger, pain and fear. A work based on the recognition of facial expressions is
presented in [10]. In this work, they propose the recognition of six basic emotions using
patterns based on facial expressions. Other works propose patterns of emotions in
humans based on physiological signals, as the sound of the voice [11, 12].

Previous work in the emotion recognition for vehicles are: [13] presents an affective
intelligent car interface, to map certain physiological signals (heart beat, temperature
and galvanic skin response) to certain driving-related emotions (Frustration, Sleepiness,
and Panic). [14] shows the emotions elicited from the driving task. Driving behavior is
analyzed relying on the traffic situations and the driver tolerance. The work is focused
on the alerting mechanism and the driver state recognition, as the driver’s stress and
fatigue. [15] proposes a generalized framework to estimate emotions from the speech
using an emotion space concept. They test the system in the acoustically demanding
environment of vehicular noise while driving. The system provides information about
the driver’s perception of the traffic situation and thus reveals his/her level of stress.
They describe emotions as points in a 3D emotion space consisting of three basic
primitives (attributes): valence (negative positive), activation (calmexcited), and
dominance (weak strong). All primitives are continuous and normalized to a range of
[−1, +1]. Such a real-valued concept is helpful to distinguish the emotions. [16]
analyses intrusive and non-intrusive techniques to monitor car driver’s emotions using
thermal cameras. The paper presents face detection techniques in each thermogram,
prior to emotion recognition. In [17] they propose a technique for speech emotion
recognition for drivers, considering the changing environment while driving. They
utilize contextual information about the environment outside the car as well as the user
information which is inside the car, in order to improve the emotional recognition
accuracy. They use a noise cancellation technique to suppress the noise adaptively
based on the driving context, and analyse the gender-based context information to
develop a classifier of the driver emotions. [18] offers an extensive overview related to
influence of emotions on driving safety and comfort, and improvement of in-car
interfaces. Various uses-case applications for emotion-oriented technology in the
vehicle are presented. They evaluate the possible acceptance of such future technology
by drivers, and the feasibility of automatically recognizing various driver states.
Finally, in [19] they propose an Emotion Recognition System based on classical neural
networks and neuro-fuzzy classifiers. Emotion recognition is performed in real time
starting from a video stream acquired by a common webcam monitoring the users’
face. Particularly, they develop a device capable to analyze in real time the ability to
drive of a given person, in order to discourage him to drive when he is not considered
eligible to drive safely.

These methods have their complexities and specific problems [4, 5]. One of the main
problems with the previous works is that they are based on unimodal approach, where
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they consider a type of descriptor, normally, based on the face, physiological signals, or
speech recognition. It implies that the recognition process depends on the quality of the
information of the sensors for these descriptors, and that only the emotions which are
well identified/discriminated by these descriptors can be recognized.

In this paper, we try to solve this problem, proposing a multimodal approach, which
considers several types of descriptors in order to have a rich emotional model, based on
different sources of information. We propose a multi-modal approach in order to exploit
the advantage of each one. To integrate each one, we suggest the use of the temporal
logical paradigm, called chronicles [6–8]. This approach allows the integration of
events, with temporal relationships between them, in order to define complex patterns.

The paper is organized as follows: Sect. 2 defines the main concepts used in this
paper. Our recognition architecture is presented in Sect. 3. Section 4 proposes an
example of application in the context of recognition of emotions of drivers of vehicles.
Finally, Sect. 5 presents concluding remarks.

2 Theoretical Aspects

2.1 Chronicles

A chronicle is defined as a set of events, linked by a set of temporal constraints. Each
chronicle is an event pattern with temporal relationships between them, with a context
specified by hold statements. A set of chronicles characterizes the dynamical behaviour
(a possible evolution) of a given system (for example, an abnormal operation) [6–8, 20].

The temporal constraints can be quantitative (for example: 100 s before) or qual-
itative (for example: after). In general, the temporal relationships can be the sequence
(ordered events) and the absence of events between two events (for example, event C
should not occur between A and B), extended by logical operators, as the conjunction
(A and B) or disjunction (A or B).

To define a chronicle mainly two predicates are used: events and hold. An event
expresses a change in an attribute, for example: Event(state(light): (on, off), t2). A hold
specifies that an attribute holds a value during a time interval, for example: Hold
(position(robot, home), (t2, t4)). An example of a chronicle taken from [21] is:

A chronicle can be modelled by a time constraint graph labelled by predicates. The
predicates are [20]:
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• event(A: (v1, v2), t): it describes a change of value (from v1 to v2) of an attribute A
at time t.

• hold(A:v, (t1, t2)): it defines the persistence of the value v of an attribute A between
two instants t1 and t2.

• noevent(b, [t1,t2]): it specifies the absence of event b in the interval [t1, t2].
• occurs ((2,5), c, [t1, t2]): it defines that event c occurs between twice and five times

during the interval [t1,t2].

Figure 1 shows a chronicle, which contains three events: event C must occur
between 4 and 8 units of time after the instantiation of A, and between 1 and 4 units of
time after B.

In general, a chronicle model C is defined as a pair (S, T), where S is the set of
events (for example, alarms) and T the constraints graph of the instants when the events
occur. A chronicle instance c of a chronicle model C is a set of event occurrences,
which is consistent with the time constraints of C. For example, (A, 1) (B, 3) (C, 7) is
an instance of the chronicle of Fig. 1.

2.2 Dynamic Patterns

In general, a pattern is an abstraction of an object, defined by a set of descriptors
(normally, they define its characteristics). A dynamic pattern is a pattern with changes
in its characteristics or in its perception, in a time interval Δt (its negation is a static
pattern).

The change in the pattern shows the dynamics of the pattern, reflected by physical
changes in it (in its properties, for example, the diameter of the pupil of the face
pattern), and/or changes in as perceived (e.g., views of a moving vehicle). Dynamic
patterns can be classified into two types: dynamic patterns oriented by features, and
dynamic patterns oriented by the perception.

• Dynamic patterns oriented by features: A dynamic pattern is oriented by charac-
teristics when some of its features change over time. A feature is a physical property
of the pattern, represented by a descriptor (a variable defined in a universe of
values). One example is the facial expression and the tone of voice in a pattern of
emotion.

Fig. 1. Example of a chronicle
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• Dynamic patterns oriented by perception: A dynamic pattern is oriented by per-
ception when the perception about it changes along time. An example of this pattern
is a plane flying, through its views that are observed in flight.

This classification is not exclusive, i.e., a dynamic pattern can be recognized by
both.

2.3 Emotions

Affective computing (CA) is the science that studies the recognition and generation of
emotions by computers [2]. Rosalind Picard argues that CA is a tool that improves the
relationship between man and computer, to include affective or emotional aspects of
processing performed by computers, and thus it meets the needs of users [1]. As the
importance of recognizing emotions has increased in recent years, researchers have
proposed several methods of recognition of emotions, mainly based on the analysis of
facial expressions [4, 5] as well as those based on acoustic aspects and the body
language [3].

Facial expressions play a fundamental role in human communication. Most work in
this area has focused on analyzing faces to recognize emotions, or characterizing
attributes to identify to recognize an emotion reflected on a face [4, 5, 22]. An
important factor in the development of systems to recognize emotions out of voice is to
efficiently identify the traits that characterize different emotions [23]. The voice is the
primary way of communication between people. It also contains extra-linguistic
emotional information on physical characteristics and physiological states. Finally,
body language plays an important role in the transmission of intrapersonal information;
similarly, some studies have shown that body expressions are as useful as facial
expressions to express emotions and feelings [5, 24].

There are different proposals to recognize emotions in people. Some of these pro-
posals are based on biological signals, others on facial expressions and voice [25, 26].

3 Our Recognition Model

Although there are jobs that perform this process using a unimodal approach [4, 5], we
will use a multimodal approach. Our multimodal approach allows considering more
details in the model of the driver emotions, regarding recognition systems based on
unimodal approaches.

To recognize the emotions of the driver of a vehicle using a multimodal model, we
consider events that describe aspects of different nature: facial, acoustic, body lan-
guage, among others. Variables such as the pressure on the steering wheel, the speed or
the acceleration, are also considered for better recognition.

In this paper, we are going to use two ways to build the emotional patterns as a
multimodal model. The first one, the emotional patterns are based on complex events
that describe states of the driver; and the second one, the emotional patterns are defined
as the flow for events for each type of sensor (e.g., pressure sensor on the steering
wheel, sensor of the heart rate of the driver, sensor of the speed of the car).
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3.1 Emotional Patterns Based on Complex Events

We need to define the different states of a driver (tired, concentrated, static, boring,
quiet, etc.) as events. We use information from the different sensors in the car to
characterize these states. The state of a driver is determined by the combination of the
values of the sensors, so the emotion of a driver is defined as a combination of states.

Let’s suppose we have the set of sensors in the car as listed in Table 1. The states of
the individuals, are defined according to the value determined for each variable.
Table 2 contains some examples of states, using the variables. The value of “any”
means that the value of the attribute can be any. We add a large number of states (calm,
impatient, passive, etc.) in order to define the different situations in a driver.

With these states, now we can define the chronicles. Each emotion is defined by a
chronicle, and an emotion can have different patterns. For example, anxiety can be
defined by:

According to the pattern in Table 3, the anxiety pattern is recognized when the
“Concentrated” event (1) arrives at time t4, and the “Fatigue” event (4) arrives at time
t1, and finally, the “Stressed” event (6) arrives at time t6 and this event holds between
t6 and t10, and the following temporal constraints are accomplished: event 1 occurs
between 1 to 4 units of time before the event 4, and event 1 occurs between 6 to 8 units
of time before event 6.

Table 1. Input data from the sensors.

Device Variable Values

Camera Facial expressions Smile, seriousness, etc.
OBD2 system Speed of the car (0, 200) km/s
Microphone Sound of the voice High, low, etc.
Sensor on the steering wheel Pressure on the steering wheel Strong, light, etc.
Sensor on individual Heart rate of the driver Fast, slow, etc.

Table 2. States of the drivers.

Id
event

State of the
driver

Facial
expression

Speed Sound of the
voice

Pressure Heart
rate

1 Fatigue Exhausted Any Low Light Slow
2 Relaxed Smile Normal Normal Normal Normal
3 Exuberant Smile High High Normal Normal
4 Concentrated Seriousness Any Silence Normal Normal
5 Falling

asleep
Exhausted Any Slow Very

light
Very
slow

6 Stressed Seriousness High High Strong Fast
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In our case, Happiness is defined by two chronicles (see Tables 4 and 5):

or

According to the patterns in Tables 4 and 5, the Happiness pattern can be recog-
nized when the “Exuberant” event (3) arrives at time t3 and holds among 5 and 10 unit
of times; or when the “Fatigue” event (4) arrives at time t4 and the “Relaxed” event
(2) arrives at time t2, and they occur between twice and four times during the interval
of time [t5, t6].

Table 3. Chronicle to recognize the anxiety

Table 4. First chronicle to recognize Happiness

Table 5. Second chronicle to recognize Happiness
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In this way, we can define the set of chronicles for the rest of emotions (anger,
sadness, fear, surprise, etc.).

3.2 Emotional Patterns Based on Flow of Events from Each Sensor

In this case, we use the information extracted directly from the sensors as the source of
events. For example, for the speed of the car we can define this set of events (see
Table 6):

In the case of the heart rate, we define the events of the Table 7:

For the sound of the voice we can use these characteristics, based on [22]: Tone
(bass, treble) in Hertz, intensity - volume (high, medium, low) in decibels, speaking
rate (fast, slow). Thus, we define a set of events (they are the combination of these
characteristics) in Table 8. In the case of facial expression, we use the same charac-
teristics defined in [22] to describe them: eyes (open, with tears, hard look, etc.),
eyebrows (raised, curved), lips (open, tight, tense, etc.) and face (wrinkles in the center,
extended, horizontal wrinkles, etc.). Similar to the previous descriptor, the combination
of these characteristics defines the events of this descriptor (see Table 9).

Finally, the events of the pressure of the steering wheel can be defined as the events
of the speed of the car (see Table 10):

Now, with this set of events, we can redefine the chronicles for each emotion. For
example, the chronicles for the happiness can be defined by Tables 11 and 12.

Table 6. Events of the speed of the car.

Id event Description Speed up

S1 High speed � 150 km/s
S2 Low speed � 40 km/s and 150 km/s
S3 Normal speed � 40 km/s

Table 7. Events of the heart rate.

Id event Description Heart rate

H1 Fast heart rate 200–100 beats/min
H2 Slow heart rate 40–60 beats/min
H3 Normal heart rate 60–100 beats/min

Table 8. Events of the sound of the voice

Id Event Description

V1 Tone treble and volume high and speaking rate fast
V2 Tone treble and volume medium and speaking rate fast
V3 Tone bass and volume medium and speaking rate fast
Vn …
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Table 9. Events of the facial expression.

Id event Description

F1 Eyes open and eyebrows raised and lips open and face extended
F2 Eyes with tears and eyebrows raised and lips open and face extended
F3 Eyes open and eyebrows with curves and lips tight and face wrinkles in the center
Fn …

Table 10. Events of the speed of the car.

Id event Description

P1 Strong pressure
P2 Light pressure
P3 Normal pressure

Table 11. First chronicle to recognize Happiness with our multimodal approach

Table 12. Second chronicle to recognize Happiness with multimodal approach
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According to the pattern in Table 11, now the Happiness pattern can be recognized
when the V3 arrives at time t1, F1 arrives at time t2, H3 arrives at time t3 and it holds
between t4 and t5 unit of time, and the following temporal constraints are accom-
plished: V3 occurs between 0 to 5 units of time before F1, and V3 occurs between −2
to 8 units of time before H3.

According to the pattern in Table 12, the happiness pattern can be recognized when
S3 arrives at time t1, H3 arrives at time t2 and it holds between 10 and 20 unit of times,
P3 arrives at time t3 and it holds between 10 and 20 unit of times, and the next temporal
constraints are accomplished: S3 occurs between 0 to 5 units of time before H3, and S3
occurs between −1 to 6 units of time before P3.

In this way, we can define the rest of emotions using chronicles.

4 Example of Application: Emotions in the Drivers
of Vehicles

A Man-machine system is defined as the system in which at least one of the compo-
nents involved in the operation is a human operator [21]. Human intervention is
essential for a man-machine system and the ability of the operator greatly affects the
performance of the target of control. Therefore, many efforts have been made to per-
form control based in humans that could exploit the recognition of the information to
perform a task [21, 23]. Within this field, great efforts have been made to detect human
factors that affect system performance, and know how to mitigate possible effects.

In order to design a human-machine system for cars more naturally and intuitively,
we propose the incorporation of a pattern recognition system based on our chronicles.
Particularly, in this section we analyze how we can use a pattern recognition system
based on the chronicles presented in this paper, in the context of a human-machine
system based on the concept of human-oriented compensators, called “collaborator”
[27] (see Fig. 2). This compensation mechanism in the human–machine system
requires a human dynamic model which can be modeled with the chronicles presented
in this paper. This mechanism improves the control performance of the human–
machine system with some equipment that compensates the shortage of operation.

Fig. 2. Structure of the collaborator.
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The collaborator can be regarded as a new control element that cooperates with the
human and the machine.

An example of this can be found when a person is driving a vehicle. A skillful
person can drive a vehicle satisfactorily, whereas an unskilled person cannot do so. The
difference between the two is based on whether or not they have the knowledge about
vehicle dynamics. In a driving school, a learner handles a vehicle, according to the
instructor’s advice. When its driving is not suitable, the instructor compensates the
driver’s action. The task of a collaborator is given an adequate feedback in different
contexts. In this scenario, we include our recognition system.

In this system, we define three safety-related states that must be recognized:
countersteering strategies, adaptation strategies, and communicating the driver’s
emotional state (e.g., anger/rage, fatigue, and high workload, stress, or uncertainty) to
other vehicles.

• The Countersteering Strategies category contains negative affective states, defined
by specific emotions (anger, fatigue, stress, confusion, nervousness, sadness, etc.),
to be detected by our system, in order to guide the driver into a happy or neutral
state which is known to be best suited for safe driving

• The Adaptation Strategies category adapts the personality of an automated in-car
assistant to the driver. For that, our recognition system defines the parameters of the
assistant for the different emotions of the driver. In this case, there is a learning
process of the driver’s patterns (chronicles) of emotions.

• The Communicating the Driver’s Emotional State category consists of describing
how a driver’s state can be communicated to others. Locating potentially dangerous
drivers can aid the driver assistance systems in other vehicles to warn their drivers.
In this case, we need a distributed recognition system of chronicles for a car-to-car
communication system warning other drivers.

There are other situations where our recognition system can be used in order to
improve the safety of drivers: Driving Pleasure, etc. We have proposed two ways to
describe the emotions based on chronicles. In the first case, the emotional patterns
based on complex events; and in the second based on the flow of events from each type
of variable to sense. Each one can be used in the case previously described.

In the first case, it is an interesting approach because it is based on the state of a
driver. We can define these states relying on the psychological theory, and determine
the information to be sensed from the car, in order to determine these states. A lot of
states can be defined to determine the emotions in an accurate way. This approach can
exploit the theories about the human mind to define the states of a driver, and define the
descriptors to be sensed from the car to determine these states. With this information,
we must redefine the emotion model, based on the theories about the mind and psy-
chology which can be sensed from a car.

In the second approach, we analyze each descriptor which has been obtained from
the car in order to determine the emotions. In this case we can use a dual approach: we
define the emotions with the specific values of the descriptors, or we determine the
combinations of descriptors for each emotion. The problem in the second case is that
there are a lot of possible combinations, and it can be a NP-complete problem.

A Dynamic Recognition Approach of Emotional States 165



In general, the detection of safety-related or Driving Pleasure states using our
model can exploit the different sensors in a car, and can be extended very easily. What
is more, the addition of more sensors might improve the description of the emotions.

5 Conclusion

Emotions affect many cognitive processes - highly relevant to driving - such as
decision-making, communication, performance, attention, and learning. There is a need
for detecting and diagnosing the driver’s emotional state. This can ensure a safer and
more pleasant driving experience.

As basic strategies, we have proposed a pattern model of emotions for the drivers,
which must be linked to complex patterns of situations that will be studied in other
works. Some of these states can be categorized in groups, as safety-related states or
Driving Pleasure states.

The construction of complex patterns with the chronicle is one interesting aspect,
but it must be adapted to the car functionalities (like sensors). The in-car driver
interfaces can influence the definition of the patterns in several ways. The future “car
assistants” must exploit these aspects, in order to avoid confusing situations. Addi-
tionally, the growing complexity of in-car electronics demands new interfaces to be
exploited in the patterns.

In this paper, we present the basis for a driver state recognition system, which can
be automated for the detection of different situations (driver distraction, etc.) and could
be implemented in a car with the technology available today. This system could be
extended with a more complex architecture, which considers the analysis of the data
from the car, the driver, or other cars, based on the internet of things [28, 29], in order
to discover knowledge to be exploited by the “car assistants”.

Additionally, we have explained how our recognition approach can be used in a
collaborator system in the context of a car. At this moment, we have developed the first
versions of the recognition system. Future works will include our system in a col-
laborator for cars, and will simulate real driving scenarios. In fact, we will extend our
patterns in order to consider other aspects like the analysis of the data from the car or
other cars. Some disadvantages of our model are that the recognition system needs real
time processing, which can be complex, and requires the capture of different source of
information that may require preprocessing.
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Abstract. Motivated by the assumption that Semantic Web technologies are
not sufficiently leveraged in the Software Engineering discipline (SE) to provide
support regarding the standardization of software development processes by
means of international software standards, we investigate the existence of sys-
tematic literature reviews in this regard. We concluded that none of the available
reviews is specifically focused on analysing international standard-based SE
approaches, but on investigating SE approaches in a general way. In this paper,
we present the details about all the stages in the conducting of a systematic
literature review on the Semantic Web technologies-based support for the
standardization of the SE discipline regarding software development processes;
one of the major findings of the presented review is that nowadays there is a
shortage of approaches providing support for the standardization of software
development processes for small and very small software companies.

Keywords: Systematic literature review � Semantic Web � Software
Engineering � Software standards � Ontologies

1 Background

Semantic Web technologies are gaining momentum in the development of software
systems among different domains because of their ability to enable computer systems to
integrate, share, process and interpret the information formerly readable by humans –
the Web of documents. The term “Semantic Web” refers to the W3C’s vision of the
Web of linked data that is made up of technologies for publishing and linking data,
building vocabularies to enrich data with additional meaning, querying data and rea-
soning over data through rules. In this context, Resource Description Framework(RDF)
provides the foundation for publishing and sharing data, Web Ontology Language
(OWL) is the language used to build vocabularies in the form of ontologies, and
SPARQL Protocol and RDF Query Language (SPARQL) is the language for querying
linked data. In this work, the term ontology is used to refer to a formal and explicit
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specification of a shared conceptualization. Knowledge in ontologies is mainly for-
malized by defining classes, properties, axioms and instances. Semantic Web tech-
nologies, as one of the major components of the Semantic Web stack, can be leveraged
with mainly two purposes: knowledge representation and reasoning.

Motivated by the assumption that Semantic Web technologies are not sufficiently
leveraged in the Software Engineering discipline to provide support regarding the
standardization of software development processes by means of international software
standards, we investigate the existence of systematic literature reviews in this regard.

We found that there are some systematic literature reviews analysing the
state-of-the-art on the application of Semantic Web technologies to the improvement of
specific activities in Software Engineering (SE), or more precisely, to the enhancement
of certain phases of the software lifecycle. These studies are more commonly focused on
phases such as requirements engineering and maintenance [1, 2]. There are also other
reviews investigating the state-of-the-art on Knowledge Management in SE [3, 4]. These
studies rely on the assumption that activities in SE are by nature knowledge-intensive
and include not only approaches aimed at the semantic level but also approaches aimed
at the syntactic level. Nonetheless, the wide range of application areas of the Semantic
Web technologies go beyond Knowledge Management and embrace areas such as data
integration and resource discovery and classification, to name but a few. Furthermore,
all these reviews are not specifically focused on analysing international standard-based
SE approaches but on investigating SE approaches in a general way, which can result in
discarding information which is relevant to professionals and academicians interested in
implementing international software standards.

Thus, we actually identified the need for a systematic literature review on the
Semantic Web technologies-based support for the standardization of the SE discipline
regarding software development processes. In this paper, we present the details about all
the stages in the conducting of a systematic literature review on this regard. The paper is
structured as follows: in Sect. 2, the details about the planning phase of the proposed
review are described; in Sect. 3, we present the details related to the execution of the
review; in Sect. 4, the details about the review’s evaluation phase are described; finally,
in Sect. 5, conclusions and future directions of this work are presented.

2 Review Planning: Review Protocol

The systematic review that will be reported throughout this paper will be performed
mainly by following the guidelines proposed by Kitchenham in the technical report
entitled “Procedures for Performing Systematic Reviews” [5]. These guidelines are
specifically designed to be used by Software Engineering community and cover the
three major phases of systematic reviews: planning, execution and evaluation. In
addition, we have followed the review protocol template proposed by Biolchini et al. in
the technical report entitled “Systematic Review in Software Engineering” [6]. This
template is aimed at facilitating the planning and execution of systematic reviews, and
it is in fact based on the work by Kitchenham.

Every systematic review in any domain is expected to be started by defining a
review protocol, i.e., the set of research questions to be addressed and the research
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method to be employed to answer these questions. The planning of the systematic
review to be conducted are presented below in the form of the main parts of the review
protocol related to both the research questions and the research method.

2.1 Research Questions

The research questions that are expected to be answered by executing the systematic
review are the following:

• Q1. Which Software Engineering activities have been typically supported?
• Q2. Which standards have been primarily used as frameworks for conducting these

activities?
• Q3. Which Semantic Web technologies have been primarily employed to support

the activities identified?
• Q3.2. What are the specific approaches that have been proposed for this purpose?
• Q3.1. What are the main motivations for the usage of the Semantic Web tech-

nologies in these approaches?

In the context of the research questions outlined above, the population to be
observed in this systematic review corresponds to those publications proposing
Semantic Web technologies-empowered SE approaches based on international stan-
dards, including both software process and quality standards; the intervention, i.e., what
is going to be observed, corresponds to the details of how and why the Semantic Web
technologies are used to empower the standard-compliant SE approaches. The keywords
and synonyms that can be extracted from the research questions and will be used to
perform the systematic review are the following: Software Engineering, Software
Engineering Process, CMM, CMMi, 15504, SPICE, 12207, TSP, PSP, Semantics,
Ontology and Ontologies. As it can be inferred from these terms, the effect that is
expected as a result of the systematic review corresponds to the identification of the
proposals on the integration of Semantic Web technologies and international standard-
compliant SE approaches. Finally, the outcome measure, i.e., the metric that will be used
to measure the effect, corresponds to the number of proposals identified.

2.2 Research Method

In this systematic review, the research method is considered to be formed by a data
source selection strategy and a study selection strategy, which are described below.

Data Source Selection Strategy. The aim of this strategy is to identify the data
sources from which primary studies will be retrieved as a result of the execution of the
systematic review. For this purpose, the selection criteria which we have defined is the
possibility of searching for digital versions of research papers (including both con-
ference papers and journal and magazine papers) on Computer Science topics, namely
Software Engineering topics, through the Internet using keyword-based searches. In
addition, we will discard those data sources having studies written in languages other
than English since we have planned to review studies written only in English.

Towards Supporting International Standard 171



According to the selection criterion stated above, the search for primary studies will
be primarily carried out by using Web search engines provided by digital research
libraries on the Internet. The specific search string that we have initially planned to use
for this purpose is the following:

(“Software Process” OR “Software Engineering Process” OR “CMM” OR “CMMI”
OR “15504” OR SPICE OR 12207 OR “TSP” OR “PSP”) AND (“Semantics” OR
“Ontologies” OR “Ontology”)

The initial list of data sources we have proposed for this systematic review is
composed of the following data sources: (1) ScienceDirect, (2) IEEE Xplore Digital
Library and (3) SpringerLink.

After evaluating these data sources against the selection criteria defined, it was
concluded that all of them fit the criteria, so that the final list of data sources in this
systematic review is finally considered to be composed of all the data sources in the
initial list. Furthermore, it is worth to mention that the validity of the data sources in the
final list was assessed by a group of two experts working on both Software Engineering
and Semantic Web research areas (full-time professors from University of Murcia and
Orizaba Institute of Technology). They concluded the resulting final list of data sources
is sufficient and complete. The same group of experts was commissioned to validate the
review protocol to ensure its quality before its execution. The group concluded the
evaluated version of the review protocol is able to lead to the expected results and
encouraged its execution.

Study Selection Strategy. This strategy is mainly aimed at identifying the criteria to use
to select primary studies resulting from running the search string over the data sources in
the final list that correctly answers the research questions posed. In this context, the
inclusion and exclusion criteria in this systematic review corresponds to the following
criteria: (1) only the studies published in the last five years (2011 to 2015) will be finally
selected since the systematic review is aimed at compiling the most recent proposals and
(2) only those proposals clearly depicting the integration of the technologies of the
Semantic Web stack and Software Engineering approaches based on international soft-
ware standards will be finally considered, so that the proposals concerning semantics
modelling as addressed by conceptual data models such as the Entity-RelationshipModel
(ERM) and the Unified Modelling Language (UML) will be discarded.

Once the search string is run over each selected data source, each one of the primary
studies in the resulting lists shall be evaluated against the inclusion and exclusion criteria
by means of the procedure that is described below.

First, the title, abstract and keywords associated to the publication (which are
commonly shown as part of the result lists by most digital libraries’ search engines) will
be read by a human agent to ensure the publication fit the criteria related to the topic of
the paper (the second inclusion and exclusion criteria). Second, in the case there is no
certainty of the topic which the publication is about at first glance, the full-text paper
shall be accessed and other sections of the publication such as the introduction and
conclusions section shall be read. Ultimately, a further keyword-based search shall be
performed on the full text by taking advantage of the capabilities of the Web browser
employed; thus, the human agent will need to search for keywords other than the
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keywords including in the search string, for example, terms describing Semantic Web
technologies other than ontologies, or terms describing international software standards
other than CMM, CMMI, ISO 15504 (or SPICE), ISO 12207, TSP and PSP.

Regarding the criteria related to how recent the publications are (the first inclusion
and exclusion criteria), a refinement will be simply added to the search string by means
of the filters provided by the digital libraries’ search engines, so that the resulting lists
will be retrieved as refined lists containing only those publications whose publication
year is 2011 or later. Among the filters that are typically provided by the digital
libraries’ search engines there are filters related to the type and discipline of the
publications; these filters will be leveraged in this systematic review to ensure that
primary studies to be retrieved are in accordance with the criteria stated for selecting
data sources (i.e., selection criteria).

3 Review Execution

As a result of running the search string over each one of the three selected data sources,
three different lists of primary studies were retrieved. It is worth to mention that this
task was executed manually by a human agent; the search string was run once for each
data source, so that three different searches were asynchronously run. In detail, from
ScienceDirect, 530 search results were obtained; from IEEE Xplore Digital Library
(IEEE Xplore), 1069 results were obtained; and from SpringerLink, 802 results were
obtained (a total of 2401 results). One point to take into account here is that, unlike
ScienceDirect and IEEE Xplore, SpringerLink allows refining search results by
sub-discipline; therefore, it was possible for SpringerLink to select Software Engi-
neering (SE) as the sub-discipline of interest within Computer Science.

As a result of evaluating each one of the primary studies in the three resulting lists
against the criteria stated for including and excluding studies from the review (i.e., the
study inclusion and exclusion criteria), a total of 28 studies were finally selected: 9
primary studies were selected from the list resulting from ScienceDirect, 10 primary
studies were selected from the list resulting from IEEE Xplore, and 9 primary studies
were selected from the list resulting from SpringerLink. The usage of the study
inclusion and exclusion criteria allowed us to ensure that, from the 2401 candidate
studies, the 28 studies eventually selected were the studies in which we were really
interested, i.e., the studies that were truly relevant for the research questions posed at
the planning stage of the systematic review. Nonetheless, it is always possible to reduce
the number of studies to be evaluated against the study inclusion and exclusion criteria,
i.e., the number of candidate studies, by customizing the original search string, i.e., by
adding/removing keywords from the original search string. It is worth to mention that
any new keyword must fit the research questions initially posed. In order to ease the
information extraction procedure, the selected studies were finally downloaded and
locally managed using the Zotero reference management software tool.
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3.1 Information Extraction Strategy

The aim of this strategy is to define the kind of information that must be obtained from
selected primary studies and to define the criteria by which this information will be
evaluated to present as findings of the systematic review.

Regarding the first point, only the following kind of objective information will be
extracted from studies: (1) identification information (namely the publication title and
authors), (2) information related to methodologies (namely, the kind of approach, its
purpose, the software standards supported and the semantic Web technologies used)
and (3) results (namely, the domain of the case study proposed, if any, and the effect of
the proposal in SE support). It is worth mentioning that information concerning limi-
tations of studies will be discussed in Sect. 4 of this paper, as part of the systematic
review result analysis. Regarding the second point, the information inclusion and
exclusion criteria which we have stated is applicable only to the kind of information
related to the methodologies and results of the primary studies, and it is simply defined
as the possibility of obtaining a clear, complete and sufficient conception about either
the methodology or the results (as applicable).

For the gathering and presentation of the aforementioned information, one single
data extraction form was designed (see Tables 1 and 2). It is intended at summarizing
and contrasting the different kinds of information in an integrated way. For practical
purposes, we have defined the following nomenclature related to the kinds of
approaches found in the primary studies analysed: (1) O = Ontology, (2) S = Software
System or architecture/Computable model, (3) F = Conceptual Framework,
(4) M = Method/Methodology/Process.

3.2 Results

The list of primary studies finally selected in this systematic review, as well as the
information gathered from them is presented in Tables 1 and 2, which depict the data
extraction form defined as part of the information extraction strategy. It is worth noting
that the way in which the studies are listed in these tables is completely random;
however, there are partially ordered by the data source from which they come.

It is important to notice that a few considered studies do not actually rely on
Semantic Web technologies; therefore, they do not completely fit study inclusion and
exclusion criteria. These contributions make use of the concept of ontology, but they
employ formalisms other than the Web Ontology Language (OWL) for its definition,
for example, the Software & Systems Process Engineering Metamodel (SPEM) or the
first-order logic formalism. The concepts of ontology and meta-model, although dif-
ferent, are closely related; both are often used in the description of relations between
concepts. In fact, meta-models, as well as ontologies based on the first-order logic
formalism, both have the potential to be moved into the OWL technical spice. That is
why these studies were not left out from this systematic review.

Semantic Web technologies are primarily used in international standard-compliant
SE approaches to formally and unambiguously represent the concepts in the domain of
the standards (as domain ontologies) or as the basis to construct conceptual models of
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Table 1. List of primary studies finally selected and summary of relevant information- part 1.

Paper Data
sourcea

Kind of
app.b

Purpose

[7] SD M Knowledge integration of various software-related bodies of
knowledge to deploy safety critical software development
processes

[8] S, M Support the development of Software Engineering
Environments (SEEs)

[9] M Extend the traditional business process life-cycle for the
improvement of business processes.

[10] O Construct a clear, unambiguous and comprehensive
definition of all SC7 terminology (existing and future)

[11] O Apply the approach in [11] in a proof of concept
development project

[12] O, S Support and leading the implementation of improvement
projects where multiple reference models are harmonized
by providing a consistent terminology and an
accompanying tool

[13] F, M Support the work of harmonization of multiple models in
harmonization projects by means of a conceptual and
methodological framework

[14] S Automate the analysis of architectural patterns descriptions
in natural language with respect to software quality
models

[15] F, M Support process improvement in small and medium-sized
software companies using a multi-model approach

[16] IEEEX F Support software process improvement in small and medium
sized software enterprises by means of Bayesian analysis
of process models

[17] O Enable knowledge management in software testing
processes starting from a common understanding of the
concepts in the software testing domain

[18] S Support accessibility requirements engineering and promote
requirements traceability to coding phase of software
life-cycle processes

[19] O, S Support quality assessment inspections processes by means
of a common understanding of the concepts in the
software inspection domain

[20] F, M Improve the analysis and evaluation of business/Information
Technology (IT) alignment at collaborative environments
in small and medium sized IT companies using a
conceptual model of the processes in the environment

[21] F, M Support the assessment of Service Oriented Architecture
(SOA) security maturity at organizations by mapping
conceptual models of information security best practices
and the SOA paradigm

(Continued)
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Table 1. (Continued)

Paper Data
sourcea

Kind of
app.b

Purpose

[22] F, M Enable companies to predict the complexity of introducing
Semantic Web technologies into development projects
starting from a set of conceptual models about companies
and projects

[23] S, F, M Support companies’ survival strategy processes by
deploying environments for processes management and
improvement based on an agent-based approach

[24] O, S Support student practicing software development process by
providing an e-learning platform using a common
understanding of the events in teaching and software
development

[25] S, F, M Enhancing semantic-aware software process support tools by
integrating conceptual models of processes in IT service
management and conceptual models of SE processes

[26] SL F Enable software companies to prepare themselves regarding
statistical process control in software measurement by
means of common understanding of the concepts in the
measurement domain

[27] F, M Promote consistency and repeatability for management and
evaluation discipline by extending the GOCAME’s
conceptual and methodological framework

[28] F, M Enable the transformation of process assessment results
between different process reference models providing an
intermediate transitional process model based on a formal
and shareable conceptualization

[29] F, M Support and guide organizations in introducing/improving
quality management and software development practices
by means of a multi-reference model harmonization
approach.

[30] F, M Support organizations in identifying improvement findings
for their actual organizational processes starting from a
formal and shareable conceptualization of the CMMI
standard

[31] M Support the customization of software capability/maturity
models to specific environments by integrating previous
experiences using a Knowledge Engineering approach

[32] F, M Enable the learning and evaluation of ISO/IEC
15504-compliant software processes by means of a
graph-based Knowledge Representation approach

[33] S Support software organizations in transforming process
assessment results between different process models by
providing a support tool for [29]

(Continued)
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Table 1. (Continued)

Paper Data
sourcea

Kind of
app.b

Purpose

[34] F Directly align conceptual models of open source software
development processes for open source e-learning systems
with the outcomes of the ISO/IEC 12207 standard

aSD = ScienceDirect, IEEEX = IEEEXplore, SL = SpringerLink
bFor the nomenclature related to the kinds of approaches see previous section of this paper.

Table 2. List of primary studies finally selected and summary of relevant information- part 2.

Paper Supported standards Sem. web tech.
in use

Application domain Effect in SE
support

[7] CMMI, ISO/IEC
25010

OWL
(Ontologies)

Development of safety
critical software

Software
life-cycle
processes

[8] ISO/IEC 12207 OWL
(Ontologies)

Development of SEEs
for testing activities

Software
life-cycle
processes

[9] CMM, CMMI OWL
(Ontologies)

Healthcare Business
processes
improvement

[10] ISO/IEC JTC1’s SC7
standards

OWL
(Ontologies)

No validation method
is provided

Harmonization of
ISO standards
(e.g. software
life-cycle
processes)

[11] ISO/IEC JTC1’s SC7
standards

OWL
(Ontologies)

Software endeavour Harmonization of
ISO standards
(e.g. software
life-cycle
processes)

[12, 13] Process-focused
standards (e.g.
CMMi and ISO
9001)

OWL
(Ontologies)

Software endeavour
(viz., consultancy
and certification
support), IT
governance

Harmonization of
standards for
process
improvement

[14] ISO/IEC 9126 OWL
(Ontologies)

Software endeavour Software quality
evaluation

[15] CMMI, TSP,
ISO/IEC 12207,
ISO/IEC 15504,
ISO 9001

OWL
(Ontologies)

Development of
multi-model SEEs
for project
management

Harmonization of
standards for
process
improvement

[16] CMM (others like
ISO 26550)

OWL
(Ontologies)

Telecommunications
consultancy

Process
improvement

[17] ISO/IEC 12207 OWL
(Ontologies)

No validation method
is provided

Software testing
processes

(Continued)
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Table 2. (Continued)

Paper Supported standards Sem. web tech.
in use

Application domain Effect in SE
support

[18] ISO/IEC 12207 OWL
(Ontologies),
RDF

Development of Web
search engines

Requirements
engineering
processes

[19] CMMI OWL
(Ontologies),
RDF and
SPARQL

Software endeavour
(development and
management
consultancy)

Process and
product quality
assurance

[20] CMMI OWL
(Ontologies)

Customer-supplier
relationship
management

Business process
improvement

[21] CMM (SSE-CMM)
(others like ISO
27002)

OWL
(Ontologies)

No validation method
is provided

Software process
assessment

[22] CMMI OWL
(Ontologies)

Development of an
Information
Extraction and
Integration
(IEI) system

Process
improvement

[23] PSP (other like
6-Sigm)

Not specified
(Ontologies)

Customer-supplier
relationship
management

Business process
management
and
improvement

[24] TSP OWL
(Ontologies)

Graduation projects
practicing

Software
life-cycle
processes

[25] Others like SPEM OWL
(Ontologies),
SWRL (rules)

IT consultancy Software
life-cycle
processes

[26] CMMI (others like
ISO/IEC 15959
and IEEE Std.
1061)

OWL
(Ontologies)

No details about
application domain
are provided

Software
measurement
processes

[27] CMMI, ISO 12207
(others like SPEM)

OWL
(Ontologies)

No validation method
is provided

Software quality
evaluation,
software
measurement
processes

[28] CMMI, ISO/IEC
15504

Not specified
(Ontologies)

No validation method
is provided

Software process
improvement

[29] CMMI, ISO 9001 SPEM
(Meta-model)

ICT consultancy Software process
improvement

[30] CMMI OWL
(Ontologies)

Academics research
and development

Software process
improvement

(Continued)
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different elements in software companies (e.g., software processes and projects,
stakeholders, activities). These approaches are typically aimed at dealing with one
single reference model (i.e., only one standard), and they are given either in the form of
an ontology or in the form of a software system (viz., a SE support tool). On the other
hand, there are multi-reference model approaches, in which Semantic Web technolo-
gies are used to enable the harmonization of the different models in a single shareable
conceptual base; these approaches are mainly given in the form of conceptual and
methodological frameworks. There is one last kind of contribution, the one that relies in
Knowledge Engineering approaches to promote the management of the knowledge
inherent to software development across the different elements in software companies;
this kind of contribution is commonly given in the form of a framework also. It is worth
mentioning that a few approaches use Semantic Web technologies also to enable the
storage and retrieval of semantic data as knowledge bases.

4 Result Analysis: Discussion

As it can be inferred from the results obtained from the execution of this systematic
literature review, nowadays, there is little Semantic Web technologies-based support
for the standardization of the Software Engineering discipline, much less than it would
be expected taking into account that SE is considered to be a mature discipline and that
Semantic Web technologies have been widely used in many domains and applications
as a means to enable computer systems to integrate, share, process and interpret the
information formerly readable by humans.

In fact, as it can be observed from the information contrasted in Tables 1 and 2,
OWL-based ontologies are the Semantic Web stack’s building block most widely used

Table 2. (Continued)

Paper Supported standards Sem. web tech.
in use

Application domain Effect in SE
support

[31] Software process
capability/maturity
standards, ISO/IEC
15504

OWL
(Ontologies)

Cloud computing
(viz., SaaS model),
development of
embedded medical
software

Software process
improvement
and assessment

[32] ISO/IEC 15504 RDF (Graph
database)

SE course practicing Software process
improvement
and assessment

[33] CMMI, ISO/IEC
15504, Enterprise
SPICE

Not specified
(Ontologies)

No validation method
is provided

Software process
improvement

[34] ISO/IEC 12207 DEMO notation
(Ontologies)

E-learning Software
life-cycle
processes
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among international standard-compliant Software Engineering (SE) approaches.
Nonetheless, ontologies are primarily leveraged for knowledge representation purposes,
and the reasoning of an inference capability that is enabled with OWL is not yet suffi-
ciently exploited. Needless to mention the case of other technologies like rule languages
(e.g. RIF and other not standardized proposals like SWRL), which can be used to enable
advanced reasoning capabilities, but they are not nearly as exploited as OWL is. Further
research on the use of RDF and SPARQL as a means to enable the storage and retrieval of
the semantic data that is represented using ontologies is also required.

As it was previously outlined in this paper, the major motivations for the usage of
the Semantic Web technologies to support standardization in SE can be summarized as
follows: (1) to clearly, formally and unambiguously represent the concepts in a domain
(e.g., a reference standard, a company, a software/business process), and to construct
conceptual models about the domain, (2) to enable the unification of the different
concepts in multiple domains; a typical application in this case is the harmonization of
the concepts in multiple reference standards (for a complete state-of-the-art analysis on
the different techniques for the harmonization of multiple reference models using
Semantic Web technologies, refer to the work by Pardo et al. [13]) and (3) to enable the
management of the knowledge inherent to SE across a domain. Not surprisingly, these
motivations mainly refer to the usage of OWL and ontologies.

Regarding the expected effect of the contributions selected as a result of the exe-
cution of this systematic literature review, it was found that the SE standardization
areas which academicians and practitioners are putting more effort in are Software
Process Improvement (SPI) (and by inclusion software process assessment) and
life-cycle processes, whereas the less favoured areas are software quality evaluation,
software measurement and process/product quality assurance. In this context, it was
found that SPI is being empowered mainly by the adoption of CMMI, and minimally
by the adoption of ISO/IEC 15504 (SPICE). In the case of life-cycle processes support
area, we can observe a trend in proposals in addressing full life-cycle processes
standardization instead of standardization of particular life-cycle process phases. In any
case, this area is being empowered mainly by the adoption of ISO/IEC 1220.

Furthermore, it is worth mentioning that, although some contributions focused in
SPI claim to be aimed at small and medium-sized software organizations, it is well
known from the SE literature (both industrial and academic research) that this kind of
software companies often experience several challenges in the adoption of standards
like CMMI and ISO/IEC 15504 (SPICE). In this context, we have to highlight that,
there is an evident gap in the Semantic Web technologies-based support for the stan-
dardization of software development processes for small software organizations, not to
mention the case of very small software companies. This contradicts the fact that small
and very small software organizations are becoming increasingly popular, and that SPI
is gaining momentum among them [17]. Thus, we encourage academicians and
practitioners to put more effort into filling this gap by relying on international software
standards aimed at this kind of companies, namely the ISO/IEC 29110 standard.
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5 Conclusions and Future Work

Starting from the identification of the lack of systematic literature reviews on the
Semantic Web technologies-based support for the standardization of the Software
Engineering (SE) discipline regarding software development processes, in this paper
we presented the details about the planning, execution and evaluation of results of a
systematic literature review performed within that context. Judging by the results we
obtained, we have successfully answered the research questions that we posed at the
early stages of this review (i.e., at planning stage) to lead the entire process.

In fact, the results obtained shed light on the necessity of further Semantic Web
technologies-based support for the standardization of software development processes
for small and very small software organizations, especially in the specific area of
software process improvement.

We expect this systematic review to contribute to the field of standardization in the
SE discipline and to be especially valuable for researchers as a preliminary step towards
filling this gap. For instance, from the results obtained it can be concluded that, the
need to exploit the wide range of technologies offered by the Semantic Web stack,
beyond OWL and ontologies, as well as the need to fully exploit the capabilities
enabled by OWL and ontologies by themselves, beyond knowledge representation, are
two areas of opportunity for further research in this line.

We hope this systematic review could serve also as a complementary guideline for
software companies (i.e., practitioners) interested in the implementation of international
standards for the support of both novel and already deployed software processes,
especially for medium-sized Semantic Web-enabled software companies.

We have planned to extend this review by considering data sources (i.e., digital
research libraries) other than the ones used in the designed review protocol (e.g., ACM
Digital Library and Taylor & Francis Online), and to investigate the use of graphics and
other visualization techniques to contrast the results of the systematic review in amore
adequate way. We expect this future work will result on more findings on the current
integration of Semantic Web technologies and international standard-compliant SE
approaches. In addition, we have planned to construct an ontology for representing the
concepts involved in the domain of the systematic literature reviews for SE, and to
create a model for the specific case of the review conducted in this research from the
instantiation of that ontology. We believe this further research would be very inter-
esting taking into consideration the domain of the intended review.
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Abstract. The data analysis has become a fundamental area for knowl-
edge discovery from data extracted from different sources. In that sense,
to develop mechanisms, strategies, methodologies that facilitate their use
in different contexts, it has become an important need. In this paper, we
propose an “Autonomic Cycle Of Data Analysis Tasks” for learning ana-
lytic (ACODAT) in the context of online learning environments, which
defines a set of tasks of data analysis, whose objective is to improve the
learning processes. Each data analysis task interacts with each other,
and has different roles: observe the process, analyze and interpret what
happens in it, or make decisions in order to improve the learning process.
In this paper, we study the application of the autonomic cycle into the
contexts of a smart classroom and a virtual learning platform.

Keywords: Data analysis task · Learning analytic · Smart classroom ·
Virtual learning environments

1 Introduction

In this paper, we propose an autonomous cycle of data analysis tasks (ACO-
DAT), and its application in learning processes. ACODAT is composed by a set
of tasks of data analysis to reach a goal for a given problem, where each task
has a different role: observes the system to study, analyses it, makes decisions
to improve it. In this way, there is an interaction and synergy between the tasks
of data analysis, in order to generate the knowledge required, with the goal of
improving the process under study. In our proposition, the autonomous cycle
defines a closed loop of tasks of data analysis, which supervises constantly the
process under study.

Learning Analytics (LA) is a discipline to optimize and adapt online learning
environments to the needs of students; where strategies, resources and tools for
teaching must be adapted to the learning styles and abilities of students. The uti-
lization of the learning analytic in the context of learning environments is very
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useful, due to the large quantity of information about the learning processes
generated in them, because it allows discovering knowledge to be used dur-
ing the learning process, in order to improve it. In this paper, we propose an
autonomous cycle of Learning Analytic, to organize the different types of tasks
of Learning Analysis applied to these environments, in order to improve their
learning processes. To do this, the different elements of an autonomous cycle in
two different online learning environments will be analyzed, in a smart class-
room and in an virtual learning environment (VLE). The obtained results are:
the specification of the “autonomous cycle of data analysis tasks”, which includes
the analysis of the online platform to define the objective of the integration of
an autonomous cycle in it, and the specification of the roles and types of tasks
of data analysis.

2 State of the Art

In this section, we explain some recent works in LA. Buckingham et al. [7] have
defined social learning analytics for the analysis of social aspects like tags, rat-
ings and metadata, supplied by learners. These include content analytics, recom-
mender systems and automated methods for examining, indexing and filtering
online media assets in order to guide learners through the available resources. In
general, social learning analytics allow building up a holistic picture of student
progress. Baylon University is one of the university pioneers in higher educa-
tional analytics, and has created an Enrolment Predictive Model as a supportive
tool for the student admissions [14]. They use a predictive model that analyzes
various factors about the students. Most of these factors are about student’s
motivation, extracurricular activities, among others. Scores generated by the
predictive model are considered by the admissions staff to identify those stu-
dents most likely to be admitted. Purdue University has developed a prediction
model which extracts data from the Course Management System (CMS) and pre-
dicts which students may be at a risk in academic work [6]. Using factor analysis
and logistic regression mechanisms, the model predicts the student success in a
given course.

Ferguson presents the challenges and opportunities of LA for both research
and educational organizations, in three important respects [9]. The first is the
challenge of implementing analytics that has pedagogical and ethical integrity, in
a context where power and control over data is now of primary importance. The
second challenge is that the educational landscape is extraordinarily turbulent
at present. The last challenge is about the diversity of learning contexts, each of
which has specific technical and pedagogical challenges.

In the Computers in Human Behavior Journal, Vol. 47 of 2015, it is pre-
sented a special issue about the current state of the art on LA. There is a
predominance of research focused on course level analysis and visualization of
student behaviors. Some of the papers in this issue explore how to gather data
in educational virtual worlds. These data are later used to identify students
and teachers behaviors, usage patterns, etc. Cruz-Benito et al. explore ways
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to define and configure student workgroups in Computer-Supported Collabora-
tive Learning (CSCL) [8]. The authors propose a method for configuration of
groups of learners based on the analysis of indicators from previous activities.
Gomez-Aguilar et al. show how student interactions with their resources and
peers may have an impact on their academic performance [10]. The empirical
study unveils recurrent patterns in student behaviors, in terms of frequency of
use and performance, which are consistent across different courses. In [11], it is
defined the relation between social network analysis parameters and student out-
comes, as well as between network parameters and global course performance.
Their study also shows how the visualizations of social learning networks can help
observing the visible and invisible interactions occurring in online distance edu-
cation. [12] analyses the interactions in Virtual Learning Environments (VLE) to
determine the potential relationship between learning platform interactions and
two cross-curricular competences: teamwork and commitment. Munoz-Merino et
al. propose a methodology for defining metrics that enable the calculation of the
effectiveness of students when interacting with educational resources and activ-
ities in MOOCs [13]. They conclude that effectiveness is negatively correlated
with the students behavioral patterns. In [17], they address the problem of how
to define a predictive model of students performance that is both practical and
understandable for users. The authors summarize different approaches used in
LA, educational data mining and human-computer interaction, to explore the
development of usable prediction models.

The goal of [15] is to evaluate the use of LA in Higher Education. In partic-
ular, that paper tries to reach the following objectives: to identify factors that
influence the decision of an distance learning student to abandon their studies,
and get the profile of susceptible students to abandon their university studies.
Anupamar et al. predict the student overall performance based on decision tree
approaches. They used internal assessments in the VLE and concluded that
classification techniques can be applied on educational data for predicting the
student outcome [5]. Finally, they argue that data mining brings a lot of advan-
tages in learning institutions, so that these techniques can be applied to optimize
the resource allocations according to the student learning capacity.

The previous works give an idea of the variety of research in LA. They show
how the knowledge generated can be used to solve educational problems, sup-
port educational decision making, but at the same time, they pose new research
questions. One of them is the goal of this work, How can be organized the LA
tasks in order to reach strategic goals in educational institutions?

3 Eco-Connectivism as the Base of the Learning Process
in the Online Learning Platform

The eco-connectivism is a framework to address and optimize Connectivist
Learning Environments (CLE) assisted for computer technologies. For the eco
connectivism, the system to manage/optimize is seen as an ecology of knowl-
edge, whose constituent elements are Personal Learning Environments (PLE).



190 J. Aguilar et al.

Fig. 1. Eco-connectivism phase in learning environment

The pedagogical model to manage/optimize is based on a process of ecologi-
cal transformation that occurs in three phases. Figure 1 shows these phases. In
the configuration phase it is established what is known as ecological survival
threshold, a parameter set by an external entity (e.g. supervisor/teacher of the
learning process), to specify the degree of diversity required in ecology. In pre-
vious work [1] we have defined this threshold of survival and its role within the
optimization model. Also, in the configuration phase, a set of tasks is executed to
establish the preliminary ecological distribution. In particular, a method of Web
usage mining is executed, using records of the user navigation. Web usage mining
allows for each learner, capture the fundamental elements of its PLE (consul-
tation resources, resources reflection/production and Personal Knowledge Net-
work (PKN)). Similarly, the Web usage mining provides the grouping necessary
through interpretation of social learning patterns. Finally, the subsequent phases
(stabilization and unification), are carried out according to the PKN information
provided.

In the stabilization phase is established the stabilize parameters of the ecol-
ogy. The ecological stability is achieved through a mechanism of migration of
entities (PLEs) from non-apt ecosystem to apt ecosystems. An ecosystem is apt
if it can survive. In [1], it is explained this phase.

In the unification phase, the parameterized information in the stabilization
phase is used to propose an adaptive plan of the entities that have migrated,
based on the information about the elements of the ecosystem where it has
migrated. As explained in [1], the adaptive plan uses a model of collaborative
filtering. Finally, the ecological unification is achieved when there are no entities
in non-apt ecosystems.

This configuration, stabilization and unification processes, are performed
cyclically and continuously throughout the learning process. An ecology of
knowledge reaches the “climax” (interactivity, autonomy, interactivity and open-
ness), once the fitness function (configuration phase) provides an ecology, in
which the ability of all knowledge ecosystems equalize or exceed the threshold
of ecological survival.
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4 SaCI

SaCI (Salon de Clase Inteligente, for its acronym in Spanish) is a smart student-
centered classroom, which supports the learning process, through of devices and
applications, working together to form an intelligent environment in the context
of educational learning (for more details of SaCI, see [16,18]). SaCI proposes two
types of separate agent frameworks, one to represent the software components of
SaCI and other to represent its hardware components [16]. SaCI generates a lot
of information, this information has to be exploited to improve the performances
of SaCI. ACODAT is used in this context, to exploit this large quantity of
information generated in SaCI.

SaCI has several conversations, for example, the Online Tutoring Process
(OTP), the Setting of the Environmental Variables, the Feedback Process, etc.
In this work, we will focus on the Online Tutoring Process (OTP) conversation.
The OTP uses hardware and software, necessary during a learning session. In the
OTP conversation there are a lot of tasks, in the next Figure we can appreciate
the process model of the OTP conversation in SaCI.

4.1 Model of Activities of Online Tutoring Process (OTP)

Figure 2 represents the process model of the OTP conversation, where we can
see how the first activity is the initialization of the session by the students.

Fig. 2. OTP process model in SaCI
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Fig. 3. OTP Conversation in SaCI (source [18])

That session is verified by the VLE, the VLE maintains communication with
academic system, to obtain the Student Profile (SP). This SP is passed through
a filter to decide if the SP is valid or not; if it is not valid then the process
ends, otherwise it sends the profile to the recommender system (RS). The RS
based on the SP makes a search in Internet of learning objects adequate to
the SP of the student. This information is sent to the VLE (the information
about the Learning Educational Resources (LERs) recommended sent is: title,
website, etc.). The Smart Board (SM) executes the plan sent by the VLE, to work
with the LERs that where sent by the recommender system to the VLE (The
VLE sends the website of the LERs to the SM), where the learning objects are
deployed for the students until the session finishes. In that point, the VLE sends
the evaluations of the students to the academic system, the academic system
updates its information, and the VLE closes the session. In Fig. 3, we can see the
conversation OTP, in which we can appreciate the iteration with every agent of
SaCI (the tutor, the student, the VLE, the SM, etc.). This conversation requires
a continuous supervision to improve the teaching and learning process. In this
work, we propose creating an autonomic cycle of learning analytical tasks, using
data mining, to improve SaCI.

5 Computational Platform for an Educational Model
Based on the Cloud Paradigm

This platform is based on an educational model, which exploits the new tools
offered in the Internet. The proposed educational model focuses on the paradigm
of learning by doing [3]. This model is based on a metaphor of clouds, which has
been explained in detail in [3]. In general, this metaphor introduces the idea of
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“clouds effect”, which makes their internal dynamics move with the wind (with
the global and national events, industry, etc.), in order to allow the emergence
of activities, generating a powerful educational synergy. This educational model
is composed by three clouds.

5.1 Learning Cloud Paradigm

This cloud is related to the paradigms, strategies, forms of assessment and learn-
ing tools. Its aim is to provide the learning mechanisms necessary for the process
of self-formation. It will guide the dynamics of self-training, establish ways of
accrediting courses, collaborative work, among other things. The learning process
provided to the students is adapted permanently, based on the characteristics of
each student (learning profile of the student). Some characteristics are:

1. It is inspired on the paradigm of “learning by doing”, which seeking the active
participation of the students in a work, which can be artistic, technological,
scientific, etc.

2. All forms of learning that promote learning by doing (active learning, agile
learning, blended learning, etc.) are possible to use.

3. The collaborative work, sharing knowledge, multidisciplinary work, are issues
that enrich the teaching process. The different strategies, tools, etc. must
promote those aspects.

4. It requires many tools and applications from the Internet, to manage shared
spaces and groups, to assign responsibilities, to monitor works/projects.

5.2 Knowledge Sources Cloud

This cloud is composed of connections to repositories in the Internet, which
contain LERs and other educational digital materials. Its purpose is to enable
greater access to knowledge available worldwide. Learning objects, online
courses, e-books, etc., become fundamental sources of knowledge. The method-
ologies, tools and techniques of this cloud, must allow an access critical to the
knowledge [3]. So, we are not talking about a passive, neutral, access to knowl-
edge, but critical, seen from the process of self-formation according to the cur-
riculum established, and the learning process dictated by the Learning Paradigm
Cloud.

5.3 Self-formation Cloud

This cloud is composed of everything related to the student’s education. The
student self-formation consists of the building of the curriculum, which is com-
posed of modules which are self-contained. In the curriculum, there is the option
to various degrees, these depend on the number of credits reached and profile
chosen by the student. The possible profiles of the students are inspired in the
curriculum defined by the IEEE/ACM. Paths for these profiles initially are pro-
posed, but as the student is autonomous, he/she guides his/her own process of
self-education.
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5.4 Architecture

The design of the web platform is based on SOA [4]. The system functionality
is described in Fig. 4, which is composed of three layers; each one manages one
of the cloud concepts (the details of this architecture are given in [4]). The first
layer manages everything regarding the student, teacher and curriculum. This
layer has the different services they need, both the student and the teacher,
to manage the process of self-education, such as student registration services,
queries to the curriculum, etc. The second layer manages the search of virtual
objects, both learning objects and digital contents, and offering the student the
proper learning resources to their needs, according to their educational profile
and position in the curriculum. The last layer manages the learning paradigms,
in order to specify the tools, types of evaluations and educational activities
appropriate for the student’s learning style. The implementation of each layer
is made as web services, and clients to these services. Each layer is composed
with an ontology that works with the web services to manage information in
order to discover knowledge and use this information to interact with the other
layers. Each layer has its own ontologies, whose instances represent the stored
and inferred information. That is called in Fig. 4 Extended Data Base, which
also has the ability to support processes of reasoning.

This platform involves three important aspects: digital resources, the learn-
ing style, and the curriculum graph. The main objective is to give customized
resources to the user for a better experience. Figure 5 shows the learning process.
The first step is the student login, where the user can select the module to attend,
which belongs to an initial study profile related to the curriculum graph; once the
user choose the module, each topic for each module has resources customized for

Fig. 4. General architecture (source [4])
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Fig. 5. Learning process

the student, as a result of a learning paradigm that is in continuous assessment.
The digital resources are ready to be consulted, for this, the connections are
established with them (with the repositories where they are stored). The eval-
uation process is the way to validate the learning process, and if necessary, to
update the learning style. This method of allocating a specific paradigm related
to student characteristics, ensures optimization of the learning process on the
web platform.

6 Autonomic Cycles in Each Context

We can build an autonomic cycle to improve some specific aspects of the learning
process, with the main objectives of customizing the learning process to the
student. This will result in adaptations of the platforms.

In order to make an autonomic cycle to optimize the learning process, we
will divide the tasks of analysis of data in three types, which are observation,
analysis and decision-making.

6.1 Autonomic Cycles for SaCI

Figure 6 shows a general autonomic cycle of tasks of learning analytical, with
the objective to update the learning process for the students in SaCI.

This autonomic cycle of tasks of learning analytical can be instanced to
reach the specific objective of: Avoid school dropouts. The specific tasks of this
autonomous cycle are defined as follows (see Tables 1, 2 and 3):
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Fig. 6. Objective of the autonomic cycle and corresponding tasks for SaCI

Table 1. Classify the students as deserters or not

Task number 1

Task name Classify the students in deserters and not desert-
ers

Description Classifies the general population in groups, ac-
cording to whether or not deserters

Data source Databases of SaCI

Task type of data analytics Classification

Tasks that is related

Task type in the cycle Monitoring

Table 2. Prognostic the potential group of deserters

Task number 2

Task name Prognostic the potential group of deserters

Description Prognostic the potential group of deserters ac-
cording with the performance of the students

Data source Databases of SaCI

Task type of data analytics Prognostic

Tasks that is related

Task type in the cycle Analysis



Autonomous Cycle of Data Analysis Tasks for Learning Processes 197

Table 3. Build a motivational pattern

Task number 3

Task name Build a motivational pattern

Description Apply motivational techniques for every student
according with the student profile

Data source Databases of SaCI

Task type of data analytics Association

Tasks that is related

Task type in the cycle Execution

6.2 Autonomic Cycles for the Educational Model Based on the
Cloud Paradigm

As part of the automation process it is been determined work flows in each layer
of platform of educational processes. One of the processes that are involved
directly with the student lies in the selection of educational profile that the user
makes initially at the moment to do the register on the platform. Selecting this
profile may not be successful for the student; it is for this reason that the student
tasks suggest the more tailored to their needs and according to a study of their
profile information, is proposed. This objective is shown in the Fig. 7.

In order to specify the tasks related to the autonomic cycle, a division in
three important aspects is made (see Tables 4, 5 and 6).

Fig. 7. Autonomic cycle for selection of educational profile
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Table 4. Classify the students interest, needs and information

Task number 1

Task name Classify the students interest

Description Classifies the general population in groups, ac-
cording to the needs and interest

Data source Databases of web platform

Task type of data analytics Classification

Tasks that is related

Task type in the cycle Monitoring

Table 5. Prognostic the potential educational profile

Task number 2

Task name Prognostic the potential educational profile

Description Prognostic the potential educational profile ac-
cording with the performance of the student

Data source Databases of web platform

Task type of data analytics Prognostic

Tasks that is related

Task type in the cycle Analysis

Table 6. Build an educational profile suggestion

Task number 3

Task name Build an educational profile suggestion

Description Apply inferred techniques for the information of
every student

Data source Databases of web platform

Task type of data analytics Association

Tasks that is related

Task type in the cycle Execution
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6.3 Autonomic Cycles Based on Eco-Connectivism Paradigm
for Each Platform

In a previous work we have specified ARMAGAeco-c [1], a reflective middleware
that provides a model of autonomic computing to manage and optimize a learn-
ing process using the eco-connectivism paradigm. ARMAGAeco-c describes two
levels of reflection, each with an autonomic loop task. The first makes intro-
spection over the PLE of apprentices. The second makes introspection over the
knowledge ecology distribution emerging from the process. The intersection of
the first level of reflection is carried out through eco- connectivist plan adapta-
tion. The intersection of the second level of reflection is performed with analytical
learning procedures and analytical social learning.

Additionally, we have defined an Independent Reflection Model (IRM), based
on a dynamic Multi-Agent System (MAS). IRM can generate instances of agents
adapted to the level of reflection of ARMAGAeco-c. Figure 8 shows the archi-
tecture of IRM. Figure 9 shows the distribution of the agents in the middleware,
whose agents allow the implementation of the loop MAPE+K proposed in [1].

Through the autonomic loop of ARMAGAeco-c, it is possible to enrich a
process of conventional learning (e.g. constructivist model, social constructive
or immersive), in which qualitative and quantitative knowledge is generated,
combined with the connective knowledge paradigm. The latter allows exploring
and exploiting the social dynamics of the learning environment, with the aim of
establishing and evaluating knowledge networks (networks learning) that emerge
during the process.

ARMAGAeco-c can be integrated into learning environments according to
the methodological aspects proposed in [1]. The intent of this article is to show
how ARMAGAeco-c can be used for two purposes:

1. Enrich other autonomous systems with the paradigm of connective knowledge.
This includes the incorporation of the social learning analytics tasks.

2. Guide and optimize the learning processes in environments that incorporate
the use of social networking and collaboration tools.

In particular, we consider the implementation of the autonomic loops for SaCI
and for the Computational Platform for the Educational Model based on the

Fig. 8. IRM-architecture Fig. 9. IRM-ARMAGA relationship
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Cloud Paradigm, in order to influence the decisions made by the agents (in the
case of SaCI) and ontologies (in the other case) during the learning process. In
the particular case of SaCI, a new restriction must be satisfied: to achieve an
ecology of knowledge based on four fundamental criteria: interactivity, autonomy,
diversity and openness.

In both platforms, MRI-ARGAMAeco-c parameterizes the connective knowl-
edge. For SaCI, it comes from an external source which extends the conceptual
minable view, with performance parameters related to collaborative learning. It
also provides a strategy for organizing working groups, which optimizes student
performance in the learning process. This latter is related to the appearance of
diversity, and is controlled by the threshold ecological survival.

In the other case, it will extend the management learning paradigms layer.
On the one hand, with the connective knowledge, MRI-ARGAMAeco-c updates
the student’s learning style. This indirectly influences the other layers (manage-
ment of virtual objects and administrative management), for the proper selection
of digital resources during the learning process. Finally, as for the SaCI, ARMA-
GAeco allows communities to establish a model to characterize and optimize the
social relationships of learning.

7 Conclusion

In recent years has grown the idea of using large-scale educational data, to trans-
form practice in education. LA has appeared as a domain which tries to define
useful applications with these data, in order to improve the learning processes.
In this paper, we propose an autonomous cycle of LA. The utilization of this
knowledge in real time is an enormous challenge for learning platforms.

We have proposed a LA autonomic closed loop, which allows an effective use
of the results of the LA tasks. We test our approach in two contexts: SaCI, and
a Computational Platform for the Educational Model based on the Cloud Par-
adigm. LA tasks allow an autonomic behavior, in order to manage a diversity
of situations, educational materials, students styles, etc. In this way, the educa-
tional platform can carry out a correct adaptation of its components. The intro-
duction of ACODAT improves the learning process, utilizing a large amount of
knowledge effectively, based on the understanding and covering the actual needs
of the students, etc. Our architecture can use data mining and semantic mining
techniques, and can be based on organizational databases (data warehouse) or
big data. ACODAT focuses on providing capabilities to discover the students
with difficulties of learning, to define the guidance to the students to improve
their learning capacities, among other things.

The eco-connectivism paradigm introduces the social learning process. Par-
ticularly, this paradigm allows including social learning analysis tasks, to use
the knowledge in Internet. Future works must implement these cycles in real
situations, for real problems.
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Abstract. In the world of computer application, one of the latest concepts that
has been generated is that of the “Expert Systems”, which has been reviewed from
the mid-60s to the present time. Expert Systems have become fundamental
elements mainly in the area of medicine, since users have favorably valued the
results obtained. This article presents/displays a literature review, identifying how
the accomplishment or development of the Expert Systems is carried out within
the field of medicine. In this way, we try to analyze the importance of Expert
Systems that have on different aspects of our lives, stating that there is a high
percentage of satisfaction with the analyzed information in scientific articles.

Keywords: Expert system · Fuzzy logic · Artificial intelligence · Medicine

1 Introduction

Artificial Intelligence (AI) has become one the fundamental branches of study nowa‐
days. Despite the fact that it has been evolving, not maybe as many optimistic people
of last century had wanted o wished it. Perhaps, it was due to this optimism that AI was
neglected for a while, given that some of those optimistic people who financed research
in the area withdrew the financial support faced with the lack of imminent results.
Nonetheless, in the last few years AI has experienced a growth that is expected to
continue in the foreseeable future.

As we know AI has many branches, amongst which we may find: increased reality,
neuronal networks, intelligent robotics, agents, etc., being one of its main branches
Expert Systems (ES) [1, 2], considered a previous stage in the creation of knowledge,
programs or applications that try to simulate a specialist in certain areas (medicine,
engineering, science, etc.), that is to say, these systems have a certain degree of reasoning
that aids or allows them to solve certain kind of problems. These systems can be used
by non-experts to improve their abilities in problem solving [1]. We are almost certain
that people can learn from these systems, since they contain a great amount of data
provided by the knowledge and experience of experts. Nevertheless, it is important to
emphasize that from its beginnings in the decade of the 80s [3], Expert Systems need to
comply with the following objectives:
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– Identify the precise information that we want to store in the database of the Expert
System.

– Evaluate efficiently the methods to use to codify the information.

The objective of this article is to identify, through the literature review mentioned
above, the importance of using Expert Systems and its competitive contribution in the
field of medicine. The following section shows a brief definition of the main concepts.
Later, the article presents the methodology used, followed by the discussion and results.
Finally, the main conclusions reached are presented.

2 Literature Review

2.1 Beginning of the Expert Systems

Expert Systems appeared last century, in the mid-60s to be more precise, with the
appearance of the well-known GPS (General Problem Solver) [4], nevertheless, this was
not like the systems we know nowadays, given that it could only solve a limited number
of problems, such as the Hanói tower, which is made up of a kind of mental game, that
consists of three bars, on one of these the disc sets are introduced, the one at the base
being the wider, being the ones on top a little narrower each time, the result being a
pyramid-like shape. However, the objective is to move the last one to another bar,
considering rules such as: moving one piece at a time (only the one at the top), and a
big disk cannot be placed on top of a smaller one. It is for these reasons that it could not
deal with daily situations.

The Expert System is linked with AI, the different technologies associated with it
and its application to medicine and industry. Also it is to be found in technologies and
frameworks available at present to design and to implement these systems in other areas
and markets [1].

An Expert System (ES) is basically a computer program based on knowledge and
argument that carries out tasks that usually only takes a mind-human expert; that is to
say, it is a program that imitates human behavior in the sense that, it uses the information
that is provided in order to give an option about a specific subject. Other authors define
it as follows: An Expert System (ES) is an interactive computer program that contains
the experience, own knowledge and ability of a person or group of people, so that it is
capable of solving specific problems of that area, in an intelligent and satisfactory
way [5].

2.2 Expert Systems in Medicine

Due to the significant advances experienced in technology throughout history, it has
been possible to make great improvements within the fields of medicine and
humanity in general. Robotic surgery is an indispensable tool in the field of medi‐
cine. Thanks to these tool human beings have been able to explore the human body
without the need of resorting to incisions, it has been possible to perform surgery at
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long distances, reaching objectives which would have been impossible to attain in the
past, allowing established systems to evolve and develop.

This evolution has allowed Expert Systems to evolve, an example of this is the
DENDRAL, which was developed in 1967, and that allowed for the identification of
chemical structures (having great acceptance for several years between scientists of this
branch) [1]. We can also mention MYCIN, the first Expert System [6] able to diagnose
diseases by means of a blood analysis; it could also prescribe the necessary medicines,
being based on the characteristics or state of each patient (height, weight, etc.). Another
example is CADUCEUS, which was created in 1980, and was programmed to make
diagnoses in medicine.

In their article, [7] comment on the advances experienced within the field of medicine
thanks to the influence of AI.

We will look at the example of Mycin, which deals with issues related to robotics
and its application in surgery and in diagnosis, thanks to neuronal networks and Expert
Systems. We will analyze advantages and disadvantages of these methods, which will
in turn lead us to our conclusions.

The first major revolution within the field of surgery took place in the XIX century,
when the efforts joined of: Bilrothwithhis new techniques and instruments, Lister with
the antisepsis, Virchow withhis pathology and Moore with the anesthesia. Since then,
only small improvements were experienced, mainly dealing with the improvement or
variation of instruments in laparoscopic surgery, which are almost the same that were
used thirty years ago.

The World Health Organization is searching for ways of integrating new systems
that allow for a greater efficiency and quality for our professionals in the fields and for
patients too [8]. Thanks to Expert Systems no information is loss of the data base, thus
there is access to all medical histories and diagnostics of each patient treated, this way
doctors save time and energy, providing a good service lowering costs and maximizing
the use of resources.

2.3 Characteristics of the Expert Systems

We could define Expert Systems as a unit composed of two main parts: one which is
mainly an environment that allows us to add, modify or alter the information contained
in the Expert System, and the second would be the environment that is provided the
final user for him/her to work with the program, in order for the user to be able to solve
or obtain the answer from a specific problem.

Amongst the main characteristics to be found in an Expert System we find: the
knowledge database, the same one it contains for problem solving, it is important to
emphasize that this information is gathered by the ‘engineer of knowledge’ (she/he
interviews specialists of different areas in order to obtain precise and useful information).
Another element we find here is a fact database and a motor of interference, the latter
being the one that allows for deducing a solution automatically, which will be used to
solve a problem. And finally, we find the justification system, which helps the user to
understand the result that the Expert System comes up with [6].
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– It is possible to understand an ES as an intermediary between the user and the
specialist, justifying it as follows:

– There are few experts and many users.
– Decisions must be taken very quickly, and the system cannot stop working at any

time.

Berbel’s study (1989) summarizes it in the following way that it is shown in Fig. 1:

Fig. 1. SE as an intermediary between a user and expert Berbel [6].

3 Materials and Methods

This article is based on a literature review of scientific empirical studies which focus on
how Expert Systems are an integrated tool in our society. For this, we have studied the
methodology presented in these scientific articles in order to evaluate their efficiency.
We have also identified the development methods applied in order to get to the different
Expert Systems, together with this, we have studied the technological tools (program‐
ming language, database managers, etc.) on which the Expert Systems are based. This
way, we can know how these Expert Systems are developed and implemented, in
different studies and in research carried out in different parts of the world.

3.1 Studies of Expert Systems

The articles studied here are related with the use of Expert Systems applied within the
field of medicine, shows us the advantages of using an Expert System in this field,
whether it is to carry out surgery, or to establish a quality control at the hospital, in order
to be able to help patient and doctors in their job. The sources used in order to find said
articles were the ones available at university: springer, ebrary, cengage learning, e-libro,
as well as Google Scholar. Thanks to these we carried out careful investigation of the
Expert Systems and their use in medicine, the search was done through fields of knowl‐
edge related to title and key words.

Next, the main scientific articles studied are explained. Once we have analyzed these
we have observed how the technique of Fuzzy Logic is very much used in the projects
that have been carried out. One of the most remarkable studies being one where an Expert
System is used to help with the heating in a building, benefiting managers [9], given that
one of the objectives was to save on electricity, for this a set of incoming elements were
identified (percentage of occupation, and whether the user is satisfied with the
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temperature). Afterwards, according to the feedback offered they established a set of
categories, in order to facilitate understanding, to then write up the rules (including
operators and conclusions), the same ones which were determined by the final results
[9]; the following compilation of articles has been very relevant for this literature review,
given that they offer material for us to be able to compare and study the influence of
Expert Systems within the field of medicine.

Paper 1. Type-1 Fuzzy Logic-Based Expert System Model for Preeclampsia Risk
Assessment [10]. The main objective of this work is to present an Expert System based
on fuzzy logic TYPE I identifying the risk level of undergoing preeclampsia making it
possible to come up with an early diagnosis and strict monitoring of the pregnant woman.

A bibliographical review is realized to know the risk factors that generate the disease,
establishing factors that are due to be considered, and the rules, which are the main
components of the ES. Later the implementation of software with the MySql used as
database and Java as the programming language.

The relative error or margin of error between risk levels given by the expert and the
application is 5.83 %, a result which does not vary much from reality, giving reliability
to future tests to be performed to benefit patients with this application.

The ES has become increasingly popular and it is an important point of reference in
decision making, remarkable at the time of implementing systems that support tasks in
medical diagnoses.

Paper 2. Expert System for Diagnosis Neurodegenerative Diseases [11]. The
primary target is to design an Expert System for the diagnosis of cerebral diseases.

The methodology applied in this study improves the previous methodologies in the
field of computer science, by means of the engineering and software engineering of
knowledge that will allow for the integration of these engineering disciplines in the
Expert Systems.

The Expert System used in in hospitals health management presents as one of the
best applications to derive the significant diagnosis of the challenges for the human
health.

The applied Expert Systems used in hospitals for the health management presents a
great variety of advantages when using these systems.

Paper 3. Dental Expert System [12]. The main objective of this work is to emphasize
the use of the Expert System to diagnose dental problems.

The study and application of the methodologies used in dental medical applications
to develop Expert Systems are based on:

– Analysis of Expert Systems in medical applications.
– Verification of the theory and application in a dental clinic.
– Creating an expert system prototype called erectile dysfunction.

It was possible to understand the study of the application of the Expert Systems in
dental medicine and by means of the development of systems of erectility’s function.
That is thanks to the combination made of two techniques that are artificial intelligence
and fuzzy logic.
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This article exposes the relevance of the use of Expert Systems in dental medicine,
after concluding that Expert Systems based on the use of a database can be used to save
time and costs, making the practice more effective in relation with the patient.

Paper 4. “La Informática Médica y los Sistemas de Información” [13]. The main
objective of this work is to implement new computerized programs to all the medical
doctor’s offices of the country, to consequently be able to offer a better service to patients,
to then be able to have a greater number of customers and to earn much more.

In this sense we will say that an Information System, within the field of health or of
any other type, is an instrument that allows us to know the distance, and the alternatives
where upon we counted to obtain a goal, which must be previously defined (the infor‐
mation is for the action).

It raises an interesting aspect, that is, to consider that a failure or deficiency of a part
of the information system, does not have to influence in a significant way the rest of the
system.

Any health institution handles a great amount of information, both of its users, and
its workings, which in many cases are not available to be interpreted at the time they are
needed, and where methodology for the recollection and processing is very varied.

Paper 5. A Laboratory Test Expert System for Clinical Diagnosis Support in
Primary Health Care [8]. The main objective of this work is to help the medical
personnel of primary attention of health in the diagnosis process, with the purpose of
improving quality, precision and agility of the service offered. Reducing costs and
avoiding wasting resources.

To avoid losing information thanks to the Expert Systems, enabling having access
to any clinical file very quickly, saving time and preventing professionals from over
tiring.

To provide information for doctors, becoming an aid to increase the experience of
the personnel, as well as to provide consistent results and permanent availability to
information.

It contributes to strengthening service in primary healthcare. A significant amount
of the diagnoses is based on the interpretation of the clinical report (which is based on
blood and urine tests, together with body samples). Thus, our system offers a set of
possible diagnoses based on rules that take into consideration these reports.

Paper 6. Expert Systems: Fundamentals, Methodologies and Applications [1]. The
main objective of this work is to present the technique to identify the supposed diseases
in order to help investigation within the field of medicine.

A methodology to save time at the time of observing a disease.
Diagnoses are carried out with the Expert System CADUCEUS. The technique is

shown and applied to different simulations.
Systematics offers information that surrenders the necessary decision making. It

allows a great reserve when it comes to execution in the diagnosis of a disease.

Paper 7. Review: Use of Expert System in Medical Science [14]. The main objective
of this work is to provide incoming information by means of the selection of one or
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several options of the list or by means of the introduction of data. It is based on a
knowledge database, a verification of the program, to then simulate the data and finally
take a decision.

Their purpose is to help to arrive to the probable diagnoses, on the basis of the data
of the patient. They criticize the therapy and the planning: The systems can either look
for inconsistencies, errors and omissions in a plan of existing treatment, or it can be used
to formula teatreatment based on the specific condition of a patient and the accepted
guidelines of treatment.

The main results that it analyzes and processes the rules, it looks for the next part
within the base of rules and reaches some solution or conclusion. These three parts
together form an Expert System. The knowledge base can be a specific diagnosis. The
knowledge compiled by a consultancy company.

The main conclusion is to provide a set of clinical cases that serve as examples, a
machine learning system can produce a systematic description of the clinical features
that uniquely characterize the clinical conditions.

Paper 8. Medical Informatics and Information Systems [15]. The main aim of this
work is to implement new computerized programs to GP offices all over the country so
that better service is offered to the patient, thus increasing the number clients.

In this sense we will say that an Information System, whether of health type or of
another type, is an instrument that allows us to know the distance and alternatives to
reach a goal, which must be previously defined (information for the action).

The aim is to obtain a realistic degree of interaction. It also shows an interesting
aspect, that is, considering that a failure or lack in any part of the information system
does not necessarily have to affect the rest of the system.

A health institution manages a great volume of information on users and working.
These data are not always available for interpretation when needed, and the collection
method and processing highly differ.

Paper 9. “Sistema Experto para el diagnóstico de enfermedades” [16]. The authors
has the aim of accepting the right diagnosis – made by the expert system - out of the
patient’s síndrome, manifesting some diseases such as dengue AHIN1 flu, meningitis
and ordinary flu.

One of the CLIPS applications was released. It uses a specific number of examples,
which allowed us to understand a small number of activities.

They were carried out in order to show random data. It was confirmed that diagnosis
was right for each of the cases. When symptoms do not point to any disease in the system,
the patient is informed.

The aim of the expert system is remarked in this document, accepting the right diag‐
nosis based on the patient’s syndrome and manifesting diseases such as dengue, AHIN1
flu, meningitis and ordinary flu.

Another Expert System (in Colombia) had the possibility to detect preeclampsia
disease (it occurs during pregnancy and it is an illness that can cause death to the mother
or the child). In this study, system input variables and specialist of a field were deter‐
mined: body mass index (it defines the nutritional degree, overweight, it indicates the
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existing risk to have this disease; it can take values between 0 to 50, from ideal thinness,
to overweight to obesity), blood pressure (considering systolic which can take values
from 35 to 135, and according to its values can be optimum, normal or normal high),
age (it may be between 10 to 45 years of age, coming into the set of young, adult or
older. It is also important to bear in mind that the system presents as outward information
the level of risk (values from 0 to 10, varying from low, medium or high levels). Finally,
specialists created a set of rules, which show the risk level, according to the different
values that the above-mentioned variables can take. Besides, when it comes to its devel‐
opment, they used MySQL y JAVA. And once it was tested, taking 30 clinical reports
from the Health Department of Caquetá (using sample patients), where a 94.17 % of
effectiveness was obtained [17].

Fernandez-Millan et al. (2015) declares that an Expert System is very useful within
the field of medicine, given that it helps expert doctors in each area to take correct
decisions in a very precise way, when it comes to diagnosing a patient’s disease. All
these, taking into account the tasks to be performed, predictions and diagnosis of the
possible diseases amongst others.

These studies have been selected because of similarities between them, such as
exploration, analysis, application and creation of expert systems for Medicine through
combining artificial intelligence and fuzzy logic. Each of these works help understanding
and knowing the importance of expert systems in the provision of methodologies and
techniques in the area of Medicine.

4 Discussion

According to the analyzed information in scientific articles it is possible to state that
there exists a high degree of satisfaction (more than 90 %) from those who have used
these systems, because they have obtained a greater efficiency and effectiveness in their
operations, as compared to doing it in the traditional way.

In addition it is also remarkable the way in which the studies presented here, the
method used (we could say that almost in 100 % of the cases) has been fussy logic, given
that it is simple and easy to use (it is only necessary to identify some variables to begin
with, the same ones that need to be managed adequately in order to come up with rules,
being the latter the ones that need to provide a solution for a specific problem); another
positive aspect is the fact that it can be applied to different situations or problems.

After having evaluated and analyzed in a precise and meticulous way in which way
Expert Systems have been used in different areas, we can say that these systems will
become more relevant and important as time goes by. Moreover, as an additional piece
of information, we can say that students at the UTE and PUCE University have already
carried out assessment projects using Expert Systems. We also believe that for this
reason companies will gradually come to realize how important and useful these systems
are, and they will in turn start using them, which will in turn allow them to be more
competitive. For this reason, in a not too distant future, we will be able to find them and
use them considerably more, given that we will most probably come across some of
these Expert Systems.
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One of the issues we discussed was the one related to the use of fuzzy logic, which
we now believe was the correct choice, given that it is easy to use at the time, and it is
also very efficient. We believe that it is necessary that those Expert Systems, which have
been developed on private platforms, migrate to free software platforms, given that it is
a way to save economic resources, whereby the money saved can be invested in other
things (to invest in recruiting experts in the field).

Finally, we would like to mention, that out of all the Expert Systems developed, only
one was carried out only using one expert, which is not very adequate, given that, as we
know, the Expert System should create its data base thanks to the input offered by several
specialists and experts, in order to be more efficient when providing the results.

The World Health Organization is searching for the way of integrating new systems
which facilitate efficiency and quality for both our professionals and patients. These
systems avoid information loss from the database where the patients’ medical histories
are found. They show the doctor all necessary information so that there is a reduction
in time, effort and cost [18].

The work presented in [7] shows the evolution in the field of Medicine thanks to the
intervention of artificial intelligence. It will deal with robotics and its application to
surgery; and disease diagnosis thanks to the neuronal networks and expert systems, for
instance Mycin. Advantages and drawbacks of these methods will be analysed and
thanks to these results conclusions will be reached.

The first revolution in surgery happens at the end of the 19th century, with the
combination of Bilroth’s new techniques and instruments, Lister’s antisepsis, Virchow’s
pathology and Moore’s anesthesia. Since then, only small variations in techniques and
instruments of laparoscopic surgery had been achieved. They have been used for thirty
years for the management of toxic and radioactive materials.

It could be said that thanks to technology, the human being can make great progress
in Medicine. Robotic surgery is an essential tool within this field. This type of surgery
allows us to explore the body without aggressive techniques and do remote interventions.
Thus, it has helped us to reach aims which had been considered impossible in the past.
Nevertheless, robotic surgery has several drawbacks to be overcome by the human being.
The challenge of engineers is to create new technology which improves the established
systems.

5 Conclusions

When we talk about Expert Systems we are really talking about applied artificial intel‐
ligence, which was developed by mid 1960s. Thanks to these systems we can transfer
all the information needed from a human being to a computer, which will allow for its
later use in medical practice, allowing for the saving of time and resources [14]. In this
way, the Expert Systems can help us guarantee better health for citizens in a specific
area, city or country, where there are not enough human resources to provide an efficient
service.

The Expert Systems must be seen as tools that help any company to be more compet‐
itive and efficient. It is necessary to make use of free software in all developments.
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These systems offer a considerable amount of advantages given that they provide
the necessary information for specialists in medicine, given that these tools aim to be
user friendly, saving time and resources. Let us remember that the main objective for
the World Health Organization is to provide quality service to patients.

Technological evolution [19] has been found within Medicine as regards instruments
and equipment in order to offer the patient better medical care, helping doctors to know
the patient’s disease and avoiding unnecessary surgery. What is more, surgeons do not
necessarily to be present in the operation room.

The first steps in artificial intelligence were taken by Alan Turing in the 50s. Later
it was Edaward F. and others who decided to study artificial intelligence in relation to
Chemistry. Along the following years many procedures have been developed, and many
systems have been planned in different fields. These systems can reproduce the thought
of a human expert.

In this work we present expert procedures with which different diseases can be diag‐
nosed – dengue, AHIN1 flu, meningitis, ordinary flu. Diagnosis can be achieved and a
series of questions can be asked to the patient on the basis of the answers about symptoms
offered by the patient.

An expert system can help reach potencial diagnosis based on the patient’s data.
Systems can look for inconsistencies, errors and omissions in an existing treatment plan.
They can also be used to formulate some treatment based on a patient’s specific condi‐
tion. The accepted treatment pattern sindicate that the structure of the expert system
consists of three parts: (1) Knowledge database (Rule database), (2) work memory and
(3) inference engine. These systems can offer a systematic description of the clinical
features that characterize the clinical conditions.
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Abstract. In this paper, we propose the utilization of the “Learning Analytics”
paradigm in a Smart Classroom, a classroom that integrates artificial intelligence
technology on the educational process. Learning Analytics can extract knowledge
from the Smart Classroom platform, to better understand students and his/her
learning processes. In this way, a Smart Classroom can understand and optimize
the learning process and the teaching environments proposed. The smart class‐
room can adapt its components to improve students’ performance, among other
aspects. Particularly, this paper proposes a framework about how the Learning
Analytics paradigm can be used in a Smart Classroom, in order to provide knowl‐
edge about the activities taking place within it. The framework is defined like a
closed cycle of Learning Analytics tasks, which generate metrics used like feed‐
back to optimize the pedagogical model proposed by the smart Classroom. The
metrics evaluate the learning process and pedagogical practice provided by the
smart Classroom. So, our main contribution is about how the Learning Analytics
paradigm can be used in a Smart Classroom in order to improve the students’
performance.

Keywords: Learning analytics · Smart classroom · Ambient intelligence ·
Data mining

1 Introduction

Ambient Intelligence (AmI) is an environment where the advances in information tech‐
nology, mainly in ubiquitous and pervasive computing, allow the interaction with all
computation devices as a whole. This idea is being used in the educational domain, and
it is used in spaces where ubiquitous technology helps the learning process in an unob‐
trusive manner. A smart classroom is an expression of this, where a traditional classroom
is redefined, with the integration of sensor technology, communication technology,
artificial intelligence, among others, into the classroom. But, a smart classroom can
generate enormous volumes of data about the educational process, which must be
exploited by it, in order to improve the educational experiences of its users (students,
teachers, etc.).
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In previous works has been defined a smart classroom based on the multiagents
paradigm, called SaCI (Salón de Clase Inteligente, for its acronym in Spanish) [1].
Particularly, the components of SaCI generate a lot of information about the learning
processes. This information must be exploited in order to reach its main challenge: to
cover the actual needs of the learners. Due to different learning patterns of students, it
is vital for SaCI, to understand each student. For that, SaCI can obtain a proper under‐
standing of a student based on the information that he or she has generated through its
platform. To exploit this information, SaCI must use the “Learning Analytics” (LA)
paradigm to identify the different learning capacities of the students, in order to provide
them the necessary guidance to improve their capabilities. In this way, to improve the
learning capabilities of the students, SaCI should be capable of monitoring the overall
performance of each student, separately, and dynamically adjust their teaching meth‐
odologies and to take decisions about the learning resources to use, among other things,
in order to improve learning of students.

Similar researches about this job are the generic framework for Learning Analytics
proposed by [2], which act as a useful guide for setting up Learning Analytics. In the
same way, the Framework of Quality Indicators for Learning Analytics that aims to
standardize the evaluation of learning analytics tools, was proposed in [3]. Unlike these
frameworks, our approach can be used in a Smart Classroom, in order to provide knowl‐
edge about the activities taking place within it and improving the students’ performance
on educational practices.

LA extracts knowledge from the SaCI platform to better understand students and the
way they learn. The utilization of LA paradigm allows the knowledge discovering, from
the data generated by the SaCI components. This knowledge allows response to ques‐
tions like: How can SaCI adapt its components to improve students’ performance? How
can SaCI exploit the information in its different components? among others. Thus, in
this paper, we propose a framework about how LA paradigm can be used in SaCI in
order to improve its performance. Particularly, the framework defines the cycle of LA
tasks to be implemented, in order to generate useful information for the learning process
provided by SaCI. This framework combines different LA tasks with a global goal,
improve the learning experiences inside SaCI, where each task provides an essential
knowledge that can be used individually or globally.

The aim of the utilization of LA in SaCI is to generate knowledge about learners and
their learning contexts, for the purpose of understanding and optimizing the learning
process and the teaching environments proposed by SaCI. LA leverages data from SaCI
to provide insight into the activities taking place within it. The metrics derived are used
like feedback to optimize the pedagogical model proposed by SaCI. In particular, the
application of LA in SaCI allows the evaluation of the learning process and pedagogical
practice provided by it, in order to improve them. This paper mainly focuses on the
presentation of the framework.
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2 Learning Analytics

At the present, Learning Analytics emerges as a fundamental discipline to the challenge
of optimizing and adapting learning environments to the needs of modern society; where
strategies, resources and tools for teaching must be adapted to the learning styles and
abilities of students. In [4] conceptualizes LA as “an emerging field in which sophisti‐
cated analytic tools are used to improve learning and education”, [5] defines LA as “the
use of intelligent data, learner-produced data, and analysis models to discover informa‐
tion and social connections, and to predict and advise on learning”, whilst LAK’11
(https://tekri.athabascau.ca/analytics/) in its most widespread definition establishes that
LA “is the measurement, collection, analysis and reporting of data about learners and
their contexts, for purposes of understanding and optimizing learning and the environ‐
ments in which it occurs”. In all cases, clearly it states the importance of having detailed
and historical data, educational, on student interaction with their learning environment
and the results obtained in different scenarios; data which in turn are a source of learning
for the generation of new knowledge that support the evolution and innovation of current
education systems, ensuring a personalized approach adapted to the characteristics of
each individual.

LA encompasses a range of cutting-edge educational technologies, algorithms,
models, techniques, methods, and best practices, to analyze the trajectory of a student’s
learning. LA is an emerging and promising field and defines an IT-supported learning
process. Particularly, LA proposes tools for the optimization of learning processes based
on the retrieval of useful information and knowledge about learning dynamics, and on
the transformation of the data gathered in knowledge for making educational decisions.
The virtual learning environments (VLEs) (also known as learning management
systems, LMSs, such as Moodle), the academic systems, among others, are the main
educational data sources that educational institutions must deal with. These systems
amass amounts of academic information, interaction data, personal data, among others.
In addition, significant amounts of learner activities take place externally, and so records
are distributed across a variety of different websites. LA searches extract value from
these big sets of learning-related data. In this way, LA tries the collection and analysis
of data about learners and their context in order to understand and optimize the learning,
for example, optimizing educational contents based on the knowledge about learner and
his necessities.

Pardo suggests five phases of design and execution of a LA solution [7]: The first
stage, “capture,” corresponds to the earliest collection of student data. The second stage,
“report,” delivers that data to a specifically defined set of stakeholders. The third stage,
“prediction,” deploys any of a number of techniques to provide non-intuitive answers
to educational questions, such as general LA specified by us more below. The “act” stage
offers the possibility of issuing automated solutions or implementing manual ones that
have the potential to reverse the consequences of the earlier prediction. In the final stage,
“refinement,” the efficacy of the resulting actions is assessed anew so that the long-term
viability of the analysis can itself be modified as needed. On the other hand, in [8] defines
a business intelligence (BI) methodology to implement LA tasks, which is composed
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by the following steps: (a) Defining target situations, (b) Data Model of the BI project,
(c) The knowledge extraction (indicators).

In general, there are a lot of propositions of LA for different type of problems in the
domain of educational environment. A set of problems which are solved by LA are: to
predict the student overall performance, to discover the relationship of tutors with their
students, to discover the different learning patterns of each student, to help tutors to
identify the students who need more attention among a larger set of students, to prevent
student dropouts in distance education university, to provide the instructors with appro‐
priate advising, to analyze collaboration and interaction in learning environment, To
analyze the effectiveness of students with educational resources, to investigate student
motivation in the context of a learning process.

Some future challenges in LA defined in [6] are: (i) Establish a bridge between LA
and the learning sciences (cognition, metacognition and pedagogy); (ii) Exploit a wide
range of data around learning environments, including not only the VLE or LMS data,
but also from informal or blended learning environment, the behavior of the students in
Internet, academic information, among others. (iii) Focus on the perspectives of learners,
in order to analyses the necessities of the students rather than to the needs of institutions.
(iv) Must be transparent, enabling learners to respond with feedback naturally that can
be used to refine the analytics, and see how their data are being used, (v) Must provide
knowledge with pedagogical and ethical integrity, (vi) Must revalue the role of teachers/
mentors, who have unique skills, which will never be replicated by machine intelligence.

3 SaCI

SaCI is a smart classroom proposed in [1], where its deployment environment (middle‐
ware), called AmICL, was proposed in [9, 10]. SaCI proposes a student-centered smart
classroom, which supports the learning process, through collaborative devices and
applications that facilitate self-training. To do this, the smart classroom have different
types of components: hardware (e.g., smart boards, cameras, etc.) and software (e.g.,
Intelligent Tutoring Systems (ITS), VLE, repositories of learning objects, recommender
system of educational resources, among others), which adapt and integrate to the course
according to the necessities of the students. This adaptation of the different components
of SaCI is possible due to its autonomic and reflective capacities. They have proposed
the SaCI model that characterizes a smart classroom, using the paradigm of Multiagent
Systems (MAS) [10, 11], specifying a smart classroom based on agent communities.
AmICL is shown in Fig. 1.

Specifically, the last two layers proposed in AmICL are those that define SaCI. In
these layers are where the devices (sensors, smart cameras, among others) and software
(VLE, etc.) of SaCI are deployed. Particularly, the layer “IE Logical Layer Manage‐
ment” (ILL) specifics all applications (software) and individuals present at SaCI as
agents, which contain metadata that defines them.
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4 Our General Proposition of LA on SaCI

4.1 LA on SaCI

The works in LA give an idea of the variety of researches in this domain. In [7, 12] they
show how the knowledge generated can be used to solve educational problems, support
educational decision making as it is usual in business intelligence, but at the same time
they pose new research questions. One of them is the goal of this work, how can be used
LA in the context of SaCI?

Currently, learning and teaching in a virtual classroom environment depend on the
way in which the information is used by the users of the system. In modern e-learning
environments, teachers and students depend on the course outline, and how these activ‐
ities are arranged using the functionalities available in LMS. The online environments
allow the generation of large amounts of data related to learning/teaching processes,
which offers the possibility of extracting valuable information that may be employed to
improve students’ performance [13, 14]. Due to the different learning capabilities of the
students, these course activities are performed in a dissimilar fashion by the students.
Nevertheless, SaCI can overcome this problem, by applying LA tasks to define the
teaching principles or the teaching methodologies on the students in SaCI in different
manners. For that, SaCI requires a proper understanding of the students overall perform‐
ance, using the information that SaCI has gathered, in order to identify the different
learning capacities of the students, and to provide the necessary guidance to the students
to improve their capabilities.

Using LA in SaCI to understand the student behavior becomes a new relative area
of practice and research. The tasks of collection of data, of preparation of this data for
LA tasks, the utilization of the knowledge generated (to discover patterns and trends)
by the LA tasks by the different component of SaCI (e.g., intelligent tutoring
systems), the actions derived from the LA tasks (like games and simulation

Fig. 1. Middleware AmICL
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programs), open a very large domain of research. In our case, we need to understand
how to use LA tasks in SaCI.

LA in SaCI must attempt to leverage all data present in SaCI to provide insight into
the activities taking place within the classroom. Particularly, the metrics derived are a
vital feedback into SaCI, in specific, to define the pedagogical model to apply in the
classroom. LA must evaluate all the aspects of the learning process in SaCI. LA seeks
to understand entire systems and to support SaCI in the decision making.

Thus, in the case of SaCI must be analyzed its components in order to determine the
source of data, how exploit the metrics generated by the LA tasks, among others things.
Particularly, like the idea is to improve the learning process, we must determine the
components with more influence on it.

Particularly, the knowledge generated by the LA tasks must be exploited by SaCI.
We need to give it information to help it. In special, one of the main goals of SaCI is “to
understand the student behavior and how students can be motivated on learning in order
to self-adapt”. To reach that, there are SaCI aspects which must be analyzed by the LA
tasks (see Fig. 2):

• To observe the learning process: in this case, LA must generate indicators to under‐
stand the current learning process (paradigm, methods, tools, etc.).

• To observe the student behavior: in this case, the LA tasks must generate indicators
about the performance of each student.

Fig. 2. Goals of the LA task in SaCI

With the data provided by SaCI, we can produce large amount of knowledge which
is distributed around SaCI. Sharing and manipulation this knowledge in real time, is an
enormous achievement of SaCI, in order to improve its behavior. It can be used to define
the learning methodologies in an accurate manner. This problem has not been solved in
the current e-learning systems. Virtual LMSs enable the teachers and tutors to manage
diverse educational materials manually. The LMSs provide mechanisms that can be used
by teachers to view the outline performance of each student and see the final marks that
the student has gained in the given activity on the course, but manually. But the differ‐
ences among the students, the large quantity of different data about the learning process,
is very bad used to define the learning resources, study materials, among others. Addi‐
tionally, the utilization of the performance of each student to parameterize SaCI in
accordance with the behavior of the student has not been studied.

Our approach attacks two of the main reasons for student’s dropping out the school
[8]: Lack of educational support, or student with special needs (they require specific
attention to a certain need). The lack of educational support and the special needs can
be easily managed using LA tasks, like a predictive analysis approach, since student
who are at risk of failing, can be identified at an early stage, by analyzing their historical
data of learning behavior. The utilization of LA, as an early warning system, is a useful
and effective tool. Particularly, LA in our SACI must:
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• Accurately define and uncover students’ problems and needs
• Successfully identify interventions and improvement strategies
• Effectively target and initiate programs and reforms
• Monitor the ongoing efforts and progress of the ‘at-risk’ students

We can exploit the knowledge hidden in SaCI for three different interest groups:
governments, educational institutions and teachers/learners. Each one requires LA on
different scales and at different granularities. In this work, we choice as target audience
teachers/learners, but in future works we will analyze the rest of the groups. Depending
on the groups, the conceptualization of the problem is different, and equally, the capture
of data, the reports, the models, etc. In this case, the goal is ‘turning learners into effective
better learners’. The research focused on LA task techniques that could be used by SaCI
to better understand the learning process. In this way, SaCI can use this information to
improve teaching, learning and success of the students, and to customize learning paths
or provide personalized instruction to specific learning needs.

4.2 General Architecture

If we want to apply LA in SaCI, then it is imperative that we define the architecture to
support the LA tools like services in SaCI (see Fig. 3). Such an infrastructure needs to
consider the different components to be used in order to develop LA task. In this way,
we propose a general architecture composed of three levels: a first question that answers
the architecture is how to model the relevant data. According to our early work about
BI methodology, requires the definition of the Conceptual data (CAM) [8] that means,
a model with the data that need the LA tasks. This is the data storage level, and is the
classical data warehouse generated from the transactional databases of the educational
institutions. But in our case, it is extended with semantic information generated by the
LA tasks. For this reason, all this level is called semantic knowledge level, because it
describes additionally the knowledge generated for the LA tasks. This level guarantees
that the information follows standards to describe the different aspects of SaCI, like in
the case of learning resources to use the Learning Object Metadata (LOM). The next
level defines the different tasks to prepare the data. This level, called data preparation
level, has the different mechanisms to prepare the data, according to the techniques used
by the LA tasks. For example, if the LA tasks are based on data mining mechanisms, in
this level, there are three steps, the ETL (Extract, Transform and Load) operations;
otherwise, if the LA tasks are based on big data and semantic mining, the main tasks are
collection and curation of data (CCA). Finally, the last level, called service bus level,
has a set of services linked to the LA tasks. Additionally, in this level, there are other
services linked to tools and applications of machine learning, data visualization, etc. In
this way, our architecture can exploit the data from the organizational database, and data
outside of the organization (using big data paradigm).

In resume, the data preparation level, extracts and prepares the data from SaCI, in
order to extract the knowledge hidden in them, using LA tasks; the semantic knowledge
level defines the different forms to store the data, the information, and the knowledge
generated; and the service bus level, is a bus to access the different services available,
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maybe in the cloud, in order to be used by the LA tasks of SaCI (services linked to big
data, machine learning, etc.).

Our architecture, by collecting data about learning process, can be mined for different
tasks: recommendations of resources, activities or people, turn the abundance of learning
resources into an asset, among others. We can remark that the different components of
SaCI participate in the LA tasks, like sources of data and information (like the students,
the institutional LMS, the VLE, etc.) or like users of the knowledge generated, like the
students, tutor agents, recommender systems, among others.

In particular, the recommender system recommends learning resources in the smart
classroom based on specific knowledge about how the item features meet the user needs
and preferences. Also, this system uses the rating of the items like a collaborative
approach, it discovers the aspects, interests, properties that the user would like about the
items (criticality system), infers the rating of the items, etc. The service provides high-
quality recommendations of educational resources, to students in the smart classroom,
to assist the learning process. Our LA framework proposes to exploit this knowledge of
the recommender system, and additionally, help to improve its quality with the knowl‐
edge generated.

Other important remarks are that our architecture can execute data and semantic
mining tasks, it can store information from SaCI (its different components), but addi‐
tionally, can include other information outside of SaCI (for example, from internet), and
can use different type of knowledge representations: ontologies, cognitive maps, among
others. Additionally, it is transparent to the techniques of data processing.

The mix of the different knowledge representations is a strength of our middleware.
For example, considering that an ontology is a form of conceptualization of the knowl‐
edge of a domain, we can use an ontology to represent user profiles and to reason about

Fig. 3. Our general architecture for LA tasks in SaCI
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that. In the same way, the cognitive maps allow modeling a real system as a set of
concepts and causal relationships between them. The concepts can represent the different
attributes of the user profiles. In general, we can use one of these types of knowledge
representations or mix them. Thus, the selection of one these techniques depends on
their capabilities of representation of the knowledge available in SaCi, and the possibility
to define reasoning mechanisms with them.

In this study only are considered the components of the general architecture to carry
out LA tasks for the BI project, defined in the Sect. 4.1. That is, the LA tasks are based
on data mining mechanism and a data warehouse from the operational database of the
organization. The information outside of the organization, which requires big data and
semantic mining mechanisms in order to be exploited, are not studied in this paper. In
this way, the type of information that can be exploited are, for example, the total time
spent on the courses, the average performance on the courses, the number and type of
learning resources used in a course and for a specific student, among others.

4.3 Type of Tasks of LA on SaCI

Now, it is very important to define how organize the LA tasks. In the literature, there
are a lot of LA tasks (see Sect. 3). We propose to use for SaCI a closed loop of LA tasks,
in order to guarantee an autonomic behavior for SaCI. That is, the knowledge generated
by each LA task is chained with the input to the next one, in order to allow an adaptive
process in SaCI. Particularly, because the goal of SaCI is to adapt it to the needs of the
students, the LA tasks must allow observe the learning process and student behavior. In
this way, the LA must be (see Fig. 4):

• Focused on the learning process: some of the LA tasks that requires SaCI to analysis
the learning process are: (a) Monitor efforts and progress of the students: in this case
is necessary to generate knowledge about the behavior and performance of the
students. (b) Analyze the evaluation process: in this case are studied the aspects
evaluated, the average performance of the student, among other things. There are two
types of evaluation to consider: diagnostic and formative evaluation. A main element
here is the pattern generate of the evaluation. The patterns allow determine weak‐
nesses, approval rates, if the student has appropriated the issue, the types of questions
that the student cannot answer, among other aspects. (c) Search resources and activ‐
ities to recommend: in this case, based on the knowledge about the student profile,
about the performance of the students in previous activities or resources, the recom‐
mender system can exploit that to recommend new items.

• Focused on the students: some of the LA tasks that requires SaCI to analysis the
behavior of the students are: (a) Discover learning styles: in this case the idea is to
discover the learning styles of a student, of a group of students (for example, during
a course). The idea is (re)build the student profiles based on what the student does.
(b) Determine how the performance of each student varies according to the learning
patterns of the courses. For that, the LA tasks must analysis the student’s participation
against the learning style of the course. (c) Identify uncover students’ problems and
needs: in this case are used the LA tasks in order to discover the subjects not covered
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in assessments, identify topics that students need more attention, which questions
students fail more, among other things.

Fig. 4. The autonomic control loop based on LA tasks for SaCI

But these set of tasks that observes the learning process and student behavior must
reach the following goals of the control loop (defined again like LA tasks, which use
the knowledge generate for the previous tasks): (a) Determine reforms on the learning
processes: in this case, the LA task must determine the changes of methods of teaching,
proposing learning paradigm shifts, etc. (b) Identify interventions and improvement
strategies in a given moment: in order to be introduced in the dynamics of activities to
be proposed inside of SaCI during a learning process. In this way, it is defined as a
feedback loop in order to optimize the learning process provide by SaCI. Figure 4 shows
the LA control loop for SaCI. It is important to remark that these LA tasks can be
exploited individually by SaCI, in order to adapt specific aspects of it.

5 Conclusions

In this paper, we propose a LA architecture for SaCI, in order to exploit the large amount
of knowledge which is diverse and distributed around SaCI. LA tasks allow an auto‐
nomic behavior of SaCI in order to manage a diversity of situations, educational mate‐
rials, student styles, in a much easier manner. In this way, SaCI can carry out a correct
adaptation of its components.

The learning process in SaCI, using this feedback loop, depends on the way in which
the knowledge flowing through the different agents of SaCI, in order to adapt their
behaviors. SaCI does not depend on the course module or professor, it has an autonomic
behavior based on the knowledge generated by the LA tasks. They can determine the
activities to be used in VLE, the functionalities to be available in LMS, etc., considering
the different learning styles of the students, the knowledge level which they have gath‐
ered in each activity, among other aspects. That mean, SaCI proposes an ecosystem of
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learning where different students with different learning style can share a same learning
environment, the difference with the classical learning environment where is used the
same teaching methodologies on all the students in the same manner.

The autonomic loop is the framework of the LA tasks in SaCI. The systematic
collection and analysis of data that identifies the patterns of the students can be used in
envisioned way by SaCI. The manner in which this can affect and alter SaCI is undeni‐
able, for that is necessary an autonomic loop where SaCI determines the best way to
self-adaptation in order to guide the students. It facilitates the services and resources to
offer to students.

In this paper, we have only studied LA in the context of SaCI, not SLA. Particularly,
the architecture that we have proposed in this paper, can be used for SLA. The following
works need to test these possibilities. This is a significant advances because the inte‐
gration of Social Network Analysis (SNA) within SaCI will consider the knowledge
constructed through social negotiation. In the context of learning, SNA can be used to
investigate and promote collaborative and cooperative connections between learners,
tutors and resources, helping them to extend and develop their capabilities. Particularly,
that allows to research about the process of learning through individual participation in
social interactions, in order to generate a collaborative knowledge construction. We need
to test all the feedback loop in order to prove the adaptive capabilities that define this
loop for SaCI.
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Abstract. Project management tools require a high added value. However, most
standards do not refer to the use of techniques that treat uncertain information.

This paper presents experiences in project evaluation process by using soft
computing techniques. We present a project management tool based on LABPRO
Software Ecosystem, which combines R functionalities with postgres database
system. LABPRO is a Software Ecosystem which contains tools for making
decisions in project management organizations, and implements processes of
PMBOOK standard. We present the results of applied different soft computing
algorithms, published in FRBS package, and included in LABPRO platform. We
compare algorithms Anfis, Hyfis, FS.HGD based on neural networks with the
algorithms GFS LS RS, GFS THRIFT based on genetic algorithm techniques.
The algorithms selected learn from a database that contains projects already eval‐
uated, and after that, they classify other projects. We applied cross validation
techniques combined with Friedman test and Wilcoxon test. Finally, we present
the comparison results and the conclusions.

Keywords: Project management · Soft-computing · Decisions making

1 Introduction

There is a growing demand for tools with high added value for the management of
project-oriented organizations. This is particularly important in the stages of develop‐
ment of new technologies of information where numerous efforts for the development
of methodologies and tools that help generalize good practices and success in projects
have been conducted. However, results are still disappointing considering the large
number of projects that are cancelled or renegotiated due to difficulties in its
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implementation. A study in 2014 by The Standish Group International, Incorporated
threw as a result that projects delivered successfully, or failed and closed or renegotiated
move around 35 %, 18 % and 43 % respectively [1]. Among the fundamental causes of
the failed projects we can find:

• Shortcomings in the processes of planning and logistics management [2, 3].
• Difficulties in the scope of projects management and management of the associated

risks [4, 5].
• Difficulties in objectivity and the agility of the control and monitoring processes,

specifically in the management of indicators and tools to achieve it [6, 7].
• Inadequacies in the treatment of such factors as the inaccuracy of the information,

the ambiguity in the criteria of measurement and the uncertainty; elements common
in real-world scenarios [8].

Some of them are schools that have developed standards for the introduction of good
practices among which the Project Management Institute (PMI), the Software Engi‐
neering Institute (SEI) and the organization of international standards (ISO) are found.
However, most of these rules do not make reference to the use of techniques to deal with
the uncertainty of the information or the ambiguity, which are frequent causes of subjec‐
tivity in the development of the projects. To better understand these concepts in the
context of the management of the projects some examples are explained below.

• Imprecision is evident at the time that users insert numeric values in fields as the real
percentage of execution, estimated time, or dedicated real-time tasks, taking into
consideration subjective elements.

• Vagueness manifests during the allocation or use of linguistic terms to identify
features such as priority or complexity of the tasks.

• Uncertainty, on the other hand, appears in the type of assessment assigned to tasks,
which logically depend on human perception and the experience of the evaluator.

In this context not only do standards influence the success or failure of the projects,
but it is also very important to have appropriate tools and techniques. The development
of computer tools for the management of projects is currently concentrating on achieving
greater agility in decision-making processes [9, 10]. But most of the efforts are concen‐
trated on applying traditional models and do not usually develop high value-added
applications that significantly improve agility in process control and monitoring.

In this work we present the experiences in the development of the software ecosystem
that combines soft-computing techniques with traditional techniques for the evaluation
of projects in a court. The main idea is to experiment with different algorithms to identify
those who will allow us to:

• Evaluate the status of a project considering indicators proposed in the literature.
• Handle the uncertainty, the vagueness and imprecision of the data entered during the

calculation of the indicators.
• Achieve automatic evaluation of projects imitating human experts’ action.
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We thus enter these algorithms in a tool that will help reduce time associated with
the management and control of projects. We want to enhance the objectivity in decision-
making and agility beyond meetings of comprehensive control and monitoring which
affect the implementation of the timetable.

Section 2 presents a brief review of the State of the art related to various schools in
the management of projects and practices suggested for the control and monitoring.
Then, Sect. 3 is a proposal for ecosystem management of projects combining facilities
of R packages based on soft-computing with the PostgreSQL and other techniques for
the evaluation of projects during failure of control and monitoring. Experiments, stat‐
istical tests applied and the results obtained are presented in subsection 4. Finally, in
Sect. 5 we discuss the conclusions.

2 A Brief Analysis of Different Schools of Project Management and
the Practices Suggested for the Control and Follow-up

The Project Management Institute develops the PMBOOK standard that explains 47
processes for the management of projects organized in five groups of processes and 10
areas of knowledge [11–13]. This is a standard consolidated with a high level of gener‐
alization to global sphere. The PMBOOK suggests the use of indicators but mainly
associated with the areas of cost management and management of time. However, there
is a group of elements that constitute opportunities for improvement:

• It does not present a system of indicators that cover all areas of knowledge or strat‐
egies for the evaluation of the projects considering the level of maturity of the organ‐
ization that develops it.

• Despite including indicators of costs, it does not propose specific mechanisms for
the management of the uncertainty in the calculation these.

Another school which offers good practices for the management of projects is the
SEI. It produces the standard CMMI for certification of organizations developers of
software projects [14]. The SEI presents in its design 25 areas of process related to 4
categories. This standard is targeted at organizations and proposes two approaches for
improvement. A phased approach with 5 levels of maturity to classify organizations,
and a continuous focus that has 6 levels of capacity and analyzes the capacity of each
process separately. Despite their good aspects and the model of CMMI, there are some
characteristics that may be improved for their application in different contexts, namely:

• It addresses information systems as a tool to accelerate and share learning, and it
makes organizations responsible for implementing them, without referring to the
treatment of imprecision, vagueness and uncertainty contained in the information
that is managed.

• Like PMBOOK, CMMI raises the importance of continuous improvement and the
use of indicators associated with time and cost. But it is inadequate in the proposal
of indicators covering all the areas of processes.
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The ISO [15] is an organization responsible for promoting the development of inter‐
national standards of manufacture (both of products as of services). It should be noted
that, for project management, ISO sets the standard 21500. This rule has as main back‐
ground the PMBOOK in its 4th Edition [16], although it also takes aspects from other
models as the ICB IPMA Competence Baseline of 2006, sponsored by the International
Project Management Association (IPMA) model [17]. The ISO 21500 has 39 processes
organized into 5 groups and 10 areas of knowledge, similar to the PMBOK. As it happens
with schools analyzed up to this point, it does not propose specific mechanisms that
ensure adaptation to the implementation monitoring. Moreover, it does address the
treatment of imprecision, vagueness or uncertainty contained in the information, which
negatively affects support for decision-making.

We must point out that around 125 solutions [18] associated with project manage‐
ment have been reported in the bibliography. Regarding tools, we should note that:

• Only 44 % include facilities for the management of indicators in data analysis.
• Among the most deployed indicators, we can find those generally associated to costs

and which are described in the PMBOOK, such as: the value livestock (EV), the rate
of yield of the costs (ICC - Cost Performance Index), the rate of yield of the planning
(SPI - Schedule Performance Index), the cost variation (CV - Cost Variance), the
cost planned (PV) and the actual cost (AC).

• They do not report tools using algorithms that allow the treatment of the imprecision,
vagueness or uncertainty contained in the information.

From the discussed above, and considering that all schools pose as necessary the use
of electronic tools for the management of projects, we identify the need that the tools
used allow the calculation of indicators and the treatment of phenomena such as uncer‐
tainty, vagueness and the inaccuracy of information.

The scope of this work includes the identification of the best algorithms of soft-
computing that allow learning from historical data associated to the assessment of
projects and that can use this knowledge in the semi-automatic assessment of new
projects.

3 Proposal of Ecosystem for the Project Evaluation Based on Skills
of Soft Computing

In this section and considering the elements discussed in the previous sections, the
ecosystem of software LABPRO appears in this section for the project management.
Emphasis is also done in its ease for the project evaluation. It includes numerous func‐
tionalities grouped in different modules among which we can find, see Fig. 1:

• Project planning module: it makes the integrated project briefcase direction possible.
It allows the management of scope and time, as well as semiautomatic timetables
construction.

• Module of control and pursuit: it includes several methods for the project evaluation
from pre-studied basic indicators. It is on this module where the main results of this
investigation concentrate.
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• Module of management of risks: it makes it possible the identification, analysis and
answer of the risks.

• Module of management costs and invoicing: it allows the management of the budgets
and the costs of the projects.

• Module of management of interested parties that includes facility for the management
of competitors, clients and providers as well as the contracts with the two last ones.

• Module of documentary management, among others.

Fig. 1. Ecosystem modules LabPro

3.1 Module of Control and Pursuit

In this investigation we will concentrate on explaining some details of the module of
control and pursuit, which is the main module that intervenes in the processes of eval‐
uation of the state of the projects. We will show next a simplified view of this module
and of the algorithms that it involves.

The fundamental steps for the control and pursuit of the projects implemented in this
module are the following ones:

1. Step 1. Data-based calculation of indicators.
2. Step 2. Review of the quality of the product.
3. Step 3. Automatic evaluation of the project based on indicators.
4. Step 4. Detection of the fundamental difficulties of the project and the areas of the

knowledge with difficulties.
5. Step 5. Checking of no problems to finish checkup and to congratulate
6. Step 6. In case of difficulties, going down in the indicators cascade and analyzing

the causes.
7. Step 7. Identification of the causes to proceed to decision making and final evaluation

of the project.
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In the previous algorithm steps 1 to 4 are those who take longer.
In step 1 the indicators proposed in Table 1 are applied.

Table 1. Indicators for the decision making

Analysis area Indicators
Integration management Comprehensive assessment IAP

(implementation of agreements of the cuts)
project

Management of the client and the commitments IE (performance index) IRE (performance
execution index)

Time management SPI (planning performance index)
Costs management CPI (cost performance index) PV (planned

cost), AC (real cost), EV (explained above)
Logistics management IRL (the logistics performance index)
Human resource management IRRH (Performance Index of human resources)
Management of scope and quality IREF (Index performance effectiveness)
Consistency of the information ICD (Index data quality)

To comply with our main objective of decreasing the time of control and monitoring
while maintaining a high efficiency in the evaluation of the projects, we focus on the
identification of those algorithms that efficiently and effectively allow project evaluation
together with an explanation of its implication for results. Thus, we included in our
platform the following algorithms:

• Algorithm based on ANFIS, it being a hybrid neuro-fuzzy system of Sugeno type
[19]. With this algorithm, we intend to leverage the potential of neural networks and
the interpretability of fuzzy inference systems. The proposed ANFIS uses a multi-
layer node-oriented network architecture.

• Algorithm FIR. DM proposed by [20]. This algorithm uses a method based on the
descending gradient to build and optimize a system of inference fuzzy in the line of
Sugeno degree zero.

• Algorithm FS. HGD proposed by [21]. It is based on the combination of heuristic
search and descending gradient.

• GFS.LT algorithm. RS proposed in [22] for the generation of fuzzy rules in the eval‐
uation of projects. This technique implements evolutionary side adjustment of the
membership functions with the aim of obtaining linguistic models with higher levels
of precision. It uses a model representation of rules based on the linguistic represen‐
tation of 2-tuples which allows the lateral displacement of the labels (light transfers
to the left/ right of the original membership function).

• Algorithm GFS. THRIFT proposed in [23]. This algorithm generates fuzzy rules and
it then optimizes them using a basic genetic algorithm (AG).

• Algorithm HyFIS proposed by [24] is a neuro-fuzzy model of hybrid type used to
build and optimize fuzzy systems. It also combines the prediction of capabilities of
neural networks with the systems of fuzzy inference generating rules of Mamdani
type.
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• Algorithm based on WM: proposed by Wang and Mendel [25]. In our particular case
it generates a set of fuzzy rules which are candidates for the evaluation of projects,
which are refined in a second phase. The generated rules are of Mandani type. In the
exploitation stage it employs a system of fuzzy inference Mandani type and it is
capable of displaying the rules that influence the final decision.

As can be seen, all of the algorithms proposed for this module comply with the
following requirements:

To learn from the experience, which is an essential element, because the idea is to
support the expert decision-making. That is to say, the proposed algorithms should be
based on the experts’ experiences and learn from them.

All are based in soft computing allowing the treatment of phenomena such as impre‐
cision, ambiguity and uncertainty.

All generate fuzzy rules, which are important elements because they help with the
interpretability of the results once the project is evaluated.

In addition, we chose a set of algorithms that cover different techniques, among
which we find neural networks, downward gradient or evolutionary algorithms. In this
way we intend to cover a broad spectrum of possible techniques, identifying those which
can really help to effectively evaluate the projects.

The fundamental way out of the control module and monitoring is a control board
as shown in Figs. 2 and 3.

Fig. 2. Image of the automatic evaluation of a project by the system, considering maturity levels.

Figure 2 shows some of the potential in the use of soft-computing techniques. You
can first assess the same project according to different levels of maturity of the Organ‐
ization. In this case three levels are used: basic, intermediate and advanced. This is
achieved because the classification systems were trained using the same set of training
but considering more or less indicators depending on the level. In addition, for each level
the implemented system allows the simultaneous assessment of the project in three tags
(good, regular and bad) but with different degrees of certainty in its inference leaving
the final decision for the human expert.

Figure 3 shows the use of colors in the control panel to assess each indicator
independently. We use linguistic labels R (Regular), M (Bad) or B (good) that were
obtained from evaluating each indicator in its respective fuzzy linguistic variable sets.
The principle of maximum membership applies to offer the evaluation of each indicator.
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In general, it can be seen that the use of soft computing techniques helps with the inter‐
pretability of results in the evaluation process, as well as with the treatment of the ambi‐
guity and imprecision of the information.

The platform is being applied in various real-world scenarios. The algorithms
proposed for monitoring and follow-up were validated from experimenting with the
behavior in a database of completed projects. The design of experiments and the results
thereof are related below.

4 Analysis of Results

In this section we present the design of experiments for the validation of this investiga‐
tion and the results obtained. Listed below there are the three techniques that were used
for the validation of the results.

Fig. 3. Indicators, some of them included in the PMBOOK standard, which are used for automatic
assessment
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Technical pre-experiment without initial observation: analysis of the results of appli‐
cation of the model in a case study. The aim of this pre-experiment is to evaluate the
potentialities of the platform with end users. For this experiment a group of end users
of the application was selected, together with experts in control and monitoring of
projects. They are then applied a survey concerning their experiences in the use of system
and the facilities for the control and monitoring of the projects. Finally technique was
applied computing with words to identify the expert assessment.

Technical analysis of normality: applied techniques for the normality analysis of the
data.

Technical experiment with initial and final observation: Comparison of the different
algorithms proposed in the control module and monitoring on an experimental database.
The objective of this experiment is to find the algorithm with greater effectiveness in
the evaluation of projects. In our context the algorithm of greater efficiency is the one
who has fewer errors in the evaluation of the projects, taking as a reference the previous
classification made by a human expert.

4.1 Analysis of the Results of Technical Pre-experiment Without Initial
Observation

To evaluate the proposed model by experts, we prepared a questionnaire in which 53
specialists dedicated to the control and monitoring of projects were involved. Among
the specialists there are project managers, specialists from offices of project management
and heads of development centers. The purpose of survey was to know the existing
criteria about the quality of the proposed model and the indicators. This questionnaire
was based on four criteria:

• Is the proposal applicable for the evaluation of projects in different scenarios?
• Do you consider the proposal is understandable?
• Is the proposed model usable, comfortable to apply?
• Do the proposed indicators cover the areas of knowledge of the management of

projects?

The survey was validated by 14 experts. We also used the tool SPSS with which the
test Cronbach’s alpha coefficient test was run. This type of test is applicable to surveys
with answers of Likert-type, where each item or question is answered according to
numbers that represent degrees of agreement or disagreement (The Highest, Very High,
High, Medium, Low, Very Low, None).

The coefficient Cronbach’s alpha was equal to 0.873. According to the literature it
is considered that values of alpha greater than 0.7 are valid to ensure the reliability of
the scale. Given the positive results obtained in this test it is considered valid to apply
the survey mentioned above. Once the questionnaire has been distributed, word
computing techniques are applied to consolidate the criteria obtained. The following
steps were taken:

1. A basic set of linguistic terms (LBTL) for the assessment of the criteria are defined.
LBTL = {nothing, very low, Low, Medium, High, Very High, perfect}.
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2. The specialists evaluated each criterion by using one of the linguistic terms.
3. The experts’ preference is transformed into fuzzy sets based on the linguistic variable

of Fig. 4.

Fig. 4. Linguistic Variables used by experts to evaluate a proposal.

4. Following the model 2-tuples [26] of computing with words the experts’ evaluations
are added by consolidating them for each criterion to assess. See Eq. 1.

xe(x) =

(
1
n

n∑

i=1

−1((si, 𝛼i

))
)

=

(
1
n

n∑

i=1

𝛽i

)

(1)

5. Analyze the results, see Table 2.

“Usability of the proposal” obtains the lowest mark in evaluation. This is motivated
by the use of non-traditional methods and the need for platforms like R that imple‐
ment the proposed algorithms. The best evaluated criterion was the understandability
and applicability of the proposal. This is a positive element that displays the accept‐
ance of experts consulted for the application of the model in different scenarios. In
general, the final evaluation given by experts to the proposal was high.

Table 2. Results of the assessment.

Criteria Evaluation of the experts summarized
Applicability in different scenarios High
Understandability of the proposal Very high
Usability of the proposal Media
Coverage of the indicators of the

knowledge areas
High

Aggregation end High
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4.2 Analysis of the Results of Technical Analysis of Normality

It was explored using a knowledge base of finished projects from the development envi‐
ronment of software projects of the University of Informatics Sciences with more than
10 production centres dedicated to this activity. Each record in the database corresponds
to a cut of a project where control and monitoring indicators are picked up. The retrieved
performance data correspond to projects with dates of court between 2013 and 2015.

The knowledge base that was used has the following distribution: out of the 7843
projects, 40 % were evaluated as good, 14 % were considered regular and 46 % were
classified as bad. Each court project was evaluated by a human expert in such a way that
a pattern was obtained to compare the quality of the results of classification [9, 27].

Experts evaluated the projects considering the indicators described in Table 1.

4.3 The Assumption of Normality of the Samples Was Found Through the
Shapiro-Wilk Test

This showed that for each outcome metrics at least one technique has probability (p-
value) values lower than 0.05, so it refuses the idea of normal distribution with a 95 %
confidence. Since not all the samples show a normal distribution, we opted for by the
use of non-parametric tests to detect significant differences.

For the comparison of the algorithms the following set of metrics as criteria of
measurement are mentioned:

• Percentage of correct classifications
• Number of false positives
• Number of false negatives

• MSE calculated by the equation 1
n

n∑

i=1

(
Yreal − Ypred

)2

• SMAPE, calculated as: 100 ∗
1
n

n∑

i=1

|Yreal − Ypred|

(Yreal + Ypred)∕2
Where the number of cases of validation is n, real Y is the value of expected output

and the output is calculated by the system. Once the algorithm learned from the training
cases, metrics are calculated on the cases selected for testing.

For the comparison of the algorithms proposed in the model we applied the method
of Cross-validation randomly with k = 20 iterations of test and n = 7, the end parameter
representing the 7 algorithms proposed. For each iteration, the data set is randomly
divided in a set of training with 70 % of the cases and another test with the remaining
30 %.

As they are related samples, the tests of Wilcoxon and Friedman are used. In both
cases, significant differences when p-value < 0.05 are considered. In the case of the
Wilcoxon test the Monte Carlo method is applied in a 99 % of the confidence interval.
During the application of the tests, in cases where significant differences were found
between the techniques, different groups of techniques were formed.
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The groups meet the following property: techniques of a same group do not show
significant differences between them. The groups also meet the following property:
Group1 < Group2 < Group_n. The techniques in the smaller groups are those that exhibit
the best results, while those located in the biggest Groups have the worst outcome.

With respect to the Metric “percent of correct classifications” the Friedman test was
applied, comparing the samples obtained from the application of algorithms. In this
context it is considered as the best result that technique which statistically provides
greater value to the metric. As a result, there are significant differences between the
techniques with p-value = “7.8547750364149E-18”. The Wilcoxon test is applied,
conveniently comparing pairs of techniques, and eventually obtaining the following
groups:

1. Group 1: ANFIS, FS.HGD, FIR.DM
2. Group 2: GFS.THRIFT
3. Group 3: GFS.lt.RS
4. Group 4: WM
5. Group 5: HyFIS

As regards the Metric “Number of false or positives” the Friedman test was applied,
comparing the obtained samples from the application of algorithms. In this context it is
considered as the best that technique with statistically less value contributed to this
metric. Consequently there are significant differences between the techniques with p-
value = “1.57230970124996E-17”. The Wilcoxon test is applied, comparing pairs of
techniques, obtaining the following groups:

1. Group 1: ANFIS
2. Group 2: WM, HYFIS, FIR.DM,
3. Group 3: FS.HGD, GFS.lt.RS, GFS.THRIFT

In this case the ANFIS obtained the best results because it was the technique with
the fewest false positives. Obtaining false positives (classification of Good when the
project is actually evaluated of Bad) in the area of the management of projects is detri‐
mental; a project evaluated as good, which in fact is not, can be a handicap in the deci‐
sion-making giving place to unreal schedules.

With respect to the Metric “Number of false positives”, in this context it is considered
as the best result that technique which contributes less to the value of this metric. The
Friedman test was applied to compare the samples obtained. As a result there are signif‐
icant differences between the techniques with p-value = “5.19919647410999E-14”. The
Wilcoxon test is applied, conveniently comparing pairs of techniques, and eventually
obtaining the following groups:

1. Group 1: WM
2. Group 2: ANFIS, GFS.lt.RS
3. Group 3: FS.HGD, HYFIS, GFS.THRIFT
4. Group 4: FIR.DM

It can be said that the technique WM gets significantly better results in the number
of false negatives in the set of cases.
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Obtaining false negatives (classification of Bad when the project is in fact evaluated
as Good) in the area of the management of projects is not as harmful as the false positives,
but classifying a project as Bad, when it is not, can lead to bad decisions.

As regards the Metric “MSE” in the context of this experiment, it is considered as the
best that technique with statistically less value contributed to this metric. The Friedman test
is applied comparing the samples obtained. It was shown that there are significant differ‐
ences between the techniques with p-value = “1.45922235866844E-16”. The Wilcoxon
test is applied, conveniently comparing pairs of techniques, and eventually obtaining the
following groups:

1. Group 1: ANFIS, FIR.DM
2. Group 2: GFS.thrift, WM
3. Group 3: GFS.lt.RS
4. Group 4: FS.HGD
5. Group 5: HyFIS

It can be said that the technique ANFIS and FIR.DM gets significantly better results
with regard to the mean quadratic error in the set of cases.

5 Conclusions

Based on the analysis of the results presented above we reach the following conclusions.
It is possible to integrate soft computing techniques in the evaluation of projects enabling
better treatment of phenomena such as imprecision, vagueness and uncertainty contained
in primary data. The proposed model makes intensive use of soft computing techniques
both for the visualization of the results and the classification of projects. The use of
algorithms based on soft computing, which learn from evidence and can then be used
in the classification of new instances, enables the adaptation of models of evaluation of
projects to changing conditions associated with the styles of management and the level
of maturity achieved by the organizations that manage projects. It was found that the
technique ANFIS shows the best general behavior among all the analyzed techniques
with 97 % effectiveness in the correct classification.

We recommend the combination of systems to help automatic classification of
projects combined with systems of recommendations that improve the usability of the
models and platforms for the management of projects.
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Abstract. Context analysis in intelligent environments allows making the serv‐
ices and information available to support the activities of individuals ubiqui‐
tously. Under this premise we define smart cities, which are intelligent large-scale
environments, with large amounts of data that are used to improve the quality of
life for its citizens. The smart cities support activities to improve traffic, health,
government, sociability, among others. This proposal seeks to create a middle‐
ware for Smart Cities from the vision of intelligent environments modeled as
intelligent agents that can be adapted to the existing dynamism in a city, using
emerging ontologies that not only adapt to the context of the moment and in real
time, but respond unforeseen situations (emerging). Similarly, the middleware
should allow scalability of the environment, to maintain the performance both in
small big towns.

Keywords: Smart city · Multiagent systems · Context awareness · Ontological
emergency

1 Introduction

In smart cities and communities, the context in applications continuously changes, as
well as the situation, the accessibility to (ICT-based) services, the people, their interac‐
tions, requirements and preferences. Moreover, the way that applications can react to
such changing environment is at run-time, since we cannot a priori predict different
situations, requirements, interactions, and availability of (ICT) services. Continuous
context-aware, incremental adaptation to sudden situations (emergent contexts),
become, therefore, in the key enabling property for the delivery of ICT based value
added services, to manage the dynamics of the continuously changing environments and
unpredictable situations [1].

One of the major problems in developing a Smart City is to describe the enormous
quantity and the multiple sources of information, and the use of data from different
domains using a semantic presentation. The different areas or domains of application of
intelligent cities are presented in [1–3]: Government, Education, Health, Buildings,
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Mobility, Infrastructure, Technology, Energy and Citizens. In [1], Tan et al. describe a
semantic representation of the framework of unstructured data in Smart Cities. Also,
they apply fuzzy ontologies for the semantic recognition of information and services.
In [2] Pellicer et al. distinguish some basic technological areas in Smart cities, such as
collecting, transmission, storage and processing of data. In [3], Neirotti et al. present a
relevant taxonomy for the domain of Smart Cities, calling them: natural resources and
energy, transport and mobility, buildings, living, government and economy, and people.
They propose policies and guidelines for defining strategies and planning actions in the
Smart Cities through appropriate application domains, based on these subdomains. In
[4], Fujiwara et al. present an example of Smart Cities and trends, where the social public
infrastructure is efficiently managed, using Information and Communications Tech‐
nology. Fujiwara et al. describe trends in Smart Cities approach, like context awareness
in Smart Cities [5]. In [6], Komninos et al. discuss the impact of several applications of
Smart Cities. This impact depends on their ontologies and technological features.
Komninos develops an Ontology for Smart Cities.

In this paper, the user interacts with a multi-agent system that represents the smart
city, which is aware of context, through emergent ontologies arising from the dynamics
of the moment, thanks to an autonomous middleware that is context-aware, based on
the works [7–9]. In previous works like [4], some middleware implementation was
described, and the definition of services for smart cities, but not the architecture [10].

We define an autonomic reflective architecture as a Multi-Agent System (MAS),
which will have agents to characterize both individuals, devices and applications (which
provide services to individuals) that coexist in the smart city. Its architecture will be
based on web services, allowing its services to be consumed by applications (in our case,
agents), aware of context or not. Agents can create temporary or permanent emerging
ontologies, which allow solving a particular situation, according to the context. The
intelligent agents can be adapted to the existing dynamism in a city, using emerging
ontologies that not only allow adapting to the context of the moment and in real time,
but they also respond to unforeseen situations (emerging).

In Sect. 2, we discuss the MiSCi Architecture divided in layers, we show the Multi‐
agent system (Sect. 2.1), the Context awareness layer (Sect. 2.2) and the emerging
ontology layer (Sect. 2.3). In Sect. 3, we describe how MiSCi is geospatially deployed
within the city, and finally, the conclusions and future works are presented in Sects. 4
and 5.

2 MiSCi Architecture

This section describes the architecture of MiSCi (Autonomic Reflective Middleware for
Smart Cities) as the basis for making context-aware smart decisions in the Smart City.
MiSCi is able to sense the environment, to reason, plan and execute a solution in an
independent, proactive, context-aware and intelligent way. The three main components
of the architecture of MiSCi are detailed as follows.

242 J. Aguilar et al.



2.1 Agent Based Multi-layer Architecture of MiSCi

MiSCi is composed by a multi-layer architecture based on a multi-agent system,
allowing it to have capabilities of such systems, like: sociability, proactivity, adapta‐
bility, intelligence, etc. Consequently, the agents of MiSCi may perceive the interactions
of the users (monitoring the environment, using the sensors available on it), think in an
appropriate solution (services to be offered to the user) according to the context, plan
and deploy the solution in the environment (using the effectors), thus improving the
activities carried out by the citizens of the city, always focused in improving the quality
of life and the comfort of the citizens in the environment (see Fig. 1).

Fig. 1. Architecture of MiSCi.

The architecture of MiSCi consists of 3 levels and 7 layers; also, it contains cross
layers that bring support to the operations carried out by the agents of MiSCi. The layers
that make up the architecture are detailed below:

1. MAS Management Layer (MMAL): This layer is an adaptation of the FIPA (Foun‐
dation for International Physical Agents) standard [11, 12], which defines the rules
that allow a society of agents to co-exist and be administered, encouraging the inter‐
operability with other technologies.

2. Service Management Layer (SML): Like the MMAL, this layer is an adaptation of
the FIPA standard [11, 12], with the exception that in this case it is not only extended
to be the responsible to manage resources and applications, but it also allows the
integration between MAS and SOA paradigms in a bidirectional way, enabling the
use of the SaaS model of the cloud computing in MiSCi, which is fundamental in a
Smart City. Thus, agents can expose their capabilities as web services, allowing other
web services in the cloud to request the activation of the agents’ tasks as a service.
On the other hand, agents can invoke web services in the cloud in a natural way; this
feature especially increases the integration capabilities of MiSCi with those based
on the cloud computing paradigm.
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The SML and MMAL layers provide operational services to SCLL and SCPML
(described below) layers, which allow the agents of these two layers to meet the objec‐
tives for which they were designed. The MMAL and SML layers allow agents of MiSCi
to:

• Know the services, agents, and applications available in the platform, grouped by
levels, types, or any other classification (these tasks are performed by the AMA,
RMA, APMA, DMA and SMA).

• Know the agents providing a service and where they are located (these tasks are
performed by the AMA and RMA), as well as the services available in the cloud that
can be invoked by agents of the MAS (task carried out by SMA).

• Know the ways to access these services: How are they invoked?, What requirements
must be met to access them?, among others. Also, it should allow the agents of the
MAS to invoke Web Services in the cloud. This task is carried out by the WSA for
each web service registered.

• Expose the capabilities of the agents of the MAS as web services in the cloud. This
work is done by WSOA, for each agent of the MAS.

• Control mobility, the agent platform must provide mechanisms to control the mobi‐
lity and migration processes of the agents (task performed by the AMA).

• Allow the communication between the agents (task performed by the CCA).
• Enable or disable the possibility to be invoked, etc. that is, the overall management

of them (task performed by the AMA).

Some of these features are based on [11], but others are derived from the extension
of the SML to support the SaaS model of cloud computing, enabling the MAS-SOA
integration (particularly with the introduction of the SMA, WSOA and WSA agents).
More details can be found in [7, 13, 14].

1. Context Awareness Layer (CAL): It provides the components of MiSCi with context
awareness services, so that the decisions of the agents are nurtured with contextual
information at every moment. This layer is specified in more detail in Sect. 2.2.

2. Ontological Emergence Layer (OEL): In this layer is where the services of semantic
mining are deployed. These services are required to create contextual ontologies that
allow to deal with each situation in the Smart City. It is detailed in Sect. 2.3

3. Smart City Logical Management Layer (SCLML): It is responsible for providing the
Smart City with intelligence. This layer is where all the applications (software,
objects) and people present in the Smart City are characterized. Basically, each
application/person is characterized by an agent (is an abstraction of it) that contains
metadata that define its properties. This layer contains agents like, CzA (character‐
izes each citizen of the Smart City) and AppA (characterizes useful applications in
the Smart City, such as the Vehicular Smart System, the Healthcare Smart System,
etc.). Those agents are aware context agents that coordinate and cooperate with each
other, to take decisions that are needed at a particular time, to help real people to
perform their tasks in the Smart City, encouraging comfort and improving the quality
of life of the citizens.

4. Smart City Physical Management Layer (SCPML): It allows to manage the physical
devices in the Smart City. In this layer, all the physical elements of the environment
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are characterized, allowing the use and communication with each one of the other
agents of MiSCi. Thus, each physical device is characterized by an agent (is an
abstraction of it) that contains metadata that defines its properties. Some of these
physical devices are intelligent (Smart) Objects, so that the properties of learning,
autonomy, reasoning, among others, are critical to characterize in them. This layer
communicates with the real physical device that is in the SCPL layer, because it’s
through SCPL that agents have access to the physical hardware of the devices.

5. Smart City Physical Layer (SCPL): This layer represents the Smart City itself. It is
here where all the physical components of the Smart City are deployed, such as: (a)
Sensors, to capture useful information for services and smart objects in the envi‐
ronment (b) effectors, to modify the physical conditions of the environment (c) Smart
Objects, which are components of the Smart City that may adapt and respond to
situations in the current context.

In the same way, the architecture of MiSCi includes the main sub-systems of a Smart
City, which are responsible for managing the elements of the city in a global way, such
as: Vehicular Smart System, responsible for controlling the traffic; Mobility Smart
System, responsible for facilitating the mobility of citizens (public transport); Smart
Healthcare System, responsible facilitating the access to health services, etc. An agent
of MiSCi can communicate with these systems through the AppA agents, because they
characterize the applications in the Smart City in the architecture. Thus, global systems
can be coordinated with local systems to meet the needs of citizens in a given time (this
is explained in more details in Sect. 3).

Moreover, the reflective capability of MiSCi is based on the Autonomic Computing
loop known as MAPE [16], where the Device Agents, AppA and CzA perform the
monitoring process, the AppA and CzA perform the processes of analysis and planning,
in conjunction with the context awareness services and the meta-ontology, while that
the execution of the plan is performed in the SCPL layer by using the effectors (DA).
In that sense, the Meta level (reflective capacity) of the middleware occurs in the SCLL,
SCPML, CAL and OEL layers, while the base level (system functionality) corresponds
to the SCPL layer.

2.2 Context Awareness Layer (CAL)

The contextual awareness is an important part of the architecture of the middleware,
because it allows delivering relevant information to characterize the situation of a
person, place or an object, for interaction between them and devices/applications smart
in Smart Cities. The purpose of this layer is to offer context services, for the information
management about the context, this information goes in a cycle that is formed by: the
discovering of the Context, modeling, reasoning and distribution of context. It is also
important to know the quality of the information presented in the context (Quality of
context). For this, we take as reference the services offered in [8], where they propose
a Context-Aware Reflective Middleware based on the Cloud Computing, with a range
of contextual services to manage context information.
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Features and Context Services. CAL incorporates seven services for managing the
context, the services can be provided internally (I) (required for the same services of the
CAL) or called independently from external services (E). These services are required to
manage the lifecycle of a context, which are:

CAL1. Context Acquisition. Within this service activities and semantic annotation of
context are discovered. Also, the pre-processing of data, outlier detection, data matching,
among others, is carried out.

CAL2. Context Modeling. In this service performed the knowledge modeling, and
knowledge extraction, on a specific domain is. It invokes the OEL services. Another
function within this service involves the storage of data, and the management tools for
its exploitation, such as data mining, pattern recognition, among others. A final task is
the management of the data problems (e.g., imperfect data, ambiguous data, etc.).

CAL3. Context Reasoning. It is responsible for applying the techniques of reasoning,
event management (analysis of patterns, trend analysis), merging data, uncertainty anal‐
ysis of the context and Quality Context. In addition, it suggests possible actions to be
taken in context. This service interacts with OEL to perform a fusion of contexts.

CAL4. Context Distribution. It is responsible for delivery the context to users. It is
responsible for implementing distribution techniques, and its features are: data format‐
ting (including data transformation, unit conversion, data customization, etc.), accessi‐
bility (offers documentation, alternatives and multiple access options), management of
the user requirements (query processing, semantic knowledge construction) and
management of consumer services (logs, keeping profiles: history, preferences, etc.).

CAL5. Context Verification. It is responsible for detecting inconsistencies in context
and take action to solve them. The context verification will be based on the Quality of
Context (QoC), and it depends on the precision, the correctness, the trustworthiness, of
the context. At first instance, these variables can be calculated from the data sensed by
the sensors. The context will be always verified before the context distribution.

CAL6. Context Security and privacy. It is responsible for security and data privacy
tasks within the entire life cycle of a context.

CAL7. Context Services Manager. It is responsible for the management of services
in the context; these include services that may be in the cloud. This is an orchestrator of
the internal services of CAL.

Context Management Process in the Smart Cities. The context-aware services is a trend
in the new Smart Cities projects, allowing services to adapt and emerge when these are
required [4]. In a Smart city at every moment there exists a number of inherent contexts
that could be instantiated when a set of events and variables appear. Within MiSCi, the
discovering of context is performed by CAL1 through the SCPML layer, collecting data
from the environment, which is then passed to OEL for processing and obtaining the
ontological model of the moment, which is managed by the CAL2 service. With this
information, the quality of the Context (CAL5) is verified. Finally, the CAL3 service is
used to reason about the context (invoking OEL services). The CAL6 is used by CAL7
all the time, which is invoked by the SML, in order to use the context services in the
smart city.
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2.3 Ontological Emergence Layer (OEL)

An essential element of the Smart City in the proposed architecture is the Ontological
Emergency Layer (OEL). The purpose of this layer is to provide a set of services with
very specific tasks for handling ontologies. The ontologies provide an adequate concep‐
tual model of the context of the Smart City. These services are based on [9], where the
initial ideas of some semantic services are provided. Services for automatic updating of
ontologies are proposed to adapt them to the dynamics and evolution of an environment.

This layer may be required at some point to perform self-management processes,
which will be based on the meta-ontologies that make up a generic model in composing
and update of the ontologies required by the different processes of the Smart City [15].
This layer allows monitoring the ontologies to adapt and fit them to new requirements,
and allows defining the elements that must have the ontologies, making the necessary
adjustments and self-managing the evolutionary process of ontological framework of
the Smart City.

The Ontological Framework for Smart Cities. The ontological framework is
composed of distributed ontologies that are managed by different agents and services
involved in the Smart City, which are heterogeneous (different data structures,
languages, data types, etc.), since each source of knowledge has its own designers, and
they usually have different designs and structures. The meta-ontologies are managed on
the OEL, which supplies ontological services to other agents in the system. Agents of
the Smart City, use their local ontologies for their services, interact with other agents,
etc. When they detect the need to update their knowledge (e.g. the coming of a new
service, changes in behavior patterns of components, context change etc.), the agents
request the services of the OEL.

OEL Functions and Services.
Among the functions of OEL we find:

• Providing services for self-management of the ontological framework of the Smart
City.

• Intelligently managing the semantics of the system through ontological mining serv‐
ices, as ontological integration mechanisms, the ontological learning, etc.

• Modeling the new signals and elements of the context of the Smart City, reflecting
them in its ontological framework.

• Maintaining consistency and semantic evolution of the ontological framework of the
Smart City.

The Services Offered by the OEL are: 

• Semantic Register and Exploration of Ontologies Services: These services allow
knowing, publicizing and locating semantic information in the Smart City.
Through the service “Semantic Register”, agents and devices participating in the
Smart City, must record information about the conceptual models that handle. In
this process, a “Semantic Directory” (SD) is generated with semantic annotations
of the sources of knowledge (a level metadata) used in the Smart City. The SD
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consists of a “semantic annotations table” where the semantic system events are
recorded and an “Ontological Directory” with the registration of ontologies avail‐
able in the Smart City. The service “Search Ontologies” allows to explore the
ontological directory.

• Ontology Update Services: These services allow to create new ontologies or enrich
the already existing, considering the dynamic process of the Smart City, which
demands an ontological framework updated. These services are: Generation of new
ontologies and meta-ontologies, ontological population and ontology enrichment.

• Ontology Integration Services: In the process of emergent ontologies, it is required
to carry out ontological mining processes (alignment, fusion, etc.), in order to enrich
or generate integral and consistent conceptual models. These services are mainly
fusion and alignment of ontologies.

• Verification and Analysis Services: This is essential to check the quality of the gener‐
ated ontologies, and perform the analysis of the semantic of the ontologies to deter‐
mine, for example, the ontologies in the same domain, the correspondence between
them, or to discover new knowledge associated with the domain, based on semantic
data mining or ontological mining. These services are: the analysis of the ontologies,
and the quality verification of the ontologies. To verify the quality of an ontology,
two aspects are considered:
– Coherence: detect inconsistencies through reasoners, for determining whether

ontologies are coherent and not contradictory.
– Redundancy: measures the degree of redundancy or semantic overlap in an inte‐

grated ontology, to improve their understanding.

Ontological Emergence process in a Smart City. Ontologies involved in the Smart
City must be dynamic, i.e. they must change and adapt to the needs and services in the
city. The ontological framework of a Smart City should be able to represent the new
signs, objects and behaviors in the city, therefore, although some elements can be
predefined, others must necessarily be “emerging”.

Ontologies represent the model of knowledge that is present in the Smart City. This
knowledge can be dispersed in different data sources and devices: databases, documents,
monitored data, wearable devices, etc., and can evolve according to the dynamics of
context.

Specifically, in our approach Knowledge as a Service, the architecture can handle
multiple ontologies distributed in agents of the Smart City, and core meta-ontology. This
core meta-ontology is managed by the OEL that provides the multiagent system with
ontological services to allow the ontological emergence.

The core Meta-Ontology is used to define the general model of the components
and domains present in the Smart City. An example of this meta-ontology is shown
in Fig. 2. In particular, this meta-ontology links and structures the domain and
context ontologies, and organizes the semantic information from different data
sources that arise in the Smart City, by the incorporation of new devices, agents,
services, etc. Through the service “Population de Meta-ontologies” may be obtained
the ontological model of the moment. In this ontological model are considered data
on the user’s profile, and activities or events that take place, considering the context
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in which they occur: the spatial domain (places, objects, etc.) and functional domain
(health, economy, energy, etc.). In each domain can also exist meta-ontologies to
generically defining its conceptual model, maintaining the integrity and consistency
between the concepts, showing global information about how they should be struc‐
tured and how they relate to each other.

Fig. 2. Smart city meta-ontology

In particular, in the proposed architecture the agents involved in the Smart City
register information about the system events, and about the ontologies that handle,
making semantic annotations of the sources of knowledge (in terms of meta-data) used
in the Smart City. In this process of semantic registration must relate the concepts and
ontologies with some meta-concepts, through its description or analyzing their proper‐
ties, to establish a relationship. Before performing, the “Register of Semantics” can view
the meta-concepts of the Meta-Ontology through the “Query of Concepts” service.
These concepts come to play the role of super-classes for concepts that are handled and
emerge in the Smart City. The process of emergence ontology can occur when
performing ontological mining tasks, among registered ontologies and meta-ontologies,
through, for example, the alignment and the population of the meta-ontologies (using
update and integration services).

The generation of new meta-ontologies, or the updating of the existing ones, repre‐
sent mechanisms of the semantic evolution of the ontological framework. The service
“generation meta-ontologies” allows that. If there are more than two ontologies of the
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same domain aligned, our middleware performs a process of generating new categories
or meta-concepts that can conform a meta-ontologies.

3 Geospatial Deployment of MiSCi Within a Smart City

MiSCi contains elements in the global and local level, those elements should be coor‐
dinated to resolve situations that arise in the city in the best way by using the meta-
ontologies. The global elements are incorporated in MiSCi like cross layers and repre‐
sent elements of the core of the Smart City as [2] proposes; those elements are: Vehicular
Smart System, Healthcare Smart System, Energy Smart System, among others, which
manage the city in a global way; while local elements are the devices, citizens and other
physical elements that make up the city, which are characterized in MiSCi as agents DA,
CzA and AppA.

Because a Smart City has a large number of sensors, actuators, people and applica‐
tions, it’s needed that MiSCi be deployed in the city so that it can deal with this fact.
For this reason, the middleware will be distributed along the city by creating instances
of MiSCi’s architecture by block. In Fig. 3 is detailed this configuration.

Fig. 3. Geospatial deployment of MiSCi.

In the above figure, a local instance of MiSCi was deployed on every block of the
city, in which all the physical elements present in that sector were characterized; also,
each block should manage its own ontologies (context, components, domain, etc.). Thus,
the middleware is not affected by the number of devices available around and along the
city; however, because the middleware is a distributed system, we need to have better
control over the operations performed by each MiSCii; besides, each MiSCii need to
communicate with another MiSCij to share information about devices that are on its
borders. To deal with this trouble, we use the mechanisms for coordination and inter‐
action proposed by FIPA, which allow two agents in different SMA to be able to establish
a conversation; in that sense, each MiSCii should know all the MiSCij in its neighbor‐
hood, so they can exchange information. Accordingly, the MiSCi1 know the MiSCi 2,
5 and 6, the MiSCi5 know the MiSCi 1, 2 and 6 and so on. Similarly, the MiSCii are
coordinated with the global systems to resolve the situations that arise locally, for
example, if a local MiSCi reports a traffic accident to the Vehicular Smart System, it
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must report this information to the vehicles in that route, so they can take an alternative
route, avoiding traffic congestion. If an ambulance requests a route to the nearest hospital
using the Vehicular Smart System, it should contact the local MiSCis (each global
system has global ontologies of context and domain that contains information about the
MiSCis on each block) in the same route of the ambulance, to instruct the traffic lights,
vehicles, among others, to give priority to the ambulance, according to the route gener‐
ated. In this way, the geospatial distribution of MiSCI in the city supports the activities
of citizens towards improving their living conditions and comfort.

The number of physical elements that can be supported by each node of MiSCi
depends on the resources of each node and the characteristics of the physical elements.
The node will be a Platform as a Service (PaaS).

4 Conclusions

In the smart cities, there are various approaches to support the full set of information,
sensors, individuals, etc., found in there [4]. Additionally, several domains of applica‐
tions have been defined for the smart cities: Governance, Education, Healthcare,
Building, Mobility, Infra-structure, Technology, Energy and Citizen. MiSCi is a frame‐
work that allows to manage individuals/applications, sensors and actuators, through a
multi-agent systems. The information management of MiSCi can act in various appli‐
cation domains through of the merge of the information of the meta-ontologies, which
allows to give a semantic meaning to data according to the contextual awareness that
emerges from the situation presented at a given time.

The main advantages of our proposal are the ubiquity and emergent properties of the
architecture, through intelligent agents that can be adapted to the dynamism in a city,
and ubiquitously respond to the requirements of citizens, using emerging ontologies that
not only allow to adapt to the context of the moment and in real time, but they also
respond unforeseen situations. Consequently, by using the ontological emergence, we
have the possibility of creating temporary ontologies that are used to solve a particular
situation in the city, while permanent ontologies allow addressing repetitive situations,
from which MiSCi may have learning processes, to improve the responses of the smart
city in similar situations.

In particular, MiSCi is deployed as a distributed middleware, this feature allows to
deal with scalability and performance troubles, besides, it is coordinated with the core
systems of the Smart City, to find solutions to situations that arises in the local city. This
feature allows to accomplish the main objectives of a Smart City.

5 Future Works

MiSCi is an ongoing research project, this means that the prototype is still under devel‐
opment and undergoing controlled tests. Currently, we are still developing some agents
like AppA, and CzA, as well as some ontological emergency services. The final stage
of the project will be to test MiSCi in real situations. We will test our middleware initially
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in small towns, to guarantee the correct performance of MiSCi, and then we will continue
in big cities.

MiSCi will exploit the prototypes about the services of acquisition of context and
quality of context currently in development, and we will execute tests about the trust of
data from the sensors that are linked to the nodes of MiSCi.

Finally, future works must include our experiences in data analysis and ambient
intelligence, for the construction of knowledge models and smart environments, useful
in a smart city. Particularly, MiSCi allows the connection of two paradigms, cloud
computing and multiagent systems [7], and according to the model proposed in this
paper of a smart city as a multiagent system, the components of a smart system can
invoke data analysis services in the cloud, in order to exploit the large amount of data
in the city, to generate the knowledge required in their activities to produce smart envi‐
ronments in the city. The ubiquity and the emergence, again, are properties that must be
exploited during these developed ones.
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Abstract. Children with disabilities are one of the most vulnerable groups of the
population. They experience social exclusion and inequity, as do their difficulties
to integrate into society. Many families raising children with disabilities try to do
everything to improve their quality of life. This paper describes a case study of
an Ecuadorian family who was encouraged to integrate Information and Commu‐
nication Technologies (ICT) in the everyday life of their girl with intellectual and
language disabilities. The experience with the most popular technologies at home
-Computer, tablet, smartphone, and videogame console- motivated the whole
family to adapt and design assistive technologies for their daughter. Their moti‐
vation allowed us to find people and institutions who supported the design of ICT
for different disabilities: AINIDIU, HELPMI, CANDI, LUCKI, MAGIC GLASS,
JADAN VERBAL, TIC@ULA and KITERACY. An interdisciplinary group of
experts participated in the development of these technologies: A Computer Engi‐
neer, a Phycologist, a blind person, students and Especial Education teachers.
Since 2009, about 50 children with disabilities and 20 Especial Education teachers
have been involved in the evaluation of the prototypes. With the support of
Universidad Indoamérica and Ecuadorian Government, 1500 children with visual
impairment were benefited with the software AINIDIU in some provinces of
Ecuador. The article describes the history of this great experience.

Keywords: ICT · Assistive technology · Children with disabilities · Quality of
life

1 Introduction

Families raising children with disabilities experience some problems in society. Among
the critical difficulties are social exclusion, health, financial Well-Being, relationships,
communication and education [1]. These difficulties tend to have somewhat less sustain‐
able daily routine and affect the quality of life of the family.

The care of children with disabilities is a difficult and draining task, and this respon‐
sibility is often taken over the mother. She is challenged to develop different activities
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at home to strengthen the therapies that children receive from their teachers or therapists
[2]. The activities of everyday family life vary in the line of the needs, interests and
competencies of individual family members. For example, the daily routine that accom‐
modates the needs of very young children will be different from the daily routine that
accommodates the needs and wants of teenagers [3].

This paper describes a case study of an 11-year-old girl with language and moderate
intellectual disabilities who inspired her family to adapt and design technology for chil‐
dren with disabilities. She belongs to an Ecuadorian Family of 4. Her father is a
Computer Science teacher, her mother is a psychologist specialized in children rehabil‐
itation, her brother is a college student in Electronic Engineer.

The paper highlights the importance to support children with disabilities through
technology in their everyday life activities. Assistive technology is vital to helping chil‐
dren with disabilities so that they can develop the necessary skills to solve problems by
themselves [4]. According to UNICEF, assistive technology is one of the key elements
to advancing inclusion of children with disabilities. This technology includes products
and related services that improve the functioning of children with disabilities. It can be
instrumental for children’s development and health, as well as for participation in
various facets of their life. These include communication, mobility, self-care, household
tasks, family relationships, education, and engagement in play and recreation. Assistive
technology can enhance the quality of life of both children and their families [5]. Access
to assistive technology for children with disabilities gives some benefits in education,
for example, personal assistance, sign language interpreters, Augmentative and Alter‐
native Communication (AAC) or kits with educational resources, not only at school, but
also at home, anyway an inclusive environment for children with disabilities begins at
home [3, 5].

In a middle class family, computers, tablets, smartphones, smart TVs or videogame
consoles are part of their environment. Children with disabilities like other children have
the ability to interact with technology in a natural way [6]. The study focused on
exploring general issues related to the use of these technologies into the everyday life
activities at home of a family living with a daughter with intellectual disability. The
observation of different interactions contributed to understand features for designing
emerging assistive Information and Communication Technologies (ICT).

The passion and commitment of the family allowed them to search support in
academic and government institutions. In this process the family had the opportunity to
meet a visually impaired person, an engineer expert in the use of a computer screen
reader and accessible technology. In 2009, the two families came together and coordi‐
nated efforts to create assistive technologies to support other parents and caregivers in
the everyday life activities of their children.

The rest of the paper is organized as follows: Sect. 2 describes the related work about
integration of technology in daily life activities. Section 3 introduces the study back‐
ground, motivation and experiences in everyday life activities of the family. After that,
Sect. 4 details the features of the assistive technologies. Section 5 reveals the results in
the design, evaluation and implementation of ICT in society, and finally, Sect. 6 summa‐
rizes the conclusions and future work.
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2 Related Work

A literature review about assistive technology for Individuals with disabilities summa‐
rizes the content analysis of 68 studies (1988–2003). The results presented by the authors
reveal that only 15 (22.06 %) studies mentioned family involvement. In the conclusion
the authors mentioned that it is imperative that professionals who are working directly
with these people and their family members be adequately trained to provide the support
and accommodations necessary for people with disabilities to enjoy the full benefits of
assistive technologies [18].

Another literature review summarizes the results of 42 empirical studies (1990–
2005) focusing on the use of assistive technology as a self-management tool for persons
with intellectual disabilities. The author identified studies the effects of technologies on:
(a) independent performance of tasks (25 studies), (b) task engagement (5 studies), (c)
on task behaviors (4 studies), (d) accuracy of task performance (3 studies), (e) initiation
of tasks (2 studies), (f) transitioning between tasks (2 studies), (g) fluency of work
performance (1 study). The experimental evaluation was carried out with different
devices in daily life activities, such as picture prompt, audio cassette players, hand held
computer-based systems and appliances. The conclusion of the study was that tech‐
nology is an effective tool for providing better quality of live, decrease dependence on
others, and promote greater inclusion in community settings and daily activities [19].

A systematic literature review about promoting the use of assistive technology
devices by young children with disabilities indicates that the devices are likely to
promote child engagement in typically occurring learning activities and permit children
to perform functions that otherwise might prove difficult or even impossible without the
use of devices. The types of devices that were the focus of investigation included: (a)
Switch interface devices, (b) powered mobility devices, (c) computer devices, (d)
augmentative communication devices, and (e) weighted and pressure vests [20].

An interesting article discusses a home-centered approach to the use of assistive
technology. The study addressed two questions: (a) How can assistive technology inter‐
ventions for children with disabilities be successfully implemented in the home envi‐
ronment? And (b) How can the family system be considered in the use of assistive
technology in the home environment? The article provides suggestions for working with
families in the process of identifying and providing assistive technologies for young
children in the home environment and the authors conclude that all children, including
those with intellectual disabilities, should be given opportunities to develop the attitudes,
abilities, and skills to take control over their lives. One of the most important environ‐
ments where this begins for the child is found in his or her own home [21].

In a systematic literature review about designing technology for developmentally
diverse children the author analyzed 88 studies (2003–2014). The results revealed that
the most prominent context was the school (47 %), followed by therapy centers or reha‐
bilitation institutes (11 %), and the home (8 %) [22].

Based on the results of these studies, we can observe the importance to integrate
assistive technology in daily life activities of children with disabilities. The families are
a key element to promote the use of assistive technology at home. In this scenery the
study aimed to explore the use of emergent technologies, such as, computer, tablet,
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smartphone, videogame console and sensors. The experience obtained into a family with
a daughter with intellectual disability encouraged to take advance of the strengths of the
members in order to adapt and design new assistive technologies.

3 Background

The goal of this section is to present a brief retrospective of two families who have a
member with disabilities. The authors, as part of both families, describe their motivations
and experiences about the relationship between technology and the daily routine activ‐
ities at home. They focus on the interaction and emotional behavior of the member with
disabilities and summarize some observational findings collected during the last 7 years
(2009–2016).

3.1 Motivation

The motivation of this work is based on the experience of two families who have a
member with disabilities. The first family has an 11-year-old girl with language and
moderate intellectual disabilities. In the second family the parent has visual impaired
disability. Both families have experienced difficulties and barriers in the society or the
education system. Their members have witnessed the lack of opportunities for personal
development and social inclusion, especially in Ecuador and Costa Rica where this
research is carried out.

Each family has its own history and particular circumstances. The girl was born with
craniosynostosis which caused her skull to fuse prematurely, leaving no room for her
brain to develop. It is possible that this incident was the cause for her disability. On the
other hand, the father of the second family lost his sight in a car accident. He affirmed
that it was a traumatic experience and it was not easy to accept, but with the support of
his family he was able to overcome some difficulties. The problems and frustrations
experienced by both families encouraged them to enhance their quality of live.

The girl received different therapies since her problem was detected. Her family
supported in her rehabilitation with physical, language, hippo therapy and even dolphin
therapy. All these initiatives allowed her to grow up in an environment with many chal‐
lenges. Like other children she developed needs and interests, among them the interac‐
tion with technology.

On the other hand, the visual impaired parent encouraged to learn the use of a
computer screen reader, a software application that identifies and interprets what is being
displayed on the computer screen. This assistive technology helped him to develop some
daily life activities, such as, listen music, read news or explore the internet. He discov‐
ered different ways to interact with laptops, scanners, smarthphones, tablets, speaking
clock and emerging apps to identify colors, bills, lights and others.

In 2009 two families joined by their circumstances and it gave them the opportunity
to coordinated efforts to design assistive emerging technologies in benefit to other fami‐
lies in similar situation.
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3.2 Exploring the Interaction with Technology in Daily Life Activities

In this section we describe an exploratory case study of the experiences of both families
using technology. In Human Computer Interaction (HCI), an exploratory case study is
frequently used to investigate specific situations and collect data to help understand
problems and needs of new solutions [7]. Typically researchers use some methods of
observation to look for patterns of activity, and general user concern [8, 9]. However,
as part of the research group and families at the same time we did not design a formal
case study, although we used some methods in an informal way to collect perceptions
and experiences in our own daily living.

In the case of the girl with disabilities we used a video camera in some situations to
capture data for later analysis, as well as non-structured interviews with the rest of
members of the family. In the case of the parent with visual disability we use non-
structured interviews to gather information about his experiences with technology in his
work, studies and daily living with his family.

Technology has become a pervasive element of society. People use technology for
communication, work, education and entertainment [10]. The case study focused to
explore the experiences of both families in these contexts. First, we summarize the rele‐
vant experiences in the family of the girl with disabilities. After that, we summarize the
experiences of the father with visual disability.

The interest to explore how the girl used to interact with technology began in 2007,
when she was 6 years old. In that year she started to study in a regular school and
complementarily she was receiving language therapies. We have observed the girl had
difficulties in learning read. This fact motivated to the whole family to help her in that
process. Figure 1 shows some daily life activities where the technology was present.

Fig. 1. (a) Learning to read with tablet apps, (b) Watching TV with her father on videoconference,
(c) Playing with game console, (d) Her brother interacting with Hangouts, (e) Her father tales a
story though a videoconference.
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Figure 1a shows an activity designed by the mother, in which the objects at home
were labeled with their name. The goal was the girl relates the objects with the word.
The whole family was responsible to read and point the name wrote in the label. The
brother complemented this idea with some apps downloaded in a tablet and he taught
the basic interactions. Eventually we realized that she discovered several types of inter‐
action, such as, tap, drag, double tap, long press, scale down and two-finger rotation.

Figure 1b shows the girl enjoying of her favorite TV program. When the girl wanted
to watch TV, she used to request for help to any member of her family, due to the
difficulties to change channels or play a movie in a DVD. We observed that she learnt
to identify her favorite channel with remote control or operate another remote control
for DVD player, as well to turn on/off the electronic devices.

Figure 1c shows the girl playing with a Wii console. She really enjoyed when the
whole family shared entertainment activities with her. She learned to be patient and
respect her turn in videogames. The entertainment activities were exploited to promote
an inclusive environment with other children and relatives.

Figure 1d shows a session of a videoconference established with Google Hangouts
between the parent and son. The parent motivated to know more about assistive tech‐
nologies started in 2013 a Doctoral Program at University of Costa Rica. The family
was separated for three years. The first six months the software Skype was used to share
time in family. Usually the connection was started by father, mother or brother to the
girl. After that time the girl discovered how to run Skype by herself. We observed that
she learnt to identify the logo of the app in the tablet. This experience motivated her
family to research other ways of interactions in order to give a sense of presence of the
parent [6]. The brother discovered some interactive applications on Google Hangouts,
such as, Google effects, shared blackboard or share a YouTube video. This functionality
was tested by both in different activities, such as, solve math or physics problems over
the shared blackboard.

Figure 1e shows a session of a Google Hangouts videoconference at bedtime between
father and daughter. The functions provided by the tool made an enjoyable time for the
girl. The parent used to create stories based on YouTube videos or interactive apps.

In order to know the experiences in the everyday life activities of the family with
the parent with visual disability, we used a non-structured interview to explore his expe‐
riences. He related that the use of the screen reader JAWS (Job Access With Speech)
was fundamental for his development in his academic and professional life. After he
lost his sight he began using a computer running the Windows operating system. He
learnt to use accessibility programs, as part of his daily routine. He started to study at
university where throughout a business career used Microsoft Word to create documents,
take notes, and complete tests. He also used Microsoft Excel spreadsheet software to
organize information and perform calculations for math and science lessons. After that
he continued his studies with a Master Business Administration.

Although he became a professional and overcame some barriers in the academic life,
he had experienced difficulties to get a job. People not believe that he can work like
anyone. He has worked in odd jobs installing and configuring software in government
institution related to visual impaired disabilities. He has also given courses of the use
of assistive technology, such as, JAWS and NVDA (NonVisual Desktop Access).
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Respect to the emerging technologies he said “I am now able to read e-mail on my
smarthphone, select messages, read books, explore the web or post something in
Facebook”

The interaction with electronic devices at home is like any person. His family, wife
and 5-year daughter helps that the things be in the same place. It helps him to identify
the different objects or food. With some apps in his smarthphone he can identify the
color of the clothes or if a light is turned on. He shares time with his daughter using
accessible games. In addition, both father and daughter interact with a computer or tablet
to practice vowels, colors, numbers and educational games.

These life experiences of both families made possible to understand some problems
and challenges in the daily life routine. In the following section we can summarize some
insight and perceptions.

3.3 Observational Findings

This section provides a brief overview of some of the insights we gained living with
people with disabilities. We experienced emotions and enjoyable time using technology
for entertainment, education and communication. We observed some skills developed
by the girl. The videoconference software provided sense of presence of a familiar living
at a distance. With the help of technology, the members of the family created an inclusive
environment between them and other relatives.

We observed that the happiness of the girl was evident and her emotional behavior
was contagious to the rest of the members of the family. The girl shared time with her
parents and her brother watching educational TV programs, movies or playing video‐
games. The girl learned to use the devices by herself and it gave a feedback to think if
entertainment technology can be used for caregivers as powerful learning tool, especially
in free time.

In the interaction with a tablet the girls were engaged by multimedia and interactive
tools. These experiences showed us that if children are in a pleasant environment, they
can learn. The appropriate assistive technology can be a powerful tool to increase a
child’s independence and improve their participation in society. An educated child with
a disability supported by assistive technology will have greater opportunities for educa‐
tion, resulting in less dependence on their parents [5].

At the highest level, we tried to understand the experiences of the everyday life
activities related with technology including their judgments about the benefits to
enhance their quality of life. This rewarding experience has developed our cooperation
and our commitment to design assistive emerging technologies.

4 Designing Assistive Technologies

Designing technologies for children with disabilities is highly complex due to the diver‐
sity of needs, information of interest, the size of the user population involved, the
research philosophy, and the experience of the researchers involved. [8]. However, we
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challenged to merge our knowledge in order to design assistive technology for families
raising children with disabilities.

We describe eight assistive technologies developed by the member of two fami‐
lies and collaborators who organized an interdisciplinary group. The first four were
developed in Ecuador between 2009 and 2013. Figure 2 shows a graphical represen‐
tation of them. The others were developed in Costa Rica between 2013 and 2016 (see
Fig. 3).

Fig. 2. (a) AINIDIU is a bracelet with software to assist visually impaired children, (b) HELPMI
is an AAC to communicate and control electric devices at home, (c) CANDI is a framework to
share educational resources and promote teleworking, (d) LUCKI is interactive software to teach
the body parts.

4.1 AINIDIU

(AINIDIU, for its acronym in Spanish “Agente Inteligente para NIños con DIscapcidad
vIsual”) is an intelligent agent for visually impaired children. The software plays the
role of computer assistant in training computer skills for blind and visually impaired
children. The system uses the metaphor of a “virtual friend” with whom a visually
impaired child can interact with some learning activities. Like a friend AINIDIU soft‐
ware can be carried on a USB bracelet everywhere. When the child inserts the USB
bracelet in any computer, the software runs automatically. One character with a voice
synthetized interacts with a child through playful and learning activities. The system
contains a number of challenges, and gives visually impaired children opportunity to
explore and identify the keyboard and basic functions of the operative system [11].
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The personal experience of the parent with visual disability allowed to design this
software. The idea was based on the JAWS software, but with a version for children to
facilitate the interaction with computers. Figure 2–a shows the children using a laptop
computer, the USB bracelet and the interface with a virtual parrot who is reading a tale.
This virtual friend has the capacity to interact with children through “questions and
answers” game.

4.2 HELPMI

(HELPMI, for its acronym in Spanish “Herramienta que Emula Lenguaje de Palabras
Mediante Imágenes”) is a communication dashboard through images. The system has
both hardware and software components. The hardware is an electronic circuit connected
between a USB port of computer and a power strip. The software displays a set of images
in the screen of a computer, some of them customized to the child (e.g. actions and
photographs of electrical devices connected to the power strip). The system was
designed with the metaphor of “universal remote control” to assist children with
language impairment through a synthesized voice to communicate with family members
or control some electrical devices through the computer or a tablet [12]. The system
integrates voice recognition to support children with physical limitations.

Fig. 3. (a) Magic Glass is an app for Android tablets to guess the name of objects, (b) Jadan
Verbal is an AAC to communicate with synthesized voice,(c) Tic@ula is a web platform to design
and share flash cards, (d) Kiteracy is a kit of tangible objects and letters to support literacy.
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4.3 CANDI

(CANDI, for its acronym in Spanish “Centro de Apoyo a Niños Diferentes”) is a frame‐
work designed to share information, guidelines and assistive technologies for families
raising children with disabilities [12]. The Framework has a user interface and config‐
uration module to administer the information and resources. It was developed in
response to needs of families with children with disabilities. The goal was to create a
space where teachers, parents and caregivers can download assistive technologies or
general information to support the education of their children. In addition, the idea for
the framework was to promote teleworking for people with disabilities.

4.4 LUCKI

(LUCKI, for its acronym in Spanish “Lúdica en Universos controlados por Kinect para
Inclusión”) is software designed with a Natural User Interface (NUI) to teach reading
to children with intellectual disabilities. The system uses the Kinect sensor, which uses
technology to track people movement and combines a depth sensing camera to recognize
the parts of the body of a person. The system identifies the part of the body and the word
with the name is showed in the screen. The idea was born from the observation in the
case study when the girls enjoyed playing Wii Console with her family. The system is
still being developed and we are planning to integrate a playful activity. The goal with
the system is propitiate the integration with other children without disabilities into a
classroom while they learn to read [13]. Figure 2d shows an example when a child moves
his arm.

4.5 MAGIC GLASS

Magic Glass is an app for Android tablets for storytelling. The app was designed with
the metaphor of the “crystal ball” that can predict the future. In the same way the software
“guess the name of objects” and tell stories. The app scans QR codes previously labeled
in physical objects at home, such as, furniture, toys or electronic devices. The app has
two interfaces; in the administration interface the parents can generate labels with QR
codes. In the configuration the parents link each label with the URL of a video or image.
The user interface enables the camera of a tablet and shows the environment like a
crystal. When the system identifies a QR Label it draws a green box in the screen over
the label. If a child closes the tablet to the QR label the tablet vibrates and launches the
video.

This app was finalist in the contest of innovative toys1. Figure 2a shows an example
when the girl points the tablet toward a princess doll to watch a video of some story.

1 ‘Citi microemprendedor del año’ 2015 https://www.youtube.com/watch?v=S594XR41Weo.
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4.6 JADAN VERBAL

Jadan Verbal is a web Augmentative and Alternative Communication (AAC) for
computers and mobile devices. This web platform shows pictograms to support the
communication of children with language impairments. The system runs on a browser
and can be personalized to the child needs. The child selects multiple images to build a
sentence, which can be interpreted by the system through a synthesized voice. The soft‐
ware has two interfaces, the first is a user interface with pictograms grouped in four
categories: subjects, verbs, adjectives and objects. Each pictogram has a word which
can be read using text-to-speech algorithms. The second one is an administration inter‐
face in which parents or caregivers can configure the language, pictograms and words.
Figure 2b shows the sentence “I want to eat chicken” built with the pictograms.

4.7 TIC@ULA

(Tic@ula, for its acronym in Spanish “Tecnologías de la Infomación y la Comunicación
para las aulas de Costa Rica”) is a virtual repository of Digital Learning Objects based
on the IEEE LOM (Learning Object Metadata) standard. The web repository centralizes
educational resources related to reading methods [14].

This web repository is the result of the lack of educational resources for teaching
reading in Costa Rica. A survey was carried out to collect data in an exploratory
study about literacy methods, educational resources and technological tools used in
children with intellectual disabilities. Figure 2c shows the interface of Tic@ula
where teachers can download cards or create an account to design their own cards
and share.

4.8 KITERACY

Kiteracy (Kit for Literacy) is an educational kit designed to improve the literacy
process of children with Down syndrome by enabling higher levels of interaction.
The kit is based on two Spanish literacy methods: global and phonics. The kit incor‐
porates a Tangible User Interface (TUI), which has physical objects and 3D letters
with a RFID (Radio Frequency Identification) tag. These objects can be built with a
3D printer or low cost toys. A puppet bear with RFID reader can identify the code
of each object and a retrieval algorithm connects to Tic@ula through a web service.
The information is presented on any computer, tablet or smartphone with a user
session. The system uses natural language processing techniques to play phonemes
and words audio. It incorporates Text-to-Speech libraries or MP3 audio with
different voices. This work was published in [15, 16]. Figure 2d shows the general
schema of Kiteracy.

Table 1 shows a summary of the features of the assistive technologies developed by
two families.
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Table 1. Summary of assistive technologies developed by two families

ICT Target group Advantages
AINIDIU Visual impairment Children can familiarize with

computers though synthesized
voice

HELPMI Language impairment Children can communicate with other
people and operate devices at
home by a computer

CANDI Teachers, parents and
caregivers

Families with children with
disabilities can access to
educational resources

LUCKI Physical and cognitive
disabilities

Children can practice cognitive and
rehabilitation activities while
learn to read

MAGIC GLASS Language impairment Children can learn the name of the
objects with a tablet and QR codes

JADAN VERBAL Language impairment Children can use an AAC to
communicate with others

TIC@ULA Intellectual disability Teachers and parents can design,
share or download educational
resource for literacy

KITERACY Intellectual disability Children can learn to read with
tangible objects and enhance
interaction

5 Impact on Society

All of the assistive ICTs described in the last section have been the result of the needs
in the daily life activities of both families. This effort was made in benefit of our families,
however we experienced the involvement of many people and seems to be that together
have made a positive impact on society.

In Ecuador neighbors and teachers of the school of the girl were motivated to
contribute with our cause. We needed to create contents for AINIDIU, for that, we met
with an Ecuadorian author of children’s literature who gave the rights of his books. With
the participation of 10 children and 5 parents we created the audio book “El duendecito
del sombrero grande”. All of them were involved in the story as actors with their voices.
The audiobook was the winner in a Latin-American contest organized by Club de
Reporteros 3D FATLA (Fundación para la Actualización de la Tecnología en Latino
América)2.

Afterwards, the Government of Ecuador took interest in AINIDIU software. The
Vice President of the Republic, FENCE (National Federation for blind People) and
Universidad Indoamérica signed a tripartite agreement to install the software in about

2 Audiobook “El Duendecito del sombrero grande”, September 2013 https://soundcloud.com/
user126357461/el-duendecito-del-sombrero.

Designing Assistive Technologies for Children with Disabilities 265

https://soundcloud.com/user126357461/el-duendecito-del-sombrero
https://soundcloud.com/user126357461/el-duendecito-del-sombrero


1500 laptop computers. This fact opened the opportunity that 1500 children with visual
disability and their families have assistive technologies in their homes. At the same time
students and teachers of Universidad Indoamérica were the responsible to teach in the
use of the software in 22 provinces of Ecuador [11].

This rewarding experience helped that colleagues and authorities from Universidad
Indoamérica develop new initiatives, among them the development of virtual web plat‐
form for people with visual disability, and the development of the software TEVI, an
Augmentative and Alternative Communication (AAC) for computers. This software was
designed to facilitate communication and learning for children with language problems
caused by a physical disability. Teachers and students carried out an experimental eval‐
uation with 75 children (80 % with physical and language disabilities) in two provinces
of Ecuador. This work was published in a Congress of Natural Language Processing in
Costa Rica [17].

In Costa Rica, with Tic@ula and Kiteracy assistive technologies we count with the
participation of the author of a literacy method for children with intellectual disabilities.
In addition, we count with about 10 special education teachers from Universidad de
Costa Rica, INIE and PROTEA. In the evaluation there were involved 4 special educa‐
tion teachers, 2 boys and 4 girls also with Down syndrome in Fernando Centeno Güell
School in Costa Rica.

In Spain, with Kiteracy we count with the participation of the author of a literacy
method for children with Down syndrome from Down 21 in Santander. We carried out
an experimental evaluation in ASINDOWN, a special education in Valencia. The partic‐
ipants involved 4 pedagogues, 10 boys and 2 girls with Down syndrome [15, 16].

In the world, after the publications in scientific databases an editor of the RFID
Journal published the article “RFID to Bring Literacy to Down Syndrome Children”.
This article was referenced and translated to Germany and Chinese3.

6 Conclusion

In this paper, we described a case study of two families with a girl and a parent with
disabilities, respectively. The everyday life activities at home helped to understand how
assistive ITC can contribute to enhance the quality of life. Based on our observations,
we designed novel technologies for children with disabilities.

The design process allowed to know the lack of assistive ICT to support communi‐
cation, learning and entertainment. The results of evaluation of some ICT conducted to
identify that prototypes evaluated in a real context not only assist to children with disa‐
bilities, but also support the learning strategies of caregivers and other members of the
family. However, it is important to mention that the success of assistive ICT often
depends on having a good group of involved people – parents, caregivers, teachers and
other children.

3 RFID Journal, http://www.rfidjournal.com/articles/view?13478
Entwickler Magazins, https://entwickler.de/?p=173130 RFID World, http://3g.rfid‐
world.com.cn/NewsView.aspx/91312, 22-Sep-2015.
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It is important to note that the change of the attitude of families raising children with
disabilities, can help create an inclusive and enabling learning environment. In this case
of study, a girl with disabilities gave the possibility to do a positive impact in society.

Since 2009, about 50 children with disabilities and 20 Especial Education teachers
have involved in the design and evaluation process. Some of these technologies have
impacted in about 1500 children with disabilities in Ecuador and there is a potential
impact in other countries.

Our future work will focus on the debug of these assistive technologies, as well as
the search of partners to support the transfer of technology. We wish share the ICTs with
families or schools through an open source and tutorial of use.
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Abstract. Massive Open Online Courses (MOOCs) have had an impact in
current higher education as an online phenomenon gathering momentum over the
past couple of years.

However, one of the major challenges for MOOCs is capitalizing their poten‐
tial as a tremendous data source for adaptive learning, whose large datasets
growing exponentially are size-wise up to what has been recently named as
“Big Data”.

In this paper, we present a specific proof-of-concept oriented approach for
enriching adaptive learning by applying Big Data Analytics and Data Mining
algorithms for MOOCs in order to facilitate subject- and context-sensitive
teaching and learning experiences, which results in an innovative technology-
enhanced learning solution for intuitive and personalised interactions of students
and teachers with educational contents, tools and data.

Keywords: MOOCs · Ontologies · Big data · Data mining

1 Introduction

Recent changes in higher education on the Web through Massive Open Online Courses
(MOOCs) are raising a number of concerns on how this type of online education could
be leveraged.

As an online phenomenon gathering momentum over the past few years, a MOOC
integrates the facilitation of an acknowledged expert in a field of study, and a collection
of freely accessible online resources. Nevertheless, they also have been imposing a
number of challenges on how to benefit from particular Big Data size datasets to enhance
adaptive learning. From an Information Theory perspective, Big Data datasets are
covered by a number of strategies trying to increase the quality of information retrieval,
from query expansion to the collaborative filtering or multifaceted browsing [1] or
relying on Semantic Technologies cornerstones, ontologies [2], whose maintenance and
complexity have also been deemed as very cost-intensive and not productive, not
fulfilling expectations, leading the user in many cases to frustration.

Big Data consists on large datasets that grow exponentially and become difficult
to work with, i.e. Big Datasets. These Big Datasets have brought into the arena scale
and computational capacity issues into senior but mature technology, such as RDBMS
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[3]. Its proliferation has triggered new storage and data management technologies
such as NoSQL databases [4].

The challenge remains then in shifting the quality of adaptive learning by collecting,
analyzing and deciding on Big Datasets provided by MOOCs - since both the MOOcs
and the Big Data approaches are evolving to a more mature state. The analysis of learning
data is called Learning Analytics and it is one of the main techniques applied in ADL-
MOOC.

Increased “on-line” learning brings an unprecedented opportunity to transform the
education system into a student-centered system; ADL-MOOC wants to take a step
further with the aim to provide efficient teaching and to enable it to create a differentiating
value against potential competitors. This difference should be based on improved effi‐
ciency in learning and generating greater success in learning, based on this two-fold
differentiation. The ADL-MOOC goal is to effectively customize educational content
adapted to the different needs of students, allowing all students to learn at their own pace
and in a way that is appropriate to their circumstances, thus obtaining the full potential
of each student.

In this paper, we hereby propose a platform built on Big Data Analytics and Data
Mining algorithms to draft a potential software-based proof-of-concept.

The remainder of the paper is organized as follows. In Sect. 2 we discuss MOOCs
as the underlying data source model of our approach. In Sect. 3 we describe “Big Data”
and “Big Datasets”. In Sect. 4 we describe how Data Mining can be added and both
approaches are coupled together as well as their breakthroughs for data organization
management and efficiency. In Sect. 5 we show our ADL- MOOC proof-of-concept
implementation and the first preliminary results of the evaluation of our prototype.
Section 6 spans over and binds together a number of related works. Finally, Sect. 7
concludes the paper and outlines our future work.

2 Massive Open Online Course

Cornier [5] defines the Massive Open Online Course (MOOC) as an online phenomenon
gathering momentum over the past few years, a MOOC integrates the connectivity of
social networking, the facilitation of an acknowledged expert in a field of study, and a
collection of freely accessible online resources.

The academic courses are free to take notwithstanding; learners may sometimes pay
an institution to receive credit. Usually, all the work within the course is shared with
everyone else: readings, discussions, videos and repurposing of material, to mention a
few. One of the biggest gains from participating in a MOOC is the network of connec‐
tions formed between all the elements that make up the course [6].

Furthermore, a MOOC generally carries no fees, no prerequisites other than Internet
access and interest, no predefined expectations for participation, and no formal
accreditation [7].

Institutions like MIT, Harvard, Stanford, Princeton, and Caltech have recently
offered online courses. These are not off-curriculum pet projects but rather up-to-date
degree courses offered simultaneously to a few tuition-paying students on campus and
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to thousands of would-be learners auditing online. (At least for now, only the tuition
payers earn credits toward a degree.) Most of these courses get a few thousand online
participants, although an artificial-intelligence MOOC given by Stanford in late 2011
filled a whopping 160 000 virtual seats [8].

The application of Semantic Web technologies such as RDF, SPARQL, URIs,
among others, and the correct use of its architecture and standards provides an environ‐
ment that allows the performing of various operations among which the query of data
and obtaining inferences through vocabularies are included.

3 Learning Analytics

Learning Analytics (LA) is a significant area of technology-enhanced learning that has
emerged during the last decade, aiming to address challenges related to online learning
and specifically to adaptive learning. The Society for Learning Analytics Research
(SoLAR1) defined Learning Analytics as the measurement, collection, analysis and
reporting of data about learners and their contexts, for purposes of understanding and
optimising learning and the environment in which it occurs.

Approaches to learning analytics include social network analytics and discourse
analytics [9, 10]. Discourse analytics are a relatively recent addition to the learning
analytics toolset, but they draw on extensive previous work in areas such as exploratory
dialogue, latent semantic analysis [11] and computer-supported argumentation [12].

The term ‘social learning analytics’ includes content analytics – recommender
systems and automated methods of examining, indexing and filtering online media assets
in order to guide learners through the ocean of available resources [13]. These analytics
take on a social aspect when they draw upon tags, ratings and metadata supplied by
learners [14]. Disposition analytics focus on the experience, motivation and intelligences
that influence responses to learning opportunities [15], are socialized when the emphasis
is on the learner engaged in a mentoring or learning relationship.

The development of social learning analytics represents a move away from data
driven investigation towards more strongly grounded research in the learning sciences
and, increasingly, dealing with the complexities of lifelong learning that takes place in
a variety of contexts. Building up a holistic picture of student progress and taking senti‐
ment into account in order to enable ‘computer-based systems to interact with students
in emotionally supportive ways’ is now seen as a real possibility [16]. New tools such
as the GRAPPLE Visualisation Infrastructure Service (GVIS) do not deal with just one
VLE, but can extract data from different parts of a learner’s Personal Learning Envi‐
ronment (PLE) and employ these data to support metacognitive skills such as self-
reflection [17].

Analytics tools and techniques that focus on the social pedagogical aspect of learning
are required. Numerous techniques have been developed outside of the education
system, often from business intelligence research. In other instances, the tools used for
analysis have not scaled with the increase in data size or sophistication of analytics

1 http://www.solaresearch.org/.
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models. For example, discourse analysis has a long history in educational research [18].
However, dramatic increases in the size of discoursed data sets, such as those generated
in large online courses, can overwhelm manual coding. In response, to automated anal‐
ysis of discourse De Liddo et al. build on existing models while scaling to accommodate
the analysis of larger data sets in [9].

Some analytics techniques, such as early warning systems [19], attention metadata
[20], recommender systems [21], tutoring and learner models [22], and network analysis
[23], are already in use in education. A few papers in LAK11 presented analytics
approaches that emphasized new techniques, such as participatory learning and reputa‐
tion mechanisms [14], recommender systems improvement [13], and cultural consider‐
ations in analytics [24].

4 Big Data and Big Datasets

A substantial number of business and technology trends are disrupting the traditional
data management and processing landscape. “Big data” is rapidly emerging as the
preferred solution, since it consists of datasets that grow so large that they become
awkward to work with using on-hand database management tools. Difficulties include
capture, storage, search, sharing, analytics and visualizing [25].

Enterprises should not delay implementation just because of the technical nature of
big data analytics. As a number of projects matures and BI tool support improves, the
complexity of implementing big data analytics will reduce. The risk of implementing
this technology will be reduced by adapting existing architectural principles and patterns
to the new technology and changing requirements rather than rejecting them.

Big data analytics and the Apache Hadoop open source project [26] are rapidly
emerging as the preferred solution to address business and technology trends that are
disrupting traditional data management and processing. Enterprises can gain a compet‐
itive advantage by being early adopters of big data analytics.

5 Data Mining

Due to the increment of data that is stored in the repositories of educative information
is necessary the use of Methods for Knowledge Discovery in databases (KDD). The
KDD Methods include procedures for data query and extraction; they also provide
functionalities for data cleaning, data analysis, and methods of knowledge representa‐
tion. Some common data mining tasks include the induction of association rules, the
discovery of functional relationships (classification and regression) and the exploration
of groups of similar data objects in clustering [27].

The data mining techniques can be classified according to different views, including
the kinds of knowledge to be discovered, the kinds of databases to be mined, and the
kinds of techniques to be adopted [28].

One of the most widely used techniques in data mining are decision trees due to its
flexibility and understandability However, there are other advanced techniques that are
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used in data mining, both in classification and other areas of automatic data exploration,
well-known methods [29], such as:

• Bayesian classifier/Naive Bayes
• Neural networks
• Support vector machines
• Association rule mining
• Rule-based classification
• k-nearest neighbor
• Rough sets
• Clustering algorithms
• Genetic algorithms

Data mining is currently used in several domains among which we include Science and
Engineering.

6 Architecture and Implementation

The combination of Big Data and Map-Reduce algorithms with Data Mining techniques
on our proposed prototype result provides a large set of filtered data based on search
criteria.

Fig. 1. ADL-MOOC software architecture subsystem distribution
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Firstly, through Map-Reduce algorithms, we will filter the behavior of students and
categorize them following a particular pattern. Secondly, through Data Mining techni‐
ques we will classify, cluster and analyze the behavior of the MOOC students.

The ADL-MOOC software architecture component distribution is shown in Figs. 1
and 2. As it can be seen the system is composed of the GUI and the server components.
More concretely, in the server there are three main modules: Big Data/Map Reduce
engine, Data Mining Engine and the Adaptive Learning Engine.

Fig. 2. ADL-MOOC - layer architecture

The Big Data/Map-Reduce Engine addresses two main requirements in the system,
scalability and (near) real-time performance. This is made through Hadoop Map-
Reduce, which ensures that large amounts of data can be processed.

The Data Mining Engine implements the Naïve Bayes algorithms to extract patterns
from large corpora of data from the MOOC. The data may include videos, audio files,
texts (e.g. exams), as well as associated meta-data.

The Adaptive Learning Engine enables to harvest the information from the data
mining and make it available for students as well as teachers/instructors, a student-
cognitive model has been developed using Bayesian Belief Networks, semantically
enriched with the mark-up provided using Topic Map to allow for linking to resources,
combined with WordNet to resolve ambiguities. The cognitive model is an initial model
of the learning behaviour of a “standard” student that is adapted on the fly, based on the
data-mining information, to accommodate the learning behaviour of a particular student,
thus being an instantiation of the cognitive model for each student. Thus, information
from the network realises two artefacts: (a) Student Cohort specific, i.e. information is
created for the whole student cohort, (b) Student specific, i.e. based on each student’s
profile a personalised information set is derived. This allows the informed changes of
learning content and learning style of the student.
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This software architecture yields a new ADL-MOOC system which will be able to
improve, extend and build on the Adaptive Learning Engine results. The GUI is prepared
to be displayed in different ways such as web, email, shell, smartphone, tables or
smartTVs.

An example of how ADL-MOOC would work is described as follows: Let us suppose
that Peruvian students who live in Lima and particularly in “Los Naranjos” area could
be classified through the Big Data Engine as very talented and interested in a particular
Financial Engineering MOOC, like the ones found in Coursera. Through Data Mining,
according to other parameters such as other higher education degrees, working areas,
estimated income and gender, a number of more tailor-made MOOC courses could be
offered to them, e.g. Computational Economics or Financial Planning. The enhanced
ADL-MOOC would also suggest particular lectures which will be easier for them (since
they already took a similar course or simply because part of the course information is
redundant).

ADL-MOOC could also relate them with students of a similar profile (a simple Data
Mining cluster function), or even suggest further reading, a career-service advice and
tutor-supported lectures to those students who could further benefit from a more
extended services offered by the MOOC platform.

7 Related Work

Since the work on improving adaptive learning on MOOCs spans over and binds together
a number of research initiatives, in this section we describe related work.

Searching has been subject of intensive research but a more concrete survey on
filtering search results and optimizing results also yields a remarkable amount of efforts.
Following research successfully implemented in the Google search engine [30], a
number of search variants related to the work presented have been explored such as
using faceted search [31], including its application to multimedia faceted metadata for
image search and browsing or navigating RDF data [32].

Collaborative filtering was coined by Goldberg in [33] and it has been extensively
used for data-intensive recommendation systems for personalized recommendations for
music albums and artists as can be found in Ringo [34]. Active Collaborative Filtering
solutions such as the one discussed in [35] focus on one-to- one recommendations and
a social collaborative filtering system where users have direct impact in the final process
is described in [36]. A similar work has been intended in SITIO, a Social Semantic
Recommendation System [37], which combines the use of semantics with socially-
oriented collaborative recommendation systems for the discovery and location of Web
resources. Also, Semantic Social Collaborative Filtering has been used with FOAF [38].

Researchers are already working on tools that respond to challenges related to LA.
Contextualised Attention Metadata (CAM) [39] addressed the problem of collecting and
combining data from different tools by providing a method of collection metadata from
office tools, web browsers, multi-media players and computer-mediated communica‐
tion, and bringing these together in an attention repository in order to build a rich source
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of information about user attention. The LOCO-Analyst [40] educational tool aims to
help instructors rethink the quality of the learning content and learning design of the
courses they teach. To this end, it provides instructors with feedback about the relevant
aspects of the learning process taking place in the online learning environment they use.
The provided feedback is based on the analyses of the context data collected in the
learning environment. In particular, LOCO-Analyst informs instructors about: (1) the
activities the learners performed and/or participated in during the learning process; (2)
the usage of the learning content they had prepared and deployed in the online learning
environment and (3) the peculiarities of the interactions among members of the online
learning community. The SMILI Open Learner Modelling Framework was used to
support reflection by providing a method for describing, analyzing and designing open
learner models [41]. Social network analysis became increasingly influential and the
Social Networks Adapting Pedagogical Practice (SNAPP) [42] tool was developed to
aid analysis of interaction patterns on courses, supporting a focus on areas such as learner
isolation, creativity and community formation. The Signals tool [43], developed at
Purdue University, is well-known by academic analytics and has also been cited as an
example of ‘action analytics’ that led to useful outcomes and ‘nudge analytics’ that
prompt individuals to take action [44]. The Signals project mines large datasets and
applies statistical tests in order to predict, while courses are in progress, which students
are in danger of falling behind. The aim is to produce actionable intelligence, guiding
students to appropriate resources and explaining how to use them. A traffic-signal status
display shows students whether things are going well (green), or whether they have been
classified as high risk (red) or moderate risk (amber).

Even more numerous are the initiatives related to Big Data and Big Data Mining in
the learning field. Big Data Public Private Forum (BIG)2 is an FP7 project that works
on the definition and implementation of a strategy that addresses the necessary effort in
research and innovation, and provides a great impetus for the adoption of technology
and support actions of the European Commission in the successful implementation of
the Big Data economy. As part of this strategy, the results of this project will be used
as input for 2020 and remain beyond the project duration. SCAPE Project3: Big Data
Meets Digital Preservation is a project of the EU FP7 ICT in operation since February
2011. It was initiated in order to address the challenges of preserving digital content
worldwide tablets many of which are already in petabyte range through intensive
computations combined with scalable monitoring and controlled. In particular, analysis
of data and workflow management science play an important role. The benchmarks
SCAPE very large collections examined from three different application areas: digital
repositories community libraries (including nearly two petabytes of streaming audio and
video files from the State Library of Denmark, which is adding more 100 terabytes per
year), the contents of the web File community (including more than a petabyte of data),
and research data sets of the scientific community (including millions of objects of
science of the UK and the source Technology Facilities Council ISIS suite Diamond
Synchrotron and neutron and Muon instruments [45] (μ)). The work of Gulisano [46]

2 BIG: http://www.big-project.eu/.
3 SCAPE: http://www.scape-project.eu/.
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describes an initiative to deal with Big Data using continuous sequences of various
events (including safety and incidents) through the MASSIF Project4 (Management of
Security information and events in Service Infrastructures) which is part of the solution
SIEM (Security Information and Event Management). This initiative is important
because in many emerging applications, the volume of transmitted data sequence is so
large that the traditional paradigm “store-then-process” is no longer adequate or too
inefficient. Four industrial domains serve as a source for the acquisition of requirements,
validation and demonstration of project results.

A great number of Big Data solutions have been supported by the government, e.g.
in 2012 the USA president Barack Obama administration announced the Big Data
Research and Development Initiative with an investment of $200 million, which
explores how Big Data could be used to address important problems (Executive Office
of the President, 2012, Big Data Across the Federal Government5). Likewise, several
companies in the private and public sector have used Big Data technologies for different
purposes some of which are briefly described below: Scientists from the NASA Center
for Climate Simulation6 (NCCS) work with Big Data storing 32 petabytes of climate
observations and simulations on the Discover supercomputing cluster.

In the field of education, Big Data analysis has been incorporated with the ultimate
goal of improving student outcomes, using determined common metrics as the end- of-
grade testing, attendance, and dropout rates. At present, the application of Big Data
analysis into education sector is to create “learning analytic systems”7.

A number of research initiatives by the authors of this work are related to combining
Semantics with Web Services or to software components [47, 48].

8 Conclusions and Future Work

In this article, we have presented a novel approach to shift the quality of adaptive learning
by collecting, analyzing and deciding on Big Datasets provided by MOOCs. Particularly,
we have discussed how these strategies can enhance adaptive learning effectiveness in
very concrete and well-defined domains. We use Map-Reduce algorithms to filter the
behavior of students and categorize them following a particular pattern. Then, through
Data Mining techniques we will classify, cluster and analyze the behavior of the MOOC
students. The combination of Big Data and Map- Reduce algorithms with Data Mining
techniques on our proposed prototype result improves adaptive learning for MOOCs.

Our future work will consist of evaluating our implementation more carefully and
look for case studies or datasets where pooling out of results can determine more accu‐
rately if the effectiveness of the adaptive learning takes place and how to follow this

4 MASSIF: http://www.massif-project.eu/.
5 http://www.whitehouse.gov/sites/default/files/microsites/ostp/big_data_fact_sheet_final_1.

pdf.
6 NASA’s Big Data Mission: http://www.csc.com/cscworld/publications/81769/81773-super‐

computing_the_climate_nasa_s_big_data_mission.
7 Big Data in Education: http://hortonworks.com/blog/big-data-in-education-part-2-of-2/.
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path, this is also vital to prove the forthcomings of the approach versus the current state
of the art techniques or various similar attempts that were described in the state of the
art section.
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