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Abstract. Layer 3, 4 and 7 DDoS attacks are common and very difficult
to defend against. The academic community has published hundreds of
well thought out algorithms, which require changes in computer network-
ing equipment, to better detect and mitigate these attacks. The problem
with these solutions, is that they require computer networking manufac-
turers to make changes to their hardware and/or software. On the other
hand, with our solution, absolutely no hardware or software changes are
required. We only require the use of BGP4 Flow-Spec, which has already
been widely deployed many years ago. Further the customers’ own ISP
does not require Flow-Spec. Our algorithm protects groups of over sixty-
five thousand different customers, via the aggregation into one very small
Flow-Spec rule. In this paper, we propose our novel, low cost and efficient
solution, to both detect and greatly mitigate any and all types of L.347
DDoS Web attacks.

Keywords: DDoS - DRDoS - Bandwidth - Reflector - BotNet - BGP4 -
Flow-Spec

1 Introduction

Various acronyms and terms used in this paper, are defined in the Table 1. There
are numerous academic papers, which provide the background, present case stud-
ies, and/or perform a literature survey concerning detecting and/or mitigating
network based distributed denial of service (DDoS) attacks [2,6,9-11,17-21].
Therefore, this paper will limit the background and will not repeat the same
numerous figures. As an illustration, in this paper we will refer to a Bank, as
the on-line web service under attack. However, there is nothing bank specific in
the solution, so it is applicable to any public Web service. Note that this paper
is only a conceptual design and the experiment has been left as recommended
future work.
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Table 1. Acronym and term definition table

Term Definition

BGP4 Border Gateway Protocol version 4

BotNet A network collection of zombies (PCs infected with Malware)
CAPTCHA | Completely Automated Public Turing Test

CDN Content Delivery Network

DoS Denial of Service attack

DDoS Distributed Denial of Service attack

DSR Design Science Research methodology

Booters DDoS attacks as a service (for rent)

DRDoS Distributed Reflection DoS

IETF Internet Engineering Task Force

1P Focus in this paper is [Pv4

ISP Internet Service Provider

L4 Layer 4 (transport)

L7 Layer 7 (application)

L347 IP layer 3, 4 and/or 7 attacks

MPLS Multi-protocol Label Switching

NATO North Atlantic Treaty Organization

Null-Route | ISP basically discards all traffic, concerning the DDoS
NTP Network Time Protocol

RFC IETF request for comments document

SDN Software Defined Networks

WAF Web Application Firewall

Zombies A collection of malware infected, remote controlled hosts

1.1 Research Problem

Information Systems, often include Web servers, which are accessible via the
Internet (publicly facing). These Information Systems are being constantly being
successfully attacked via network based DDoS attacks. There are a wide vari-
ety of network based DDoS attacks, such as network layer 3 (L3), transport
layer 4 (L4) and application layer 7 (L7) attacks. Collectively, we will refer to
these as L.347 network attacks. A recent 2016 DDoS Internet attack measured
over 400 Gbps [8]. Very close to 0% of organizations have 400 Gbps, of ISP
bandwidth, so these attacks cannot be prevented, by trying to only stop the
attack, at the organizations’ premises. So organizations sometimes try to have
their ISP or Web server provider mitigate these attacks. However, many ISPs
and cloud provides will not have enough free bandwidth to handle an attack of
400 Gbps. Even if they did, the solution to process the 400 Gbps stream is often
very expensive. What many ISPs and cloud providers will do, is during a DDoS
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attack, they will null-route the organizations incoming traffic, until the DDoS
is over, which means that the organization will be completely down. There are
many other types of L347 network attacks. There are some really great solu-
tions, however these are often too expensive, too complex, or require computer
network manufacturer hardware and/or software changes. For example, Cloud-
Flare’s anti-DDoS Enterprise solution starts at 5,000 USD/month.

Our research problem context is limited to DDoS L347 network attacks which
traverse the Internet and attack on-line Web servers. We focus on protecting on-
line services which require authentication (logging in). There is a great deal of
general literature, as how to detect and/or mitigate 1347 DDoS attacks. How-
ever, the research literature is very weak, concerning how to do this, in our
specific research context. Also, much of the literature only answers specific prac-
tical questions, but there is a lack of literature concerning the related conceptual
and applied research questions. To mitigate all of the 1.347 network attacks, one
must also come also up with the algorithm, as how to mitigate all of these,
in a very efficient manner. This requires putting together best in class L3, L4,
and L7 specific solutions, into a comprehensive high level system algorithm. Our
research question is to design a best in class anti-DDoS 1.347 solution which costs
almost nothing, which is simple to implement, easy to understand and does not
require any network equipment hardware or software changes.

1.2 Contributions

As related to L347 attacks against the Bank, we answer various conceptual,
applied and practical questions in this paper. In security, there is a defense in
which the risk is transferred. As a conceptual design principle, we propose that
(1) whenever possible, the Bank transfers DDoS risks to service providers at a
very low cost, (2) the Bank uses different IP addresses for Web services, one for
pre-authentication and one for post-authentication, and (3) the Bank gives each
customer their very own unique sub-domain, which is used by the customer after
authentication, to access the bank’s Web services.

The above design contributions and reasons for them are explained later in
this paper. In addition to the previous design contribution, we have other design
contributions which are found in our design cycle discussions.

1.3 Research Methodology

We followed the design science research (DSR) methodology [14]. A DSR IT
artifact can also be the design guidelines for an IT artifact, as opposed to a
physical IT artifact itself. Our high level IT artifact is our proposed design
guidelines and algorithms, which greatly mitigate any and all L.347 network based
DDoS attacks. Via DSR, an IT artifact should be created, then evaluated, and
then re-designed with improvements (based on the feedback from the evaluation).
This cycle is then repeated several times. These cycles then continue, until an
adequate level of new knowledge is acquired and/or a practical solution emerges.
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It turns out that this approach will make it easier for the reader to understand
our final and total solution.

1.4 Summary of Network DDoS Attacks

We will provide a very brief overview, of DDoS attacks. Direct network attacks
and indirection Reflection Attacks are shown in Fig. 1.

- - - - > : Spoofed source IP

[UDP Pifﬂector server] ——> : Normal source IP

Internet

Attacker

. | Victim Server
->

Fig. 1. Direct and reflection attack

An example of how IP source address spoofing works, is shown in Fig. 2.

To Reflector UDP

IP1.1.1.1

IP 2.2.2.2 Listen on UDP NTP Port 123
[UDP Reflector Server]

From Reflector UDP
src=2.2.2.2:123

dest=3.3.3.3:123

IP 3.3.3.3 Listen on TCP Port 80

Victim Server

Fig. 2. Packet transitions during UDP reflection attack

With a DDoS attack, there is the attacker controller, masters, Zombies,
Reflectors and Victims, as shown in Fig. 3.

1.5 Outline of This Paper

The rest of this paper is organized as follows: In Sect. 2, we perform DSR method-
ology and go through several design cycles. This is where we explain the specific
research problem issues and our proposed solutions. In Sect. 3, we analyze related
works and include a synthesis of those works. In Sect. 4, we provide our conclu-
sions and future work suggestions.
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Source IP is Spoofed

Master 1 Master 2, ...

‘ Zombie 1 ‘ ‘ Zombie 2, ... ‘ ‘ Zombie 3 ‘ ‘ Zombie 4, ... ‘
‘ Reflector 1 ‘ ‘ Reflector 2, ... ‘ ‘ Reflector 3 ‘ ‘ Reflector 4, ... ‘

\ / Replies to spoofed address \ /

Fig. 3. Detailed and complex reflection attack

2 DSR Methodology - Design Cycles

We now present our DSR design cycles and related design contributions.

1. On Premise Solution: We will first provide our design based on a very
simple case. Assume that the bank has an on premise only solution, that the
bank’s ISP link is 10 Gbps, and that there is an attack of 15 Gbps. The only
way to defend against this is for the bank to increase their ISP like to, for example
20 Gbps, which may take several days. However, the attacker will perhaps just
immediately increase the attack to 30 Gbps. So the bank can not provide a
defense, which is entirely on premise.

2. Local ISP Solution: The bank decides to try and mitigate the attack, at
their ISP. Some ISPs scrub out malicious DDoS traffic in-house. However, most
ISPs do not offer an in-house solution. So most ISPs outsource the scrubbing
dynamically after detection, by rerouting customer traffic, via BGP4. The out-
source solution might take an hour, after the attack is detected, to start diverting
all traffic (via BGP4), to the outsource scrubbing service. The attackers could
repeated stop the attack after the outsource is operational. Then they could wait
for the traffic to be sent directly to the customer at which time they start the
attack again. Both types suffer from an inability to detect all malicious and all
valid traffic. So most of the time, some malicious traffic is let through and some
valid customer traffic is dropped.

3. Upstream of ISP Solution: In the previous cycle, the bank had the ISP try
to filter the attack, before the malicious traffic reached the bank. The ISP can
use a similar strategy. The ISP can try to have it’s upstream neighbors filter the
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malicious traffic, before it reaches the ISP. There is a standardized way for the
ISP to state which malicious traffic should be filtered upstream, which is called
border gateway protocol version 4 (BGP4) Flow-Spec. However, most ISPs don’t
support BGP4 Flow-Spec. Let’s assume the bank is sharing their ISP connection
for (1) incoming Web service traffic and (2) outgoing general employee traffic.
In this scenario, it is not possible to create BGP4 Flow-Spec filters, which would
filter out most of the DDoS attack traffic.

4. Solution Located Many Hops from Customer: To solve all of the
previous cycle issues, let’s first create a theoretical and virtual solution. We now
assume that there is one really great low cost virtual ISP in the world, that can
be used by each and every end customer in the world (including the bank). We
assume that every worldwide customer, such as the bank, can connect directly to
this virtual ISP. So the bank can simply connect directly to this virtual ISP via a
10 Gbps and the virtual ISP can filter out most of the malicious traffic, at a low
cost. We have found an actual current solution, which has many similar features,
to this virtual ISP solution. However, instead of this virtual ISP connecting to
the bank in-line, we need to use a variety of different technologies and completely
change the design.

To understand the rest of this paper, one must have a good understanding
of how content delivery networks (CDN) and reverse Web proxies work, a great
tutorial which is found here [16]. As an example, to illustrate our solution, we
will discuss the CloudFlare CDN solution, which has 86 data centers. To use
this CDN, in order to gain the above virtual ISP functionality, a summary of
the changes follow (which is simplified).

Let’s assume that the bank’s Web DNS entry currently points to the bank’s
public and well known TP address, of 11.1.1.1. The bank’s Web DNS entry IP
address needs to be changed to CloudFlare’s IP address of 22.2.2.2. The bank
needs to change their previously public IP address of 111.1.1.1 to some secret
public IP address, such as 33.3.3.3. This CloudFlare service will setup a reverse
proxy in each of their 86 data centers. The bank’s customers and attackers will
now receive the CloudFlare IP address of 22.2.2.2, when trying to connect to the
http//bank.com DNS name. It is important to understand that all 84 CloudFlare
data centers will have the same IP address of 22.2.2.2, which is considered anycast
routing.

When the bank’s customers try to connect to bank.com/22.2.2.2, they will be
sent to the closest CloudFlare data center’s reverse proxy. Then the CloudFlare
reverse proxy will connect to the bank’s secret IP address, which is 33.3.3.3.
Customers and attackers will never know the bank’s secret IP address, so they
will never communicate directly with this address of 33.3.3.3. Let’s assume that
the attackers are sending a 400 Gbps DDoS attack to the bank. Again, via
the DNS name of bank.com, they will only learn the CloudFlare IP address of
22.2.2.2. The attackers may use hundreds or thousands of zombies, which are
part of a BotNet. So these zombies may be scattered around the world. For
each zombie, their attack traffic will be directed to the CloudFlare data center,
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which is located the closest to this zombie. In summary, the 400 Gbps attack
traffic is distributed among the 86 CloudFlare data centers, so the attack at each
CloudFlare data center is normally much smaller than the aggregate 400 Gbps.

The majority of high volume bandwidth DDoS attacks are of the type, reflec-
tion attacks, which we fully described in our previous International Conference
on Future Network Systems and Security (FNSS) conference contribution [4]
and a related journal article [5]. This paper picks up where those papers left off.
A reflection summary is simply that the attacker can send an aggregate of, for
example 10 Gbps, and the reflectors will amplify that by, for example 40x. So the
reflectors will receive 10 Gbps from the attackers but they will send 400 Gbps to
the victim servers. This 400 Gbps of reflection attack is not valid HTTP traffic,
so no possible reflection attack traffic would be forwarded to the bank’s secret
IP address. So none of the DDoS reflection attack traffic, with a bandwidth of
400 Gbps would ever reach the bank’s local premise!

The bank, other organizations and individuals can get this functionality from
CloudFlare for free. Now CloudFlare would not be very happy to keep handling
400 Gbps bandwidth attacks without any service revenue. However, CloudFlare
can (and does) use BGP4 Flow-Spec. This can be used by CloudFlare, to require
their upstream neighbors to filter all non-Web traffic, which is destined to reach
CloudFlare’s Web reverse proxy servers. So CloudFlare does not need to receive
any of this reflection DDoS attack 400 Gbps traffic. Having said that, CloudFlare
can instead accept the DDoS attack for a short while, before sending the BGP4
Flow-Spec request, which will allow CloudFlare to better analyze the attack,
and to properly rate the agreement Gbps volume.

Of course, the attackers can try other ways to send very high bandwidth
DDoS attacks, its just that the reflection DDoS attacks will not be received by
the bank’s Web server (33.3.3.3). From the perspective of the bank and Cloud-
Flare, all reflection attacks have been eliminated. However, in security terminol-
ogy, we say that this attack risk has been transferred to CloudFlare’s upstream
neighbors, who will perform the filtering, based on receiving BGP4 Flow-Spec
filter requests.

5. Solution for L3 Non-reflection Attacks: L3 network attacks can be either
reflection attacks, or non-reflection attacks. In the previous cycle, we basically
eliminated DDoS reflection L3 network attacks (from the point of view from
CloudFlare and the bank). Without these attacks, we only have L3 non-reflection
attacks left. L3 non-reflection attacks can be divided into two types, with IP
source address spoofing and without spoofing. The only type of attack traffic
that would reach the bank’s Web site (33.3.3.3) are valid L4 and/or L7 traffic
(which we do not consider as also an L3 attack). So for either type of L3 attack,
none of this L3 network attack traffic would reach the bank’s Web site (33.3.3.3).
All of this L3 attack traffic, would be terminated at or before the CloudFlare
reverse proxy. So L3 attacks have no direct effect, on the bank’s Web servers.
This L3 attack risk has been transferred from the bank to CloudFlare.
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6. Solution for L4/7 Attacks: The only remaining attack traffic to consider
are 147 attacks. We’ll now consider L4 attacks, which we will consider as follows.
L4 attacks are based on L4 TCP connection/termination requests, setting TCP
flags, and performing strange or unusual TCP transport activities, often at a
very rapid rate. For any attack that actually sends traffic to the Web server
process, we will consider that later in this paper, as an L7 attack. There are of
course attacks, which are both an L4 and L7 attack. We’ll now address pure L4
attacks and the L4 portion of any L4+47 attacks. For the attacks that don’t end
up opening an L4 TCP transport connection, the CloudFlare reverse proxies will
not open a TCP connection to the bank’s Web server.

Many of the other L4 attacks can be stopped with a standard stateful fire-
wall. CloudFlare’s professional plan, which is 20 USD/month, includes a Web
application firewall (WAF), which includes support to stop most L4 attacks. An
alternate solution is the following, where the bank continues to use the Cloud-
Flare free plan. Then, instead of having the bank Web server on premises, at
33.3.3.3, the bank runs their own virtual machine (VM) guest Web server, in
the Microsoft Azure cloud. Then CloudFlare is the front-end, for this Microsoft
Azure cloud based bank Web server. The low end Azure cloud cost is about
20 Euro/month for a VM guest. This Azure service includes a free L4 stateful
firewall, which will stop most of the L4 attacks. Also, the VM guests include a
10 Gbps link, which will handle DDoS L47 bursts in traffic, at a very low cost.
The attacks can still spoof their source IP address, to that of a valid session.
However, they would need to know the state of the L4 connection, since other-
wise the stateful firewalls would block the malicious traffic. If the attack knows
the L4 connection state, they can for example, keep sending the most recent
TCP response, which could be forwarded to the bank’s Web server. However,
we’ll consider this as an L7 attack, which will be addressed next. So the bank’s
Web server does not directly receive these 1.4 attacks. All pure L4 attacks risks
has been transferred from the bank to CloudFlare, or in the alternate design to
Microsoft.

Solution for Remaining L7 Attacks: We now consider the remaining L7
attacks, which require a TCP connection to be opened with the reverse proxy.
To complete the TCP three-way handshake, the client would not be able to use
IP source address spoofing. However, once the TCP connection is established, TP
source address spoofed traffic can be sent. Here is an example of an L7 attack.
Numerous attack clients could collectively open millions of TCP connections and
slowly request web pages, in order to deplete the bank’s Web server memory, and
processing power. This would also be an attack against the network bandwidth.
However, since the attack is based on L7 requests, we consider this as an L7
attack, instead of an L3 attack.

We will call the Web clients who are accessible the bank’s Web server, but
have not yet authentication, as pre-authenticated clients. After they login, we
will call those clients as authenticated clients. Many organizations use the same
URL for both pre-authenticated and authenticated clients. In this case, as these
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L4 attacks are performed, even from pre-authenticated clients, it might have an
effect on the authenticated clients. Our design guideline, is to use different Web
servers, for pre-authenticated and authenticated clients.

For our example, let’s assume that the bank also uses the Microsoft Azure
Web hosting service, for handling just the authenticated clients. With this host-
ing service, it is Microsoft who owns and operates the Web server and the bank
only receives Web requests which include the bank’s URL. With this design, any
L347 attacks towards the Microsoft Web server, which don’t include the bank’s
URLs are handled by Microsoft and have limited effect on the bank’s cloud based
processes. We recommend that the CloudFlare solution (and bank Web server
33.3.3.3) is now only used for the pre-authenticated traffic. Upon authentication,
the specific customer should be sent a Web redirect (or via click URL) to move
from the CloudFlare IP address to the Azure Web service.

Dynamic Web Redirection Solution: During normal operation, where there
is not an attack, we will have all customers surf to the same URL. However,
during a DDoS attack, we will redirect all customers (after authentication) to
their own unique URLs. We will now design the architecture, so that during a
DDoS attack, we can very easily move almost all of remaining possible Azure
related attack traffic, from the bank’s Azure Web service process to the Microsoft
Web server.

Let’s assume that the bank has 1,000 customers. We propose that the
bank assigns each of these customers a unique 40-character sub-domain name.
Let’s suppose account ID number 74 is assigned the DNS sub-domain of
“0745X4...BE6”. In the Azure web server, you could then create a DNS CNAME
entry of http://0745X4...BE6.Bank2.Com, which points to this Azure site. If
the customer tries to access their account information, the URL might be some-
thing like: http://0745X4. . .BE6.Bank2.Com/account-info, instead of http://
Bank2.Com/account-info (which would only be used when there is no DDoS
attack). The bank should configure the DNS server to prevent any unautho-
rized zone transfers, since we need to keep these customer sub-domain names
secret. The bank then configures the Azure Web server to accept traffic for these
1,000 sub-domains, but not to accept any other Web requests. When a customer
authenticates, via the CloudFlare service, they are redirected to the Azure Web
server, with their very own secret sub-domain name.

Now let’s talk about how to detect DDoS attacks which reach the Bank’s
Azure Web server process. We create a list for each specific customer ID/sub-
domain. If there are 1,000 active customers, we have 1,000 active lists. For a
given customer sub-domain list, we keep track of all source IP addresses, that
are actively sending traffic to this customer’s sub-domain. A customer would nor-
mally not login from more than a couple of IP addresses simultaneously. However,
a DDoS attack, by definition, would be when a large number of attackers, would
be sending traffic. So if, for example, there is incoming traffic from more than ten
source IP addresses, to the same customer sub-domain, we have detected an L7
attack. Put another way, we analyze all traffic, to a given customer sub-domain,
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and looking at that traffic only, we try to figure out if there is a DDoS attack.
It is perhaps 1,000 times easier to detect a DDoS attack, since we only consider
traffic towards each customer sub-domain, on its own, and then decide if it looks
like a normal bank customer’s traffic pattern.

Once an attack is detected, for a specific customer, we have a variety of
options. Here is one option. As long as possible, do the following (and only until
there is a huge amount of attack traffic). Continue to service requests, to this
customer ID sub-domain. However, add a random 1-3 s delay per request, before
serving the web pages. Hopefully, the attack would come from a large number
of IP addresses, which can be retained. It is public information, as to which
ISP/AS owns every public IP address.

When the bank decides to stop an attack, they can (1) terminate all of only
this customer’s sessions, (2) delete this customer’s sub-domain, (3) assign the
customer a new sub-domain, and (4) register this new sub-domain on the Azure
service. Only after a new successful login, would the customer be redirected to
their new customer ID sub-domain, on the Azure service. By deleting the old
domain, the following will occur. For all future attack traffic, to this customer’s
old sub-domain, it would no longer reach the bank’s Azure Web process. Instead,
it would be the Microsoft Web server, which would be forced to process and
filter /drop this attack traffic. So we have also transferred this risk/issue from
the bank to Microsoft.

With the above in place, we can now optimize our solution. Microsoft will
charge by the minute, for each of the 1,000 Web sites. For 1,000 Web sites, it
costs 1,000 times as it would cost for one Web site. Most banks would only be
under attack, less than 1% of the time. So we recommend that when the bank is
not under attack, they have just one Azure Web site. When the attack is active,
they can have 1,000 Web sites. If the bank wants to save money, where there is
an attack, they can instead of ten groups of 100 customers, on ten Web sites. Or
they can have one hundred groups of ten customers. For the groups that have
an attack, they can then divide the group into ten new groups and redirect the
customers to these new groups. For the groups that don’t have any attack, they
can put these groups back together, in bigger groups.

3 Related Work and Synthesis

We will first present a few comments, concerning the most relevant works and
then provide a synthesis, in a table. For the following papers, any of our com-
ments will begin with “comments: ”.

In [4], we (Booth/Andersson) found a way to mitigate some UDP DDoS
reflection attacks. Comments: However, if the attackers directly attacked our
TCP ports, for the services we were running on each server, we offered no defense.

In [5], we (Booth/Andersson) extended our solution to stop some UDP and
some TCP reflection DDoS attacks. Comments: However, again, if the attackers
directly attacked our TCP ports or directly attacked our UDP ports, for the
services we were running on each server, we offered no defense. This paper you
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are reading now, has continued building knowledge, I.E. improving the mitigation
of all DDoS attacks, where our previous papers left off.

In [6], Chonka et al. present that one of the most serious threats to cloud
computing itself comes from HTTP Denial of Service or XML-Based Denial of
Service attacks. They present their Cloud TraceBack (CTB) solution to find the
source of these attacks. Comments: Our traceback solution is so much better,
since we know the specific customer sub-domain compromised and we have the
list of all the non-spoofed source IP addresses, against this specific customer.

In [7], Chung et al. present a way to detect the vulnerable servers, which are
used in the DDoS reflection attacks. Comments: Our solution simply transfers
all reflection attack risks from the Bank to CloudFlare, at no cost.

In [19], Rai and Selvakumar have some up with an algorithm to detect DDoS
attacks using the existing machine learning techniques such as neural classifiers.
Comments: Their problem is that they are analyzing all incoming DDoS attack
traffic, together, in one huge messy context. Our solution is much better, since we
created an architecture, so that we can analyze incoming attack traffic, against
a given customer, in its own customer context. With our approach, it becomes
perhaps 1,000 times easier to identify any DDoS attack. In summary, with our
approach, we basically have eliminated the usefulness of any, let’s analyze all
1347 attack traffic, in the global context approaches.

Here are some more of those, let’s analyze all incoming DDoS attack traffic,
in one huge messy context: [13,24,26,30].

In [29], Yang and Yang propose a new hybrid IP traceback scheme with
efficient packet logging to help locate attack hosts which are spoofing their IP
addresses. Comments: With our contribution, it becomes extremely simple to
perform traceback, concerning any attack traffic which reaches the banks’ Azure
Web process, since the IP address can’t be spoofed. However, their solution is
perhaps interesting to CloudFlare, since they must defeat the spoofing DDoS
attacks (not the bank).

A variety of surveys are available, to help understand the DDoS research
topic, such as [2,3,12,15,17,21,23,25,27,31].

In [11], Furfaro et al., propose a DDoS simulator, which can be used to
analyze various proposed anti-DDoS algorithms. Comments: This should be
very useful to WAF vendors to test different anti-DDoS proposed algorithms,
before they are put into production.

In [10], Fachkha et al., proposes to characterize Internet-scale DNS Distrib-
uted Reflection Denial of Service (DRDoS) attacks by leveraging the darknet
space. They empirically evaluate the proposed approach using 1.44 TB of real
darknet data collected from a/13 address space during a recent several month
period. Their analysis reveals that the approach was successful in inferring sig-
nificant DNS amplification DRDoS activities including the recent prominent
attack that targeted one of the largest anti-spam organizations. Comments: It
would be interesting for us to implement our proposed solution in the darknet,
in addition to using actual beta customers.
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In [9], Dietzel et al., study the use of Internet Exchange Points (IXPs)to
black-hole DDoS traffic at upstream providers. They find that the research com-
munity has been unaware that IXPs have deployed black-holing as a service for
their members. Within a 12-week period they found that traffic to more than 7,
864 distinct IP prefixes were black-holed by 75 ASes. Comments: Black-holing
will also block all valid traffic. In our solution, we have found a way to greatly
mitigate any and all L347 attacks, without any required black-holing of valid
traffic.

In [28], Yan et al., explore how to defend against DDoS via recent advances
in software-defined networking (SDN). They provide a comprehensive survey of
defense mechanisms against DDoS attacks using SDN.

In [20], Santanna et al., study Booters, which are DDoS attack platforms as
a service, which can be rented, starting at one USD. As a consequence, any user
on the Internet is able to launch attacks at any time. In this paper they extend
the existing work by providing an extensive analysis on 15 distinct Booters.
Comments: This is promising since they have an enormous about of actual
attack traffic. Once this paper is accepted, we plan to immediately contact them,
so that we can analyze how to design will perform against their collected actual
DDoS attack traffic.

We’ll now analyze the above and other references, via the following specific
criteria:

1. Provides strong background, case study and/or survey about DDoS issues?
2. Anti-DDoS Solution?
3. If DDoS solution, can it utilize upstream assistance?

Table 2. Analysis of research categorized by our research criteria categories

Item | Cite 1123 |4 Item | Cite|1l 2 |3 |4
0 This paper |/ |V |/ |/ |14 [[18] |/ |/ |V
1 [ vl s pe | vy
2 |2 v 16 | [20] |/

3 (3] v 17 |[21] |V

4 |4 v 18 220 |/ |v
5 5] v 19 (23 |/ |/|v
6 [6] aracs 20 | [24] |V |V

7 [7] IV V21 | [25] v

8 |[9] sl T2 el [
9 [10] v 23 |27 |V |V |/
10 | [11] v 24 (28] |V /v
11| [12] sl les eyl
12 [13] vl ol (v
13 | [17] v 27 |[31] |
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4. If DDoS solution, does it attempt to remove just the attack traffic, out of
line, from authenticated sessions?

We created Table 2, based on our criteria. The citation column (as always) has
click-able links to the bibliography. The first item, item 0, is referring to this
contribution.

4 Conclusion and Future Work

We have described the research problem as that there are numerous successful
DDoS L347 attacks, and that almost all Information Systems are vulnerable.
There is an abundance of academic papers, which can detect one type of DDoS
or provide mitigation for one type of DDoS. We were unable to find any academic
papers or practical solutions, which described a complete, easy to implement,
and low cost solution, for organizations who wish to greatly mitigate any and
all L.347 DDoS attacks, against Web services.

Our hybrid research contribution design filters most of the general attacks,
via the free CloudFlare solution. The Microsoft cloud and Microsoft Web server
then filters out all of the remaining general attacks. Then within our cloud Web
process, we can very easily detect any DDoS and eliminate the DDoS by deleting
the attacked sub-domain. We even know which customer is associated with each
and every DDoS attack on the Azure Web process.

Our solution will significantly reduce the false positives, as compared to the
major anti-DDoS solutions, which are extremely expensive. We can also create
lists of known malicious source IP addresses, and share that information with
whoever is interested. Our design is extremely low cost and easy to implement
solution, which greatly mitigates all of these 1.347 threats.

Note that this paper is only a conceptual design and the experiment has been
left as recommended future work. As future work, we are planning to implement
our solution, put it into production, and publish the related case studies. We are
actively searching for volunteers, who wish to participate in our experiments.
Other future work is to also come up with other similar solutions, for protocols
other than HTTP and HTTPS.
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