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Abstract. The Author Profiling (AP) task aims to determine specific
demographic characteristics such as gender and age, by analyzing the lan-
guage usage in groups of authors. Notwithstanding the recent advances
in AP, this is still an unsolved problem, especially in the case of social
media domains. According to the literature most of the work has been
devoted to the analysis of useful textual features. The most prominent
ones are those related with content and style. In spite of the success of
using jointly both kinds of features, most of the authors agree in that con-
tent features are much more relevant than style, which suggest that some
profiling aspects, like age or gender could be determined only by observ-
ing the thematic interests, concerns, moods, or others words related to
events of daily life. Additionally, most of the research only uses tradi-
tional representations such as the BoW, rather than other more sophis-
ticated representations to harness the content features. In this regard,
this paper aims at evaluating the usefulness of some topic-based repre-
sentations for the AP task. We mainly consider a representation based
on Latent Semantic Analysis (LSA), which automatically discovers the
topics from a given document collection, and a simplified version of the
Linguistic Inquiry and Word Count (LIWC), which consists of 41 fea-
tures representing manually predefined thematic categories. We report
promising results in several corpora showing the effectiveness of the eval-
uated topic-based representations for AP in social media.

1 Introduction

The Author Profiling (AP) task aims to analyze written documents to extract rel-
evant demographic information from their authors [14]. The following problems
have gained interest recently: gender prediction [2,31], age estimation [23,24], per-
sonality detection [33], native language identification [2], and political orientation
detection [25]. The AP task has a wide range of practical applications. For exam-
ple, in marketing, companies may leverage online reviews to improve targeted
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advertising, and in forensics, the linguistic profile of authors could be used as valu-
able additional evidence. In this paper we are interested in profiling age and gen-
der from authors of social media domains. Social media documents are difficult to
analyze by standard text mining methods because of several challenging charac-
teristics such as spelling-grammar errors and out-of-vocabulary terms1.

The AP task has mainly approached as a single-labeled classification prob-
lem, where the different profiles (e.g., males vs. females, or teenager vs. young
vs. old) stand for the target classes. The common processing pipeline is as fol-
lows: i) extracting textual features, ii) representing documents by these features,
and iii) learning a classification model of documents. The extraction of textual
features is the stage that has received more attention. In this direction, two
kind of attributes stand out from others: content features (i.e., nouns, verbs and
adjectives), and style features (i.e., function words, punctuation marks, emoti-
cons and POS tags) [23,31]. In AP tasks, content and style features are extracted
by observing words usage to reveal people interests and writing style. In spite
of the success of using jointly both kind of attributes, a number of authors have
reported results suggesting that content features are the most valuable for AP
[19,27]. This can be explained by the fact that people from the same demographic
group tend to share interests, concerns, hobbies and opinions [22,29].

In this work, rather than define a suitable set of features for AP, we focus
on studying the informative value of content features. More importantly, unlike
other works using standard representations like BoW, in this work we propose
using topic-based representations to better exploit the content information. Our
hypothesis is that by using content features in conjunction with topic-based rep-
resentations, it is possible to obtain comparable results than other more elabo-
rated strategies from the state of the art. A second contribution of this paper
is the evaluation of two different approaches for computing the topic-based rep-
resentations. The first approach consists in automatically compute topic-based
features by means of Latent Semantic Analysis (LSA) [4]. Although LSA has
been preciously used in several text mining problems, to the best of our knowl-
edge this is the first time it is fully evaluated on pure content features for the AP
task2. The second approach builds the topic-based representation by considering
a set of hand-crafted content features. For this, we devise a simplified version
of Linguistic Inquiry and Word Count (LIWC) [34], which consists of 41 pre-
defined topic categories. Each LIWC category contain a number of associated
words, which were defined by a group of socio-linguistic experts. In particu-
lar, the main contribution of this study consists in exposing the strengths and
weaknesses of each topic-based approach over different social media domains.

1 It is very hard to accurately apply typical procedures like stemming or extract specific
syntactic information from informal documents.

2 In AP tasks, several authors have used LSA as part of elaborated strategies involving
different kinds of features, for example: ensemble strategies, or fusion strategies [21].
Nevertheless, they have not reported experimental results to show the real contri-
bution of LSA features.
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The evaluation was done using the data sets from PAN14 [27]. The obtained
results showed that the two kinds of topic-based representations outperformed
the standard BoW in most social media domains. Furthermore, using only 41
features, manually or automatically defined, they obtained competitive results
to state of the art methods.

This paper is organized as follows: Sect. 2 presents some relevant work for
this research. Section 3 explains the textual features we used and the considered
topic-based representations. Section 4 explains the experimental settings, and
then, Sect. 5 shows the evaluation results. Finally, Sect. 6 presents our conclusions
and some future work directions.

2 Related Work

The AP task has been approached from different areas, including psychology
[26], linguistics [11], socio-linguistics [5], and natural language processing (NLP)
[14,31]. In this section we review the related work from the NLP perspective.
Mainly, we focus on describing the content and stylistic features that have been
employed.

According to the literature, a wide range of different approaches have been
proposed for the AP task. The different methods for learning specific textual
patterns range from simple lexical approaches to elaborated strategies requiring
syntactic/semantic analysis of the documents. For example, the bag of words
(BoW) [14] have been successfully used for gender prediction in formal docu-
ments. Another example are Probabilistic Context-Free Grammars (PCFG) [30]
and language models, which have been designed for gender detection in scien-
tific articles [3]. Likewise, other authors have gone beyond by exploiting latent
biographic attributes (e.g., gender, native language), with the aim of analyzing
the discourse style between people of the same/different age-gender [9]. Notwith-
standing the usefulness of these features for profile prediction, most of them are
only relevant for domains having formal documents (i.e., books, articles, etc.),
and they remain unexplored in informal domains, such as the case of social media
sources. For example, the building process of a PCFG involves the extraction of
part-of-speech (POS) tags, which are difficult to accurately extract from social
media texts.

In the case of social media, the majority of the works have focused on using
content and stylistic features [18,27,28]. Moreover, several works suggest that
content words usually are much more relevant than style features. For example,
an analysis of information gain presented in [31], showed that the most rele-
vant attributes for gender prediction are those related with content words, for
example: linux and office for discriminating males, whereas love and shopping
for discriminating females. Furthermore, Schler et al. (2006) also concluded that
syntactic features are less useful than very basic lexical thematic features when
analyzing blogs. Other works have also considered interesting stylistic features,
namely slang vocabulary and the average sentence length, but in all the cases
these features have been used in combination –as a complement– of content
features [1,10].
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In this work, we attempt to evaluate the relevance of content features for the
task of AP in social media. Our main hypothesis is that content features, which
capture the topics of interests of users, are the cornerstone to reveal profiling
cues in social media domains. In particular, we propose modeling this content
features by means of two different topic-based representations: LSA [15], which
automatically extracts the topics from the given document collection, and LIWC
[34], which is a set of manually defined topics. These two topic-based representa-
tions have been previously used in AP [12,20,36], but always in combination with
other features and strategies, making it impossible to observe its real relevance
to the AP task.

3 Features

The main idea behind this paper is that topic-based representations are effective
in capturing the content –thematic– information of documents, and therefore
that they could be appropriate for the task of AP in social media domains. As
mentioned before, we consider two ways of representing the topics from social
media profiles. First, we use a set of automatically extracted topics discovered by
means of the LSA algorithm [6], and secondly, a set of manually defined topics
obtained from the LIWC resource [34]. In the following subsections we describe
both approaches.

3.1 LSA

Latent Semantic Analysis (LSA) is a method for representing the contextual-
usage meaning of words. It assumes that words close in meaning tend to occur
in similar contexts [16], and therefore, uses occurrence and co-occurrence infor-
mation to associate words and to measure their contribution to automatically
generated concepts (topics) [15].

LSA is a method to extract and represent the meaning of the words and
documents. LSA is built from a matrix M where mij is typically represented
by the TFIDF [35] of the word i in document j. LSA uses the Singular Value
Decomposition (SVD) to decompose M as follows:

M = UΣVT (1)

where the Σ values are called the singular values and U and V are the left
and right singular vectors respectively. U and V contain a reduced dimensional
representation of words and documents respectively. U and V emphasize the
strongest relationships and remove the noise [16]. In other words, it makes the
best possible reconstruction of the M matrix with the less possible information
[17]. In this work we compute U and V from the given training documents as
described in [37].
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3.2 LIWC

The way that the Linguistic Inquiry and Word Count (LIWC) works is fairly
intuitive. Basically, it reads a given text and counts the percentage of words
associated with a set of manually defined categories. Given that LIWC categories
were developed by researchers from cognitive psychology, they were created with
the aim of capturing people’s social and psychological states [13], which have
proved to be useful in the AP task [8,24,32].

LIWC has two types of categories; the first kind captures the style of the
author by considering features like the POS frequency or the length of the used
words. The second group captures content information by counting the frequency
of words related with some thematic categories such as family, work, friends and
others. In this research we focused on the content information, and consequently
we decided ignoring the style categories. In particular, we considered the 41
thematic categories, each of them described by a name and a set related words.
Table 1 lists the 41 LIWC categories, and Table 2 shows some example words
associated to the categories of family, work, body, religion and friends.

Table 1. The 41 LIWC content categories

relativity feel money causation insight

humans discrepancy sad anger see

affect home work sexual negative emotion

death family tentative religion verbs

quant achievement health body perception

assent positive emotion time leisure inhibition

hear friends anxiety cognitive certainty

space motion swear social biological

ingestion

Table 2. Examples of five LIWC categories: name of categories and a subset of asso-
ciated words

Category Subset of associated words

Family uncle granddad mommy son

Work sector commerce feedback corps

Body thigh flesh cornea hands

Religion amish pope rabbi zen

Friends comrad sweetheart mates roomate
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Table 3. Distribution of the gender classes across the different domains

Class Blogs Reviews Social Media Twitter

Female 73 2080 3873 153

Male 74 2080 3873 153

Σ 147 4160 7746 306

Table 4. Distribution of the age classes across the different domains

Class Blogs Reviews Social Media Twitter

18–24 6 360 1550 20

25–34 60 1000 2098 88

35–49 54 1000 2246 130

50–64 23 1000 1838 60

65+ 4 800 14 8

Σ 147 4160 7746 306

3.3 Corpora

For the experiments we used the datasets from the PAN 2014 AP task. These
corpora were especially built to study the AP in social media domains. They con-
sist of two gender profiles (female vs. male) and five non-overlapping age profiles
(18–24, 25–34, 35–49, 50–64, 65-plus). All document collections are in English
and they belong to four different domains: Blogs, Social Media, Hotel Reviews,
Twitter [27]. Tables 3 and 4 describe the distribution of profiles for the different
domains for the gender and age classes respectively. It is important to notice
that gender classes are balanced, whereas age classes are highly unbalanced.

4 Experimental Settings

In this section we describe the configuration used in all the experiments.

Preprocessing: First we removed stop words, then we extracted content words
and applied stemming on them. Finally, we considered the 5000 most frequent
terms for each domain.

Text representation: For building the LIWC representation we considered the
41 thematic categories shown in Table 1. For the LSA representation we set the
parameter k to 41 in order to be able to compare its results against those using
the LIWC topics.

Classification: In all the experiments we used the LibLINEAR classifier [7] and
performed a stratified 10 cross fold validation (10-CFV). As a baseline we used
the results from the BoW representation considering the 5000 selected words.
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5 Results

The goal of the following experiments is two fold: first, to determine the effec-
tiveness of topic-based representations, namely LSA and LIWC, for AP in social
media, and second, to compare their performance with the traditional BoW rep-
resentation as well as with one state of the art (BSoA) approach. In particular,
we used the results reported in [19] as BSoA results. This work uses a combi-
nation of content and style features and representation based on automatically
discovered subprofiles.

5.1 Age Results

Table 5 shows the obtained results. They indicate that the LSA and LIWC based
approaches outperform the BoW results in all social media domains. These
results allows to conclude that applying a topic-based reprentation is useful
for the task of age predecition.

In these experiments LSA obtained the best results for blogs, reviews and
social media domains, whereas LIWC obtained the best result for the twitter
collection. We presume this may be explained by the great vaiability of topics
communicated by a user in their different tweets, which difficults LSA to discover
word relations and to extract discriminative topics. On the contrary, LIWC is
based on manually defined topics and it is independent from the data. Sum-
marizing, the experimental results show that for highly diverse domais, such as
Twitter, it seems a better option to defined the topic representation based on
external knowledge.

Table 5. Accuracy results for age classification in four social media domains

Approach Blogs Reviews Social Media Twitter

BoW 0.34(±0.10) 0.28(±0.02) 0.32(±0.01) 0.42(±0.05)

LSA 0.48(±0.09) 0.34(±0.02) 0.36(±0.01) 0.39(±0.06)

LIWC 0.42(±0.26) 0.29(±0.02) 0.34(±0.02) 0.47(±0.05)

BSoA 0.48 0.34 0.37 0.48

The results from Table 5 also show that the best results from the topic-based
representations are comparable to those from the BoSA method. Given that the
BoSA method captures both content and style information, these results allows
to observe the importance of content features (thematic interests) for the sub-
task of age classification in social media domains. Table 6 shows the three topics
with the greatest information gain for both, LSA and LIWC. In the case of LSA
we list the four most important words associated to each topic. It is interesting
to notice that for the blogs collection there are only 2 topics and for Twitter
only one. As we explained before, the Twitter collection has a wide range of
subjects, and it was difficult for LSA to find relations between the words and to
build relevant topics for the AP task.
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Table 6. The topics with more information gain for age classification

Domain LSA 1 LSA 2 LSA 3 LIWC 1 LIWC 2 LIWC 3

Blogs thesis tutorial

memory bank religion - -

technology market

education company

Reviews fantastic amazing beach

wonderful balcony resort affect cognitive positive emotion

great excellent lovely

view lobby pool

Social media boot vuitton smoke

coach louis cigarett cognitive work quant

handbag shoes dog

shoes handbag nike

Twitter fb

ow assent swear certainty

sigir

gamif

5.2 Gender Results

In this Section we show the results for gender classification on four different
social domains. Table 7 shows the obtained accuracy results.

As we can see, the BoW representation obtained the best result for the blogs
collection; LSA outperformed the BoW in the reviews and social media domains,
and LIWC was the best approach in the Twitter corpus. In all domains, the
BoSA method obtained the best results, and, furthermore, it considerably out-
performed the results from the topic-based representations. We consider this is
because style information is possible more relevant for gender classification than
for age prediction.

Table 8 shows the three topics with the greatest information gain for LSA
and LIWC. It is interesting to notice that, such as some previous works have
pointed out, the some of the topics that helped mostly to distinguish between
women and men are those related to work, home and leisure.

Table 7. Accuracy results for gender classification in four social media domains

Approach Blogs Reviews Social Media Twitter

BoW 0.72(±0.13) 0.62(±0.02) 0.52(±0.02) 0.70(±0.08)

LSA 0.70(±0.10) 0.65(±0.01) 0.52(±0.02) 0.66(±0.11)

LIWC 0.60(±0.13) 0.62(±0.01) 0.50(±0.01) 0.71(±0.07)

BSoA 0.78 0.69 0.55 0.71
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Table 8. The topics with more information gain for gender classification

Domain LSA 1 LSA 2 LSA 3 LIWC 1 LIWC 2 LIWC 3

Blogs love women tutorial

holiday diet media insight cognitive work

conference food social

system eat inventor

Reviews lovely beach pool

wonder park bathroom sexual biological social

great place bed

nice york resort

Social media handbag jersey

vuitton outlet sad tentative negative emotion

louis jordan

bag replica

Twitter wp instagram tumblr

seo sigir instagram work home leisure

beso cikm linkedin

swim trec vine

6 Conclusions

This paper studied the relevance of content features for the author profiling task.
It proposed using topic-based representations to better capture and exploit the
thematic information from the documents. The described experiments mainly
focused on evaluating the effectiveness of two topic-based representations, LSA
and LIWC, to predict gender and age of users from four different social media
domains.

The obtained results provide evidence that topic-based representations out-
perform the traditional BoW representation. Also, these results are comparable
to those from a current state of the art approach, which considers content and
style information, indicating that content information is highly informative for
the AP task. In particular, content information was very important to predict
the age of users from social media domains; in the case of gender classifica-
tion the results were not as conclusive as in the age classification, showing that
style information is possible more relevant for discriminating between men and
women.

Regarding the use of LSA and LIWC, the results indicate that topics auto-
matically discovered from the training set are, in most of the cases, a better
representation for AP than using a set of manually defined topics. However, for
the collections having a small number of training examples and high vocabulary
richness, such as Twitter, the best results were obtained using the manually
defined topics from LIWC.
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