Chapter 8
Communicating in Challenging
Environments: Noise and Reverberation

Gavin M. Bidelman

Abstract In everyday listening situations, speech perception is challenged by
interfering noise and other adverse room acoustics (e.g., reverberation). These
intrusions hinder verbal communication and prevent audible access to salient cues
by masking (noise) and smearing (“reverb”) spectrotemporal features of the speech
signal. The brainstem frequency-following response (FFR) provides a detailed
window into the early neural transcription of complex sounds and how normal and
degraded speech signals are coded by the human auditory nervous system. This
chapter provides an overview of noise-related and reverb-related changes in
brainstem representations for speech as reflected in the scalp-recorded FFR.
Although noise and reverberation affect behavior to a similar extent, they have a
differential effect on neural speech representations, noise being a larger detriment to
the speech code than reverberation. Acoustic interferences also produce distinct
effects within the speech signal: the neural encoding of “timbre” is more affected
than voice “pitch” cues. Applications for the FFR as a “biomarker” for under-
standing the neural basis and individual differences in degraded speech perception
skills are also discussed.

Keywords Auditory scene analysis - Autocorrelogram - Degraded speech pro-
cessing + FFR - Figure-ground analysis - Frequency-following response : SIN -
Speech-in-noise perception - Voice pitch - Voice timbre

8.1 Introduction

In nearly all real-world listening environments, acoustic interferences hinder the
successful extraction of speech information. This chapter concerns the neural basis
of human communication in adverse listening conditions and focuses on the effects
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of “energetic masking” on neurophysiological speech processing. This problem,
classically known as the “cocktail party scenario,” represents a fundamental chal-
lenge for the auditory system and a barrier to effective communication.
Speech-in-noise (SIN) understanding is often exacerbated in cases of hearing
impairment, but the issues typically persist even after restoring audiometric
thresholds via hearing aids (for review, see Popelka et al. 2016). Moreover, SIN
comprehension is problematic even for individuals without substantial hearing loss
(Middelweerd et al. 1990; Song et al. 2011). These findings have led to the
increasing notion that speech intelligibility and SIN listening skills are determined
by more than simple audibility (i.e., peripheral hearing status) (Humes and Roberts
1990). In particular, recent interest in the physiological basis of speech processing
has focused on the role of central auditory brain mechanisms in SIN listening and
how robust neural coding supports successful listening skills. In this regard, the
human frequency-following response (FFR) has provided considerable insight into
human communication and central auditory processing in adverse listening
environments.

8.2 Listening at the “Cocktail Party”

8.2.1 Acoustical Consequences of Noise and Reverberation

Listeners face two primary challenges when extracting speech from the auditory
scene: noise and reverberation. Each has a distinct effect on the speech signal, yet
both hinder intelligibility (Nabelek and Dagenais 1986; Helfer and Wilber 1990).
Noise is caused by the addition of external competing sound(s) to target speech and
acts as a simultaneous masker, obscuring less intense portions of the speech signal
and reducing its signal-to-noise ratio (SNR). In contrast, reverberation (reverb) is
an interference caused by the internal room acoustics of an enclosed space (Kinsler
et al. 2000). Formally defined, reverberation is the persistence of acoustic energy in
the sound field after it is produced. Reflected sound waves are exaggerated in
reverberant settings (e.g., a concrete stairwell), resulting in a slow decay of energy
and a temporal overlap of incident and reflected wave fronts. The overlap between
direct and indirect sounds results in a “smearing” of the signal’s spectrum.

There are qualitative differences in the way in which noise and reverberation
obstruct signals of interest. Reverberation is based on reflection and absorption
characteristics of materials within an enclosed space (Sabine 1962). Hence, the
effectiveness of reverberation to occlude a signal is largely determined by the
acoustic properties of the room itself. However, in the case of additive noise, signal
occlusion is mainly determined by the similarity between the masker and the signal
spectra.

The systematic effects of noise and reverberation on speech perception can be
studied by parametrically changing the amount of interference added to a “clean”
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speech signal (containing no interference). Conveniently, the degree of noise and
reverberation superimposed onto a target signal can be quantified by similar met-
rics. For additive noise, the relative contribution of “noise” and ‘“signal” are
quantified via the SNR. Specified in decibels (dB), positive SNRs reflect more
favorable noise conditions (i.e., signal > noise), whereas negative SNRs reflect
listening conditions where the noise dominates and masks the signal (i.e.,
noise > signal). Similarly, the proportion of acoustic energy attributable to signal
and reverberant energy can be characterized (in dB) by a metric called the direct-to-
reverberant energy ratio (D/R) (von Békésy 1938; Zahorik 2002). Other metrics
can be used to characterize reverberation including reverberation time (RTgp), a
measure describing how long it takes for reverberant sound energy to decay before
attenuating by 60 dB. However, D/R is most comparable to SNR and allows the
most direct comparison between the two forms of interference. Sometimes D/R is
referred to as “wet-to-dry” ratio. Behavioral studies in human listeners have shown
that the just noticeable difference (JND) for D/R sensitivity is on the order of
5-6 dB (Zahorik 2002; Larsen et al. 2008), slightly higher than the 3 dB JND for
noise SNR (McShefferty et al. 2015).

In a reverberant space, D/R decreases with increasing source-to-receiver distance
as direct (“dry”) energy becomes swamped by sound energy from indirect (“wet”)
specular (mirror-like) reflections. In signal processing, a system is fully described
by its impulse response (i.e., response to a broadband transient). Similarly, the
reverberant characteristics of a particular room are described by its acoustic impulse
response, which can be recorded with a microphone at different source-receiver
distances to the presentation of the impulsive sound (e.g., a balloon pop). By
convolving a room’s impulse response with a signal (e.g., speech), the resulting
output is heard as if the target sound were recorded in the reverberant space. By
employing impulse responses measured at different source—receiver distances, D/R
can be parametrically manipulated akin to varying the SNR for noise.

Figure 8.1 shows the effects of additive noise and reverberation to the vowel
token /i/ (Bidelman and Krishnan 2010) at comparable signal-to-interference levels
(i.e., SNR ~ D/R of =£5 dB). While the relative intensity of the signal to
noise/reverberation is identical in this example, it is clear that the two forms of
interference have different acoustic effects on the speech signal. With increasing
reverberation, the dynamic (i.e., time-varying) change in voice fundamental fre-
quency (Fy) and its harmonics (integer-related frequencies) show a smearing effect;
portions of the signal persist, distorting the sequencing of spectral cues in speech as
it unfolds in time. This overlap results in a spectrotemporal smearing that distorts
ongoing and subsequent speech information. In reverberant settings, target cues
essentially act as their own forward maskers (Nabelek et al. 1989; Wang and Brown
2006); yet, the strong harmonic structure of speech and its Fy contour (cues that
convey voice pitch) are largely preserved. Static (i.e., steady-state) signal features
would be even less affected by reverberation. Contrastively, increasing levels of
broadband noise are seen to “fill in” the peaks and troughs of the spectrum,
reducing the spectral contrast of important speech cues necessary for proper
identification (e.g., formants). Thus, despite having comparable relative intensity
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Fig. 8.1 Comparison of noise and reverb-related changes in speech acoustics. Spectrogram of the
clean speech vowel token /i/ (fop) containing a time-varying Fy (~ 100 Hz) and fixed formant
frequencies of F1 = 300; F2 = 2500, F3 = 3500 and F4 = 4530 Hz (Bidelman and Krishnan
2010). The parametric effects of reverberation on speech processing can be studied by convolving
the clean speech signal with various room impulse responses recorded in reverberant spaces at
different source-receiver distances (e.g., Watkins 2005). Larger source-receiver distances decrease
the direct-to-reverberant energy ratio (D/R), a metric akin to signal-to-noise ratio (SNR). Similarly,
the parametric effect of noise is studied by varying the SNR of additive noise superimposed on
clean speech. Acoustically, reverberation has the effect of “smearing” the speech spectrum,
distorting the spectrotemporal timing of acoustic landmarks. In contrast, noise “fills in” the signal’s
spectrum with decreasing SNR, reducing spectral contrast between signal and noise. FO, Fy; imp
resp, impulse response

between the signal and interference, it is clear that noise and reverberation act very
differently and even differentially across the various cues important to speech
perception (e.g., voice pitch versus timbre; see Sect. 8.3.2).

Lastly, it should be noted that unlike noise, which is nearly always considered to
be a negative interference, reverberation can sometimes provide positive benefits to
auditory perception. In fact, reverberation is tolerable (and often desirable) in
concert music halls (Lifshitz 1925; Backus 1977), where pitch dominates the signal,
but not in classrooms (Yang and Bradley 2009), where target acoustics are geared
toward speech intelligibility (see Sect. 8.3.2). Beyond aesthetic considerations, the
D/R of a reverberant signal can also facilitate the perceptual judgments of source
distance when interaural level and intensity cues are ambiguous (Zahorik 2002;
Larsen et al. 2008).
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8.2.2 Behavioral Basis and Individual Variability
in Degraded Speech Perception

8.2.2.1 Speech Perception in Noise

The effect of noise on speech perception has enjoyed a long history in the hearing
sciences. Early work on speech audiometry recognized two components of hearing
impairment: (1) loss of acuity (audibility) and (2) loss of clarity (distortion) (Carhart
1951; Plomp 1978). Audibility (i.e., signal attenuation) is a linear process and easily
predicted from the pure-tone audiogram or articulation index (French and Steinberg
1947; ANSI 1969). In contrast, the distortion is a non-linear component of hearing
loss and, more problematically, is poorly predicted from the pure-tone audiogram or
word recognition scores (in quiet). Degraded speech perception tests therefore
became routine in the late 1960s as a means to quantify the distortion component of
hearing (Carhart and Tillman 1970) and to address a common complaint of hearing
impaired listeners: poor speech recognition despite restored audibility through
hearing aids (for review, see Wilson and McArdle 2005).

SIN perception is now measured using a number of standardized audiological
tests, for example: Hearing-in-Noise test (HINT), Nilsson et al. (1994;
QuickSIN™ Killion et al. (2004). SIN tests vary in the semantic and contextual
cues they offer the listener (e.g., sentences versus words; high versus low pre-
dictability). Nonetheless, at their core the basic premise of these tests is similar:
listeners are presented with speech stimuli and are asked to detect certain key
words. The SNR is varied at fixed intervals or adaptively to obtain the individual’s
speech reception threshold in noise.

While the acoustic effects of additive noise on speech perception are somewhat
predictable, the behavioral consequences are all but trivial. Speech intelligibility in
adverse conditions is influenced by a number of factors including the spectrotem-
poral characteristics of the noise, its semantic content, whether or not the noise is
stationary, modulated or continuous, presented monaurally or binaurally, and the
spatial proximity of the noise to the target signal (reviewed by Assmann and
Summerfield 2004). Irrespective of lexical-semantic or contextual cues, noise
reduces SNR, obscuring the perceptually salient cues of speech by masking con-
trastive portions of the signal’s spectrum. However, in addition to spectral masking
effects, noise can have detrimental effects on temporal aspects of the speech signal.
For instance, one prominent finding of perceptual studies is that listeners exploit the
temporal envelope of speech (i.e., slow amplitude fluctuations) for robust com-
prehension. This is true even when the speech signal’s “fine-structure” (carrier) is
noise containing no spectral cues or, in cases of cochlear implant signal processing,
where only envelope cues are delivered to the stimulating electrodes (Shannon et al.
1995; Swaminathan and Heinz 2012). This has led to the prevailing view that the
reduction in speech intelligibility in noise results in degradations to the speech
envelope. In noisy conditions, speech fine structure is often exploited to help aid
spoken word recognition (e.g., Lorenzi et al. 2006; Swaminathan and Heinz 2012).
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8.2.2.2 Speech Perception in Reverberation

The deleterious effects of reverberation on speech intelligibility can be ascribed to
consequences of both “overlap-masking” (i.e., forward) and “self-masking”
(Nabelek et al. 1989). As segments of the speech signal reflect in a reverberant
space they act as forward maskers, overlapping subsequent syllables and inhibiting
their discrimination. In addition, reflections concurrent with the incident (i.e.,
direct) sound dramatically change the dynamics of speech by blurring the wave-
form’s fine-structure. When acting on a time-varying signal, this “temporal
smearing” tends to transfer spectral features of the signal from one time epoch into
later ones, inducing a smearing effect in the spectrogram (Wang and Brown 2006).
As a consequence, this internal temporal smearing distorts the energy within each
phoneme such that a signal can effectively act as its own masker (i.e., self-masking).
With such distortions, normal hearing listeners have difficulty identifying and
discriminating consonantal features (Gelfand and Silman 1979; Nabelek et al.
1989), vowels (Nabelek and Letowski 1988; Drgas and Blaszak 2009), and
time-varying formant cues (Nabelek and Dagenais 1986) in reverberant listening
conditions. It should be noted that speech confusions in reverberation are further
exacerbated with hearing impairment (Nabelek and Letowski 1985; Nabelek and
Dagenais 1986; Nabelek 1988).

Despite its difference from noise SNR (see Sect. 8.2.1), decreased D/R for
reverberation has a similar negative effect on speech intelligibility. Figure 8.2A
shows closed set vowel identification performance in noise (0 dB SNR) and
reverberation (RTgp = 1.2 s) for listeners with binaural sensorineural hearing loss
(Nabelek and Dagenais 1986). Vowels are typically highly identifiable in noise and
reverberation for normal-hearing listeners. As seen in the figure, both noise and
reverberation interference reduce speech identification in hearing impaired listeners
by a similar magnitude (~ 15-20%). However, the pattern of specific vowel con-
fusion errors is typically not the same in noise as it is in reverberation. Nabelek and
Dagenais (1986) suggest that in noise, misidentifications are related to the spectral
proximity of formant frequencies for confused pairs. In contrast, confusions in
reverberation are probably attributable to changes in the relative weighting of the
formants as they are smeared in time and frequency by the prolonged reverberant
energy.

8.2.2.3 Comparisons Between Noise and Reverberation on Speech
Perception

While behavioral studies have mainly focused on the independent consequences of
noise and reverberation on speech perception, it should be noted that real-world
listening environments typically contain both multiple noise sources and rever-
berant acoustics. Thus, in most cases, noise and reverberation occur simultaneously
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Fig. 8.2 Perceptual speech comprehension in noise and reverberation. (A) Closed-set vowel
identification performance in noise (0 dB SNR) and comparable degrees of reverberation
(RT = 1.2 s) reported by Nabelek and Dagenais (1986). In the absence of contextual speech cues,
both noise and reverberation reduce speech intelligibility. (B) Interaction of noise and
reverberation on speech recognition (Finitzo-Hieber and Tillman 1978). While both noise and
reverberation impair speech understanding independently, their combined effect yields poorer
speech intelligibility than either factor alone. SNR, signal-to-noise ratio

and can act synergistically to further impair understanding (George et al. 2008).
Figure 8.2B illustrates the combined effects of noise and reverberation on speech
recognition scores reported by Finitzo-Hieber and Tillman (1978) for normal
hearing children. Both the SNR of additive noise and reverberation time (RT) were
manipulated in the experiment. Although RT was the independent variable for
reverberation in this experiment, higher RTs correspond with decreased D/R, and
hence, less favorable reverberation levels. Both main effects of noise and rever-
beration were observed on speech recognition scores when each type of interference
was considered alone. However, Finitzo-Hieber and Tillman (1978) also noted an
interaction between reverberation and noise. That is, the influence of noise or
reverberation in isolation was further increased by the introduction of the other
interference.

8.2.2.4 Individual Differences and Normal Variability in SIN

Current hearing aids provide little benefit for SIN understanding despite restoring
audiometric thresholds (Chmiel and Jerger 1996). Consequently, it is now well
accepted that SIN perception cannot be reliably predicted from the audiogram
(Killion and Niquette 2000). This might not be entirely surprising in light of the
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Fig. 8.3 Individual differences in speech-in-noise (SIN) perception. Grand average (bars) and
individual participant responses (points) on the QuickSIN™ for audiometrically normal-hearing
young adults (Song et al. 2011). Despite having normal hearing thresholds, there is considerable
variability in SIN performance, which can be categorized into top (=225%, n = 9) and bottom
(<25%, n = 8) SIN perceiving groups. In the (presumed) absence of differences in peripheral
hearing function, individual differences in degraded speech perception might be related to
differences in the neural encoding of speech (also see Fig. 8.8). (Data from Song et al. 2011)

“distortion” that often accompanies reduced audibility in cases of hearing impair-
ment (see Sect. 8.2.2.1). Furthermore, SIN perception is problematic and perfor-
mance varies considerably among individuals without substantial hearing
impairment (Middelweerd et al. 1990; Frisina and Frisina 1997). Even
normal-hearing young adults show individual variability in SIN in the absence of
any known audiological or peripheral hearing deficit (Song et al. 2011, 2012). In
particular, Song et al. (2011) measured behavioral performance on the QuickSIN™
in normal-hearing young adults with normal pure tone hearing thresholds (<20 dB
HL from 125 to 8000 Hz) (Fig. 8.3). Despite normal hearing, no listener performed
the task at ceiling and in fact, there was considerable variability between listeners
(i.e., individual differences), ranging from O to 75% speech recognition.

These findings challenge conventional and longstanding views that speech
intelligibility is determined solely by audibility, i.e., peripheral hearing status
(Plomp 1986; Humes and Christopherson 1991). Rather, hearing sensitivity alone
seems to be inadequate to account for SIN perception issues (Humes and
Christopherson 1991; Parbery-Clark et al. 2011). Consequently, a growing body of
evidence suggests that central auditory processing—as early as the brainstem—
plays a critical role in mediating robust perceptual SIN abilities.
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8.3 Effects of Acoustic Interference on FFR
Representations of Speech

The brainstem FFR has provided critical insight toward understanding the neuro-
biological encoding of clean and degraded speech from a subcortical perspective
(Parbery-Clark et al. 2009; Bidelman and Krishnan 2010; Song et al. 2011).
Although there are multiple sources of FFRs throughout the hearing pathway (e.g.,
cochlear microphonic, Sohmer and Pratt 1977; auditory nerve, Bidelman 2015b;
and brainstem, Sohmer et al. 1977; Bidelman 2015b), the inferior colliculus of the
midbrain is considered the primary generator of the scalp-recorded FFR (Sohmer
et al. 1977; Bidelman 2015b). The brainstem FFR is also distinct in its response
characteristics from the more conventional click-evoked auditory brainstem
response (ABR) familiar to audiologists, differing in rate susceptibility (Krizman
et al. 2010), frequency specificity (Picton et al. 1977), spectral content (Bidelman
2015b), susceptibility to noise masking (Cunningham et al. 2002; Russo et al.
2004), and latency-intensity changes (Akhoun et al. 2008). These response prop-
erties make the FFR a unique window into auditory neurophysiological function
that is distinct from the traditional brainstem ABR.

Also different from the transient ABR, FFRs code dynamic, spectrotemporal
features of periodic acoustic stimuli. This unique feature makes FFRs a quasi
“neural fingerprint” of the acoustic signal within the human EEG. Indeed, the
remarkable fidelity of FFRs is evident in listening experiments in which the neural
responses are replayed to human listeners as audio signals and can be reliably
identified as intelligible speech (Galbraith et al. 1995; Weiss and Bidelman 2015).
Moreover, although debated, brainstem responses are largely unaffected by atten-
tion (Woods and Hillyard 1978; Galbraith et al. 2003; also see Shinn-Cunningham,
Varghese, Wang, and Bharadwaj, Chap. 7). Thus, unlike their cortical event-related
potential (ERP) counterparts that are highly malleable to subject state, habituation,
and overlap with endogenous neural activity, FFRs provide a stable window into
the neural transcription of speech signals that can be obtained under passive lis-
tening paradigms. Consequently, FFRs have provided important insight into indi-
vidual differences in SIN listening skills and the neural encoding of speech in
normal and clinical populations who cannot participate in traditional, behavioral
(i.e., subjective) auditory assessments (e.g., Cunningham et al. 2001).

8.3.1 Noise-Related Changes in Brainstem Speech
Processing

Noise-related changes in the FFR elicited by complex sounds are evident in both
the time and frequency domain. Figure 8.4A shows brainstem FFRs recorded in
response to a complex tone containing the 12th—17th harmonics of a 90 Hz F,
(unresolved harmonics) (Smalt et al. 2012). In the Smalt et al. (2012) study,
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Fig. 8.4 Brainstem FFRs as a function of signal-to-noise ratio (SNR) (Smalt et al. 2012) and
reverberation level (Bidelman and Krishnan 2010). (A) With increasing noise, phase-locking to the
stimulus diminished. Most notable is the reduction in periodicity at higher harmonics of the Fy
frequency (i.e., 2F;—8F), components useful for the calculation of the common pitch. In contrast,
the Fy component remains largely intact or is enhanced in noise. (B) Similarly, speech FFRs
evoked by the token /i/ (see Fig. 8.1) show a reduction in overall response energy with notable
declines in neural synchronization (reduced periodicity) with increasing reverberation, particularly
at higher frequencies. Neural coding at F, is largely maintained until the most severe levels of
reverberation. FO, Fy; MED, medium; SEV, severe. (Reprinted from Smalt et al. 2012; Bidelman
and Krishnan 2010, with permissions from Elsevier)

lowpass filtered noise was used to mask audible distortion products. The first
observation apparent from these FFRs is the prominent neural energy at the Fy and
its lower-order harmonics (Fy, 3F, etc.), despite the fact that these components did
not occur in the stimulus. The presence of response energy at the F, indicates that
the FFR phase locks at the common periodicity of the stimulus, providing a neural
correlate of the missing fundamental (Greenberg et al. 1987). Secondly, with the
addition of noise, it is apparent that the neural encoding of the sustained F, peri-
odicity (i.e., stimulus envelope) is well-maintained at decreasing (poorer) SNRs;
little degradation in FFR F, is observed even at higher noise levels. In contrast,
broadband white noise often delays, attenuates, or even eradicates the onset com-
ponents of the transient ABR (Burkard and Hecox 1983; Russo et al. 2004). The
resilience of the brainstem FFR at F; (but not its higher harmonics or onset) in the
presence of noise has been noted by a number of investigators (e.g., Russo et al.
2004; Li and Jeng 2011; Prevost et al. 2013) and suggests that neural synchro-
nization at the fundamental F, periodicity is relatively robust to acoustic interfer-
ence. In speech perception, F provides a correlate of voice pitch and a robust cue
for stream segregation and identification of the number of sources in complex
auditory scenes (Assmann and Summerfield 1990). Thus, the low susceptibility of
the F, steady-state portion of the FFR is consistent with the notion that pitch
remains a robust cue for segregating target speech from a sound mixture (Assmann
and Summerfield 1990). In contrast to the F,, of speech, higher spectral components
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captured by the FFR (e.g., formant-related harmonics) are systematically degraded
with noise, paralleling their rapid deterioration behaviorally (Liu and Kewley-Port
2004).

Some studies have even reported a facilitation of F, with additive noise (Smalt
et al. 2012; Prevost et al. 2013). Two possible mechanisms have been proposed to
account for the enhancement of F; in noise. It has been suggested that the main-
tenance and/or strengthening of the response at the F;, in noise occurs as the result
of stochastic resonance in the auditory system (Henry 1999; Cunningham et al.
2002). As stated by Prevost et al. (2013), this phenomenon is described as “im-
proved detection and physiological representation of a weak periodic signal by the
addition of noise.” In other words, degraded F, representations can actually be
counteracted (enhanced) by further neural entrainment to the signal in the presence
of a noise masker. The specific neuronal mechanisms responsible for this phe-
nomenon are unknown. However, stochastic resonance has been reported in the
envelope following responses of auditory nerve fibers in the Mongolian gerbil
(Meriones unguiculatis) (Henry 1999), so it is conceivable that resonance occurs as
a result of cochlear nonlinearities (Jaramillo and Wiesenfeld 1998). Alternatively,
the higher stimulus presentation levels used in typical brainstem experiments (>70—
80 dB SPL) mean that FFRs reported in most studies reflect contributions from a
wide range of the cochlear partition due to upward spread of excitation with
increasing level (Dau 2003). Thus, the robustness of F within the FFR amid noise
may not reflect stochastic resonance per se, but instead reflects the additional
engagement of low-frequency “tails” of basal, high-frequency neurons as they
begin to phase lock to the common, high intensity F, across cochlear channels
(Kiang and Moxon 1973). Multiple points of phase locking at F, across the cochlear
array would tend to reinforce one another and, consequently, offer some resilience
or redundancy in a pitch cue in the presence of noise interference.

8.3.2 Reverberation-Related Changes in Brainstem Speech
Processing

To date, only a single study has investigated changes in the FFR under reverberation.
Bidelman and Krishnan (2010) measured speech FFRs in response to the speech
token /i/ (250 ms; time-varying F,) presented in dry, mild, medium, and severe
levels of reverberation (see Fig. 8.1). FFRs showed a systematic degradation in
neural periodicity with increasing levels of reverberation (Fig. 8.4B). Thus, as with
additive noise, reverberation degrades the normal phase-locking capacity of the FFR
and reduces the response’s ability to “tag” acoustic features of the speech signal.
Spectral analyses are typically more informative than time-domain analysis for
sustained evoked potentials and can reveal specific stimulus-related changes in the
FFR not apparent in raw waveforms. In the time domain, response autocorrelo-
grams (ACGs) can be computed to index variation in neural periodicities over the
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duration of the response (Fig. 8.5A). ACGs represent the short term (i.e., running)
autocorrelation function of windowed frames of a compound signal:
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<« Fig. 8.5 Temporal and spectral changes in speech-FFR with increasing reverberation.
(A) Autocorrelograms, (B) time-averaged autocorrelation functions, (C) spectrograms, and
(D) time-averaged FFTs derived from FFR waveforms in response to the vowel /i/ in various
amounts of reverberation. As indexed by the invariance of the autocorrelation function (ACF)
magnitude at the fundamental period (i.e., Fy pitch period = 1), increasing levels of reverberation
have little effect on the neural encoding of pitch-relevant information (A-B). The effect of
reverberation on FFR encoding of the formant-related harmonics is much more pronounced (C-
D). As with temporal measures, the representation of Fy (100-130 Hz) remains more intact across
conditions than higher harmonics (>200 Hz), which are smeared and intermittently lost in more
severe amounts of reverberation (e.g., compare strength of F, to strength of harmonics across
conditions). Med., medium; Sev., severe. (Reprinted from Bidelman and Krishnan 2010, with
permission from Elsevier)

ACG(t,t) = X(t) x X(t — 1)

for each time ¢ and time-lag 7. It is a three-dimensional plot quantifying the vari-
ations in periodicity and “neural pitch strength” (i.e., degree of phase locking) as a
function of time. The horizontal axis represents the time at which single autocor-
relation function (ACF) “slices” are computed while the vertical axis represents
their corresponding time-lags (i.e., periods). The intensity of each point in the
image represents the instantaneous ACF magnitude computed at a given time
within the FFR response. Mathematically, the running autocorrelogram is the
time-domain analog to the frequency-domain spectrogram (Fig. 8.5C). In terms of
neurophysiology, it represents the running distribution of all-order interspike
intervals present in the population neural activity (Cariani and Delgutte 1996;
Sayles and Winter 2008), which may underlie the farfield FFR. From the
time-varying ACG, global neural periodicity strength can be obtained by pooling
the running ACG. This results in a summary ACF (Fig. 8.5B), which is a
time-domain analog to a spectrum in the frequency domain (Fig. 8.5D). The
magnitude of the ACF at the lag of the fundamental pitch period (i.e., T = 1/Ty) has
been used as a unitary measure of FFR pitch strength (Krishnan et al. 2005;
Bidelman and Krishnan 2010).

Temporal and spectral analyses of FFR recordings to reverberant speech
(Bidelman and Krishnan 2010) are shown in Fig. 8.5. Apparent from the FFR’s
ACF is the strong phase-locked response at the fundamental pitch period
(Tp 10 ms; Fy =100 Hz) and its subharmonic periodicities both with and
without reverberation. Time-averaged ACFs more clearly show that the FFR rep-
resentation of F remains largely intact with the addition of reverberant energy. That
is, the magnitude of summary ACF energy at fundamental period (i.e., voice pitch)
is invariant to increasing reverberation (Fig. 8.5B). Only in the most severe
reverberation tested (D/R = —12 dB; RTsp = 900 ms) was there a noticeable
change in response magnitude at F,. In other words, pitch cues remain largely intact
in the presence of reverberation consistent with single unit responses in the cochlear
nucleus (Sayles and Winter 2008). In contrast, spectral analysis of the FFR
(Fig. 8.5C-D) reveals a smearing of the response spectrum with increasing rever-
beration, particularly in higher harmonics of the signal’s spectrum. The weaker,



206 G.M. Bidelman

more diffuse encoding of higher spectral components in the brainstem FFR is
particularly evident near harmonics proximal to the first formant (~300 Hz).

These examples demonstrate that the brainstem’s ability to encode speech cues is
not an all or nothing phenomenon. Rather, pitch (Fy) and timbre (F1) cues that are
differentially affected by reverberation at the acoustic level are similarly differen-
tially encoded in subcortical FFRs. As observed for noise-degraded speech
(Cunningham et al. 2002; Russo et al. 2004), FFRs largely preserve F, cues with
increasing reverberation, whereas formant cues are rapidly degraded. Interestingly,
these neural effects appear to parallel listeners’ behavioral responses. Perceptual
discrimination thresholds (difference limens) for speech F are largely invariant to
increasing reverberation, whereas F1 discrimination thresholds worsen in even
minimal amounts of reverberation (Bidelman and Krishnan 2010). A larger impact
on lower compared to higher spectral components of speech may at least partly be
due to the effects of harmonic resolvability. Lower-order harmonics that are said to
be “resolved” by the peripheral auditory filters dominate the FFR and are also more
resilient to noise than higher, “unresolved” harmonics (Laroche et al. 2013).
Conceivably, the differential perception of voice pitch and timbre cues in the
presence of reverberation (and resilience of the former) might be driven by the
differential encoding of pitch and timbre cues and/or resolved versus unresolved
harmonics at subcortical, sensory levels of auditory processing.

The dissociable effects of reverberation (and noise) on the neural encoding of F,
versus higher speech harmonics suggest that acoustic interferences have a differential
effect on the ‘source-filter’ components of speech (Fant 1960). The source-filter
theory of speech postulates that speech acoustics result from the glottal source being
filtered by the vocal tract’s articulators. The fundamental frequency at which the vocal
folds vibrate determines the pitch of a talker independently from the configuration of
the vocal tract and oral cavity, which determine formant structure (i.e., voice quality)
(Fant 1960). Together, voice pitch and timbre cues provide adequate information for
identifying who is speaking (e.g., male versus female talker) and what is being said
(e.g., distinguishing vowel sounds) (Assmann and Summerfield 1989, 1990). Cast in
terms of the source-filter model, it appears that source-related response components
(i.e., Fy) coded in the FFR are relatively immune to additive background interfer-
ences, whereas filter-related components (i.e., formant structure/upper harmonics) are
easily degraded (Russo et al. 2004; Bidelman and Krishnan 2010). This differential
effect may be one reason, for instance, why reverberation is desirable in concert music
halls (Lifshitz 1925; Backus 1977) but not in classrooms designed for speech intel-
ligibility (Yang and Bradley 2009).

8.3.3 Direct Comparisons Between Noise-Related
and Reverberation-Related Changes in FFR

To date, there has not been a direct comparison in a single study between
speech-evoked FFRs recorded in noise and reverberation. Nevertheless, one can
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compare across studies to appreciate potential differences in how these two forms of
interference have both similar and unique effects on the subcortical encoding of
speech. A direct comparison between noise-related and reverb-related changes in
FFR would also be useful in light of the differential acoustic and perceptual effects
that these two forms of interference have on the speech signal (see Sect. 8.2).
Figure 8.6 illustrates speech-evoked FFRs recorded in clean, reverberant, and
noise-degraded listening conditions. The noise and reverberation levels reflect an
SNR and D/R of roughly +5dB and thus represent a comparable degree of masking
between the two classes of interference. Despite a similar relative level between
target speech and the masker, it is clear that noise and reverberation produce unique
changes in the FFR. As observed acoustically, noise largely “fills in” the spectral
peaks and troughs of the speech signal, masking the spectral contrast between per-
ceptually salient cues (e.g., formant peaks) and the noise floor. In contrast, compa-
rable levels of reverberation blur the speech spectrogram, although harmonics are
still clearly visible in the response. These differences are more apparent in
time-averaged spectra, which show (at least qualitatively) clearer neural represen-
tation of the speech spectrum in reverberation compared to speech presented in noise.
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Fig. 8.6 Direct comparison between noise-related and reverb-related changes in speech-FFRs.
Response waveforms (upper left) elicited by clean, noisy, and reverberant speech (both
SNRs ~ +5 dB). Response spectra (bottom left) show reduced encoding of voice pitch
(Fy ~ 100 Hz) and higher spectral information in noise/reverb. FFR spectrograms illustrate that
voice “pitch” (Fy) and “timbre” (F1) are hindered more by noise than reverberation. [Based on data
from Bidelman and Krishnan (2010) and unpublished data]
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Though a more comprehensive characterization is needed, these findings point to
a qualitative difference (and even uniqueness) in how noise and reverberation
interference affect the subcortical transcription of speech. A differential neural
coding in noise compared to reverberation may help account for the challenges
observed by hearing impaired listeners in certain acoustic environments (but not
others) as well as the unique types of perceptual confusions listeners experience in
noise compared to reverberation (Nabelek and Dagenais 1986). It is possible that
signal processing performed by hearing aids and other listener devices may need to
be specifically tailored to restore the neurophysiological representation for speech,
dependent on the type of interference in a given listening situation (i.e., noisy
versus reverberant setting). Future studies are needed (particularly examining
reverberation) to better characterize the potentially nuanced effects of different
acoustic interferences on speech coding. Given the limited number of FFR studies
examining speech in reverberation (Bidelman and Krishnan 2010), the remainder of
this chapter will focus mainly on the psychophysiological processing of speech
amidst additive noise.

8.3.4 Brain-Behavior Connections Underlying Perceptual
SIN

To satisfy a meaningful neural correlate of SIN perceptual skills, changes in the
subcortical encoding of speech, as reflected in the FFR, should parallel listener’s
perceptual performance in noise-degraded listening tasks. Indeed, a growing
number of studies have investigated noise-related changes in the speech FFR
concurrent with individuals’ behavioral SIN measures and have reported robust
predictive relationships. Figure 8.7 illustrates brain-behavior correlations between
FFR F; amplitude (a proxy measure for pitch encoding) and SIN performance on
the QuickSIN™ test in young, audiometrically normal listeners (Song et al. 2011).
Song et al. (2011) showed that FFR F, magnitudes positively predicted SIN per-
formance: “Top SIN” performers (see Fig. 8.3) had more robust subcortical
responses than “Bottom SIN” performers, who had both weaker neural represen-
tation of the speech F and poorer perceptual scores. Complementary findings were
reported by Anderson et al. (2010) who showed that poorer (i.e., lower median) SIN
listeners experienced greater (~ 0.5—1 ms) noise-related shifts in the timing of their
speech FFR from quiet to noise than top performing listeners. Collectively, these
results suggest a strong relationship between both the magnitude and timing of the
brainstem FFR and perceptual SIN skills, whereby faster and more robust sub-
cortical speech encoding is associated with better behavioral outcomes. Bidelman
and Krishnan (2010) similarly showed a relationship between FFR encoding of
speech in reverberation and behavioral discrimination for pitch and timbre cues
whereby more robust neural responses predicted higher perceptual sensitivity.
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Fig. 8.7 Correlations between speech-in-noise (SIN) listening skills and FFR response properties.
FFR F, amplitude reflects the brainstem response amplitude during the 40-ms formant transition of
the 170-ms syllable/da/, presented in six-talker babble. SIN performance on the QuickSIN™ test
(see Fig. 8.3) is associated with larger, more robust subcortical responses to the speech F,. Top
performers on SIN perception behaviorally also show larger brainstem responses to
noise-degraded speech. This suggests that individual differences in SIN processing are at least
partially accounted for based on how well the auditory nervous system transcribes speech at
pre-attentive levels of brain processing. (Data based on Song et al. 2011)

These findings provide evidence for at least a relationship between subcortical
auditory processing and SIN perception. However, most studies to date examining
the FFR and SIN perception have been correlational in nature. Consequently, it is
currently unclear if improved neural encoding of speech (as reflected in the
brainstem FFR) causes improved listening skills in noise (but see Sects. 8.4.3,
8.4.4). Moreover, investigators typically manipulate the amount of acoustic infor-
mation in the stimulus (e.g., SNR) and observe parallel changes in neural responses.
In such experimental designs, modulations in the evoked response and human
behavior both covary with the acoustic properties of the signal. This confounding of
variables further obscures if changes in FFR reflect a true neural correlate of the
auditory percept or merely reflect properties of the stimulus itself. This is an
important distinction as recent studies employing stimuli that dissociate acoustics
from the actual auditory percept suggest that the FFR may not reflect a true neural
correlate of the auditory percept but rather reflects more exogenous stimulus
properties (Gockel et al. 2011; Bidelman et al. 2013). Regardless of whether FFRs
reflect a perceptual correlate of speech phenomena, it is clear that the FFR can be a
useful tool in examining individual differences in stimulus coding and auditory
function prior to the cerebral cortex.
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Although beyond the scope of this chapter, it should also be noted that there are
other factors involved in SIN behaviors, including cognitive (post-perceptual)
mechanisms. In addition to the encoding (pre-perceptual) factors reviewed here,
SIN listening skills are also dependent on certain cognitive abilities, including
working memory (Anderson et al. 2010) and selective auditory attention (Ruggles
et al. 2011). Nevertheless, the clear connection between FFR response properties
and behavioral SIN abilities in young, normal hearing adults implies that at least
some of the individual variation in auditory scene analysis is partly determined by
how well acoustic information is transcribed at early (and pre-attentive) levels of
sensory processing—before the engagement of these cognitive mechanisms (for a
review of cognitive and sensory factors, see Anderson et al. 2013a).

8.3.5 Brainstem Versus Cortical Encoding of Degraded
Speech

Noise-induced changes in the magnitude and timing of the auditory cortical ERPs
have been reported by comparing responses to clean speech sounds relative to
noise-degraded speech sounds. The cortical encoding of auditory stimuli amidst
noise reflects a complex interaction between the types of signal/noise, as well as the
evoking stimulus paradigm (e.g., sequential versus oddball paradigm) (Billings
et al. 2010). Component waves of the ERPs (e.g., P1-N1-P2) can be suppressed
(i.e., delayed and reduced in amplitude) (Billings et al. 2009, 2010) or facilitated
(i.e., enhanced in amplitude) (Alain et al. 2009; Bidelman and Dexter 2015;
Bidelman and Howell 2016) depending on the type and effectiveness of a con-
current noise in masking the target signal (e.g., white noise, multi-talker babble).
Moreover, like the correlation observed between the FFR and behavior, several
studies have shown a relationship between the cortical N1 component
latency/amplitude and better SIN perception (Parbery-Clark et al. 2011; Billings
et al. 2013; Bidelman and Howell 2016), in the form of earlier/larger responses that
are associated with improved behavior. It is conceivable that this type of degraded
signal analysis in early auditory cortex is at least partially inherited or influenced by
structures much lower in the auditory pathway, including the brainstem (Bidelman
and Krishnan 2010; Song et al. 2011) and/or cochlea (Bidelman and Bhagat 2015).
This raises the intriguing question of how subcortical FFRs relate to cortical ERPs
in the processing of normal and noise-degraded speech.

A handful of studies have directly investigated the correspondence and inter-
actions between brainstem and cortical-evoked activity for clean speech signals
(Bidelman et al. 2013, 2014), but few have examined concurrent brainstem-cortical
responses under noisy conditions (Parbery-Clark et al. 2011). Parbery-Clark et al.
(2011) recorded FFRs and ERPs in normal-hearing listeners in response to the
speech syllable /da/presented in quiet and +10 dB SNR of noise (multi-talker
babble). Direct comparisons between brainstem and cortical measures showed
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strong correlations between FFR fidelity (measured via stimulus-to-response cor-
relation) and the cortical N1 magnitude, both of which also related to behavioral
SIN perception (i.e., HINT scores). Parbery-Clark et al. (2011) posited that back-
ground noise produces a “system-wide” degradation in the neural representation of
speech observable across the auditory pathway. Moreover, the strong link between
FFR and ERP activity suggested that the neural representations for speech at a
cortical level are partially determined (i.e., inherited) from encoding at the level of
the brainstem.

Yet, interpreting the relationship between brainstem and cortical speech pro-
cessing is all but straightforward. While the FFR is generated primarily by deep,
brainstem nuclei (Smith et al. 1975; Bidelman 2015b), the cortical ERPs are more
diffuse, reflecting overlapping activity generated from multiple sources including the
auditory cortices and contributions from the frontal lobes (Knight et al. 1999; Picton
et al. 1999). This blurring of sources in the scalp potentials precludes firm inter-
pretations between auditory ERPs and SIN perception, as behaviors cannot be
definitively attributed to changes in a single auditory (or nonauditory) brain structure.
Indeed, analysis of source-level (as opposed to sensory-level) neural responses
reveals that both primary and inferior frontal regions (e.g., proximal to Broca’s area)
are engaged during noise-degraded speech processing (Bidelman and Dexter 2015;
Bidelman and Howell 2016). Moreover, it is often neural activity in these frontal
(rather than lemniscal) auditory brain regions that best predicts SIN behaviors (Wong
et al. 2008; Bidelman and Dexter 2015). How brainstem activity exactly relates to
auditory and perhaps nonauditory cerebral processing remains to be seen.

8.4 Experiential and Clinical Influences on SIN Abilities

8.4.1 Hearing Impairment and Auditory Disorders

Perceiving speech in noise is particularly problematic for older adults and listeners
with hearing loss who often experience poorer speech understanding than would be
predicted by their hearing thresholds (Glasberg and Moore 1989; Gordon-Salant and
Fitzgibbons 1993; also see Anderson, Chap. 11). Disentangling the contributions of
aging and hearing loss to auditory function is challenging as these factors typically
covary over the lifespan and are often comorbid with other age-related deficits (e.g.,
cognitive decline). Nevertheless, several studies suggest that age and hearing loss
have independent effects on the FFR encoding of complex sounds (Clinard et al.
2010; Marmel et al. 2013; Bidelman et al. 2014). Aging alone tends to weaken and
delay the neural encoding of voice pitch and timbre cues coded by the FFR
(Anderson et al. 2012; Bidelman et al. 2014), resulting in a less precise neural
transcription of the speech waveform. These age-related changes in FFR phase
locking (often most prominent at Fy) reflect a reduction in neural synchronization.
Age-related changes in the precision of synchronization may be related to declines in
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neural inhibition (Caspary et al. 2008) and increased deafferentation (Kujawa and
Liberman 2006; Makary et al. 2011) that occur along the aging mammalian auditory
nervous system.

Hearing impaired listeners’ difficulty understanding speech in noise is thought to
reflect an inability to use temporal fine structure of speech (Lorenzi et al. 20006), a
prominent cue for pitch perception and signal extraction in noise. Given that the
FFR reflects phase-locked activity to the spectral fine structure of complex sounds,
it provides a useful objective assay to track changes in auditory function that
accompany hearing loss. Indeed, FFR studies reveal that even for clean speech,
listeners with sensorineural hearing loss show poorer representations for the onset
(Anderson et al. 2010; Bidelman et al. 2014), formant transitions (Plyler and
Ananthanarayan 2001; Anderson et al. 2010), and upper harmonics of speech
sounds (Anderson et al. 2013c; Bidelman et al. 2014). In addition, hearing loss has
a differential impact on how the auditory system extracts envelope versus
fine-structure cues. Paralleling single-unit responses in animal models (Kale and
Heinz 2010), the population FFR response shows an over-exaggeration in the
stimulus envelope and imbalance in the normal encoding of envelope and
fine-structure cues in hearing impaired humans (Anderson et al. 2013c). Distortions
between speech envelope and fine structure in terms of both their neural encoding
and perception may partly underlie deficits in SIN perception in hearing-impaired
listeners that are not accounted for by purely reduced audibility.

Deficiencies in brainstem encoding for noise-degraded speech have also been
observed in individuals with auditory processing disorders (Billiet and Bellis 2011;
also see Schochat, Rocha-Muniz, and Filippini, Chap. 9), language-learning
impairments (Cunningham et al. 2001; Banai et al. 2009), and autism (Russo et al.
2008). These deficits are not always apparent in neural responses to clean speech.
From a clinical standpoint, this suggests that some central auditory processing
disorders might be best detected when the auditory system is taxed by challenging
listening conditions (e.g., noise or reverberation) or is required to perform difficult
figure-ground analysis (see Reetzke, Xie, and Chandrasekaran, Chap. 10). In this
regard, the FFR may provide a useful “biomarker” for identifying certain central
auditory processing deficits using an objective electrophysiological technique.

8.4.2 Language Experience

Seminal FFR studies have demonstrated that extensive auditory experiences
introduce functional reorganization in the human midbrain, as reflected in the FFR.
First examined in the context of language, studies have shown that long-term
experience with a tonal language—in which changes in pitch alter word meaning—
enhances the subcortical representation of pitch-relevant information as indicated
by the smoother, more robust voice fundamental-frequency tracking in the FFRs of
native Chinese relative to English-speaking listeners (Krishnan et al. 2005;
Krishnan and Gandour 2009). Krishnan et al. (2005) provided the first evidence that
(1) long-term auditory experience can enhance subcortical auditory processing in an
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experience-dependent manner, and (2) that neuroplasticity extends below cerebral
cortex. The effects of life-long language experience on subcortical FFRs are treated
more thoroughly elsewhere in this volume (see Krishnan and Gandour, Chap. 3).
However, an interesting question that emerges from those studies is whether these
cross-linguistic enhancements in brainstem auditory processing confer any advan-
tage to signal-in-noise extraction and SIN perception.

To address this question, Krishnan et al. (2010) measured FFRs in native Chinese
and English-speaking listeners in response to a dynamic pitch pattern modeled after
the rising lexical tone in the Mandarin language (i.e., “T2”). The tone was synthe-
sized using iterated rippled noise (IRN), which allowed for the parametric control of
the tone’s degree of periodicity (“noisiness”) by varying the number of iterations in
the IRN generation circuit (Yost 1996). Both clean and degraded T2 responses were
recorded and “pitch tracking accuracy” was used to quantify the degree to which
neural FFRs followed the stimulus pitch contour. Results showed that Chinese FFRs
show more faithful response tracking of the T2 contour in clean and noise-degraded
conditions compared to English listeners (Fig. 8.8). This illustrates that long-term
language experience enhances not only the fidelity of brainstem pitch processing for
clean signals but also confers advantages to extracting degraded speech information.
The fact that noise-related enhancements were not observed in non-native listeners
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Fig. 8.8 Tone-language experience improves the fidelity of linguistic pitch processing and its
extraction from noise. FFRs were measured in response to rising linguistic pitch pattern (T2) found
in Mandarin Chinese. Linguistic pitches were created using dynamic iterated rippled noise
(IRN) stimuli and parametrically varied in their “noisiness” by varying the number of iterations in
the IRN generation. Fewer iterations disrupt the periodicity of the IRN pitch and result in a noisy
pitch percept; more iterations result in clearer pitch percepts. Traces represent the pitch track (i.e.,
F( contour) extracted from the stimulus (thick line) and corresponding FFRs (thin and dashed
lines) recorded from native Chinese and nonnative English speaking listeners elicited by clean and
noise-degraded versions of the Mandarin tone. Chinese FFRs show more faithful response tracking
of the T2 contour in clean and noise-degraded conditions compared to English listeners. This
illustrates that long-term language experience can enhance the fidelity with which the brainstem
encodes important acoustic features of listeners’ native language. FO, Fy; stim, stimulus. (Data
based on Krishnan et al. 2010)
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further suggests that brainstem enhancements are restricted to specific features of
speech that are most congruent with a listeners’ native language (Krishnan et al.
2009; Bidelman et al. 2011).

Somewhat at odds with the aforementioned brainstem findings are behavioral
and cortical evoked-potential studies, which often show the opposite effect: a clear
bilingual disadvantage for SIN processing. Behavioral studies, for instance, have
consistently shown that bilinguals show much poorer (i.e., upwards of ~10 dB
SNR difference) SIN perception for their second (non-native) language relative to
monolinguals (Rogers et al. 2006; Bidelman and Dexter 2015). Moreover, in
response to noise-degraded speech contrasts, cortical mismatch negativity responses
—reflecting the brain’s automatic differentiation of speech—are both prolonged and
weaker in bilingual compared to monolingual speakers (Bidelman and Dexter
2015). Thus, bilinguals’ more faithful encoding of noise-degraded speech observed
at the level of the brainstem (Krishnan et al. 2010; Krizman et al. 2012) does not
seem to be paralleled in higher level responses at a cortical level or perception in
non-native listeners.

The dissociable effects of SIN processing between brainstem and cortex indicate
that bilinguals’ sensory gains in auditory processing are, by themselves, likely
insufficient to improve perceptual SIN. Differences in brainstem-cortical speech
processing could reflect the fact that complex listening skills like SIN require
additional engagement of higher-order cortical brain areas more specialized for
language processing that override any sensory gains from the brainstem.
Alternatively, if FFR representations reflect primarily stimulus properties rather
than the behavioral percept (Gockel et al. 2011; see Sect. 8.3.5), dissociations
between brainstem and cortical speech processing might be expected. More
research is needed using integrative brainstem-cortical recording paradigms (e.g.,
Bidelman 2015a) to clarify the role of subcortical and cortical activity in SIN
processing as well as potential transformations between these two stages of auditory
signal processing (Bidelman et al. 2013).

8.4.3 Musical Experience

A detailed treatment of the effects of musical experience on brainstem FFRs, speech
processing, and listening skills is reviewed elsewhere in this volume (see
White-Schwoch and Kraus, Chap. 6). In relation to degraded speech perception,
several studies have noted that the neural enhancements in quiet/clean speech
encoding observed for musically trained individuals also extend to the processing of
acoustically degraded speech sounds (Parbery-Clark et al. 2009; Bidelman and
Krishnan 2010; Zendel and Alain 2012). Parbery-Clark et al. (2009) first reported a
“musician advantage” for SIN listening. They found correlations between the
speech-FFR onset latency, transition latency (i.e., timing during formant transition
period), and fidelity (i.e., stimulus-to-response correlations) and behavioral measures
of SIN. Similar neural and behavioral advantages have been observed for musicians
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Fig. 8.9 Effects of musical training on behavioral and neural processing of degraded speech.
Frequency-following responses (FFRs) were recorded in listeners with (>10 years) and without
(<3 years) formal musical training in response to speech sounds varying in the severity of
concurrent reverberation (see Fig. 8.4). Additionally, behavioral difference limens (DLs) were
obtained for voice fundamental frequency (FO = F,) and first formant (F1) discrimination to index
behavior acuity for voice “pitch” and “timbre” elements of speech, respectively. The magnitude of
Fp and Fl encoding in reverberation, as indexed by the FFR, strongly predicts perceptual
discrimination for both speech cues; larger, more robust subcortical activity is associated with
better (i.e., smaller) DLs. Group comparisons demonstrate that musicians have both stronger
neurological coding of these speech cues and improved behavioral discrimination in reverberation.
Points show the group mean responses across dry, mild, medium, and severe reverberation
conditions. Error bars reflect £1 s.e.m. in either the neural or behavioral dimension. (Based on
unpublished data from Bidelman and Krishnan 2010)

in reverberation (Bidelman and Krishnan 2010) (Fig. 8.9). Both pitch (Fy) and timbre
(F1 formant) magnitudes are stronger in the FFRs of listeners with musical expertise
(>10 years formal training) compared to their nonmusician peers (<3 years training).
Importantly, neural enhancements in the FFR are well-correlated with behavioral
discrimination of these cues for both groups, but they are more highly coupled to
behavior in musicians.

Collectively, these studies indicate that musicians might parse and segregate
competing signals in complex auditory scenes more effectively (Munte et al. 2001;
Zendel and Alain 2009). Musicians are also less influenced by information masking
(Oxenham et al. 2003) than nonmusicians. Given the importance of these factors in
auditory scene analysis (e.g., “cocktail party” scenarios), it is possible that musical
expertise improves important aspects of real-world listening required for robust
communication (Alain et al. 2014). While most studies to date have only assessed
musicians’ SIN advantages via cross-sectional comparisons, newer training studies
with randomized group assignments are promising in that they show improvement
in FFR and SIN listening skills with 1-2 years of musical training (Kraus et al.
2014; Slater et al. 2015).
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8.4.4 Short-Term Auditory Training
and Perceptual Learning

The putative benefits of long-term auditory experiences (e.g., bilingualism, musi-
cianship) on the FFR and SIN provoke the question of whether or not short-term
training regimens might similarly boost SIN processing skills. In this regard, there
have been few investigations of how auditory training impacts SIN perception
(Burk and Humes 2007; Yund and Woods 2010). Of the reports showing successful
training effects, gains are often modest (improvements of a few dB), fail to gen-
eralize to untrained material (lack generalizability outside the laboratory), or
quickly fade (no long-term retention) (also see Plack and Carcagno, Chap. 4).
Nevertheless, a handful of recent studies have demonstrated that short-term
auditory training can improve FFR encoding of degraded speech as well as SIN
perception. In particular, Song et al. (2012) assessed speech FFRs to clean and
noise-degraded speech before and after training on the Listening and
Communication Enhancement (LACE®) program (Sweetow and Sabes 2006).
LACE is a commercially available auditory training suite that tests users’ open-set
speech recognition in various listening conditions and is often provided to hearing
aid patients for acclimatization after the first fitting. FFRs and SIN perception were
measured before and after LACE training (twenty, 30-min sessions over 4 weeks)
as well as 6 months for a long-term follow-up. A group of noncontact, control
listeners was measured at similar intervals but did not participant in the training
schedule. Results showed improvements in both the neural encoding of voice pitch
(Fo) and upper harmonics of speech in the trained group (but not the control group)
coupled with improvements in SIN perception (QuickSIN'™ and HINT scores).
Interestingly, training-related enhancements were correlated with changes in the
FFR and persisted at six months after the cessation of the program. The findings of
Song et al. (2012) provide provocative evidence that even short-term auditory
training can improve SIN listening skills in young adults and might be mediated, at
least partially, by experience-dependent mechanisms of the auditory brainstem.
Whether similar training-related benefits are observed for older adults—for
whom SIN issues are more problematic—remains somewhat equivocal. Anderson
et al. (2013b) trained older adults on an adaptive, computer-based auditory training
program for eight weeks. Results showed that the normal timing deficits (i.e.,
prolonged responses) observed in older adults’ speech-FFR with noise (Anderson
et al. 2010) is partially ameliorated with training. Trained older adults showed faster
FFR timing, less noise-related change, and less trial-to-trial jitter in brainstem
activity to speech sounds than age-matched controls. Unfortunately, subsequent
follow-up testing at six months suggested that while training-related improvements
in FFR responses were maintained, perceptual SIN gains did not persist (Anderson
et al. 2014). Thus, while SIN training might be successful for younger adults, it is
currently unclear what dosage of training is required to achieve the same longevity
(i.e., “sticking power”) of SIN benefits in older listeners. It is possible that the aged
auditory nervous system is less plastic than earlier in life (Stiles 2000); hence,
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auditory training may not yield the same degree of neurological and listening
benefits in older individuals compared to younger individuals.

8.5 Summary

This chapter has described several perceptual and neurophysiological consequences
of real-world human communication in noise and reverberant environments. Both
forms of acoustic interference have similar detriments to behavioral recognition of
speech but each challenges the neural coding of speech sounds in different manners.
In this regard, the scalp-recorded FFR has provided considerable insight into the
neural representations of speech at early, pre-attentive levels of the auditory pathway
and how such representations are altered in challenging listening conditions. Noise
largely masks the spectral details of speech, reducing the contrast between percep-
tually salient frequency characteristics (e.g., formants) and the surrounding noise
floor. In contrast, the effect of reverberation is to smear spectrotemporal details of a
signal, producing a temporal overlap (i.e., self-masking) of time-frequency infor-
mation in the running speech signal. These acoustic consequences are closely par-
alleled in human FFRs, which similarly show changes in “neural SNR” and spectral
smearing with additive noise and reverberation, respectively. Yet, even within the
speech signal, acoustic interferences do not produce uniform impairments. To a
certain extent, voice pitch (Fy) cues of speech are largely immune to
noise/reverberation interferences, whereas timbral cues (i.e., higher harmonics and
spectral envelope) degrade quickly with increasing noise/reverberation.

The subcortical encoding of speech and SIN listening skills are not static. Rather
they naturally decline across the lifespan and are impaired with certain auditory
disorders. Promisingly, the neural encoding and perception of SIN can be enhanced
by aspects of the human experience (e.g., language and musical experience) and
short-term auditory training. Neuroplastic changes within training suggest that the
brainstem plays an active (but underappreciated) role in molding functional prop-
erties of the auditory system. Moreover, perceptual and neurobiological changes in
FFR imply that impoverished auditory sensory coding, resulting from aging,
hearing impairment, or central auditory processing disorders, might be partially
counteracted with certain forms of auditory learning and experience.

Several empirical and theoretical questions of the FFR were raised but remain
unanswered. First, while a number of studies have focused on the brainstem
encoding of speech in noise (e.g., Song et al. 2011; Prevost et al. 2013), at present
there is an unfortunate dearth of studies examining how reverberation changes the
FFR coding of speech (Bidelman and Krishnan 2010). Nevertheless, studies
reviewed herein reveal a possible differential neural coding of speech in noise
compared to reverberation. Conceivably, the unique impact of noise versus rever-
beration on speech processing may help account for the challenges observed by
hearing impaired listeners in certain acoustic environments but not others. Indeed,
while both noise and reverberation have a negative impact of similar magnitude on
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speech perception, their effects are reflected in different types of perceptual errors
(e.g., confusions) (Nabelek and Dagenais 1986) and associated differences in neural
coding (Bidelman and Krishnan 2010). Future studies are warranted that directly
compare noise and reverberation. Such contrasts will surely reveal a more nuanced
understanding of the effects of acoustic interference(s) on auditory brainstem pro-
cessing and might provide new insight into both specific deficits and biomarkers of
degraded speech perception abilities.

Secondly, while brainstem response properties often covary with perceptual
abilities in SIN tasks, it is often unclear how (and even if) neural enhancements seen
in the FFR (e.g., faster timing, more robust magnitudes) are causally related to
improvements in behavior. While FFR studies do suggest experience-dependent
effects in brainstem, auditory-processing training studies will help clarify
cross-sectional findings that dominate the literature. These studies are beginning to
reveal causal links between biological changes in degraded speech coding with
behavior (e.g., Song et al. 2012; Slater et al. 2015), suggesting that improvements in
SIN skills are directly related to enhancements in the brainstem’s transcription of
speech.

Thirdly, it is possible that perhaps subcortical FFRs do not carry a perceptual
code, but rather they reflect mainly stimulus properties (Gockel et al. 2011;
Bidelman et al. 2013). Experimental designs that pit stimulus acoustics at least
partially orthogonal to the resulting percept (e.g., as in categorical perception:
Bidelman et al. 2013; Bidelman and Alain 2015) might be used to clarify exoge-
nous and endogenous contributions to the FFR that are not yet fully clarified.

Finally, while the FFR has provided a rich window into how the human auditory
system encodes speech acoustics, it is but a single snapshot of the auditory brain at
work. A holistic account of human communication in challenging environments
would presumably need to account for both sensory and cognitive mechanisms
subserving SIN processing (e.g., Anderson et al. 2013a). Moreover, how spec-
trotemporal features coded by the FFR are transformed as they arrive in auditory
cortex and how brainstem following responses relate to the more diffuse waves of
the cortical ERPs remain to be elucidated (Bidelman et al. 2013). Integrative
electrophysiological paradigms that include simultaneous recordings of brainstem
and cortical-evoked activity are needed (Bidelman 2015a) to help clarify how the
auditory brainstem works in concert with auditory (and nonauditory) brain regions
to analyze the auditory scene.
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