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Preface

The concept “Big data” is not only related to storage of and access to data.
Analytics play a major role in making sense of that data and exploiting its value.
Big data analytics is about examining vast volumes of data in order to discover
hidden patterns or even existing correlations. With available technology, it is fea-
sible to analyze data and get crucial answers from it, almost in real time.

A lot of research has been made by Google on this field with impressive results.
It is worth mentioning “Google Cloud Machine Learning”, a managed platform
enabling easy construction and development of machine learning models, capable
to perform on any type of data, of any size. The neural network field has historically
focused on algorithms that learn in an online, incremental mode without requiring
in-memory access to huge amounts of data. This type of learning is not only ideal
for streaming data (as in the Industrial Internet or the Internet of Things) but could
also be used on stored big data. Neural network technologies thus can become
significant components of big data analytics platforms.

One of the major challenges of our era is learning from big data, something that
requires the development of novel algorithmic approaches. Most of the available
machine learning algorithms, find it hard to scale up to big data. Moreover there are
serious challenges in the problems of high-dimensionality, velocity and variety.
Thus the aim of this conference is to promote new advances and research directions
in efficient and innovative algorithmic approaches to analyzing big data (e.g. deep
networks, nature-inspired and brain-inspired algorithms), implementations on dif-
ferent computing platforms (e.g. neuromorphic, GPUs, clouds, clusters) and
applications of Big Data Analytics to solve real-world problems (e.g. weather
prediction, transportation, energy management).

The 2nd INNS Big Data 2016 conference, founded by the International Neural
Network Society (INNS), was organized by Aristotle University of Thessaloniki
Greece and Democritus University of Thrace Greece, following the inaugural event
held in San Francisco in 2015. This conference aims to initiate the collaborative
adventure with big data and other learning technologies.

All submitted papers in the 2nd INNS Big Data conference have passed through a
peer review process by at least 2 independent academic referees. Where needed a
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third and a fourth referee was consulted to resolve any potential conflicts. Out of 50
submissions, totally 34 submissions have been accepted for oral presentation; 27
papers have been accepted as full ones (54 %) and 7 as short ones. Authors come
from 19 different countries around the globe, namely: Brazil, China, Cyprus,
Denmark, France, Germany, Greece, India, Italy, Japan, Malaysia, Portugal, Saudi
Arabia, Spain, Tunisia, Turkey, USA, Ukraine and UK. Proceedings are published
by Springer in the “Advances in Intelligent Systems and Computing Series”.

The program of the 2nd INNS Big Data Conference includes 5 plenary talks by
distinguished keynote speakers, plus 2 tutorials.

David Bholat is Senior Analyst with the Bank of England. In particular, Dr.
Bholat leads a team of ten data scientists and researchers in Advanced Analytics, a
Big Data division in the Bank of England which he helped to establish in 2014. The
division is recognised as a leader among central banks in the area of Big Data, as
noted in a recent MIT Sloan Review article profiling the division. A former
Fulbright fellow, Dr. Bholat graduated from Georgetown University’s School of
Foreign Service with highest honours. He subsequently studied at the London
School of Economics, the University of Chicago and London Business School.
Publications in 2016 include Modelling metadata in central banks; Non-performing
loans: regulatory and accounting treatments of assets; Peer-to-peer lending and
financial innovation in the United Kingdom; and Accounting in central banks.
Other previous publications relevant to the conference include Text mining for
central banks; Big data and central banks; and The future of central bank data.

The title of the talk by Dr. Bholat is “Big Data at the Bank of England”. This talk
will discuss the Bank of England’s recent forays into Big Data and other uncon-
ventional data sources. Particular attention will be given to the practicalities of
embedding data analytics in a business context. Examples of the Bank’s use of Big
Data will be given, including the analysis of derivatives and mortgage data, Internet
searches, and social media.

Francesco Bonchi is Research Leader with the ISI Foundation of Turin and
Scientific Director of the Technological Center of Catalunya at Barcelona. Before he
was Director of Research at Yahoo Labs in Barcelona, Spain, where he was leading
the Web Mining Research group. His recent research interests include mining
query-logs, social networks, and social media, as well as the privacy issues related to
mining these kinds of sensible data. In the past he has been interested in data mining
query languages, constrained pattern mining, mining spatiotemporal and mobility
data, and privacy preserving data mining. He will be PC Chair of the 16th IEEE
International Conference on Data Mining (ICDM 2016) to be held in Barcelona in
December 2016. He is member of the ECML/PKDD Steering Committee, Associate
Editor of the IEEE Transactions on Big Data (TBD), the IEEE Transactions on
Knowledge & Data Engineering (TKDE), the ACM Transactions on Intelligent
Systems and Technology (TIST), Knowledge and Information Systems (KAIS), and
member of the Editorial Board of Data Mining & Knowledge Discovery (DMKD).
He has been Program Co-chair of the ECML/PKDD’2010. He is co-editor of the
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book “Privacy-Aware Knowledge Discovery: Novel Applications and New
Techniques” published by Chapman & Hall/CRC Press. He earned his Ph.D. in
Computer Science from the University of Pisa in December 2003.

The title of the talk by Dr. Bonchi is “On information propagation, social
influence, and communities”. With the success of online social networks and
microblogging platforms such as Facebook, Tumblr, and Twitter, the phenomenon
of influence-driven propagations, has recently attracted the interest of computer
scientists, sociologists, information technologists, and marketing specialists. In this
talk we will take a data mining perspective, discussing what (and how) can be
learned from a social network and a database of traces of past propagations over the
social network. Starting from one of the key problems in this area, i.e. the identi-
fication of influential users, we will provide a brief overview of our recent con-
tributions in this area. We will expose the connection between the phenomenon of
information propagation and the existence of communities in social network, and
we will go deeper in this new research topic arising at the overlap of information
propagation analysis and community detection.

Steve Furber, CBE FRS FREng, is ICL Professor of Computer Engineering in
the School of Computer Science at the University of Manchester, UK. After
completing a BA in Mathematics and a PhD in Aerodynamics at the University of
Cambridge, UK, he spent the 1980s at Acorn Computers, where he was a principal
designer of the BBC Microcomputer and the ARM 32-bit RISC microprocessor.
Over 75 billion variants of the ARM processor have since been manufactured,
powering much of the world’s mobile and embedded computing. He moved to the
ICL Chair at Manchester in 1990 where he leads research into asynchronous and
low-power systems and, more recently, neural systems engineering, where the
SpiNNaker project is delivering a computer incorporating a million ARM proces-
sors optimised for brain modelling applications.

The title of the talk by Professor Furber is “The SpiNNaker Project”. The
SpiNNaker (Spiking Neural Network Architecture) project aims to produce a
massively-parallel computer capable of modelling large-scale neural networks in
biological real time. The machine has been 15 years in conception and ten years in
construction, and has far delivered a 100,000-core machine in a single 19-inch rack,
which is now being expanded towards the million-core full system. Although
primarily intended as a platform to support research into information processing in
the brain, SpiNNaker has also proved useful for Deep Networks and similar applied
Big Data applications. In this talk I will present an overview of the machine and the
design principles that went into its development, and I will indicate the sort of
applications for which it is proving useful.

Rudolf Kruse is Professor at the Otto-von-Guericke University of Magdeburg
(Germany), where he is leading the Computational Intelligence Group. His current
research interests include data science and intelligent systems. His group is suc-
cessful in various industrial applications in cooperation with companies such as
Volkswagen, SAP, Daimler, and British Telecom. He obtained his Ph.D. and his
Habilitation in Mathematics from the Technical University of Braunschweig in 1980
and 1984 respectively. Following a stay at the Fraunhofer Gesellschaft, he joined the
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Technical University of Braunschweig as a professor of computer science in 1986.
Since 1996 he is a full professor at the Department of Computer Science of the
Otto-Von-Guericke University Magdeburg in Germany. Rudolf Kruse has coau-
thored 15 monographs and 25 books as well as more than 350 refereed technical
papers in various scientific areas. He is associate editor of several scientific journals.
He is a Fellow of the International Fuzzy Systems Association (IFSA), Fellow of the
European Coordinating Committee for Artificial Intelligence (ECCAI) and Fellow
of the Institute of Electrical and Electronics Engineers (IEEE).

The title of the talk by Professor Kruse is “Modeling Self-Explanatory Big Data
Applications”. Big Data and Data Science have made commercial advances driven
by research. Typical questions that arise during the modeling phase are whether it
should be aimed to provide explanations to the user, what should be explained and
how this should be done. This talk addresses these controversies using two
exemplary industrial projects: “Markov Networks for Planning” and “Medical
Research Insights”.

Piotr Mirowski is a Research Scientist at Google DeepMind, the research lab that
focuses on solving Artificial General Intelligence and that investigates research
directions such as deep reinforcement learning or systems neuroscience. Piotr has a
M.Sc. in computer science (2002) from ENSEEIHT in Toulouse, France and, prior
to resuming his studies, worked as a research engineer at Schlumberger Research
(2002–2005). He obtained his Ph.D. in computer science (2011) at New York
University under the supervision of Prof. Yann LeCun. His doctoral work on using
recurrent neural networks for learning representations of time series covered
applications such as inferring gene regulation networks, predicting epileptic sei-
zures, categorizing streams of online news and statistical language modeling for
speech recognition (in collaboration with AT&T Labs Research). After his PhD,
Piotr was a Member of Technical Staff at Bell Labs (2011–2013), where he focused
on simultaneous localization and mapping for robotics, on indoor localization and
on load forecasting for smart grids. Prior to joining Google DeepMind (2014 till
now), Piotr worked as an applied scientist at Microsoft Bing (2013–2014), inves-
tigating deep learning methods for search query formulation.

The title of the talk by Dr. Mirowski is “Learning Sequences”. Many data
science or control problems can be qualified as sequence learning. Examples of
sequences abound in fields such as natural language processing (e.g., speech
recognition, machine translation, query formulation or image caption generation) or
robotics (control and navigation). Their underlying challenge resides in learning
long range memory of observed data. In this talk, we will look at the inner workings
of recurrent neural networks and neural memory architectures for learning sequence
representation and illustrate their state-of-the-art performance.

Professors Luca Oneto and Dr. Davide Anguita, of the University of Genoa, will
deliver a tutorial titled “Model Selection and Error estimation without the
Agonizing Pain”. Some Big Data failures, like the infamous 2013 Google Flu
Trends misprediction, reveal that large volumes of data are not enough for building
effective and reliable predictive models. Even when huge datasets are available,
Data Science needs Statistics in order to cope with the selection of optimal models
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(Model Selection) and the estimation of their quality (Error Estimation). In par-
ticular, Statistical Learning Theory (SLT) addresses these problems by deriving
non-asymptotic bounds on the generalization error of a model or, in other words, by
upper bounding the true error of the learned model based just on quantities com-
puted on the available data. However, for a long time, SLT has been considered
only an abstract theoretical framework, useful for inspiring new learning approa-
ches, but with limited applicability to practical problems. The purpose of this
tutorial is to give an intelligible overview of the problems of Model Selection and
Error Estimation, by focusing on the ideas behind the different SLT-based
approaches and simplifying most of the technical aspects with the purpose of
making them more accessible and usable in practice, with particular reference to
Big Data problems. We will start by presenting the seminal works of the 80’s until
the most recent results, then discuss open problems and finally outline future
directions of this field of research.

Professor Giacomo Boracchi, of the Politecnico di Milano, will deliver a tutorial
entitled “Change Detection in Data Streams: Big Data Challenges”. Changes might
indicate unforeseen evolution of the process generating the data, anomalous events,
or faults, to name a few examples. As such, change-detection tests provide precious
information for understanding the stream dynamics and activating suitable actions,
which are two primary concerns in financial analysis, quality inspection, environ-
mental and health-monitoring systems. Change detection plays also a central role in
machine learning, being often the first step towards adaptation. This tutorial presents
a formal description of the change-detection problem that fits sequential monitoring
as well as classification and signal/image analysis applications. The main approaches
in the literature are then presented, discussing their effectiveness in big data sce-
narios, where either data-throughput or data-dimension are large. In particular,
change-detection tests for monitoring multivariate data streams will be presented in
detail, including the popular approach of monitoring the log-likelihood, which will
be demonstrated to suffer from detectability loss when data-dimension increases.
The tutorial is accompanied by various examples where change-detection methods
are applied to real world problems, including classification of streaming data,
detection of anomalous heartbeats in ECG tracings and the localization of anomalous
patterns in images for quality control.

Finally, we would like to thank the Artificial Intelligence Journal (Elsevier) for
sponsoring the conference.

We hope that the 2nd INNS Big Data conference will stimulate the international
Big Data community and that it will provide insights in opening new paths in
Analytics by conducting further algorithmic and applied research.

September 2016 Lazaros Iliadis
Asim Roy

Marley Vellasco
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Abstract. The enormous volumes of data generated by web users are the basis
of several research activities in a new innovative field of research: online
forecasting. Online forecasting is associated with the proper computation of web
users’ data with the aim to arrive at accurate predictions of the future in several
areas of human socio-economic activity. In this paper an algorithm is applied in
order to predict the results of the Greek referendum held in 2015, using as input
the data generated by users of the Google search engine. The proposed algo-
rithm allows us to predict the results of the referendum with great accuracy. We
strongly believe that due to the high internet penetration, as well as, the high
usage of web search engines, the proper analysis of data generated by web
search users reveals useful information about people preferences and/or future
actions in several areas of human activity.

Keywords: Google Trends � Online forecasting � Predictions � Forecasting �
Search engines � Human behavior

1 Introduction

Almost a decade ago, Google opened to the public the web users’ preferences in
relation to their searching behavior. Several researchers realized that the proper pro-
cessing of the web users’ search behavior may allow them to reveal useful information
about the users’ needs, wants, concerns and in general about their feelings and pref-
erences (Ettredge et al. 2005).

Web users generate data almost in all web activities, such as visiting a website,
buying online, sending/receiving emails and participating in social networks. In cases
where the popularity of such activities is high, then there is plenty of room for
researchers and companies to use these data in order to reach valuable conclusions not
only for web users, but for the general population. The most indicative case of user
generated data is web search, since is characterized by high popularity among web
users and by an almost monopolized market structure since Google Search engine
holds more than 85 % of the market (source: www.statista.com).

A recent study published by Eurostat indicates that the 59 % of Europeans use web
search services to find information relevant to goods and services. As the percentages
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of internet penetration and use of web search increase, relevant generated data
regarding web search behavior, become statistically significant. Thus, forecasting based
on web search data is becoming increasingly more accurate.

Within this context, the aim of this paper is to explore whether there is a correlation
between the users’ web search preferences during a time period before the Greek
referendum, held in July 2015, and the actual results of the referendum. In particular in
this paper an algorithm is applied in order to analyze the data generated by users of the
Google engine, aiming to predict the actual results of the referendum.

The paper is structured as follows: Sect. 2 discusses the relevant literature while in
Sect. 3 the proposed algorithm is described. In the next section, the algorithm is applied
in the study case and in Sect. 5 the main findings of this paper are discussed.

2 Literature Review

Online forecasting based on users’ web search data is becoming as one of the most
promising fields in the research area of forecasting. Several efforts have been carried
out by Google’s own researchers which have attempted predictions using search term
popularity in a number of areas ranging from home, automobile and retail sales to
travel behavior (Bangwayo-Skeete and Skeete 2015; Artola et al. 2015; Yang et al.
2015). In (Choi and Varian 2012) forecast methods are proposed in order to predict
near-term values of economic indicators such as automobile sales, unemployment
claims, travel destination planning and consumer confidence. Home sales predictions
have also been attempted by other researchers (Wu and Brynjolfsson 2009) while the
work in (Ginsberg et al. 2009) constitutes an interesting take on predicting flu epi-
demics before they actually emerge. The prediction of unemployment rates is another
successful exercise that has been attempted both before the establishment of Google
Trends for the USA job market (Ettredge et al. 2005), as well as, afterwards in regards
to Spain (Vicente et al. 2015).

With respect to elections, an initial approach in (Pion and Hamel 2007) considers
election predictions along with predictions in sports and economics. In addition in
(Davidowitz and Seth 2013) is argued that Google searches prior to an election can be
used to predict turnout in different parts of the USA. Franch (2013) provided predic-
tions for the 2010 UK elections by applying twice the concept behind Galton’s pre-
dictive “wisdom of the crowds”.

3 The Proposed Algorithm

The proposed algorithm is applied on the data generated by the users of the Google
search engine. Each time that a user, searches the Web with the Google search engine,
the relevant data such as, the typed word or phrase, the date, the time, the location and
data related to his/her profile are stored by Google. The data are analyzed by Google
and some of them become publicly available by the Google Trends service. In par-
ticular Google Trends returns a normalized averaged number that corresponds to the
volume of daily searches for a specific term compared to the rest of the search terms.
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The proposed algorithm uses the search popularity of selected word/phrases, as
provided by the Google Trends, in order to analyze the feelings, intentions and
thoughts of the web users in relation to these word/phrases, aiming to predict their
future behavior. Early versions of the proposed algorithm have been applied, in several
elections races (Polykalas et al. 2013a, b). The algorithm consists of four main phases:
initial, words set, noise elimination and runs. At the initial phase the examined time
period before the event under study is determined and the geographic restrictions for
the web search users is set. During the next phase the popularity of selected
words/phrases relevant to the case study is examined, in order to determine the set of
words/phrases that will be used as input data. As stated earlier, Google Trends returns a
normalized value of the popularity of each word/phrase typed by web search users. We
call this popularity the Web Interest (WI) of each typed word/phrase. The WI of each
examined word/phrase should fulfill two criteria in order for the relevant word/phrase
to be part of the selected words/phrases. The first one concerns the variance of the
relevant WI during the determined time period, while the second one is related to the
absolute values of the WI during the determined time period. If the WI varies signif-
icant during the determined period and the value of the WI is comparable with the WI
of previously selected words/phrases, then the examined word/phrase is selected as
algorithm input. Several words/phrases should be examined during this phase, in order
to include, in the final set of word/phrases, all potential words/phrases than meet the
aforementioned two conditions. Having determined the geographical restrictions, the
time period and the final set of the words/phrases, the next phase is related to the
elimination of potential noise. The noise elimination phase consists of three different
sub-phases. The first one deals with the elimination of noise generated by indecisive or
confused web users. An indecisive/confused web user is defined as the web user who is
searching, at the same time, for words/phrases that show contradicted feelings or
unpredictable future behavior. Further explanation is given for this sub-phase in the
next section where the proposed algorithm is applied to our case study. The second
sub-phase is related to the examination of previous (if any) relevant events similar to
the one under study. If there are similar historical events then, the relevant data that
were generated by web search engine users, as well as, the relevant historical actual
results are used as feedback to the current data used for the case under study. The third
sub-phase concerns the exclusion of the influence generated by non-representative facts
during the determined time period. In order to determine the non-representative facts, a
day to day examination of the WI of the selected words is required. If a selected word
presents very high variation during a short period (high increase followed by high
decrease within 1–2 days), which is not followed by a respective variation of the WI of
the other selected word/phrases, then these WI values should not be considered as valid
input values (in practical terms this means that another event, related to the main one
such as a TV interview, a scandal etc., that drew high media attention has occurred and
has skewed the respective WIs). The last phase of the proposed algorithm contains the
final runs of the proposed algorithm, which in turns generate the final results. A nor-
malization of the final results is required only if the number of different set of
word/phrases used in the proposed algorithm is less than the relevant actual set of
tendencies under study.
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4 Applying the Proposed Algorithm

Our case study is related to the analysis of the web search behavior of users located in
Greece, aiming to predict the results of the Greek referendum held in 2015. In the early
morning of 27th of June 2015,the Greek prime minister announced a referendum to be
held on 5th of July 2015. The referendum contained only one question, which was
related to the bailout conditions proposed by European Commission (EC), International
Monetary Fund (IMF) and European Central Bank (ECB). More specifically, Greeks
were asked whether the Greek government should accept or not the plan proposed by
EC, IMF and ECB and submitted to the Greek government on the 25th of June. The
announcement of the referendum initiated endless public discussions between politi-
cians and in general between Greek people. Public opinion was divided in two main
groups: the supporters of “yes” and the supporters of “no”. The discussions about the
referendum had major implications on the relevant behavior of Greek web users. Several
profiles were created in social media in relation to the Greek referendum, while the
discussions about the referendummonopolized the messages exchanged in social media.

Taking into account the above facts, we applied the proposed algorithm to our case
study. The first steps were related to the determination of the geographic restrictions
and the time period. Since the referendum concerns the Greek people, we geographi-
cally restricted the web search users only to users with a Greek location (with Greek IP
address) during the determined time period. As regards to the determination of the time
period, the referendum was announced on 27th of June and was held on 5th of July,
therefore the time period was pre-determined from 27th of June to 4th of July. The
determination of the time period between 27th of June and 4th of July was verified by
the WI variance, during that period, of the most characteristic words used by web users
when they were searching for issues relevant to the referendum. More specifically
during that period the discussions in all media were focused on whether Greek people
will vote “yes” or “no” to the relevant question of the referendum. Therefore the most
characteristic words that came to our mind, relevant to referendum were: “ναι” and
“όχι” in Greek (“ναι” means yes and “όχι” means no). Indeed, as depicted in the
following figure1 (Fig. 1a), the variance of “oχι” and “ναι” during the 12-month period
before the referendum, verifies our determination of the time period between 27th of
June to 4th of July, as well as to select “ναι” and “οχι” as the initial set of words under
analysis.

Google Trends allows web users to determine the time periods on a monthly basis
presenting daily measures. The variation of the WI of the selected words during June –
July of 2015, represents a significant increase starting from the date of referendum
announcement (27th of June) until two days after the referendum (7th of July). The
peak values of both WIs are on Friday 3rd of July. Thus, the variation of the WIs of
both selected words (“ναι” and “οχι”) meet the two criteria described in previous
section, relevant to the variation and the absolute values of WI. Therefore both selected
words are selected as valid words in our algorithm.

1 In order to assist other researchers to verify our results, the graphs contained the figures are the ones
provided by the Google Trends service.
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Having determined the initial set or words the next step is to examine whether there
were other words/phrases, which on one hand characterize the searching behavior of
supporters of “yes” or “no” and on the other hand fulfill the relevant two criteria.
Therefore we also examined additional forms of the words “yes” and “no”, as well as, the
names/acronyms/leaders of the major political parties. In particular for “yes” we exam-
ined the relevant form with Latin letters (“nai”) while for “no” we examined the relevant
form with Latin letter (“oxi”) and the grammatically correct (with intonation) form of the
Greek “no” (“όχι”). In addition we examined the WI for names/acronyms/leaders of
political parties that support “yes” (NeaDimokratia – ND, PASOK, Potami, Samaras,
Venizelos, Theodorakis), and theWI for names/acronyms/leaders of political parties that
support “no” (Syriza, ANEL, Tsipras, Kammenos).

Inserting the words “nai” and “ναι” at the Google Trends and having determined the
time period as well as the geographical restrictions, Google Trends in the relevant graph
returnsWI values only for “ναι”. That means that theWI values for “nai” are significantly
lower than the WI of “ναι” and thus could not have been presented in the graph (in
practice that means that “nai” does not meet the second algorithm criteria). Running
similar scenarios for the other words/phrases which may characterize the searching
behavior of the supporters of “yes” and “no”, as described above, we reached the con-
clusion that there weren’t any other words/phrase that fulfill the two criteria of the
proposed algorithm. Thus the only characteristic word for supporters of “yes” and of “no”
that should be included in the algorithm were the words “ναι” and “οχι” respectively.

In this case study the sub-phase of historic feedback is not applicable since there is
no historical data relevant to referendums in the recent history of Greece. Therefore the
next issue under consideration was related to the noise elimination generated by
indecisive web users. An indecisive user is the user, whom his/her web search behavior
does not indicate clearly his/her intentions, thoughts and feelings about the referendum.
For example an indecisive user is the user who searches at the same time for “yes” and
“no” typing for example in the web search engine the phrase “yes no referendum”. The
web search data generated by indecisive web users should be excluded from the valid
data, analyzed by the proposed algorithm. Google Trends allows users to exclude a
word from a phrase by using the symbol “–”. Applying this rule to our algorithm, in

Fig. 1. (a) Determination of time period (right-figure) and (b) WI of “no” indecisive users
(left-figure)
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order to eliminate noise, we use the followings phrases for each category: “ναι – οχι”
for the supporters of “yes” and “οχι- ναι” for the supporters of “no”. In the Fig. 1b is
displayed the WI variation of the selected final set of words.

The last phase of the proposed algorithm correlates the outcomes of the proposed
algorithm with the actual results of the referendum. To do this, the following steps are
followed: let WIi, group x, current, N be the Web Interest value on i day before the
referendum for supporters of x (x takes values “no” and “yes”) during the 2015
referendum, and with N the duration (days) for the determined time period. Then the
Average Web Interest (AWI) over a period of N days before the referendum date is
calculated. In our scenarios N takes the value of 9 (from 27th of June to 4th of July):

AWIgroup x; current; N ¼ 1
N

XN

i¼1

WIi; group x; current; N ð1Þ

Running the final runs we reach the conclusion that the algorithm predicts the
referendum results with great accuracy. Indeed the algorithm predicts 38,41 % as the
percentage of “yes” supporters and 61,59 % as the percentage of “no” supporters,
while the actual results were 38,69 % and 61,33 % respectively (predictions error:
0,26 %).

5 Conclusions

We have shown that the proper computation of the data generated by web search users
could reveal useful information about their future behavior, such as the will to vote
against or not in a forthcoming referendum. In particular by applying the proposed
algorithm to the Greek referendum held in 2015, we are able to predict the results of the
referendum with high accuracy, based on data generated up to one day before the
referendum. It should be noted that mainly due to the lack of historic relevant data the
traditional methods of predictions (elections polls) failed to predict the actual results
with acceptable accuracy2. The successful application of the proposed algorithm in
several election races in different countries, the results of the current study, as well as,
several research publications in relation to predictions based on online data, allow us to
strongly believe that online forecasting, already plays and will continue to play a major
role in the predictions of people/consumer behavior, allowing the prediction of human
behavior based on web search activities.

2 https://en.wikipedia.org/wiki/Greek_bailout_referendum,_2015.
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Abstract. In this paper a supervised codebook learning technique for
the Bag-of-Features representation that optimizes the learned codebooks
towards face retrieval is proposed. This allows to use significantly smaller
codebooks reducing both the storage requirements and the retrieval time
allowing the proposed technique to efficiently scale to large datasets.
The proposed method is also combined with a spatial image segmenta-
tion technique that exploits the natural symmetry of the human face
to further reduce the size of the extracted representation. It is exper-
imentally demonstrated using one large-scale face recognition dataset,
the YouTube Faces Database, as well as two smaller datasets, that the
proposed technique can increase the retrieval precision, while reducing
the encoding time by almost two orders of magnitude.

1 Introduction

Large-scale face image retrieval has recently received a lot of attention, espe-
cially in the context of celebrity face image retrieval [2]. Face image retrieval is
defined as the task of retrieving face images of a person given a query image that
depicts the face of that person. An image must be retrieved even if the person
has a different facial expression, pose, or different illumination conditions exist.
Given the vast amount of face images available on the Internet, a large-scale face
retrieval technique must be able to successfully handle large amounts of data.
Facial image retrieval also poses challenges of high-dimensionality, velocity and
variety.

A wide range of methods have been proposed for face recognition and
retrieval [18]. Recently, a widely known technique for image retrieval, the Bag-of-
Features (BoF) model [4], also known as Bag-of-Visual Words (BoVW) model,
has been applied for face recognition/retrieval after being appropriately mod-
ified [13,16,17]. The typical pipeline of the BoF model can be summarized as
follows. First, multiple features, such as SIFT descriptors [9], are extracted from
each image (feature extraction). That way, the feature space is formed where
each image is represented as an unordered set of features. Then, the extracted
features are used to learn a codebook of representative features (also called code-
words). This process is called codebook learning. Finally, each feature vector is
represented using a codeword from the learned codebook and a histogram is

c© Springer International Publishing AG 2017
P. Angelov et al. (eds.), Advances in Big Data, Advances in Intelligent
Systems and Computing 529, DOI 10.1007/978-3-319-47898-2 2



Spatial Bag of Features Learning for Large Scale Face Image Retrieval 9

extracted for each image. That way, the histogram space is formed where each
image is represented by a constant dimensionality histogram vector.

The BoF model discards most of the spatial information contained in the orig-
inal image, which can severely harm the face recognition precision. To overcome
this limitation, the BoF-based techniques for face recognition, e.g., [13,16,17],
define a grid over each image (or some regions of interest) and independently
extract a histogram from each cell of the grid. These techniques tend to be
invariant to facial expression, pose, and illumination variations when used for
face recognition using a trained classifier [13]. However, when the extracted rep-
resentation is used for face image retrieval the problem becomes ill-defined, since
the user’s information need is sometimes ambiguous. For example, if the query
image depicts a smiling person the system might retrieve face images from the
same person, but it might also retrieve images from other persons that smile.
Therefore, it is critical that the extracted representation is appropriately tuned
for the given retrieval task.

The main contribution of this paper is the proposal of a supervised code-
book learning technique that is able to learn face retrieval-oriented codebooks
using an annotated training set of face images. This allows to use significantly
smaller codebooks reducing both the storage requirements and the retrieval time
by almost two orders of magnitude and allowing the technique to efficiently scale
to large datasets. The proposed method is also combined with a spatial image
segmentation technique that exploits the natural symmetry of the human face
to further reduce the size of the extracted representation. Furthermore, the pro-
posed approach is able to learn in incremental mode without requiring in-memory
access to large amounts of data.

The rest of the paper is structured as follows. The related work is discussed in
Sect. 2 and the proposed method is presented in Sect. 3. The experimental evalu-
ation using one large-scale dataset, the YouTube Faces Database and two smaller
datasets, the ORL Database of Faces and the Extended Yale Face Database B,
is presented in Sect. 4. Finally, conclusions are drawn in Sect. 5.

2 Related Work

This work mainly concerns codebook learning for face image retrieval using the
BoF model. A rich literature exists in the field of codebook learning for the BoF
representation, ranging from supervised approaches [3,8,10], to unsupervised
ones [11]. Despite the fact that supervised codebook learning is well established
in general computer vision tasks, such as scene classification [8], or action recog-
nition [3], little work has been done in the area of face image retrieval. One
application of supervised codebook learning for face image retrieval is presented
in [16], where a simple identity based codebook construction technique is pro-
posed. This method is combined with hamming signatures and locality-sensitive
hashing (LSH) in order to be applied to large datasets. In contrast to this, the
method proposed in this paper reduces the size of the codebook, instead of rely-
ing on hashing and approximate nearest neighbor search techniques, allowing
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the method to natively scale to large datasets. Nonetheless, these techniques
can be still combined with the proposed method to further increase the retrieval
performance.

All the proposed BoF-based image recognition/retrieval techniques either
use a grid over each image [13,17], or define multiple grids over some points
of interest [16], and process each cell independently using a separate codebook.
This introduces spatial information to the extracted representation leading to
the Spatial BoF (SBoF) model. In our approach each (aligned) face image is split
into four horizontal strips instead of dividing each image using a grid. This allows
to further reduce the length of the extracted representation, without significantly
affecting the retrieval precision.

3 Proposed Method

3.1 Spatial Bag-of-Features Model

Before presenting the proposed codebook learning method, the BoF model and
the SBoF model are briefly described. Let N be the number of face images that
are to be encoded using the regular BoF model. The i-th image is described by
Ni feature vectors: xij ∈ R

D (i = 1...N , j = 1...Ni), where D is the length of the
extracted feature vectors. In this work, dense SIFT features [6], are extracted
from 16× 16 patches using a regular grid with spacing of 4 pixels. The BoF
model represents each face image using a fixed-length histogram of its quantized
feature vectors, where each histogram bin corresponds to a codeword. In hard
assignment each feature vector is quantized to its nearest codeword/histogram
bin, while in soft-assignment every feature vector contributes, by a different
amount, to each codeword/bin.

In order to learn a codebook the set of all feature vectors S = {xij |i =
1...N, j = 1...Ni} is clustered into NK clusters and the corresponding centroids
(codewords) vk ∈ R

D(k = 1...NK) are used to form the codebook V ∈ R
D×NK ,

where each column of V is a centroid vector. These centroids are used to quantize
the feature vectors. It is common to cluster only a subset of S since this can
reduce the training time with little effect on the learned representation. The
codebook is learned only once and then it can be used to encode any new face
image.

To encode the i-th face image, the similarity between each feature vector xij

and each codeword vk is computed as: dijk = exp(−||vk−xij ||2
g ) ∈ R. The para-

meter g controls the quantization process: for harder assignment a small value,
i.e., g < 0.01, is used, while for softer assignment larger values, i.e., g > 0.01,
are used. Then, the l1 normalized membership vector of each feature vector xij

is obtained by: uij = dij

||dij ||1 ∈ R
NK . This vector describes the similarity of fea-

ture vector xij to each codebook vector. Finally, the histogram si is extracted as
si = 1

Ni

∑Ni

j=1 uij ∈ R
NK . The histogram si has unit l1 norm, since ||uij ||1 = 1 for

every j. These histograms describe each image and they can be used to retrieve
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relevant face images. The training and the encoding process are unsupervised
and no labeled data are required.

As previously mentioned, the BoF model discards most of the spatial infor-
mation contained in the images during the encoding process. This can severely
harm the face recognition precision, since most of the discriminant face features,
e.g., eyes, nose, mouth, are expected to be found in the same position when the
face is properly aligned. This allows to have highly specialized codebooks for
each of these regions.

In this work the following segmentation technique is used for the SBoF model.
Each image is segmented into Nr equally spaced horizontal stripes. Since the
human face is symmetric to a great extent, no vertical segmentation is used.
A separate codebook is learned for each strip and Nr histograms are extracted
(one from each strip). These histograms are fused into the final histogram vector
and renormalized. The length of this vector is Nr × NK . When four regions are
used, i.e., Nr = 4, and the images are correctly aligned, each region roughly
corresponds to one of the following parts of the human face: forehead, eyes, nose
and mouth. Although the images can be further split to more regions (either
horizontal either vertical or both), this provides little increase in retrieval pre-
cision. This fact is experimentally validated in Sect. 4. Note that the storage
requirements and the retrieval time depend on the number of regions used to
segment each image, since the storage required for each image is Nr × NK × B
bytes. This technique also provides mirror-invariance, while still preserving the
discriminant non-symmetric facial features that might appear.

3.2 Spatial Bag-of-Features Learning

The goal of the proposed optimized SBoF technique, abbreviated as O-SBoF,
is to learn codebooks that minimize the entropy in the histogram space using
a training set of face images, where the i-th image is annotated by a label
li ∈ {1, ..., NC} and NC is the number of individuals (classes) in the training set.
Intuitively, the entropy in the histogram space is minimized when the histograms
are gathered in pure clusters, i.e., each cluster contains face images of the same
person.

To simplify the presentation of the proposed method, it is assumed that only
one region exists in each image, i.e., the feature vectors are extracted from the
whole image. This is without loss of generality, since the method can be inde-
pendently applied to optimize the codebook of each region/strip by considering
each region/strip as an image.

In order to measure the entropy in the histogram space, the vectors si are
clustered into NT clusters. The centroid of the k-th cluster is denoted by ck (k =
1...NT ). Then, the entropy of the k-th cluster can be defined as:

Ek = −
NC∑

j=1

pjk log pjk (1)
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where pjk is the probability that an image of the k-th cluster belongs to the
class j. This probability is estimated as pjk = hjk/nk, where nk is the number
of images in cluster k and hjk is the number of images in cluster k that belong
to class j.

Low-entropy clusters, i.e., clusters that contain mostly vectors from images
of the same person, are preferable for retrieval tasks to high-entropy clusters,
i.e., clusters that contain vectors from images that belong to several different
persons. Therefore the aim is to learn a codebook V that minimize the total
entropy of a cluster configuration, which is defined as:

E =
NT∑

k=1

rkEk (2)

where rk = nk/N is the proportion of images in cluster k.
By substituting rk and pjk into the entropy definitions given in (1) and (2)

the following objective function is obtained:

E = − 1
N

NT∑

k=1

NC∑

j=1

hjk log pjk (3)

However, it is not easy to directly optimize (3) as this function is not contin-
uous with respect to si. To this end, a continuous smooth approximation of the
previously defined entropy is introduced. To distinguish the previous definition
from the smooth entropy approximation, the former is called hard entropy and
the latter is called soft entropy.

A smooth cluster membership vector qi ∈ R
NT is defined for each histogram

si, where qik = exp(−||si−ck||2
m ). The corresponding smooth l1 normalized mem-

bership vector wi is defined as wi = qi

||qi||1 ∈ R
NT . The parameter m controls

the fuzziness of the assignment process: for m → 0 each histogram is assigned
to its nearest cluster, while larger values allow fuzzy membership.

Then, the quantities nk and hjk are redefined as: nk =
∑N

i=1 wik and hjk =
∑N

i=1 wikπij , where πij is 1 if the i-th image belongs to class j and 0 otherwise.
These modifications lead to a smooth entropy approximation that converges to
hard entropy as m → 0.

The derivative of E with respect to vm can be calculated as the product of
two other partial derivatives: ∂E

∂vm
=

∑N
l=1

∑NK

κ=1
∂E
∂slκ

∂slκ

∂vm
. In order to reduce

the entropy in the histogram space the histograms sl that, in turn, depend
on the codebook V, must be shifted. The partial derivative ∂E

∂sl
provides the

direction in which the histogram sl must be moved. Since each codeword vm lies
in the feature space, the derivative ∂slκ

∂vm
projects the previous direction into the

codebook.
The calculation of these derivatives is straightforward and it is omitted due

to space constraints. Note that the histogram space derivative does not exist
when a histogram vector and a centroid vector coincide. The same holds for
the feature space derivative when a codebook center and a feature vector also
coincide. When that happens, the corresponding derivatives are set to 0.
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During the optimization process the image histograms are updated. This
might invalidate the initial choice of the centers ck that should be also updated
during the optimization. Therefore, the derivative of the objective function with
respect to each ck, i.e., ∂E

∂cm
, is also calculated.

The codebook and the histogram centers can be optimized using gradient
descent, i.e., ΔV = −η ∂E

∂V and Δcm = −ηc
∂E
∂cm

, where η and ηc are the learning
rates. In this work, the adaptive moment estimation algorithm, also known as
Adam [5], is used instead of the simple gradient descent for the optimization,
since it provides faster and more stable convergence. To avoid simply overfitting
the histogram space centers, instead of learning the codebook, a smaller learning
rate is used for the histogram space centers. For all the conducted experiments
the optimization process runs for 100 iterations and the following learning rates
are used: η = 0.01 and ηc = 0.001. The default parameters are used for the
Adam algorithm (β1 = 0.9, β2 = 0.999 and ε = 10−8) [5]. Also, to reduce
the training time, 100 features vectors are randomly sampled from each region
during the training process. This reduces the training time, without affecting the
quality of the learned codebook. The proposed approach can be also adapted to
work in incremental mode by using small mini-batches of, e.g., 100 face images.
However, this is not always necessary since in facial image retrieval the number
of annotated training images is usually significantly smaller than the number of
images that are to be encoded.

Regarding the initialization of the codebook and the histogram space centers
several choices exist. In this work, the codebook is initialized using the k-means
algorithm, as in the regular BoF model. For the histogram space centers, NC

centers are used (one for each person) and each center is initialized using the
mean histogram of each person.

Finally, the softness parameters m and g must be selected. The parameter g
controls the softness of the quantization process, while m controls the histogram’s
membership fuzziness and should be set to small enough value in order to closely
approximate the hard entropy. It was experimentally established that the method
is relatively stable with regard to the selected parameters: m = 0.01 and g = 0.01
is used for all the conducted experiments.

To better understand how the proposed method works, a toy example of the
optimization process is provided. Four persons are chosen from the YouTube
Faces dataset, which is described in Sect. 4, 30 images are selected for each
person and 64 codewords are used for each of the four strips. The histogram
space is visualized during the optimization process in Fig. 1. Since the histograms
lie in a space with 4 × 64 dimensions, the PCA technique is used to visualize
the resulting histograms. The expression and illumination variations in the face
images lead to a representation where two or more subclasses exist for each
person. Nonetheless, the optimization of the representation using the proposed
O-SBoF technique successfully reduces the overlapping of histograms that belong
to different classes and brings the histograms that belong to the same person
significantly closer.
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Fig. 1. Histogram space during the optimization using the proposed O-SBoF method

4 Experiments

4.1 Evaluation Setup

Two small-scale face recognition datasets, the ORL Database of Faces (ORL)
[12], and the cropped variant of the Extended Yale Face Database B (Yale B)
[1,7], and one large-scale face dataset, the YouTube Faces Database [14], were
used for the evaluation of the proposed method.

The ORL dataset contains 400 images from 40 different persons (10 images
per person) under varying pose and facial expression. The cropped Extended
Yale Face Database B contains 2432 images from 38 individuals. The images
were taken under greatly varying lighting conditions. The YouTube Faces dataset
contains 621,126 frames of 3,425 videos and a total number of 1,595 individuals.
The aligned version of this dataset is used, i.e., the face is already aligned in
each image using face detection and alignment techniques. Before extracting the
feature vectors each image is cropped by removing 25 % of its margins.

For the small-scale experiments each dataset is randomly split to two sets
using half of the images of each person as the train set and the rest of them as
the test set. The train set is used to build the database and train the O-SBoF
model. The retrieval performance is evaluated using the images contained in the
test set as queries. The training and the retrieval evaluation process are repeated
five times and the mean and the standard deviation of the evaluated metrics are
reported.

For the large-scale experiments a different evaluation strategy, similar to
those of celebrity face image retrieval tasks [2], is used. The training set is formed
by randomly selecting 100 images from the most popular persons that appear in
the videos (5,900 training images are collected from the videos of the 59 most
popular persons). A person is considered popular if it appears in at least 5 videos.
To build the database, the images of persons that appear in at least 3 videos
are used (the database contains 356,588 images from 226 persons). To evaluate
the retrieval performance 100 queries from the popular persons (celebrities) are
randomly selected. The evaluation process is repeated five times and the mean
and the standard deviation of the evaluated metrics are reported.

Throughout this paper, two evaluation metrics are used: the interpolated
precision (also abbreviated as ‘prec.’), and the mean average precision (mAP).
The mean average precision (AP) for a given query is computed at eleven equally
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spaced recall points (0, 0.1, ..., 0.9, 1). A more detailed definition of the used
evaluation metrics can be found in [10]. Also, for all the evaluated representations
16-bit floating numbers are used, since this can reduce the storage requirements
without harming the retrieval precision.

4.2 Experimental Evaluation

First, the proposed method is evaluated using the ORL and the Yale B datasets.
The proposed method is also compared to two other well-established face recog-
nition features, the FPLBP and the TPLBP features (using the code provided by
the authors of [15]), and two other SBoF representations with significantly larger
codebooks. The results are shown in Table 1. The proposed method can greatly
increase the precision over the baseline SBoF representations. For example, in
the Yale B Dataset, the mAP and the top-5 precision increase by more than 20 %
over the baseline. This allows to match the precision of the other representation
techniques using 24 to 64 times smaller representation size. If a slightly larger
codebook is used (64 codewords instead of 16), the proposed method greatly out-
performs all the other evaluated methods, while still using smaller representation
size than the other methods.

Next, the proposed method is evaluated using the large-scale YouTube Faces
dataset. The results are shown in Table 2. The precomputed CSLBP and FPLBP
features are used [14]. Again, the proposed method outperforms all the other
evaluated methods using significantly smaller representation size, leading to bet-
ter retrieval precision, faster image encoding and retrieval, and lower storage
requirements. The O-SBoF method increase the mAP over the best performing
SBOF method by 6 %, while reducing the representation size by 16 to 64 times.
Regarding the (offline) training time of the proposed O-SBoF method, less than
3 h were required for learning 4 × 64 codewords. However, the proposed method
can significantly reduce the online encoding time. The histogram encoding time
was reduced from 2 days when using 4096 codewords (12 h for 1024 codewords)
to 20 min when using 16 codewords (less than 1 h for 64 codewords). For all the
conducted experiments a workstation with two 10-core 2.8 GHz CPUs was used.

Table 1. Small-scale evaluation using the ORL and the Extended Yale B datasets

Method # codewords # bytes ORL Dataset Yale B Dataset

mAP top-5 prec. mAP top-5 prec.

FPLBP - 896 / 3072 79.56 ± 0.41 70.52 ± 0.65 35.96 ± 0.25 80.03 ± 0.88

TPLBP - 14336 / 49152 80.78 ± 0.72 71.63 ± 0.81 32.15 ± 0.24 77.21 ± 1.04

SBoF 4 × 1024 8192 93.29 ± 0.70 88.69 ± 0.70 25.78 ± 0.26 68.76 ± 1.05

SBoF 4 × 4096 32768 93.70 ± 0.63 89.37 ± 0.42 28.65 ± 0.30 73.10 ± 0.95

SBoF 4 × 16 128 81.69 ± 0.65 71.95 ± 0.40 18.24 ± 0.28 51.75 ± 1.01

O-SBoF 4 × 16 128 93.24 ± 1.52 88.92 ± 1.12 37.72 ± 0.90 79.05 ± 1.08

SBoF 4 × 64 512 88.90 ± 0.74 81.60 ± 0.94 20.89 ± 0.25 59.43 ± 0.93

O-SBoF 4 × 64 512 97.42 ± 0.72 95.47 ± 1.00 43.13 ± 0.64 83.69 ± 1.14
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Table 2. Large-scale evaluation using the YouTube Faces dataset

Method # codewords # bytes mAP top-20 prec. top-50 prec. top-100 prec.

CSLBP - 960 37.06 ± 1.21 98.23 ± 1.21 94.47 ± 2.34 87.93 ± 2.56

FPLBP - 1120 37.90 ± 1.34 99.15 ± 0.57 96.74 ± 1.61 90.99 ± 2.35

SBoF 4× 1024 8192 41.19 ± 1.04 99.99 ± 0.02 99.05 ± 0.26 91.50 ± 1.41

SBoF 4× 4096 32768 40.95 ± 1.07 99.90 ± 0.12 98.54 ± 0.51 90.99 ± 1.48

SBoF 4× 16 128 32.13 ± 1.35 98.93 ± 0.46 94.72 ± 1.25 84.47 ± 2.25

O-SBoF 4× 16 128 40.89 ± 1.31 99.71 ± 0.28 97.45 ± 0.70 88.78 ± 1.77

SBoF 4× 64 512 38.60 ± 1.32 99.84 ± 0.17 98.18 ± 0.43 89.55 ± 1.31

O-SBoF 4× 64 512 47.19 ± 1.24 99.93 ± 0.13 99.41 ± 0.31 92.17 ± 1.29

Finally, to justify the choice of the spatial segmentation into 4 horizontal
strips a set of experiments using different grid layouts was performed. The results
are shown in Table 3. The 4× 1 grid, i.e., using 4 horizontal strips, achieves the
best precision in the ORL Dataset, while only slightly decreases the precision over
the 4× 4 grid in the Yale B Dataset. However, the 4× 4 grid uses 16 codebooks
instead of 4, quadrupling the size of the extracted histograms. Therefore, a 4× 1
grid was used for all the conducted experiments using the SBoF and the O-SBoF
methods.

Table 3. Effect of varying the grid layout to the mAP

Grid layout 1× 1 4× 1 1× 4 4× 2 2× 4 4× 4

ORL dataset 79.58 ± 0.65 88.90 ± 0.74 76.17 ± 0.82 85.75 ± 0.51 78.73 ± 0.44 81.34 ± 0.40

Yale B 13.30 ± 0.16 20.89 ± 0.25 15.50 ± 0.09 20.11 ± 0.18 18.53 ± 0.16 22.14 ± 0.22

dataset

5 Conclusions

In this paper, a supervised codebook learning technique for face retrieval was
presented. It was demonstrated using one large-scale dataset and two smaller
datasets that the proposed technique can improve the retrieval precision and, at
the same time, reduce the storage requirements and the retrieval time by almost
two orders of magnitude.

There are several future research directions. In this work it was assumed
that the face images were already aligned using face detection and alignment
techniques and a fixed grid was used for the O-SBoF technique. However, the
proposed method can be combined with facial feature detectors to more accu-
rately define the regions used for feature extraction and further improve the
retrieval precision and reduce the representation size. Furthermore, using more
robust feature extractors is expected to improve the face recognition precision
even more.
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Abstract. A compact framework is presented for the description and
representation of videos depicting human activities, with the goal of
enabling automated large-volume video summarization for semantically
meaningful key-frame extraction. The framework is structured around
the concept of per-frame visual word histograms, using the popular
Bag-of-Features approach. Three existing image descriptors (histogram,
FMoD, SURF) and a novel one (LMoD), as well as a component
of an existing state-of-the-art activity descriptor (Dense Trajectories),
are adapted into the proposed framework and quantitatively compared
against each other, as well as against the most common video summa-
rization descriptor (global image histogram), using a publicly available
annotated dataset and the most prevalent video summarization method,
i.e., frame clustering. In all cases, several image modalities are exploited
(luminance, hue, edges, optical flow magnitude) in order to simulta-
neously capture information about the depicted shapes, colors, light-
ing, textures and motions. The quantitative evaluation results indicate
that one of the proposed descriptors clearly outperforms the competing
approaches in the context of the presented framework.

Keywords: Video summarization · Video description

1 Introduction

Several applications exist nowadays where large-scale video footage depicting
human activities needs to be analyzed, possibly on a frame-by-frame basis,
requiring human intervention. Examples include professional capture sessions,
where the action described in the script is typically filmed using multiple cam-
eras, or streams from surveillance cameras which may be capturing continuously
for many days. A very large volume of data are usually produced in such scenar-
ios, which may well exceed 6TB per day [1]. This amount of data is difficult to
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be efficiently assessed and analysed manually, demanding a great deal of human
effort.

Video summarization can be employed as an automated solution to such
problems, by generating a condensed version of the video that only contains
the most important content [2]. Subsequently, these summaries may be used
instead of the original video streams in order to alleviate storage or computa-
tional requirements, or the necessary human labour, e.g., in case manual annota-
tion is needed. Most summarization methods initially select a subset of important
video frames (key-frames) that compactly represent the entire video content. The
abstracted content that needs to be included in the target summary can be rep-
resented either as an ordered set of static key-frames, or as a dynamic video
skim, with the former being more suitable for indexing, browsing and retrieval
applications [3]. Evaluation of the success of a summarization method is typically
subjective, due to the inherently subjective nature of the task.

Video frames are initially described by low-level image descriptors, such as
global color-based, texture-based or shape-based features [4]. In general, the
most commonly employed frame descriptors are variants of global joint image
histograms in the HSV color space [5,6]. In order to bring down the compu-
tational requirements of the subsequent summarization process, dimensionality
reduction on such color histograms has been attempted [7]. In [8] the low-level
Frame Moments Descriptor (FMoD) is introduced, a video descriptor designed
for compactly capturing statistical characteristics of several image modalities,
both in a global and in various local scales. In a number of works [3,9], local,
recognition-oriented image descriptors have been employed for video descrip-
tion (e.g., Scale-Invariant Feature Transform (SIFT) [10] or Speeded-Up Robust
Features (SURF) [11]), using the popular Bag-of-Features (BoF) representation
model [12]. In general, video description and representation methods specifically
suited to video summarization have not been studied extensively.

Key-frame extraction typically includes clustering the frame descriptors into
groups. Subsequently, a set of frames that are closest to each cluster centroid
are initially selected as key-frames. In many cases, information about the way
a video is naturally segmented into shots (e.g., in movies [8]) is also exploited
to assist the summarization process [6,13], e.g. by applying clustering at shot-
level. Typically, a number of the extracted key-frames are filtered out to reduce
redundancy and the rest are presented in temporal order.

Although the above approaches are oriented towards generic video input,
methods exploiting video type-specific information have also been proposed. In
surveillance videos, temporal segmentation (shot boundaries detection [14]) is
not a viable option due to the lack of cuts, therefore motion detection is employed
in order to create summaries that contain sets of object actions, like pedestrian
walking. Detected actions taking place in different direction and speed, are fused
into a single scene to form a short length video or graphical cue containing as
many actions as possible [15]. However, in unedited videos from professional
capture sessions (e.g., in TV/movie production), which are also filmed with a
static camera and not clearly segmented into shots, such an approach is not
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applicable. The preferred summarization goal would naturally be to select one
key-frame per depicted activity. Moreover, while in both cases the most impor-
tant visual clue is human motion, state-of-the-art human activity descriptors
such as Dense Trajectories [16] cannot be readily employed, due to the excep-
tionally high memory/computational requirements and their unsuitability for
per-frame descriptions, given that accurate activity descriptions extend tempo-
rally in multiple neighbouring video frames.

This work attempts to investigate video description/representation specifi-
cally suited to video summarization tasks. It presents a compact framework for
the description and representation of videos depicting human activities, with the
goal of enabling automated large-volume video summarization for semantically
meaningful key-frame extraction. The goal is to succinctly summarize a video by,
ideally, selecting one key-frame per depicted activity segment. The framework
is structured around the concept of per-frame visual word histograms, using the
established BoF approach. This scheme successfully captures the distribution
of elemental visual building blocks at each video frame and has been proven
suitable for discriminative representation of human activities, in tasks such as
activity recognition [17] or temporal activity segmentation [18].

Three existing image descriptors (histogram, FMoD, SURF), a novel one
(LMoD), as well as a component of Dense Trajectories, are adapted into the
proposed framework. The image descriptors are quantitatively compared against
each other, as well as against the most common video summarization descriptor,
i.e., global image histogram, a variant of which was shown in [3] to outperform
all competing approaches when no shot boundaries information was available.
The two local descriptors (SURF and LMoD) are evaluated with and without
the addition of the implemented Dense Trajectories variant. A publicly available
annotated dataset [19] and the most common video summarization method, i.e.,
frame clustering, are adopted. In all cases, several image modalities are being
exploited (luminance, hue, edges, optical flow magnitude) in order to simultane-
ously capture information about the depicted shapes, colors, lighting, textures
and motions. A simple, objective evaluation metric is employed for comparing
the competing descriptors.

2 A Framework for Describing and Representing
Activity Videos

In the proposed approach, each video is assumed to be composed of a temporally
ordered sequence V of Nf video frames, each one being a set Vi of K matrices
Vik ∈ R

M×N , where 0 ≤ i < Nf and k ∈ l, h, o, e. K is the number of available
image modalities: l stands for luminance, h for color hue, o for optical flow
magnitude and e for edge map. Each Vik is a digitized 8-bit image with a
resolution of M × N pixels.

The presented framework operates by initially computing a set of low-level,
L-dimensional description vectors at each Vik. For a given i, a single set of
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descriptors Di is subsequently derived from all image modalities, by simply con-
catenating corresponding vectors computed for different values of k. The corre-
spondence among modalities is established in terms of spatial pixel coordinate
matching. Each Di, composed of Pi LK-dimensional, multimodal description
vectors, is then transformed into a single histogram feature vector di by fol-
lowing a Bag-of-Features representation approach [12]. That is, all multimodal
description vectors from the entire video are clustered into Kc representative
groups, called visual words. The set of all cluster centroids is called a codebook
and c is the codebook size parameter. Each of the Pi vectors in Di is subse-
quently assigned to the nearest visual word, in terms of Euclidean distance. The
number of description vectors assigned to each of the Kc clusters is an entry
in a Kc-dimensional vector. This vector is followingly transformed into a his-
togram by L1-normalization, in order to produce the final Kc-dimensional video
frame feature vector di. The histogram construction process is repeated for all
Nf values of i.

Any type of low-level descriptor can be employed during the first step of the
algorithm. This is trivial in the case of local descriptors, such as SIFT or SURF,
but not when global descriptors are to be used. In the context of the proposed
framework, a variant of the approach presented in [8] has been adopted for any
global descriptor. That is, each M × N video frame Vik, is partitioned in small
blocks of m × n pixels, where m < M and n < N . A description vector is then
computed separately for each such block. The process is successively repeated d
times, for larger values of m and n, until m = M and n = N during the last
iteration. From an implementation point-of-view, this is executed recursively, in
a top-down manner, with the image region that is currently being described at
each time, subsequently being partitioned into 4 quadrants. These quadrants
serve as input blocks to the 4 recursive function calls of the next step. Thus, the
total number S of produced description vectors is given by the sum of the first
d terms of a geometric progression:

S(d) = 1 · 40 + 1 · 41 + · · · + 1 · 4d−1 = (4d − 1)/3 (1)

In the end, a set of description vectors over various image regions and for various
scales is produced, including one truly global description vector (computed over
the entire Vik). Available local information is more spatially focused for higher
values of d, at the cost of higher computational requirements. In general, how-
ever, the main advantage of global image descriptors, i.e., rapid computation [20],
is mostly retained with this simple spatial partitioning scheme, in comparison
to more complicated alternative approaches, such as image segmentation.

Below, the descriptors used for the evaluation of the proposed framework are
presented.

2.1 Global Descriptors

Global histograms computed in various image modalities are the most commonly
used feature descriptors for video summarization. For instance, in [6], 16-bin hue
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histograms derived from the frame representation in the HSV color space are
employed. In the presented framework, a histogram resolution of 16 bins is also
adopted in the context of the multimodal, frame partitioning scheme previously
described.

FMoD [8] was also adopted and adapted to our multimodal, frame parti-
tioning scheme. FMoD operates at each m × n block by computing one pro-
file vector for the horizontal dimension and one for the vertical dimension,
through averaging pixel values across block columns/rows, respectively. The
result is an n-dimensional and an m-dimensional profile vector. Each of the
two vectors is summarized by their first 4 statistical moments (mean, stan-
dard deviation, skewness, kurtosis). The resulting 8-dimensional vector fi =
[m1H ,m2H ,m3H ,m4H ,m1V , m2V ,m3V ,m4V ]T compactly captures the statisti-
cal properties of the block.

In this work, FMoD was extended by adding first-order statistical tex-
ture analysis components to the summary of each profile vector, i.e., energy
and entropy. Moreover, on top of the horizontal and the vertical pro-
file vector, a third block vector is constructed by vectorizing the actual
block in row-major order. The same statistical synopsis is also applied on
this vector, resulting in an 18-dimensional block description vector fi =
[m1H , · · · ,m6H ,m1V , · · · ,m6V ,m1B , · · · ,m6B ]T . Using this notation, H, V and
B refer to the extracted statistical properties of horizontal profile vectors, verti-
cal profile vectors and block vectors, respectively.

2.2 Local Descriptors

The most commonly employed local image descriptor is SIFT, with the less com-
putationally costly SURF being a close second choice. Both produce histograms
of edge orientations for carefully selected image interest points, in a scale- and
rotation-invariant manner. This stems from their design with object recogni-
tion tasks in mind, but is not necessarily an ideal approach for the domain of
activity video summarization. Since the video description process is not meant
to enable successful video classification, but salient key-frame extraction, and
given that the subsequent BoF representation step provides (to a degree) sev-
eral invariances, local descriptors can be of a holistic nature, i.e., they would
only need to compactly capture major characteristics of untransformed image
patches, covering most of (or even the entire) video frame.

In the presented framework, the SURF detector and descriptor [11] was
adopted, for reasons of computational speed. Interest point detection occurs
on the luminance video frame modality and the detected key-point coordinates
are used for SURF description vectors computation on all employed modalities.

Additionally, the global, extended FMoD descriptor discussed in Subsect. 2.1,
provided the basis for a novel local descriptor, called Local Moments Descriptor
(LMoD). LMoD operates in the manner presented below.

To describe a given image block B with a dimension of b × b pixels, B is
recursively partitioned into quadrant sub-blocks using the frame partitioning
scheme of the global descriptor case. For each sub-block, the 18-dimensional
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description vector of the extended FMoD descriptor is computed and all such
vectors are concatenated into an 18S(d)-dimensional block description vector,
where S(d) is given by Eq. (1).

Instead of sparsely detecting interest points, as in the case of SIFT or SURF,
the luminance modality of the i-th video frame (Vil) is densely sampled on a
rectangular grid to extract the block centers where LMoD vectors are to be com-
puted, using a sampling step of s pixels. Subsequently, each candidate block is
checked for luminance homogeneity, in order to dismiss blocks conveying minimal
information. To achieve rapid computation, this is simply implemented using a
threshold tl on the standard deviation of the block luminance.

Dense sampling of interest points allows the background of a depicted activity
to be taken into account and complements the holistic nature of LMoD descrip-
tors. As in the case of SURF, description vectors are constructed on all employed
modalities at the spatial coordinates computed in Vil.

2.3 Activity Descriptor

The multimodal global and local descriptors previously presented are able to
describe each video frame in several ways. However, motion information is pro-
vided only from the optical flow magnitude image modality and, therefore, is too
temporally localized. Since the focus is on activity videos, an additional descrip-
tor may be employed along with local descriptors, which attempts to capture
consistent motion in wide temporal windows. This descriptor, called Trajecto-
ries, has been adopted and adapted from one component of the state-of-the-art
Dense Trajectories description algorithm (designed for activity recognition) [16].

Below, a set of Di computed description vectors (corresponding to Di

detected interest points) is assumed for each Vil. Trajectories operate by track-
ing each local interest point along consecutive video frames, using the estimated
optical flow magnitude image modality, for a temporal window of Tw frames, in
a sliding window approach. Thus, for each local descriptor, a temporally ordered
sequence of Tw coordinate pairs (x, y) (referring to horizontal and vertical pixel
positions, respectively) is produced, which is equivalent to a set of spatiotem-
poral coordinate triplets of the form (x, y, t). If a coordinate triplet is shared
among different sequences, one sequence is retained and the rest are discarded.
A 2Tw-dimensional vector of spatial displacements is then computed from each
sequence, by subtracting the corresponding spatial coordinates among all pairs of
subsequent video frames. Static vectors of displacements (derived from interest
points with no motion) are eliminated, through comparing their L1 norm with
a threshold ts. Finally, each retained vector is normalized by the sum of its dis-
placement magnitudes. The result is a trajectory description vector tj , 0 ≤ j < P ,
where P is the total number of estimated trajectories across the entire video.
Each tj encodes relative motion direction patterns across a wide temporal win-
dow, in a partially scale-invariant manner. For each trajectory starting at video
frame b, b is also recorded and, thus, it is trivial to determine which frames tj
passes through (i.e., which ones are contained in it). The starting frame of tj is
hereafter denoted by bj .
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The set of all trajectory vectors from all video frames is employed to con-
struct a codebook of size c, which is subsequently used to compute a trajectory
histogram hi per video frame Vil. Unlike in the traditional BoF approach, com-
puting hi includes a simple weighting scheme: the contribution of each trajectory
tj is weighted based on the relation between temporal positions bj and i. That
is, the corresponding weight wj is derived from a discrete Gaussian over the
temporal axis with its peak at position i, where each tj is assigned to position
bj + �(Tw/2)�. Obviously, trajectories not containing position i are completely
disregarded. In the end, a c-dimensional trajectory histogram hi has been pro-
duced for each video frame Vil, encoding spatiotemporal activity information.

By employing the approach described above, activity motion descriptions
are computed as video features complementary to local description vectors, in a
manner that allows per-frame activity representation.

3 Quantitative Evaluation

3.1 Evaluation Dataset

In order to experimentally evaluate the proposed framework and descriptors,
a subset of the publicly available, annotated IMPART video dataset [19] was
employed. It depicts three subjects/actors in two different settings: one out-
door and one indoor. A living room-like setting was set-up for the latter, while
two scripts were executed during shooting, prescribing human activities by a
single human subject: one for the outdoor and one for the indoor setting. In
each shooting session, the camera was static and the script was executed three
times in succession, one time per subject/actor. This was repeated three times
per script, for a total of 3 indoor and 3 outdoor shooting sessions. Thus each
script was executed three times per actor. Three main actions were performed,
namely “Walk”, “Hand-wave” and “Run”, while additional distractor actions
were also included and jointly categorized as “Other” (e.g., “Jump-up-down”,
“Jump-forward”, “Bend-forward”). During shooting, the actors were moving
along predefined trajectories defined by three waypoints (A, B and C). Summing
up, the dataset consists of 6 MPEG-4 compressed video files with a resolution
of 720× 540 pixels, where each one depicts three actors performing a series of
actions one after another. The mean duration of the videos is about 182 s, or
4542 frames.

The fact that ground truth annotation data provided along with the IMPART
dataset describe not key-frames pre-selected by users, as in [6] (which would be
highly subjective), but obvious activity segment frame boundaries, was exploited
to evaluate the proposed framework as objectively as possible. Given the results
of each summarization algorithm for each video, the number of extracted key-
frames derived from actually different activity segments (hereafter called inde-
pendent key-frames) can be used as an indication of summarization success.
Therefore, the ratio of extracted independent key-frames by the total number
of requested key-frames K, hereafter called Independence Ratio (IR) score, is a
practical evaluation metric.
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3.2 Experimental Results

The proposed framework and video frame descriptors, as well as a multimodal
variant of the global image histogram (without the BoF representation stage)
which is popular in the relevant literature (e.g., in [5,6]), were evaluated on the
presented IMPART dataset, using the IR metric and the K-Means++ algorithm
[21] for frame clustering, as the main summarization method. Other clustering
algorithms have been tested and shown to provide similar results. The method
in [22] was employed for optical flow estimation. The Laplace operator was used
for deriving the edge map image modality, after 3 × 3 median filtering for noise
suppression.

The number of clusters K, i.e., the number of requested extracted key-frames
per video, is a user-provided parameter which controls the grain of summariza-
tion. Typically, in clustering-based summarization approaches, K is set propor-
tionally to video length and in accordance with the desired summary conscise-
ness. In order to most effectively compare the different description and repre-
sentation schemes in terms of the achieved IR score, the actual number Q of
different activity segments (known from the ground truth) was used as K for
each video. Codebook size c was set to 80, while frame partitioning depth d was
set to 6 for global descriptors and to 2 for LMoD. Block dimension, interest
point sampling step and luminance dispersion threshold were set to 25 pixels, 20
pixels and 20 standard deviation units, respectively, for LMoD. Interest point
tracking temporal window width Tw was set to 15 video frames for Trajectories,
as in [16]. The experiments were performed on a high-end PC, with a Core i7 @
3.5 GHz CPU and 32 GB RAM, while the codebase was developed in C++.

Table 1 presents the IR scores, averaged over the entire employed dataset,
that were achieved by the competing approaches. Two global descriptors (Frame-
work Histogram, extended FMoD), two local descriptors (SURF, LMoD) and
two composite schemes consisting of the local descriptors and the presented
per-frame activity descriptor (SURF+Trajectories, LMoD+Trajectories) were
compared. In the last case, the BoF-derived histograms from the local and the
activity descriptors were concatenated before frame clustering. Additionally, a
traditional 16-bin global image histogram descriptor (omitting the frame par-
titioning and the BoF representation stages) was employed, for a total of 7
competing approaches. In all cases, all discussed video frame modalities (lumi-
nance, color hue, optical flow magnitude map, edge map) were exploited through
description vector concatenation.

Table 2 presents the mean required execution times per-frame (in millisec-
onds), over the entire employed dataset, that were achieved by the competing
approaches. These measurements include the time necessary for all description
and representation stages for all image modalities, as well as the time needed for
image modality computation per-frame.

As it can be seen, the proposed framework is outperformed by the typically
used global image histogram only when local SURF descriptors are used, which
confirms the findings of [3]. In all other cases, the presented description and repre-
sentation schemes achieve higher performance, with Extended FMoD being more
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Table 1. A comparison of the mean IR scores for different video description and
representation methods, using K-Means++ summarization.

Method Mean IR

Framework Histogram 0.685

Extended FMoD 0.723

LMoD 0.740

SURF 0.484

LMoD+Trajectories 0.802

SURF+Trajectories 0.553

Global Histogram 0.571

Table 2. A comparison of the mean execution time requirements per-frame for different
video description and representation methods.

Method Mean time (msecs)

Framework Histogram 1077

Extended FMoD 1508

LMoD 1405

SURF 1208

LMoD+Trajectories 2204

SURF+Trajectories 1998

Global Histogram 706

successful than Framework Histogram and LMoD providing the best results in
both metrics. Additionally, the Trajectories per-frame activity descriptor seems
to beneficially enrich the informational content of both employed local descrip-
tors (LMoD and SURF), resulting in the combination LMoD+Trajectories being
the best choice. Obviously, it is reasonable that activity description aids the sum-
marization of activity videos. Not unexpectedly, this comes at the cost of a three-
fold increase in required computational time in comparison to the traditional
global image histograms. This indicates a typical trade-off between summariza-
tion quality and computational requirements, with better performing descriptors
being more appropriate for off-line/non real-time applications.

The very low performance of SURF is of high interest, since it validates our
assumption that sparsely sampled and highly invariant descriptors designed for
recognition tasks are not necessarily suitable for video summarization. This fits
with previous results in [3], which indicated that in the absence of clear shot
boundary information, global image color histograms produced better results
than SIFT and SURF. A local descriptor that is holistic, according to our def-
inition, and densely sampled, i.e., LMoD, outperforms both approaches, pos-
sibly because it captures spatial image properties lost in the case of simple
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global histograms and information content discarded by recognition-oriented
local descriptors. Overall, the presented framework seems to be more efficient
when employing holistic local descriptors.

4 Conclusions

We have proposed a consistent video description and representation framework
that accommodates per-frame local, global and activity descriptors, with the
goal of assisting successful automated summarization of human activity videos.
The framework has been objectively evaluated on a publicly available dataset
(IMPART), using the most common video summarization method, i.e., frame
clustering. In all cases, several image modalities are being exploited (luminance,
hue, edges, optical flow magnitude) in order to simultaneously capture informa-
tion about the depicted shapes, colors, lighting, textures and motions. In this
context, the introduced Extended FMoD, LMoD and Trajectories descriptors
(specially adapted novel extensions of pre-existing descriptors) outperform com-
peting approaches, with the LMoD+Trajectories combination proving to be the
most effective.
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Abstract. The increasing amount of image databases over the last years
has highlighted our need to represent an image collection efficiently and
quickly. The majority of image retrieval and image clustering approaches
has been based on the construction of a visual vocabulary in the so
called Bag-of-Visual-words (BoV) model, analogous to the Bag-of-Words
(BoW) model in the representation of a collection of text documents. A
visual vocabulary (codebook) is constructed by clustering all available
visual features in an image collection, using k-means or approximate k-
means, requiring as input the number of visual words, i.e. the size of the
visual vocabulary, which is hard to be tuned or directly estimated by the
total amount of visual descriptors. In order to avoid tuning or guessing
the number of visual words, we propose an incremental estimation of
the optimal visual vocabulary size, based on the DBSCAN-Martingale,
which has been introduced in the context of text clustering and is able to
estimate the number of clusters efficiently, even for very noisy datasets.
For a sample of images, our method estimates the potential number of
very dense SIFT patterns for each image in the collection. The proposed
approach is evaluated in an image retrieval and in an image cluster-
ing task, by means of Mean Average Precision and Normalized Mutual
Information.

Keywords: DBSCAN-Martingale · Visual vocabulary size estimation ·
Clustering

1 Introduction

Image retrieval and image clustering are related tasks because of their need to
efficiently and quickly search for nearest neighbors in an image collection. Taking
into account that image collections are dramatically increasing (e.g. Facebook
and Flickr), both tasks, retrieval and clustering, become very challenging and
traditional techniques show reduced functionality. Nowadays, there are many
applications of image retrieval and clustering, to assist personal photo organiza-
tion and search.

Searching in an image collection for similar images is strongly affected by
the representation of all images. Spatial verification techniques for image rep-
resentation, like RANSAC and pixel-to-pixel comparisons, are computationally
c© Springer International Publishing AG 2017
P. Angelov et al. (eds.), Advances in Big Data, Advances in Intelligent
Systems and Computing 529, DOI 10.1007/978-3-319-47898-2 4
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expensive and have been outperformed by the Bag-of-Visual-words (BoV) model,
which is based on the construction of a visual vocabulary, known also as visual
codebook, using a vocabulary of visual words [17], by clustering all visual fea-
tures. The visual vocabulary construction is motivated by the Bag-of-Words
(BoW) model in a collection of text documents. The set of all visual descriptors
in an image collection is clustered using k-means clustering techniques, which are
replaced by approximate k-means methods [15], in order to reduce the computa-
tional cost of visual vocabulary construction. However, both k-means techniques
require as input the number of visual words k, which we shall estimate incre-
mentally.

The visual vocabulary is usually constructed, using an empirical number of
visual words k, such as k = 4000 in [18]. The optimal number k is hard to be
tuned in very large databases, and impossible when ground truth does not exist.
An empirical guess of k may lead to the construction of visual codebooks, which
are not optimal when involved in an image retrieval of image clustering task. To
that end, we propose a scalable estimation of the optimal number of visual words
k in an incremental way, using a recent modification of DBSCAN [3], which also
has a scalable and parallel implementation [7]. In the proposed framework, the
final number of visual words is incrementally estimated on a sample of images
and therefore, it can easily scale up to very large image collections, in the context
of Big Data.

The most prominent visual features are SIFT descriptors [9], but several other
methods have been proposed to represent an image, such as VLAD [8], GIST
[12], Fisher vectors [13] or DCNN features [10]. In this work, we will restrict our
study on the estimation of the visual vocabulary size, based on SIFT descriptors,
and comparison in terms of the optimal visual features is beyond the scope of
this work.

The main research contributions of this work are:

• Estimate the optimal size of a visual vocabulary
• Build the size estimation incrementally

Therefore, we are able to build efficient visual vocabularies without tuning the
size or guessing a value for k. Our proposed method is a hybrid framework, which
combines the recent DBSCAN-Martingale [6] and k-means clustering. The pro-
posed hybrid framework is evaluated in the image retrieval and image clustering
problems, where we initially provide an estimation for the number of visual words
k, using the DBSCAN-Martingale, and then cluster all visual descriptors by k,
as traditionally done by k-means clustering.

In Sect. 2 we present the related work in visual vocabulary construction and
in Sect. 3 we briefly present the DBSCAN-Martingale estimator of the number
of clusters. In Sect. 4, our proposed hybrid method for the construction of visual
vocabularies is described in detail, and finally, in Sect. 5, it is evaluated under
the image retrieval and image clustering tasks.
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2 Related Work

The Bag-of-Visual-Words (BoV) model initially appeared in [17], in which
k-means clustering is applied for the construction of a visual vocabulary. The
constructed visual vocabulary is then used for image retrieval purposes and is
similar to the Bag-of-Words model, where a vocabulary of words is constructed,
mainly for text retrieval, clustering and classification. In the BoV model, the
image query and each image of the collection are represented as a sparse vec-
tor of term (visual word) occurrences, weighted by tf-idf scores. The similarity
between the query and each image is calculated, using the Mahalanobis distance
or simply the Euclidean distance. However, there is no obvious value for the
number of clusters k in the k-means clustering algorithm.

Other approaches for the construction of visual vocabularies include Approx-
imate k-means (AKM) clustering, which offers scalable construction of visual
vocabularies. Hierarchical k-means (HKM) was the first approximate method
for fast and scalable construction of a visual vocabulary [11], where data points
are clustered by k = 2 or k = 10 using k-means clustering and then k-means
is applied to each one of the newly generated clusters, using the same num-
ber of clusters k. After n steps (levels), the result is kn clusters. HKM has
been outperformed by AKM [15], where a forest of 8 randomized k-d trees pro-
vides approximate nearest neighbor search between points and the approximately
nearest cluster centers. The use of 8 randomized k-d trees with skewed splits have
recently been proposed, in the special case of SIFT descriptors [5]. However, all
AKM clustering methods require as input the number of clusters k, so an efficient
estimation of k is necessary.

The need to estimate the number of visual words emerges from the com-
putational cost of k-means algorithm, either in exact or approximate k-means
clustering [19]. Apart from being a time consuming process, tuning the num-
ber of clusters k may affect significantly the performance of the image retrieval
task [15]. Some studies assume a fixed value of k, such as k = 4000 in [18], but
in general the choice of k varies from 103 up to 107, as stated in [12]. In another
approach, 10 clusters are extracted using k-means for each one of the considered
classes (categories), which are then concatenated in order to form a global visual
vocabulary [20]. In contrast, we shall estimate the number of clusters using the
DBSCAN-Martingale [6], which automatically estimates the number of clusters,
based on an extension of DBSCAN [3], without a priori knowledge of the density
parameter minPts of DBSCAN. DBSCAN-Martingale generates a probability
distribution over the number of clusters and has been applied to news clustering,
in combination with LDA [6]. Contrary to the previous text clustering approach,
DBSCAN-Martingale shall be presented in the context of visual vocabulary con-
struction for the estimation of the optimal number of visual words, to support
any image retrieval or clustering task.
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3 The DBSCAN-Martingale Estimation of the Number
of Clusters

In this section, we briefly describe the DBSCAN-Martingale, which has been
introduced for the estimation of the number of clusters in a collection of text
documents. DBSCAN [3] uses two parameters ε and minPts to cluster the points
of a dataset without knowing the number of clusters. DBSCAN-Martingale over-
comes the tuning of the parameter ε and shows robustness to the variation of
the parameter minPts [6].
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Fig. 1. The number of clusters as estimated by the DBSCAN-Martingale on an illus-
trative dataset. The generated probability distribution states that it is more likely to
have 5 clusters, although they appear in different density levels and there are points
which do not belong to any of the clusters.

The estimation of the number of clusters is a probabilistic method and assigns
a probability distribution over the number of clusters, so as to extract all clusters
for all density levels. For each randomly generated density level ε, density-based
clusters are extracted using the DBSCAN algorithm. The density levels εt, t =
1, 2, . . . , T are generated from the uniform distribution in the interval [0, εmax]
and sorted in increasing order.

Each density level εt provides one partitioning of the dataset, which then
formulates a N × 1 clustering vector, namely CDBSCAN(εt) for all stages t =
1, 2, . . . , T , where N is the number of points to cluster. The clustering vector
takes as value the cluster ID κ of the j-th point, i.e. CDBSCAN(εt)[j] = κ.

In the beginning of the algorithm, there are no clusters detected. In the first
stage (t = 1), all clusters detected by CDBSCAN(ε1) are kept, corresponding to
the lowest density level ε1. In the second stage (t = 2), some of the detected
clusters by CDBSCAN(ε2) are new and some of them have also been detected
at previous stage (t = 1). DBSCAN-Martingale keeps only the newly detected
clusters of the second stage (t = 2), by grouping the numbers of the same cluster
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ID with size greater than minPts. After T stages, we have progressively gained
knowledge about the final number of clusters k̂, since all clusters have been
extracted with high probability.

The estimation of number of clusters k̂ is a random variable, because of the
randomness of the generated density levels εt, t = 1, 2, . . . , T . For each realiza-
tion of the DBSCAN-Martingale one estimation k̂ is generated, and the final
estimation of the number of clusters have been proposed [6] as the majority
vote over 10 realizations of the DBSCAN-Martingale. The percentage of realiza-
tions where the DBSCAN-Martingale outputs exactly k̂ clusters is a probability
distribution, as the one shown in Fig. 1.

4 Estimation of the Visual Vocabulary Size Using
the DBSCAN-Martingale

Motivated by the DBSCAN-Martingale, which has been applied in several col-
lections of text documents in the context of news clustering [5], we propose an
estimation of the total number of visual words in an image collection, as shown
in Fig. 2. The proposed method is incremental, since the estimation of the final
number of visual words is progressively estimated and updated when a new
image is added to the collection.

DBSCAN-
Martingale 

 

DBSCAN-
Martingale 

 

DBSCAN-
Martingale  

... … … … … … … … … ... … … … … … … … … ... … … … … …  

Image Keypoints SIFT descriptors visual words 

Fig. 2. The estimation of the number of visual words in an image collection. Each image
i contributes with ki visual words to the overall estimation of the visual vocabulary
size.

Starting from the first image, keypoints are detected and SIFT descriptors
[9] are extracted. Each visual feature is represented as a 128-dimensional vector,
hence the whole image i is a matrix Mi with 128 columns, but the number of
rows is subject to the number of detected keypoints. On each matrix Mi, the 128-
dimensional vectors are clustered using the DBSCAN-Martingale, which outputs
the number of dense patterns in the set of visual features, as provided by several
density levels. Assuming that the application of 100 realizations of the DBSCAN-
Martingale has output k1 for the first image, k2 for the second image and kl for
the l-th image (Fig. 2), the proposed optimal size of the visual vocabulary is:
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k =
l∑

i=1

ki (1)

DBSCAN-Martingale extracts clusters sequentially, combines them into one
single clustering vector and outputs the most updated estimation of the num-
ber of clusters, in each realization. The DBSCAN-Martingale requires T itera-
tions of the DBSCAN algorithm, which runs in O(n log n), when kd-tree data
structures are employed for fast nearest neighbor search and in O(n2) with-
out tree-based spatial indexing [1]. Approximate solutions of DBSCAN [4] may
reduce its computational complexity up to O(n), without significant accuracy
reduction. We adopt the implementation of DBSCAN-Martingale in R1, which is
available on Github2, because the R-script utilizes the dbscan3 package, which
runs DBSCAN in O(n log n). Thus, the overall complexity of the DBSCAN-
Martingale is O(Tn log n), where n is the number of visual descriptors per image.
Assuming r iterations of the DBSCAN-Martingale per image and given an image
collection of l images, the overall estimation of the size of a visual vocabulary is
O(lrTn log n).

In order to reduce the complexity, we sample l′ out of l images to get an
average number of visual words per image. The final number of visual words is
estimated from a sample of images S = {i1, i2, . . . , il′} of size l′, so the overall
complexity becomes O(l′rTn log n). The final estimation for the number of visual
words k̂ of Eq. (1) becomes:

k̂ =
l

l′
∑

i∈S

ki (2)

We utilize the estimation k̂, provided by Eq. (2), in order to cluster all visual
features by k̂ using k-means clustering. Therefore, a visual vocabulary of size
k̂ is constructed. After the construction of a visual vocabulary, as shown in
Fig. 3, images are represented using term-frequency scores with inverse document
frequency weighting (tf-idf) [17]:

tfidfij =
nid

nd
log

D

ni
(3)

where nid is the number of occurrences of visual word i in image d, nd is the
number of visual words in image d, ni is the number of occurrences of visual
word i in the whole image collection and D is the total number of images in the
database.

In the following section, we test our hybrid visual vocabulary construction
in the image retrieval and image clustering problems.

1 https://www.r-project.org/.
2 https://github.com/MKLab-ITI/topic-detection/blob/master/DBSCAN

Martingale.r.
3 https://cran.r-project.org/web/packages/dbscan/index.html.

https://www.r-project.org/
https://github.com/MKLab-ITI/topic-detection/blob/master/DBSCAN_Martingale.r
https://github.com/MKLab-ITI/topic-detection/blob/master/DBSCAN_Martingale.r
https://cran.r-project.org/web/packages/dbscan/index.html


Incremental Estimation of Visual Vocabulary Size for Image Retrieval 35

SIFT 
Extraction 

Visual 
Vocabulary 

Construction 

Image 
Representation 

Approximate  
k-means (k) 

k-means (k) 

Image 
Collection

DBSCAN-
Martingale 

4 5 6 7 8 9 10 12 14 16 19

clusters

p
ro

b
a

b
ili

ty

0
.0

0
0

.0
5

0
.1

0
0

.1
5

Application 

Image 
Retrieval 

Image 
Clustering 

Fig. 3. The hybrid visual vocabulary construction framework using the DBSCAN-
Martingale for the estimation of k and either exact or approximate k-means clustering
by k. After the visual vocabulary is constructed, the collection of images is efficiently
represented for any application, such as image retrieval or clustering.

5 Experiments

We evaluate our method in the image retrieval and image clustering tasks, in
which nearest neighbor search is performed in an unsupervised way. The datasets
we have selected are the WANG4 1K and Caltech5 2.5 K with 2,516 images, with
queries as described in [5] for the image retrieval task. The number of extracted
visual descriptors (SIFT) is 505,834 and 769,546 128-dimensional vectors in the
WANG 1K and Caltech 2.5 K datasets, respectively. The number of topics is 10
for the WANG dataset and 21 for the Caltech, allowing also image clustering
experiments with the considered datasets. We selected these datasets because
they are appropriate for performing both image retrieval and image clustering
experiments and tuning the number of visual words k may be done in reasonable
processing time, so as to evaluate the visual vocabulary construction in terms of
Mean Average Precision (MAP) and Normalized Mutual Information (NMI).

Keypoints are detected and SIFT descriptors are extracted using the LIP-
VIREO toolkit6. For the implementation of DBSCAN-Martingale we used the
R-script, which is available on Github7 for εmax = 200 and 100 realizations. We
build one visual vocabulary for several number of visual words k, which is tuned
in k ∈ {100, 200, 300, . . . , 4000}. The parameter minPts is tuned from 5 to 30
and the final number of clusters per image is the number which is more robust
to the variations of minPts. In k-means clustering, we allow a maximum of 20
iterations.

4 http://wang.ist.psu.edu/docs/related/.
5 http://www.vision.caltech.edu/Image Datasets/Caltech101/.
6 http://pami.xmu.edu.cn/∼wlzhao/lip-vireo.htm.
7 https://github.com/MKLab-ITI/topic-detection/blob/master/DBSCAN

Martingale.r.

http://wang.ist.psu.edu/docs/related/
http://www.vision.caltech.edu/Image_Datasets/Caltech101/
http://pami.xmu.edu.cn/~wlzhao/lip-vireo.htm
https://github.com/MKLab-ITI/topic-detection/blob/master/DBSCAN_Martingale.r
https://github.com/MKLab-ITI/topic-detection/blob/master/DBSCAN_Martingale.r
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Fig. 4. Evaluation using MAP and NMI in image retrieval and image clustering tasks
for the WANG and Caltech datasets. The MAP and NMI scores which are obtained
by our k estimation is the straight red line.

Our estimations for the number of visual words is k̂ = 2180 and k̂ = 1840
for the WANG and Caltech datasets, respectively, given a sample of 200 images.
The corresponding MAP and NMI are compared to the best MAP and NMI
scores in k ∈ {100, 200, 300, . . . , 4000}. The results are reported in Table 1, where
apart from the best MAP and NMI scores, we also present the ratio of MAP
(NMI) provided by our k̂-estimation to the maximum observed MAP (NMI)
score, denoted by rMAP (rNMI). In particular, in the WANG dataset, MAP
is 96.42 % of the best MAP observed and NMI is 94.91 % of the best NMI.
Similar behavior is observed in the Caltech dataset, where NMI is approached
at 95.36 % and MAP at 80.06 %, respectively. In Fig. 4 we observe that our

Table 1. Evaluation in image retrieval and image clustering tasks.

Dataset k visual words MAP rMAP NMI rNMI

WANG best k 0.2040 0.3241

DBSCAN-Martingale k̂ 0.1967 0.9642 0.3076 0.9491

Caltech best k 0.1560 0.4439

DBSCAN-Martingale k̂ 0.1249 0.8006 0.4233 0.9536
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incremental estimation method, when combined with k-means, approaches the
highest observed MAP and NMI scores in all cases examined.

6 Conclusion

We presented an incremental estimation of the optimal size of the visual vocab-
ulary, which efficiently estimates the number of visual words, and evaluated the
performance of the constructed visual vocabulary in an image retrieval and an
image clustering task. Increasing the visual vocabulary size does not guarantee
that the performance of the corresponding retrieval and clustering tasks will also
increase as shown in Fig. 4 (c) for the Mean Average Precision. Our proposed
hybrid framework utilizes the output of DBSCAN-Martingale on a sample of
SIFT descriptors, to estimate the visual vocabulary size, in order to be used as
input in any k-means or approximate k-means clustering for the construction
of a visual vocabulary. The estimation is incremental and can be distributed
to several threads. A potential limitation of our approach could appear in the
case where an image exists more than once in the image collection and therefore
needlessly contributes with extra visual words the final estimation. However, if
the sample of images on which the DBSCAN-Martingale is applied does not
have duplicate images, the overall estimation will not be affected. In the future,
we plan to test our method using other visual features and in the context of
multimedia retrieval, where multiple modalities are employed.
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8. Jégou, H., Douze, M., Schmid, C., Pérez, P.: Aggregating local descriptors into a
compact image representation. In: 2010 IEEE Conference on Computer Vision and
Pattern Recognition (CVPR), pp. 3304–3311. IEEE, June 2010

9. Lowe, D.G.: Distinctive image features from scale-invariant keypoints. Intl. J. Com-
put. Vis. 60(2), 91–110 (2004)

10. Markatopoulou, F., Mezaris, V., Patras, I.: . Cascade of classifiers based on binary,
non-binary and deep convolutional network descriptors for video concept detection.
In: 2015 IEEE International Conference on Image Processing (ICIP), pp. 1786–
1790. IEEE, September 2015

11. Mikolajczyk, K., Leibe, B., Schiele, B.: Multiple object class detection with a gen-
erative model. In: 2006 IEEE Computer Society Conference on Computer Vision
and Pattern Recognition, vol. 1, pp. 26–36. IEEE, June 2006

12. Mikulik, A., Chum, O., Matas, J.: Image retrieval for online browsing in large image
collections. In: Brisaboa, N., Pedreira, O., Zezula, P. (eds.) SISAP 2013. LNCS,
vol. 8199, pp. 3–15. Springer, Heidelberg (2013). doi:10.1007/978-3-642-41062-8 2

13. Perronnin, F., Sánchez, J., Mensink, T.: Improving the fisher kernel for large-scale
image classification. In: Daniilidis, K., Maragos, P., Paragios, N. (eds.) ECCV
2010. LNCS, vol. 6314, pp. 143–156. Springer, Heidelberg (2010). doi:10.1007/
978-3-642-15561-1 11

14. Philbin, J.: Scalable object retrieval in very large image collections. Doctoral dis-
sertation, Oxford University (2010)

15. Philbin, J., Chum, O., Isard, M., Sivic, J., Zisserman, A.: Object retrieval with
large vocabularies and fast spatial matching. In: IEEE Conference on Computer
Vision and Pattern Recognition, 2007, CVPR 2007, pp. 1–8. IEEE, June 2007

16. Rawlings, J.O., Pantula, S.G., Dickey, D.A.: Applied regression analysis: a research
tool. Springer Science & Business Media (1998)

17. Sivic, J., Zisserman, A.: Video Google: a text retrieval approach to object matching
in videos. In: Ninth IEEE International Conference on Computer Vision, 2003,
Proceedings, pp. 1470–1477. IEEE, October 2003

18. Van De Sande, K.E., Gevers, T., Snoek, C.G.: Evaluating color descriptors for
object and scene recognition. IEEE Trans. Pattern Anal. Mach. Intell. 32(9), 1582–
1596 (2010)

19. Wang, J., Wang, J., Ke, Q., Zeng, G., Li, S.: Fast approximate k-means via clus-
ter closures. In: Multimedia Data Mining and Analytics, pp. 373–395. Springer
International Publishing (2015)

20. Zhang, J., Marszalek, M., Lazebnik, S., Schmid, C.: Local features and kernels
for classification of texture and object categories: a comprehensive study. Intl. J.
Comput. Vis. 73(2), 213–238 (2007)

http://dx.doi.org/10.1007/978-3-642-41062-8_2
http://dx.doi.org/10.1007/978-3-642-15561-1_11
http://dx.doi.org/10.1007/978-3-642-15561-1_11


Attribute Learning for Network Intrusion
Detection
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Abstract. Network intrusion detection is one of the most visible uses
for Big Data analytics. One of the main problems in this application is
the constant rise of new attacks. This scenario, characterized by the fact
that not enough labeled examples are available for the new classes of
attacks is hardly addressed by traditional machine learning approaches.
New findings on the capabilities of Zero-Shot learning (ZSL) approach
makes it an interesting solution for this problem because it has the ability
to classify instances of unseen classes. ZSL has inherently two stages: the
attribute learning and the inference stage. In this paper we propose a new
algorithm for the attribute learning stage of ZSL. The idea is to learn
new values for the attributes based on decision trees (DT). Our results
show that based on the rules extracted from the DT a better distribution
for the attribute values can be found. We also propose an experimental
setup for the evaluation of ZSL on network intrusion detection (NID).

Keywords: Attribute Learning · Network Intrusion Detection · Zero-
Shot Learning

1 Introduction

Nowadays society is becoming increasingly dependent on the use of computer sys-
tems in various fields such as finance, security and many aspects of everyday life.
On the other hand threats and attacks are increasingly growing. Cyber-Security
research area looks at the ability to act pro-actively in order to mitigate or
prevent attacks. In that sense Network Intrusion Detection (NID) is one of the
(possible) solutions. This task is basically carried out under two approaches: (i)
Missuse Detection and (ii) Anomaly Detection. These approaches have advan-
tages and disadvantages associated with their suitability to various scenarios [1].
There are machine learning based solutions to these approaches [2,3]. Despite
the extensive academic research, their deployment in operational NID environ-
ments has been very limited [4]. On the other hand new attacks are constantly
occurring, often as variants of known attacks.

Traditional machine learning approaches are unable to tackle challenging
scenarios in which new classes may appear after the learning stage. This scenario

c© Springer International Publishing AG 2017
P. Angelov et al. (eds.), Advances in Big Data, Advances in Intelligent
Systems and Computing 529, DOI 10.1007/978-3-319-47898-2 5
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is present many real world situations [5]. Specifically in NID related tasks where
one of the main problems is the emergence of new attacks which corresponds with
new classes. In that case the detection algorithm should identify the new classes
which is important in real environments. Recently, there has been an increasing
interest in the study of ZSL approaches, which might be a possible solution to
this problem [5–7]. In this paper we propose an Attribute Learning for Network
Intrusion Detection (ALNID) algorithm. We present the preliminary results as
an initial step prior to the detection of new attacks on networks. A proposal of
the experimental data setup for the application of ZSL in NID is also given. The
proposed attribute learning algorithm can be generalized to many problems.
It is simple and based on criteria such as attributes frequency and entropy,
achieving to learn new values for the original attributes. The results show a
significant improvement in the representation of the attributes for classes. This
is encouraging since we expect to achieve higher accuracy in the inference stage
of ZSL. The rest of the paper is organized as follows. In Sect. 2 we briefly review
the background, related work on ZSL as well as the attribute learning prior
stage. In Sect. 3 we describe the ALNID algorithm. In Sect. 4 we present the
data preprocessing and propose an experimental data setup for the application
of ZSL in NID. In Sect. 5 we discuss the results on KDD Cup 99 dataset. Finally,
we conclude and address some lines of future work.

2 Zero-Shot Learning

ZSL is inspired by the way human beings are capable of identifying new classes
when a high-level description is provided. It consists of identifying new classes
without training examples, from a high-level description of the new classes
(unseen classes) that relate them to classes previously learned during the train-
ing (seen classes). This is done by learning the attributes as an intermediate
layer that provides semantic information about the classes to classify. ZSL has
two stages: the training or attribute learning stage in which knowledge about the
attributes is captured, and then the inference stage where this knowledge is used
to classify instances among a new set of classes. This approach has been widely
applied to images classification tasks [5–8]. There are different solutions for both
attribute learning and for the inference stage, which models the relationships
among features, attributes, and classes in images. Such strategy makes it dif-
ficult to apply ZSL to other problems. This, coupled with the need of identify
new attacks on computer networks motivated us to development this research.

2.1 Attribute Learning Stage

The attribute learning focuses on learning to recognize several properties from
objects, which allow to learn new classes based only on their description [5].
Recently there have been applications of automatic recognition of attributes on
images [8–10]. In [8] the authors propose the extensive Scene UNderstanding
(SUN) database that contains 899 categories and 130, 519 images. The database
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is built by human scene classification using Amazon Mechanical Turk (AMT).
The authors firstly defined the attributes and then collected votes from AMT
evaluating the presence or not of the previously defined attributes on each image.
The procedure then selected or designed several state-of-art features that are
potentially useful for scene classification. To the best of our knowledge this app-
roach has never been applied on network intrusion detection.

2.2 Inference Stage

In the inference stage the predicted attributes are combined to infer the classes.
There are basically three approaches [5] for this second stage: k–nearest neigh-
bour (k–NN), probabilistic frameworks [7] and energy function [5,6]. One inter-
esting technique is the cascaded probabilistic framework proposed in [7,10] where
the predicted attributes on the first stage are combined to determine the most
likely target class. It has two variants: the Directed Attribute Prediction (DAP),
in which during the training stage, for each attribute, a probabilistic classifier is
learned. Then, at inference stage the classifiers are used to infer new classes from
their attributes signatures. The other variant is the Indirected Attribute Predic-
tion (IAP) which learns a classifier for each training class and then combines
predictions of training and test classes. The third ZSL approach uses energy
function [5,6], which is the same as the penalty function where given x: data,
and v: category vector, the energy function Ew(x, v) = x′Wv is trained, with
the metric W being Ew(x, v) positive if x = v and negative if x! = v. In [11]
a framework is proposed to predict both seen and unseen classes. Unlike other
approaches this proposal not only classifies unknown classes but also classifies
known classes. In the attribute learning stage they consider the set of all classes
Y during training and testing. Some classes y are available as seen classes in
training data (Ys) and the others are the Zero-Shot classes, without any train-
ing data, as unseen classes (Yu). Then they define W = Ws ∪ Wu as the word
vectors for both, seen and unseen classes. All training images x(i) ∈ Xy of a seen
class y ∈ Ys are mapped to the word vector wy. Then, to train this mapping a
two-layer neural network to minimize the following objective function (Eq. 1) is
trained [11]:

J(Θ) =
∑

y∈Ys

∑

x(i)∈Xy

∥
∥
∥wy − θ(2)f(θ(1)x(i))

∥
∥
∥
2

(1)

Other recent and simple energy function based approach is the ESZSL pro-
posal [5]. It is based on [6] which models the relationships among features,
attributes, and classes. The authors assume that at training stage there are
z classes, which have a signature composed of a attributes. That signatures are
represented in a matrix S ∈ [0, 1]axz. This matrix contains for each attribute
any value in [0, 1] representing the relationship between each attribute and the
classes. However, how the matrix S is computed is not addressed. The instances
available at training stage are denoted by X ∈ R

dxm, where d is the dimensional-
ity of the data, and m is the number of instances. The authors also compute the
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matrix Y ∈ {−1, 1}mxz to denote to which class belongs each instance. During
the training they compute the matrix V ∈ R

dxa as in Eq. 2:

V = (XXT + γI)−1XY S(SST + λI)−1 (2)

In inference stage they distinguish between a new set of z′ classes by their
attributes signatures, S′ ∈ [0, 1]axz

′
. Then, given a new instance x the prediction

is given by Eq. 3:
arg max

i
(xTV S′

i) (3)

Fig. 1. Zero-Shot Learning for Network Intrusion Detection

3 Proposed Attribute Learning Algorithm

Most of the attribute learning algorithms have been implemented for automatic
recognition of attributes on images based on the features extraction [8–10]. It is
hardly applicable to other kind of problems like NID. Firstly we evaluate different
machine learning algorithms on the preprocessed dataset (which is described in
next section) and the C45 decision tree algorithm shows the higher classification
accuracy of 99.54 %. This result together the lack of attribute learning algorithms
for non computer vision related tasks leads us to think in the extracted rules
as a solution to build or relearn the attributes. This method could be extended
not only to cover a wider area of Information Technology security but also to
different kind of problems with labeled and structured data in which the C45
algorithm could be applied with good results.

Our proposal is for the Attribute Learning Stage of the ZSL approach
depicted in Fig. 1. ALNID - Attribute Learning for Network Intrusion Detection
Algorithm - is a rule-based algorithm which weights the attributes according its
entropy and frequency in the rules. We begin with a set of X instances composed
of A = {a1, · · · , an} attributes. For each an ∈ A we compute the quantity of
information (I), the entropy (E) and the information gain (G). With these val-
ues we compute the C45 algorithm for decision trees. Furthermore, during each
iteration we record how many times each ai ∈ A attribute is evaluated by each
rule of the set R = {r1, · · · , rm}. This is what we call frequency. Then, a new
set of attributes A′ = {a′

1, · · · , a′
n} is created. The values of A′ are the frequency
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count, increasing by each time that an attribute is evaluated by the rule rm.
As output the algorithm returns the set of new valued instances X ′ = {A′

i}Ni=1

composed of the learned attributes, where N is the number of instances. The
pseudo-code of the proposed method is listed below:

{attributes weighted w.r.t. their frequency in each rule match};

X: Examples, A: Attributes (Input)

X’: Examples with learned attributes (Output)

var

I: Quantity of information

E: Entropy

G: Information Gain

begin

if all examples are from the same class then

repeat

Weight attribute;

Add examples to X’

until attribute in A

return X’;

else

I = Compute quantity of information of the examples;

repeat

E = Compute the entropy of attribute;

G = Compute the information gain of attribute;

until attribute in A

a = attribute that maximizes G;

v = value of a;

Delete a from A;

Generate a root node for the attribute a;

Weight attribute;

Add examples to X’

repeat

ALNID (examples from X with a == v, A);

generate a new branch with a==v;

until partition in Partitions generated by values of attribute a

return X’;

end.

4 Data and Experimental Setup

KDD Cup 991 is the most used in research as data to test and compare intrusion
detection algorithms. It contains about 5 millions of instances representing 39
types of attacks which are grouped into 4 categories and also one category for
normal traffic. Some preprocessing variants applied on the dataset are based on
the reduction of the classes replacing the attack labels by their corresponding
1 KDD Cup is the annual Data Mining and Knowledge Discovery competition orga-

nized by ACM Special Interest Group on Knowledge Discovery and Data Mining.
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Table 1. Data setup for zero-shot learning on network intrusion detection

Class Nr. of Examples Zero-Shot Class Category

smurf 280, 790 no DOS (D)

neptune 107, 201 no DOS (D)

back 2203 no DOS (D)

teardrop 979 yes DOS (D)

pod 264 no DOS (D)

land 21 yes DOS (D)

normal 97, 277 no NORMAL (N)

satan 1589 no PROBE (P)

ipsweep 1247 yes PROBE (P)

portsweep 1040 no PROBE (P)

nmap 231 yes PROBE (P)

warezclient 1020 no R2L (R)

guess passwd 53 yes R2L (R)

warezmaster 20 no R2L (R)

imap 12 yes R2L (R)

ftp write 8 no R2L (R)

multihop 7 no R2L (R)

phf 4 no R2L (R)

spy 2 no R2L (R)

buffer overflow 30 no U2R (U)

rootkit 10 yes U2R (U)

loadmodule 9 no U2R (U)

perl 3 yes U2R (U)

categories, thus reducing the number of classes to 5 [1]. Each instance repre-
sents a TCP/IP connection composed of 41 attributes both quantitative and
qualitative2. Despite our proposal holds for the attribute learning stage, we pro-
pose herein a scheme to apply ZSL approach in NID tasks (see Fig. 1). Table 1
shows that classes such as spy and perl have 2 and 3 instances respectively while
classes as smurf and normal have 280,790 and 97,277 respectively. Then, con-
sidering the study in [1] we selected the 12 attributes from the original 41 ones.
Its statistical description are shown in Table 2. We modified the dataset using
the five categories as classes. Later, for each category we selected two attacks
as Zero-Shot classes. Table 1 illustrates these values and the Zero-Shot classes.
This setup is very practical for the application at hand because we can classify

2 Current research uses a small portion that represents the 10 % of the original dataset
containing 494, 021 instances.
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Table 2. Statistical description of the attributes

Attributes Minimum Maximum Mean StdDev

duration 0 58,329 47.979 707.747

duration’ 0 3 0.013 0.117

protocol type 1 3 2.189 0.961

protocol type’ 0 1 0.845 0.362

src bytes 0 693,375,640 3025.616 988,219.101

src bytes’ 0 7 0.762 1.526

dst bytes 0 5155,468 868.531 33,040.035

dst bytes’ 0 3 0.057 0.297

urgent 0 3 0 0.006

urgent’ 0 1 0 0.016

count 0 511 332.286 213.147

count’ 1 4 1.821 0.425

srv count 0 511 292.907 246.323

srv count’ 0 2 0 0.017

same srv rate 0 1 0.792 0.388

same srv rate’ 0 1 0.784 0.411

dst host count 0 255 232.471 64.745

dst host count’ 0 2 0.033 0.238

dst host srv count 0 255 188.666 106.04

dst host srv count’ 0 3 0.21 0.469

dst host same srv rate 0 1 0.754 0.411

dst host same srv rate’ 0 1 0.024 0.154

dst host same src port rate 0 1 0.602 0.481

dst host same src port rate’ 0 3 0.585 0.779

the Zero-Shot classes. In this case, new attacks can be classified in the categories
to which they belong to.

5 Results and Discussion

The ALNID algorithm was evaluated on the preprocessed dataset computing
a DT of 132 leaves and 263 rules (R = {r1, ..., r263}). The classification accu-
racy for the seen classes was 99.94 %. Table 2 summarizes the minimum, max-
imum, mean and standard deviation values for each of the original attributes
and the learned ones by our proposal. The Fig. 2 depicts the distribution per
class of the original attribute values (A = {a1, ..., a12}) and the learned ones
(A′ = {a′

1, ..., a
′
12}). These were listed by decreasing order of the entropy (E)

of the learned attributes. In general the graphical plots show better separated
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(a) duration (b) duration’

(c) protocol type (d) protocol type’

(e) src bytes (f) src bytes’

(g) dst bytes (h) dst bytes’

(i) urgent (j) urgent’

(k) count (l) count’

Fig. 2. Original (left) and learned (right) attributes.
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(m) srv count (n) srv count’

(o) sam srv rate (p) sam srv rate’

(q) dst host count (r) dst host count’

(s) dst host srv count (t) dst host srv count’

(u) dst host same srv rate (v) dst host same srv rate’

(w) dst host same port rate (x) dst host same port rate’

Fig. 2. (continued)
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distributions per class for the learned attributes with our proposal than for the
originals ones. The learned attribute duration’ in Fig. 2(a) and (b) improves
distribution at least w.r.t. one class, e.g. the NORMAL (N) one. The rest of
the learned attributes by ALNID achieves a higher separability than the origi-
nal ones in their distribution regarding the classes (see Fig. 2(c)–(x )). This new
representation of the learned attributes are expected to improve the k–NN classi-
fication during the inference stage. Also we found a way to compute the signature
matrix S ∈ [0, 1]axz required by the energy function used in the inference app-
roach in [5]. The range of values of the learned attributes is discrete which can
easily be integrated in the inference stage.

6 Conclusions

ZSL is a two-stage approach that addresses the classification of new classes
without any example during the training. This, joined with the need to detect
new attacks on traffic networks motivated us to research in the application of ZSL
to NID. In this paper we proposed ALNID, a new algorithm for the attribute
learning stage of ZSL. The algorithm builds a DT and combines entropy and
frequency of the original attributes in a weighted function setting. Our evaluation
proposal on KDD Cup 99 dataset showed better distribution of the attribute
values per class. The class separability is convenient for the inference stage based
on k–NN. Future work will extend the work to the inference stage based on the
learned attributes by this proposal and will validate ZSL to other NID Big Data.
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Abstract. The amount of available data for data mining and knowledge
discovery continue to grow very fast with the era of Big Data. Genetic
Programming algorithms (GP), that are efficient machine learning tech-
niques, are face up to a new challenge that is to deal with the mass
of the provided data. Active Sampling, already used for Active Learn-
ing, might be a good solution to improve the Evolutionary Algorithms
(EA) training from very big data sets. This paper present a review of
sampling techniques already used with active GP learner and discuss
their ability to improve the GP training from very big data sets. A
method in each sampling strategy is implemented and applied on the
KDD intrusion detection problem using very close parameters. Experi-
mental results show that sampling methods outperforms results obtained
with full dataset but some of them cannot be scaled to large datasets.

1 Introduction

Genetic Programming (GP) [9] is an Evolutionary Algorithm (EA) considered
as a universal solver. This paradigm have shown its potential by reinventing
previously invented patents and creating new patentable inventions.

Applied to supervised learning and classification problems, GP generates a
population of classifiers by means of genetic operators. The performance of each
classifier is measured by a fitness function that needs the evaluation (execution)
of every program against the complete training dataset. This leads to a com-
putational overhead increased specially with large datasets and proportional to
the product of the number of instances in the dataset, the population size and
the number of generations that will be carried out during the evolution process.
Otherwise, using the full learning data might be impossible when the input data
doesn’t fit within the main memory which is often the case with Big Datasets.

The problem of reducing this calculation cost can be addressed mainly with
two approaches:

c© Springer International Publishing AG 2017
P. Angelov et al. (eds.), Advances in Big Data, Advances in Intelligent
Systems and Computing 529, DOI 10.1007/978-3-319-47898-2 6
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– Speeding evaluation by means of hardware acceleration and parallelization.
– Reducing the number of evaluations by selecting a training subset much

smaller than the entire dataset: training set sampling.

A large variety of sampling methods were investigated in many classification
problems using GP and demonstrated a success comparing to the use of entire
training set [4,5,8,10,17]. However, the results obtained from the earlier exper-
iments cannot be cross-compared since they are based on different GP variants
(Standard, Linear, Cartesian. . . ), different datasets and GP parameters. In this
paper, we will try to put a representative set of sampling methods in a very close
experimental conditions, to show their impact on learning speed and accuracy.

This paper is organized as follows. Section 2 reviews the main sampling meth-
ods already implemented for active GP learners. A brief description of the design
issues for the comparative study is given in Sect. 3. The last section discusses
the obtained results under these experimental conditions.

2 Sampling Methods: A Review

The main objective of the studied sampling methods, in this paper, is to reduce
the original training dataset size by substituting it with a representative subset
much smaller and hence the evaluation cost of GP algorithm. Two major classes
of sampling techniques can be layed out: static sampling and dynamic sampling.

2.1 Static Sampling Methods

With static sampling, the learner obtains all the input training set at once and
stills unmodified across the learning process. Training subset is created by select-
ing a given number of patterns, independently from the training process in which
they will be used. Some methods use a unique subset during all GP runs. Other
ones can assign different subsets for each run. For example, the Historical Subset
Selection HSS [6] gathers misclassified instances from previous GP runs (using
full dataset) at each generation using the best individual.

Other well known static sampling methods are the Bagging/Boosting tech-
niques. These techniques were applied to GP in [8] but not as a speeding method
but rather to improve GP quality by evolving several subpopulations with dif-
ferent training sets generated by selecting the base dataset with replacement.

2.2 Dynamic Sampling Methods

Dynamic sampling methods are also referred to as active data selection methods
as derived from Active Learning [2]. The underlying sampling techniques are
tightly related to the learning process evolution. Generally, it depends on a
particular feature like unresolved cases, the number of generations reached, . . .
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Random Sampling. The selection of fitness cases is based on a uniform prob-
ability among the training subset. This stochastic selection helps to reduce any
bias within the full dataset on evolution. In Random Subset Selection RSS [6],
at each generation g, the probability of selecting any case i is equal to Pi(g):

∀i : 1 ≤ i ≤ T, Pi(g) =
S

T
. (1)

where T is the size of the full dataset and S is the target subset size. The sampled
subset have a fluctuating size around S. Fixed Random Selection (FRS) [17] is
a very similar method with a fixed number of cases selected at every generation.
Stochastic Sampling SS [13] is another method using the same probabilistic
selection to construct subsets for each individual per generation.

Weighted Sampling. The selection of fitness cases to be added to the subset
is based on a calculated weight that measures how much a pattern is worthy and
can help to sharpen the population quality.

The very first algorithm in this category isDynamic Subset SelectionDSS [5,6].
This algorithm is intended to preserve training set consistency while alleviating its
size bykeeping only thed ifficult caseswith ones not selected for several generations.
Each dataset record is assigned a difficulty degree Di(g) and an age Ai(g) starting
with 0 at first generation and updated at every generation. The difficulty is incre-
mented at each misclassification and reset to 0 if the fitness case is selected. The age
is equal to the number of generations since last selection, so it is incremented when
the pattern has not been selected and reset to 0 otherwise. The resulting weight W
of the ith case is calculated with this sum:

∀i : 1 ≤ i ≤ T, Wi(g) = Di(g)d + Ai(g)a. (2)

The selection probability is biased by fitness case difficulty and age:

∀i : 1 ≤ i ≤ T, Pi(g) =
Wi(g) ∗ S

∑
T
j=1Wj(g)

. (3)

DSS needs three parameters to be tuned: difficulty exponent (d), age exponent
(a) and target size (S). Gathercole [6] tried different subset and population
sizes with The thyroid classification problem1 using a full training set size of
3772. With 10000 individuals, GP with DSS realizes better results than neural
networks. DSS reduced evaluations by 20 % whilst obtained similar classifiers.

Hierarchical Sampling. This kind of sampling is based on multiple levels of
sampling methods inspired by the concept of a memory hierarchy. It combines
several sampling algorithms that are applied in different levels.

Curry and Heywood conceived an extension to DSS into a 3 levels hierar-
chy [3]. At level 0, the dataset was first partitioned into blocks that were suffi-
ciently small to reside within RAM alone. Then, at level 1, blocks were chosen
1 See UCI Machine Learning Repository at http://archive.ics.uci.edu/ml/.

http://archive.ics.uci.edu/ml/
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from this partition based on RSS or DSS. Finally, at level 2, the selected block
is considered as the full dataset on which DSS was applied for several rounds.
Depending on the level 1 algorithm, we have RSS-DSS hierarchy or DSS-DSS
hierarchy. Besides DSS parameters (see Sect. 2.2), new parameters are added:
level 0 block size, level 1 number of iterations, level 2 iterations, maximum level
2 iterations and tournament iterations. Only level 2 iterations is calculated by:

Ib(i) = Imax ∗ Eb(i − 1). (4)

Ib(i): number of level 2 iterations on block b in ith level 1 iteration.
Imax: maximum level 2 iterations.
Eb(i − 1): error rate over block b for the best case at previous iteration.

A modified DSS in level 2 is used where two roulette wheels exist per block, one
is used to control the selection of patterns with respect to age and the other to
difficulty, the roulette wheels being selected in proportion to the corresponding
probability for age and difficulty (2 additional parameters).
For the DSS-DSS hierarchy, Eqs. 2 and 3 are extended to blocks in [3].
Tested against KDD-99 [15] and Adult dataset [3], both algorithms realize com-
petitive results in very shorter time and DSS-DSS outperforms RSS-DSS.

An extension to this work is made in [4] with the Balanced Block DSS by
altering mainly the level 0 block selection with the goal of obtaining a balanced
block in level 1 with respect to a fixed ratio.

Incremental Sampling. The training subset starts with a few cases and
acquires more cases at every generation to reach the full dataset size.

Zhang [16,17] proposes to perform a uniform data crossover simultaneously
with genetic programs evolution. Data crossover means that when crossover oper-
ation is applied to genetic programs to produce new programs, their subsets are
crossed to obtain new offspring subsets inducing data inheritance through gen-
erations. This helps to preserve the knowledge acquired by the parents. This
method called Incremental Data Inheritance IDI starts with n0 sized subsets,
and increases by λ at every generation with respect to an import rate depend-
ing on a third parameter ρ. In addition to that Zhang uses an Adaptive Fitness
Function varying from an individual to another [17]. This method was applied
to the evolution of collective behaviors for multiple robotic agents [16] and time
series prediction problem [17]. It was compared to the standard GP, GP with
Incremental Random Selection (IRS) and FRS.

Experimental evidence supports that evolving programs on an incrementally
selected subset of fitness cases can significantly reduce the fitness evaluation time
without sacrificing generalization accuracy of the evolved programs.

Topology Based Sampling. Inspired by the idea that structure influences the
efficiency of heuristics working on it, this method consists at building a topology
of the problem from the knowledge acquired by individuals about fitness cases.
Lazarczyk [10] suggests a Fitness case Topology Based Sampling TBS in which
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relationship between fitness cases in the training set is represented by an undi-
rected weighted graph. Vertices are fitness cases and edges have a weight mea-
suring a similarity or a distance induced from individuals’ performance. Then,
cases having a tight relationship with respect to a threshold cannot be selected
together in the same subset assuming that they have an equivalent difficulty for
the population. Edge values start at 0 and are updated after evaluation phase
by increasing the weight of all edges between solved cases by each individual and
decreasing the weight of all edges by a loss rate λ.

This algorithm uses a unique subset for all the individuals renewed each
generation after updating the topology graph. This subset is constructed by
selecting randomly a case from a candidates set (initially equal to full dataset)
until reaching the target size or the candidates set is empty. All fitness cases
connected to it with an edge weight exceeding the threshold are removed from
candidates.
The threshold is calculated using a binary-search like algorithm, to have a value
adapted to the current topology: it must not be too high or too low.

Experimental results on classification problems (intertwined spirals and the
Thyroid problems) demonstrated improvements in mean fitness value through
generations compared to DSS and SSS.

Other Sampling Techniques. Rational Allocation of Trials [14] RAT is an
algorithm that does not sample the dataset but uses a minimal set of fitness cases
for evaluation and then decides for each individual whether to carry on evaluation
with the next fitness case according to the probability that they might win some
tournament that they are losing or lose some tournament they are winning.

Balanced sampling [7] is a method aiming to improve classifiers accuracy
by correcting the original dataset imbalance within majority and minority class
instances. It has some methods based on the minority class size and thus reduce
the number of instances like the methods studied in this paper. The following
sampling methods are used with GP:

– Static Balanced Sampling: selects cases randomly from each class without
replacement until obtaining a balanced subset with equal number of majority
and minority class instances of the desired size at every generation.

– Basic Under-sampling (BUSS): selects all minority class instances and
then an equal number from majority class randomly.

– Basic Over-sampling (BOSS): selects all majority class instances and then
an equal number from minority class randomly with replacement.

– Under-sampling A/B and Over-sampling A/B: Multiple balanced sam-
ples created at each generation with BUSS (respectively BOSS). Then, indi-
viduals are attributed the average fitness realized across all the sample sets
(and the minimum fitness for version B).
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3 Design Issues for the Comparative Study

3.1 Cartesian GP (CGP)

CGP is a form of GP, proposed by Julian Miller [12], that represents genetic
programs as directed acyclic graphs and mostly inspired by digital circuits called
FPGA. In this graph, nodes representing functions have many inputs and one
output, and are layed into two dimensional matrix. This form of GP [1] is highly
competitive with other GP methods while it does not bloat. In addition to that
it is easy to implement and can have multiple outputs.

We use here a CGP implementation done by David Oranchak [1] as a con-
tribution package to Sean Luke’s ECJ [11].

3.2 Learning Data

We used here a large dataset, which was firstly created for the competition held
at the Fifth International Conference on Knowledge Discovery and Data Mining
KDD-99 and is about intrusion detection problem. The original training dataset
contains 5 million lines conveying data about connections from the simulated
traffic and their labels as normal connections and four attack classes. Another
set, called corrected set is constructed with the same way and used as test
dataset. The training process is run on the derived 10 % KDD-99 dataset to
learn how to classify normal connections and attacks. The best individual of
each run is then tested on the test set. Both datasets are presented in Table 1.

Table 1. KDD-99 datasets composition.

Class Normal Dos Probe R2L U2R Total

patterns

Number of 10% Training Set 97278 391458 4107 1126 52 494021

patterns Test Set 60593 229853 4166 16347 70 311029

3.3 Implemented Sampling Methods

RSS and DSS were implemented identically to their author’s description. The
remaining methods have been altered as described hereafter.

BRSS. This method is Balanced RSS in which the subset generated by RSS
reflects the original dataset classes’ frequencies. The number of each class pat-
terns is calculated with respect to the target size.

RSS-DSS. The implemented RSS-DSS here does not use the same fitness as
proposed by authors. It uses the same fitness function as the other implemented
methods. The effect of this transformation will be discussed in Sect. 4.3. Two
configurations was tested as shown on the Table 4 changing target size, RSS and
DSS iterations simultaneously. RSS-DSS2 denotes the second configuration.
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IDI. Since we use a fixed subset grow increment, the full dataset size is not
reached at the last generation.

TBS. We calculated the threshold applying a more simpler steps: we start by the
lowest edge weight as the initial threshold to have the smallest possible subset
and then TBS selection/exclusion steps are applied using the current threshold.
When the subset size is to small, the new threshold value is the next edge weight
and the previously excluded patterns are added to candidates.

BUSS. KDD-99 have a normal class and 4 attack classes. The subset selection
uses the U2R attack (52 patterns) class as minority class and then randomly
selects an equal number of patterns from the remaining 3 attacks to obtain 208
attack patterns. In a first experiment, 52 normal were added obtaining a subset
of 260 patterns. In the second experiment (BUSS2), 208 normal patterns were
chosen to get a final subset of 416 patterns. Subsets are renewed each generation.

3.4 Performance Metrics

By the end of each run, the best individual based on the fitness function is
tested on the whole dataset and then the test dataset. Results are recorded in
a confusion matrix from which Accuracy, True Positive Rate (TPR) and False
Positive Rate (FPR) are calculated. The training time is the amount of elapsed
seconds between the first and the last generation.

4 Experiments and Results

4.1 GP Parameters

The EA used for the experimental study is the Cartesian GP (CGP). With CGP,
programs are coded with integer linear chromosome divided into groups. Each
group corresponds to a position in a 2-D array.

Terminal and function sets. The terminal set includes input variableswhich are the
41 KDD-99 features set with 8 randomly generated constants. The function set has
17 functions that are basic arithmetic, comparison and logical operators (Table 2).

CGP parameters. A common approach in tuning GP is to undertake a series of
trials to make parameter choices for the final GP runs. Since the main objective
is to compare sampling methods in closely context, this tuning procedure is
not fully investigated. The final design of CGP parameters used in this work is
summarized in Table 3.

4.2 Specific Parameters for Sampling Methods

The values of additional parameters brought by each sampling method are
assigned with respect to original method paper. Some of theses methods have
been modified in a order to fit in a comparable context. The Table 4 below shows
each method configuration.
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Table 2. Terminal and function sets.

Function (node) set Terminal set

Arithmetic operators: +, −, ∗, % KDD-99

Comparison operators: <, >, <=, >=, = Features 41

Logic operators: AND, OR, NOT, NOR, NAND

Other : NEGATE, IF (IF THEN ELSE), Random

IFLEZE(IF <=0 THEN ELSE) Constants 8 in [−2, 2[

Table 3. CGP parameters.

Parameter Value

Population size 512 for RSS, DSS, BUSS, BRSS and RSS-DSS

128 for IDS, TBS and Full Subset

Subpopuations number 1

Number of generations 500 for RSS, DSS, BUSS and BRSS

100 for IDS, TBS

depending on the RSS iteration for RSS-DSS

CGP nodes 300

Inputs/Outputs 49/1

Tournament size 4

Crossover/Mutation probability 0.9/0.04

Fitness Minimize classification errors

4.3 Experimental Results

Experiments are performed on an Intel i7-4810MQ (2.8 GHZ) workstation with
8 GB RAM running under Windows 8.1 64-bit Operating System. GP programs
are trained to distinguish between normal and attack patterns. To compare the
performance of the implemented sampling methods, six measures are recorded
cross the 21 runs performed for each technique: the best individual and the
mean values of the accuracy, TPR and FPR metrics for both training and test
datasets. The mean and best individual measures are illustrated by Table 5.
Otherwise, to compare the methods according to the computational cost, the
spent time to complete each run and to find the best of run individual for
all the trials are recorded. Table 6 lists the corresponding mean values for all
implemented techniques. Experimental results show that introducing a sampling
method to the GP system improves its performance when training from large
data sets. All the implemented sampling methods have better results than the
conventional GP trained on the whole dataset (FSS), and this is according to
the three performance metrics (mean measures from Table 5).

From Table 5, we can make the following observations. Except for the basic
version of RSS-DSS technique, all the implemented sampling techniques have
given satisfactory results. As shown by best individual results, the accuracy
and the TPR of the best solutions given by all the methods are quite similar.
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Table 4. Specific methods’ parameters.

Method Parameter Value

RSS Target size 5000

BRSS Target size 5000

Balancing method Full dataset distribution

DSS Target size 5000

Difficulty/Age exponent 1/3.5

RSS-DSS Target size (level 2 block
size)

2500 then 100

Level 0 block size 5000

RSS iterations 200 then 500

Max DSS iterations 20 then 50

Individuals evaluated per
DSS iteration

100 (20 % of population size)

Difficulty/Age exponent 1/3.5

Difficulty/Age roulette 70%/30 %

TBS Target size 1000

Loss rate 0.7

Iterations See paragraph below

IDI Initial subset size 1000

Increment 10

Diversity factor 0.3

Basic Under (BUSS) - -

Table 5. Test set performance metrics

Method Mean measures (%) Best individual measures (%)

Accuracy Recall FPR Accuracy Recall FPR

BRSS 82.4 78.56 1.72 91.18 90.58 1.23

BUSS 89.13 96.62 41.82 92.94 98.08 28.28

BUSS2 85.65 83.25 4.4 92.19 92.77 10.22

DSS 84.08 80.66 1.77 92.77 91.44 1.71

FSS 80.84 76.61 1.77 80.9 76.76 1.98

TBS 85.27 82.49 3.23 92.46 90.94 1.28

IDI 82.99 79.71 3.41 91.42 91.75 9.97

RSS 82.53 78.67 1.52 92.35 91.1 2.49

RSS-DSS 42.82 31.69 11.21 90.8 95.75 29.67

RSS-DSS2 74.07 74.49 27.63 92.02 92.98 11.94
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Table 6. Time measures (in Seconds)

Method BRSS BUSS BUSS2 DSS FSS

Mean Run Time 1590.819 75.612 102.428 1996.892 7362.272

Mean ‘Best of
Run’ Time

580.311 20.135 43.054 1358.257 2854.074

Method TBS IDI RSS RSS-DSS RSS-DSS2

Mean Run Time 11174.507 11162.065 1493.788 1000.366 364.369

Mean ‘Best of
Run’ Time

1494.977 2002.886 530.038 43.999 0.124

However, this finding is not available for the best FPR values. Indeed, according
to the Accuracy and TPR metrics of the best solutions, BUSS method performed
better than all the other sampling approach, but it has the 2nd worst TPR value.

BUSS2, while using a larger subset (more normal cases than BUSS), has lost
accuracy and TPR but realizes a much better FPR. With RSS-DSS2 settings,
this method enhances its performance but FPR remains very high.

TBS, IDI and FSS have been tested with a reduced number of generations,
population size, and target subset size due to the huge amount of time needed for
each generation. Nevertheless, TBS and IDI reached a comparable performance
level. All 3 methods have a very increased run time. Moreover, both IDI and
TBS spent more time than using the full dataset assuming that the computing
time needed for sampling is very high compared with the evaluation time.

From Table 6, we can see that RSS-DSS in both settings finds the best indi-
vidual of run in the very first generations. BUSS makes the fastest runs because it
uses the smallest subset size but this result depends on the classification problem
itself and classes of the learning data.

5 Conclusion

The main purpose of this work is to study the ability of the most known active
sampling techniques for GP learners to deal with very large data sets. These
techniques were implemented on the same framework and applied to a classifi-
cation problem on the KDD intrusion detection data set.

Three main conclusions can be deduced from the experimental results. First,
any active sampling technique is able to induce better generalizing classifiers
compared to the standard GP using the full data set. However, the applicability
of some methods is limited because of their very high computation time (such
as IDI and TBS) or because they need specific conditions to be efficient (such
as RSS-DSS). This is the second conclusion. Third, simple sampling techniques,
such as BUSS or RSS have very low computational cost and they are able to
reach a competitive performance according to the advanced techniques.

To deal with run time problem of IDI and TBS, mixing them with other
sampling methods in a hierarchical sampling is a promising solution. Fitness
function affects the quality of GP results and this needs to be experimented on
the sampling methods tested here.
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Abstract. Deep learning methods are powerful approaches but often
require expensive computations and lead to models of high complexity
which need to be trained with large amounts of data. In this paper, we
consider the problem of face detection and we propose a light-weight deep
convolutional neural network that achieves a state-of-the-art recall rate
of 90 % at the challenging FDDB dataset. Our model is designed with a
view to minimize both training and run time and outperforms the con-
volutional network used in [2] for the same task. Our model consists of
only 76.554 free parameters whereas the previously proposed CNN for
face detection had 60 million parameters. Our model also requires 250
times fewer floating point operations than AlexNet. We propose a new
training method that gradually increases the difficulty of both negative
and positive examples and has proved to drastically improve training
speed and accuracy. The proposed method is able to detect faces under
severe occlusion and unconstrained pose variation and meets the diffi-
culties and the large variations of real-world face detection..

1 Introduction

Face detection has been an active research area in the computer vision field for
more than two decades mainly due to the numerous applications that require
face detection as a first step (e.g., face verification [1]). The seminal work of Viola
and Jones [3], made real-time face detection possible and later on inspired many
cascade-based methods. Thereafter, research in face detection made noteworthy
progress as a result of the availability of data in unconstrained capture condi-
tions, the development of publicly available benchmarks and the fast growth in
computational and processing power of modern computers.

The original Viola-Jones detector is fast to evaluate, yet fails in detecting
faces from different angles. This issue was initially addressed either by using one
classifier cascade for each specific facial view [7,8], or by using a decision tree
for pose estimation and the corresponding cascade to verify the detection [6].
However, these approaches require pose/orientation annotations while complex
cascade structures increase the computational cost. The main line of research in
this direction was based on the combination of robust descriptors with classifiers
[9,10]. Among the variants, a method named Headhunter [11] improved the
c© Springer International Publishing AG 2017
P. Angelov et al. (eds.), Advances in Big Data, Advances in Intelligent
Systems and Computing 529, DOI 10.1007/978-3-319-47898-2 7
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performance by deploying the integral channel features method along with 22
cascades. Finally, a joint cascade-based method proposed in [4] achieved state-
of-the-art results by introducing an alignment step in the cascade structure.

Another common family of face detection algorithms learn and deploy a
Deformable Parts-based Model (DPM) [12] to model the information between
facial parts. While DPM detecors are more robust to occlusion than cascade
based methods, they lack in computational efficiency and are prohibitive for
real-time detection. In [12] a unified DPM framework for face detection, pose esti-
mation, and landmark estimation was proposed. In [13], a simple DPM provides
excellent performance and outperforms more complex DPM variants. Finaly,
the detection accuracy was significantly improved by a face detector called Deep
Pyramid DPM [14]. The last method, generates a deep feature pyramid and uses
a linear SVM for classification.

Fig. 1. An example of face detection in various poses and occlusions. The bounding
boxes and scores show output of the trained CNN.

The recent resurgence of interest in deep neural networks owes a certain debt
to the availability of powerful GPUs which routinely speed up common oper-
ations such as large matrix computations. Deep convolutional neural networks
have wide applications in language processing, object classification and recom-
mendation systems. A deep network named Alexnet [15], which was trained on
ILSRC 2012, rekindled interest in convolutional neural networks and outper-
formed all other methods used for large scale image classification. The R-CNN
method proposed in [16] generates category-independent region proposals and
uses a CNN to extract a feature vector from each region. Then it applies a set
of class-specific linear SVMs to recognize the object category. Recently, a face
detector called DDFD [2], showed that a CNN can detect faces in a wide range
of orientations using a single model.

In this study, a novel CNN for face detection is presented that extends the
work in [2]. It is shown that a properly trained CNN can outperform more
complex and computationally expensive architectures. This paper makes the
following contributions:
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1. We propose a novel light-weight model, consisting of only 76.554 free para-
meters, and we show that our method despite its minimum complexity can
provide formidable results and is suitable for real-time detection with stan-
dard processing power as opposed to most neural network based detection
techniques.

2. We present a new training methodology according to which the CNN is grad-
ually supplied with training examples of scaling difficulty. We show that our
method can drastically improve training speed and significantly reduce the
number of false positives.

3. We propose adding a pooling layer to the output of the deep CNN to smoothen
the produced heat map.

The proposed trained model is publicly available to the research Community1.
Figure 1 shows examples of face detection.

2 Proposed Method

2.1 CNN Architecture

We trained a fully-convolutional CNN comprised of seven convolutional layers
interspersed by dropout layers. The network was trained with RGB images of size
32 × 32. The architecture of the CNN is summarized in Fig. 2 and Table 1. The
last column of Table 1 shows the required amount of floating-point operations
(FLOPS) for computing the convolutions in each layer. The network requires
around 6 million FLOPS per face frame. The output of the network is comprised
of two different detection scores, each one corresponding to the two classes of
the detection task (e.g. face, non-face). Our work follows the pipeline presented
in [2], in a sense that our method does not require any extra module (e.g. SVM)
for classification as the CNN’s output is describing enough for the task of face
detection. As the model is fully-convolutional it accepts images of arbitrary size
and produces a heat map of the face detector. In addition, no pooling layer
was used since there was no need or room to further decrease the size of data
volume flowing through the network. As stated in [20], the use of the Parametric
Rectified Linear Unit (PReLU) function had a positive impact regarding the
detection accuracy of the CNN.

2.2 The Dataset

The CNN was trained with positive examples extracted from the AFLW [17]
and the MTFL [21] datasets. The first consists of 21 K images with 24 K face
annotations while the second consists of 12 K face annotations. Both datasets
include real world images with expression, pose, gender, age and ethnicity vari-
ations. For AFLW we used the provided face rectangle annotations. For MTFL

1 https://github.com/danaitri/Face-detection-cnn.

https://github.com/danaitri/Face-detection-cnn
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Fig. 2. The architecture of the trained CNN

Table 1. The trained CNN

Layer Kernel Filters Input Output Weights PReLu Bias FLOPS

Conv 1 3× 3 24 32× 32× 3 30× 30× 24 648 24 24 510 K

Conv 2 4× 4 24 30× 30× 24 14× 14× 24 9216 24 24 2 M

Conv 3 4× 4 32 14× 14× 24 11× 11× 32 12288 32 32 1.5 M

Conv 4 4× 4 48 11× 11× 32 8× 8× 48 24576 48 48 1.5 M

Conv 5 4× 4 32 8× 8× 48 5× 5× 32 24576 32 32 614 K

Conv 6 3× 3 16 5× 5× 32 3× 3× 16 4608 16 16 41 K

Conv 7 3× 3 2 3× 3× 16 1× 1× 2 288 2 288

Total 76200 178 176 6 M

Free parameters 76554

we used the given facial landmark annotations to produce face rectangles in a
similar manner with AFLW examples regarding the positioning of faces.

The final training images of faces were resized to 32× 32. This is a relatively
small image size compared to image sizes typically used by AlexNet and other
deep networks (e.g. in [2] AlexNet is trained with images 225 × 225). However,
it has been proved that images of this size contain enough information to train
the CNN. The relatively small image size allowed to reduce the image down
to 1 × 1 (a face/no face result) without the use of pooling layers. We used
only convolution and PReLU layers, each convolution producing a feature map
smaller than its input layer.

In order to increase the number of positive and negative examples we used
horizontal mirroring (flip) of the images with a probability 0.5. This has been
proved very effective as it increased the number of training examples and it
also led to a very large number of combinations of images to be entered in each
training batch, thus allowing better generalization of the CNN. We also tried
augmenting the face dataset by horizontal and vertical displacement of face
images by 1 to 3 pixels along the horizontal and vertical axes. This technique
proved to be inefficient in experiments and it did not give better results while
training and testing.
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2.3 Proposed Training Methodology

The CNN was trained successively in a set of five different data sets. Let NT

be a collection of images that will serve as a pool of negative examples. Let D0

be the original training set consisting of the original set of positive examples P0

and the set of negative examples N0 ∈ P:

D0 = T0 ∪ N0 (1)

Once the training process is complete, we run the network to the set of images
NT and we recollect a new set of false positives F1 which is added to the original
set of negative examples N0:

N1 = N0 ∪ F1 (2)

The set F1 is selected according to the network’s score. During each training
round, we sort the false positives according to their score and we select a pre-
defined number of examples. In order to maintain the same ratio of positive to
negative examples after each training round we increase the number of positive
examples proportionally. A new set of images containing faces T1 is added to the
original set of positive examples P0

T1 = T0 ∪ P1 (3)

The aforementioned process of training and increase of training examples is
repeated after completion of training in the set Di:

Ni+1 = Ni ∪ Fi+1 (4)

Di+1 = P ∪ Ni+1 (5)

Pi+1 = Pi ∪ Ti+1 (6)

Hence, the sets Ni+1, Pi+1 contain a larger number of negative examples than
the sets Ni, Pi.

The increasing difficulty of the described process as well as the adaptation
of the training set in the neural network’s errors improved the network’s perfor-
mance in unknown data. The process of gradual training in i stages, as described
previously, resolves a significantly important issue which was validated in prac-
tice. In the event of a training set being unequally distributed between the two
classes a training batch may contain little to no actual examples of a class. As
a result, the network may be deprived of the presence of examples of said class
and the ability to identify between the two may be negatively impacted.

In all our experiments we trained the CNNs using Stohastic Gradient Descent
(SGD). We start with a learning rate of 0.001 for the first 200.000 iterations and
then we lower to 0.0001. The weights of the network were initialized according
to the Xavier method [22]. Figure 3 shows the results of the described procedure
for the FDDB dataset.



66 D. Triantafyllidou and A. Tefas

Fig. 3. The results of the proposed training methodology on the FDDB dataset for the
face detection CNN.

3 Experiments

3.1 System Analysis

We implemented the proposed face detector using the Caffe library [18]. The
output of the network shows the scores of the CNN for every 32 × 32 window
with a stride of 2 pixels in the original image. In order to detect faces smaller
or larger than 32 × 32 we scale up or down the original image respectively. We
apply the non maximum suppression strategy according to which all bounding-
boxes with a possibility lower than the score of the maximum window multiplied
by a constant factor are removed. The system was able to detect faces in the
FDDB dataset that were not annotated. These detections were removed as they
would count for false positives and lead to a deteriorated performance. During
deployment of the CNN, we add an extra average pooling layer of 3×3 to the final
output of the network. It has been verified that this layer reduces the number of
false positives. The heatmap produced by the CNN is smoothened by this extra
pooling layer.

3.2 Comparison with the State of the Art

We evaluate the proposed detector on the challenging dataset Face Detection
Data Set and Benchmark (FFDB) [19]. Some of the recently published methods
compared in this section include: DP2MFD [14], DDFD, Faceness [23], Head-
hunter, JointCascade [4], SURF [9], ACF [5] and CCF [24]. For evaluation we
use the toolbox provided by [11] which includes corrected annotations for the
aforementioned benchmark. FDDB dataset is one of the most commonly used
benchmark for face detection and consists of 2845 images with 5171 face annota-
tions collected from journalistic articles. It is a really challenging dataset mainly
due to the fact that it is rich in occluded and out-of-focus cases. Sample images
with face detections using the proposed approach are shown in Figure 5. FDDB
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faces are annotated with elliptic regions. As stated in [11] changing the output
format of detections to ellipses increases the overlap region between the detec-
tions and ground truth boxes. However, our detector achieves a high recall rate
without this conversion. Figures 4(a)-4(b) show the final results on the FDDB
dataset after circular training of the network in all the aforementioned datasets
described in Sect. 2.3 Our method achieves a recall rate of 90 %, outperforming
almost all recent published face detection methods.

Fig. 4. Comparison of different face detectors on FDDB dataset. Against deep archi-
tectures (a) Against other state-of-the-art approaches (b)

The complexity of the competitive algorithms is very large compared to the
proposed network. Indeed, the proposed deep CNN has 76.554 free parameters
whereas the previously proposed deep CNN [2] had 60 million parameters. The
number of the free parameters of the proposed method is considered as the total
number of the network’s weights including biases and PreLu parameters as shown
in Table 1. The number of weights of each layer is calculated by multiplying the
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Fig. 5. Face detection examples in the FDDB databaset using the proposed CNN.

kernel size with the output and the input dimension of that layer. For example,
as shown in 1 the first layer has 3 × 3 × 3 × 24 = 648 weights. The complexity
of deep CNN can be estimated by the number of the required FLOPS for a single
face frame. Table 2 summarizes this comparison. We compare the complexity of
our network with AlexNet used in [2,23,25]. AlexNet requires a number of 1.5
billion FLOPS whereas our model requires only 6 million FLOPS. As a result,
our model has 800 × fewer parameters and is 250 times faster than AlexNet.

This issue is very important during training but also during testing and
deployment. The proposed lightweight model can be easily deployed to smart
devices (e.g. smartphones, notepads, etc.) or robotic systems (e.g. drones) that
do not have expensive and energy consuming multiple GPUs installed. Addi-
tionally, the proposed approach proves that when we have to deal with a specific
task (i.e., face detection), even if it is very complex, we can design and train
smaller and efficient architectures that outperform deeper and larger networks
in performance and in execution time.

Table 2. Complexity comparison

# parameters # FLOPS

AlexNet 60 M 1.5 B

Ours 76 K 6 M
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4 Conclusion

In this paper, we presented a novel deep convolutional neural network for the
task of face detection. Our experiments on the publicly available benchmark
FDDB show the success of our method. Our detector is able to detect faces in
a wide range of orientations and expressions. Our detector does not require any
extra modules usually used in deep learning methods such as SVM or bounding-
box regression. Our work, extends the DDFD detector by using a light-weight
model that improves run time and training speed. Our model outperforms the
DDFD detector in the challenging FDDB dataset by a magnitude of 6 %. We
show that a properly trained smaller model is efficient and outperforms a more
complex and large network used for the same task. One of the future research
directions is to exploit the proposed approach in order to train a lightweight
deep model for face identification.
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Abstract. With the increased focus on application of Big Data in all
sectors of society, the performance of machine learning becomes essen-
tial. Efficient machine learning depends on efficient feature selection algo-
rithms. Filter feature selection algorithms are model-free and therefore
very fast, but require a threshold to function. We have created a novel
meta-filter automatic feature selection, Ranked Distinct Elitism Selec-
tion Filter (RDESF) which is fully automatic and is composed of five
common filters and a distinct selection process.

To test the performance and speed of RDESF it will be benchmarked
against 4 other common automatic feature selection algorithms: Back-
ward selection, forward selection, NLPCA and PCA as well as using
no algorithms at all. The benchmarking will be performed through
two experiments with two different data sets that are both time-series
regression-based problems. The prediction will be performed by a Mul-
tilayer Perceptron (MLP).

Our results show that RDESF is a strong competitor and allows for
a fully automatic feature selection system using filters. RDESF was only
outperformed by forward selection, which was expected as it is a wrap-
per which includes the prediction model in the feature selection process.
PCA is often used in machine learning litterature and can be considered
the default feature selection method. RDESF outperformed PCA in both
experiments in both prediction error and computational speed. RDESF
is a new step into filter-based automatic feature selection algorithms that
can be used for many different applications.

1 Introduction

More data is available now than ever before, with cheaper sensors and the instal-
lation of sensors everywhere. The “Internet of Things” and “Big Data” are terms
connected to the fact that the amount of data is increasing rapidly. Machine
learning regression attempts to learn the relation between parameters of a sys-
tem based on historical data. Implementing a successful machine learning algo-
rithm requires choosing a representation of the solution, selecting relevant input
features and setting parameters associated with the learning method [17].
c© Springer International Publishing AG 2017
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Selecting the relevant input features, or feature selection, is the process
of determining which subset of the combined available input data should be
included to give the best performance. Feature selection is a critical task because
excluding important input features means the learning algorithm will not be able
to model the system. On the other hand, including unnecessary features com-
plicates the learning. Any input that is added increases the search space by at
least one dimension [17]. Feature selection can be performed by humans with
the necessary domain expertise. In some cases the experts do not exist or the
work itself can be expensive and time consuming [17]. A reduced feature set
for the learning algorithm also reduces training time and over-generalization [5].
By automating the feature selection process, the time and expertise required is
reduced and the practicality of a combined system with a learning algorithm is
increased [17].

Feature selection is broadly split into three categories: wrapper, embedded
and filter algorithms [11]. Common to all algorithms is that they only select a
subset of the input features. Another strategy is to reduce the dimensions of the
original feature set; such methods are named dimension reduction algorithms.
Filtering algorithms are model-free which makes them very fast. Unfortunately
they require a threshold that decides which features are selected. This presents
a problem because the same threshold cannot be used for all algorithms and
selecting a threshold requires a domain expert.

This paper proposes a novel filtering algorithm that automatically select fea-
tures. The filter is called the Ranked Distinct Elitism Selection Filter (RDESF)
and is composed of multiple common filtering algorithms. RDESF is bench-
marked against other common feature selection algorithms such as forward
search, backward search, PCA and NLPCA. The benchmark is performed on
two time-series regression-based problems in both short-term (1 h ahead) and
long-term (24 h ahead). The first problem is the prediction of indoor tempera-
ture from the SML2010 data set [18], available at the UCI Machine Learning
Repository. The first of the two files in data set is used. More information is
available at the UCI website [8]. The second problem is prediction of outdoor
temperature. This data set is a design reference year from 2001-2010 created
by The Danish Meteorological Institute [16]. Besides the weather parameters,
we have added an input whether or not the sun is up, based on [9]. We have
also added the earth’s azimuth with reference to the sun, to have an input that
differentiates the seasons. Both data sets are publicly available.

PCA will act as a baseline for the benchmark, but other commonly used
filters are included to give a good indication of RDESF’s capabilities. MATLAB
and PCA is often used in machine learning litterature because MATLAB has
implementations of Artificial Neural Networks and also includes PCA. In addi-
tion MATLAB is very easy and intuitive to use. We want to show that there are
better and faster alternatives to PCA.
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2 Method

The performance of RDESF will be benchmarked against commonly used feature
selection algorithms described in the litterature. The benchmarking will be based
on prediction error and computational speed.

2.1 Feature Selection Algorithms

The following feature selection algorithms are used:

Principal Component Analysis (PCA). PCA is a feature dimension reduc-
tion technique. The features are mapped into a smaller dimensional space to
hopefully reveal structures in the underlying data [15]. The principal components
are calculated using the singular value decomposition (SVD) method. Selecting a
subset of the components is done by removing those components with a standard
deviation close to zero with respect to machine precision.

Non-Linear Principal Component Analysis (NLPCA). Where PCA is a
linear mapping between the original and the reduced dimension space, NLPCA
offers a non-linear mapping, and thus any non-linear correlations between the
features will be kept [7]. The non-linear mapping is performed with an artificial
neural network (ANN) with three hidden layers. The middle hidden layer is a
bottleneck layer and the other hidden layers are mapping layers. The bottleneck
layer contains the number of nodes that the input set is reduced to. The number
of nodes in the bottleneck layer of the ANN is determined by the Guttmann-
Kaiser criterion, which picks components with eigenvalues above 1.0 [4]. The
number of nodes in the mapping layers is set to the number of input features
plus one, to avoid any bottlenecking in those layers. By training the network
to approximate the input through this bottleneck layer, the bottleneck layer
contains information for subsequent layers to reconstruct the input [7]. The
network is trained using the backpropagation algorithm [12] until an error of
0.001 % has been achieved with a maximum of 500 iterations. After the training
is complete, a new ANN is created from the first three layers. The first mapping
layer is now the hidden layer and the previous bottleneck layer is now the output
layer. The entire data set is then run through the new ANN, and the output of
the new ANN is the reduced data set.

Forward and Backward Selection. The forward and backward selection are
both wrapper-class feature selection algorithms. This means that the learning
algorithm for which features are selected is included in the feature selection
process. In forward selection the features are added one at a time. If the testing
error decreases when a feature is added, the feature is kept. In backward selection
the process is reversed where features are removed, and if the error increases,
the removed features are included again [11]. As with the NLPCA, the data
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is randomly divided 50/50 into a training set and a test set. The error is the
corrected Akaike information criterion (AICc) [1]. The formula for AICc is:

AICc = n · ln(RMSE) + 2(k + 1) +
2k(k + 1)
n − k − 1

(1)

with n being the sample size, k being the number of features and RMSE being
the root mean square error.

Ranked Distinct Elitism Selection Filter (RDESF). RDESF is our novel
filter feature selection algorithm. It is a meta filter that combines commonly used
filtering algorithms to combine their strengths and to create a broad-ranging
generic filter that can be used in many application. The included filters return a
ranked score of the input features based on their individual measurement. This
means that a threshold is required to select the relevant features. To overcome
this issue, an elitism selection is used inspired by Genetic Algorithms. The top
10 % highest ranked features are selected from every included filters. From the
combined features a distinct selection based on set theory is performed to remove
duplicate features. In our case the selection is a union. The process of RDESF is:

1. Let every included filter score the features based on their respective measure-
ment

2. Rank the scores and select the best 10 % from each filter
3. Perform a union selection on the combined selected features from the filters

The included filters are Shannon entropy, Granger Causality, Mutual Infor-
mation (MI), Pearson and Spearman:

Shannon entropy. The Shannon entropy is a measure of unpredictability, which
means that features with unique probabilities will be ranked higher. The entropy
of a feature, H(X) is defined as:

H(X) = −
∑

i

P (xi) log P (xi) (2)

with P (xi) being the probability density function, X is the feature and xi are
the samples of that feature [14].

Granger Casuality. A variable X “Granger-causes” Y if Y can be better pre-
dicted using the histories of both X and Y than it can using the history of Y
alone [3]. The Granger causality score is calculated by creating two linear regres-
sions; one that only contains the samples from Y and one that also includes the
samples from X. F-tests are used to reject the null hypothesis that X does not
Granger-cause Y. By using an F-distribution every input Xi can be scored as to
how much it causes Y.

Mutual Information (M). The MI is a measure of the distance between the
distributions of two variables and hence the dependence of the variables [2].
Choosing features with high dependence to the output could indicate that the
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feature is good for predicting the output. The MI of an input X to the output
Y is defined as [2]:

I(X;Y ) =
∑

x∈X

∑

y∈Y

p(x, y) log
p(x, y)

p(x)p(y)
(3)

with p(x, y) being the joint probability density function and p(x) and p(y) being
marginal probability distribution functions of X and Y respectively.

Pearson. The Pearson correlation coefficient is a measure of the dependence
between two variables [13]. The pearson correlation coefficient is defined as [13]:

ρX,Y =
cov(X,Y )

σXσY
(4)

with cov as the covariance and σX and σY are the standard deviations of X and
Y respectively.

Spearman. Spearman’s rank correlation coefficient is simply the Pearson cor-
relation coefficient applied to ranked data [13]. Ranking the data will be more
resistant to outliers [13], and does not assume the data is numerical. The ranking
used is the normal ordering of the input.

2.2 Artificial Neural Network

Artificial Neural Networks (ANNs) are universal approximators [6] and have
been applied successfully in regression based problems for many years. Multilayer
Perceptrons (MLPs) are one of the most used ANNs also known as feedforward
networks. An MLP will be used to attempt to solve the regression problems.
The ANN uses the tanh activiation function, 20 nodes in the hidden layer and
the RPROP training algorithm [10]. A rule of thumb states to use the average of
the number of input features and the number of outputs as the number of nodes
in the hidden layer. However, we found that fewer nodes results in a better
generalization, and we’ve settled on 20 hidden nodes. The network is trained
until an error of 0.001 % is achieved with a maximum of 500 iterations. For
further information on the technique the reader is refered to [19]. The focus on
this paper is on the feature selection, which is why we have chosen MLP which
may be the most basic, but very efficient, type of ANNs. Researchers choice of
ANN comes down to personal preference, the type of problem, but also what
is hip at the time. Modern types of ANNs such as Deep Neural Networks have
feature selection functionality as well, but feature selection as a pre-processing
step will always decrease the learning complexity, regardless of the ANN type.

10-fold cross-validation is performed, and in each fold the network is trained
and tested 10 times to decrease the influence by the randomness in the ANN.
The average of those 10 repetitions is used for the comparison.
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2.3 Statistics

The error of the prediction is calculated using the root mean square error
(RMSE) measurement. The RMSE is defined as [13, p. 497]:

RMSE =

√∑n
t=1(ŷt − yt)2

n
(5)

where ŷt is the predicted value and yt is the actual value. The number of pre-
dictions in the series is denoted n. RMSE punishes negative and positive errors
equally.

The feature selection methods will be compared against each other using a
Wilcoxon signed-rank test. Because the output from all methods are used in the
equally configured ANN, we assume the samples are dependent, and hence we
must use a paired test. Because we have a small sample size, we cannot make
any safe assumptions about the underlying distribution. For that reason a rank
test is necessary. The Wilcoxon signed-rank test works any measurement type
and returns a p-value on the null hypothesis that the two sample populations
are identical. This also means that any specific error measurements or time
measurements will not be presented. The Wilcoxon signed-rank test uses the
following test statistic, W :

W =
Nr∑

i=1

[sgn(x2,i − x1,i) · Ri] (6)

where Nr is the number of pairs with equalities removed, Ri is the rank of pair
i and x1 and x2 are the pair samples.

2.4 Experiments

The feature selection algorithms will be tested against two problems. Both data
sets are publicly available and will function as benchmarks for future comparison
and experimentation. The problems are time-series problems and we assume the
parameters change naturally over time. For this reason it is necessary to add the
delayed input and output to the available input features. We did a grid search
on a reduced version of one of the data sets, and found that a delay of 12 h gives
the best performance. We assume this delay will perform equally well for the full
data set as well as the other data set. With the delay the first problem will have
a total of 285 input features and the second problem will have a total of 142
features. To perform the long term prediction the output is shifted accordingly.

Besides the prediction error the computational speed will also be measured.
This gives an indication of the implications of using the feature selection algo-
rithms. The time will also be measured 10 times in each cross fold to even out any
randomness. The timer is started before the feature selection and stopped after
the output from the ANN has been denormalized. There is no significant time
difference between short-term and long-term predictions, so only the measured
time from the short-term prediction will be used for comparison.
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The data is first delayed and then divided into the crossfold bins. In each
crossfold bin the feature selection is performed on the training part followed by
a normalization of the entire data in the bin to prepare it for the ANN. After the
ANN training the same features are selected from the test part and the ANN is
run using this data.

3 Results and Discussion

3.1 Experiment 1 - SML2010 Data Set

The results of the performance of predicting the indoor temperature and the
computational speed can be seen in Table 1. With 5 % significance the prediction
with RDESF outperforms backward selection, NLPCA and PCA on both short-
term and long-term. RDESF also outperforms using all available features on
short-term and with 10 % significance on long-term. Only forward selection is
able to get a better prediction than RDESF and only on short-term. On long-
term there is not enough statistical significance to make any statements. It was
expected that forward selection performs best because it includes the model in
the feature selection process. Interestingly, the backward selection also includes
the model in the selection process but does not have the same performance.

Table 1. p-values from the Wilcoxon signed-rank test for methods compared to RDESF
for the SML2010 data set

Backward Forward NLPCA PCA All input features

Short-term error 0.019 1.0 0.001 0.003 0.014

Long-term error 0.018 0.862 0.001 0.002 0.053

Computational speed 0.001 0.001 0.001 0.001 1.0

Looking at the computational speed in Table 1, RDESF outperforms all other
algorithms with 1 % significance. Only using no algorithms at all is faster and
therefore best in terms of computational speed. Using all input features equals
no pre-calculations before the prediction and the fact that the MLP can be
computed in parallel makes this the fastest option. This result will not reproduce
for other types of neural networks because they are not suited for a large number
of input parameters, for example Support Vector Regression (SVR). A large
increase in the number of features will also affect the speed for MLP, however
this has not been encountered yet.

3.2 Experiment 2 - Temperature Forecasting

Results from the temperature prediction from the design reference year data
set can be seen in Table 2. The results do not change much between short term
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Table 2. p-values from the Wilcoxon signed-rank test for methods compared to RDESF
for the reference year data set

Backward Forward NLPCA PCA All input features

Short-term error 0.652 1.0 0.001 0.003 0.52

Long-term error 0.313 1.0 0.001 0.002 0.423

Computational speed 0.001 0.001 0.001 0.001 1.0

and long term prediction as seen in experiment 1. Our algorithm RDESF clearly
outperforms both NLPCA and PCA (with 1 % significance) when it comes to
the prediction error. There is not statistical significance for the performance of
RDESF against using all available input features nor backward selection. Again
RDESF is only outperformed by the forward selection.

Just like in experiment 1, we expected that forward selection would outper-
form RDESF, because the model is included in the feature selection process. In
experiment 1 we see that backward selection does not have the same superior
performance as forward selection. Forward and backward selection both have
advantages and disadvantages and it might be that the disadvantages of back-
ward selection is influencing the results. One could overcome the disadvantages
of both selection algorithms by using stepwise regression that combines forward
and backward selection, but that will not be further investigated in this paper.

The computational speed of RDESF outperforms all other algorithms with
1 % significance just as in experiment 1. As expected using all input features
is also faster in this experiment. However, keep in mind that using all input
features will increase the computational time heavily for other types of neural
networks.

3.3 Discussion of RDESF

The filters we chose to include in RDESF are by no means final. Mutual informa-
tion (MI), Pearson and Spearman ranking are all measures of dependency. Their
effectiveness is based on the assumption that a dependence between an input fea-
ture and the output will equal a better prediction performance. The Shannon
entropy ranks features higher that are unique with respect to their probability
density function. Selecting features with a high Shannon entropy score will include
features that are different from each other and thereby decreasing the amount of
similar information given to the prediction algorithm. The last included filter was
the Granger causality which investigates if histories of the input feature and the
output are better together. We believe that this mix of different types of filter
makes RDESF strong and a generic solution to automatic feature selection of the
filter-class. We will continue to investigate the performance of RDESF with other
filters.

The numbers of filters included in RDESF has a big influence. Too many
filters will decrease the influence of the individual filter. Because of the filter-wise
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selection, all possible features can be selected if too many filters are included. On
the other hand, too few filters will mean the individual filters are too influential.
If the filters have measurements, it means that the 10 % from every filter will
be almost identical. The meta approach implies that a variety of included filters
with different types of measurements will result in a better performance.

The union selection used as the distinct selection in RDESF was the obvious
choice for us. Other set theory selections should be investigated such as intersec-
tion or even cartesian product. Other elaborate possibilities such as heuristics
or voting systems should also be further investigated in future work.

Our initial goal was to beat the prediction performance by using PCA. PCA
is included in MATLAB which is often used in machine learning. PCA is often
the default feature selection method used and it has clear advantages such as
reducing the dimension space and reversibility. It is a very positive result that
RDESF outperforms PCA. That RDESF outperforms or evens with using all
input features is a good indication that RDESF will perform well for computa-
tionally heavy types of ANNs. Support Vector Regression is one of those types
of network, and preliminary results show that RDESF performs equally well
for SVRs and RBFs. Testing the RDESF with other types of ANNs and other
application areas are planned for further research.

Through careful implementation of the included filters, RDESF is very fast,
especially compared to the computational intensive NLPCA and forward and
backward selection. We’ve implemented RDESF through a mix of the Apache
Commons library and an optimized use of data structures in Java. The speed
can be further improved by the use of multi-threading, with every filter scoring
the features simultaneously.

4 Conclusion

A novel filter-class algorithm for automated selection of features has been pro-
posed. Our algorithm called Ranked Distinct Elitism Selection Filter (RDESF)
was tested in two experiments. The filter-class of feature selection are model-
free and thereby fast. A big drawback of filters is the requirement of choosing a
threshold to select the features. This problem was overcome by creating a meta-
filter that selects the top 10 % features for each included filter. To avoid duplicate
features a distinct selection was performed, in this case a union selection.

The experiments in which RDESF was tested were time-series regression
based problems of prediction a variable. RDESF was only outperformed by for-
ward selection which was expected, because the prediction model is included in
the forward selection process. All the other feature selection algorithms which
were: Backward selection, NLPCA and PCA were all outperformed by RDESF.
In the first experiment RDESF even outperformed using all input features, that
indicates a good performance in computationally heavy types of ANNs. The com-
putational speed of RDESF was only outperformed by using all input features
which was also expected, since no pre-calculations are required.

RDESF clearly outperformed PCA in both prediction error and computa-
tional speed, which was our benchmark baseline. Unlike PCA, RDESF allows
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for feature analysis in fault detection scenarios because the features are not trans-
formed. This means that RDESF is a strong competitor in the feature selection
field, and applicable to a variety of application areas. The meta-filter approach
does not require the user to select a threshold for the filter which allows the user
to include filters into an automatic feature selection process or system.
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Abstract. In this paper, based on the extension to the standard Support Vector
Machines Plus (SVM+) model for the Learning Using Privileged Information
(LUPI) paradigm, a new SVM+ThinkTank (SVM+TT) model, is proposed for
Learning Using Multiple-Type Privileged Information (LUMTPI). In cases that
Multiple-Type Privileged Information (MTPI) from different perspectives is
available for interpreting those training samples, such as in Big Data Analytics,
it could be beneficial to leverage all these different types of Privileged Infor-
mation collectively to construct multiple correcting spaces simultaneously for
training the maximum margin based separating hyperplane of SVM model. In
fact, from the practical point of view, organising Privileged Information from
different perspectives might be a relatively easier task than finding a single type
perfect Privileged Information for those hardest training samples. The MTPI
collectively plays the role of a think tank as the single type Privileged Infor-
mation plays the role of a single perfect master class teacher. The preliminary
experimental results presented and analysed in this paper demonstrate that SVM
+TT, as a new learning instrument for the proposed LUMTPI paradigm, is
capable of improving the generalisation ability of the standard SVM+ in
learning from a small amount of training samples but incorporating with the
MTPI interpretations to these samples for improved learning performance.

Keywords: Support Vector Machines �Multiple-Type Privileged Information �
Statistical Machine Learning � Classification

1 Introduction

As a new training strategy by leveraging extra interpretation information to improve the
generalisation ability of machine learning in the cases of learning from small amount of
data samples, Learning Using Privileged Information (LUPI) paradigm [1, 2] has
gained increasing popularity in recent years [3–7]. At the expense of using extra
information, the LUPI paradigm uses the Privileged Information to guide the training of
a classifier to make better distinctions between those hard and easy training samples
during the training and hence improve the prediction accuracy of the classifier during
the testing.

© Springer International Publishing AG 2017
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In this paper, we investigate how Learning using Multiple-Type Privileged Infor-
mation (LUMTPI) could improve the prediction accuracy of SVM+ for a binary
classification problem. In order to incorporate Multiple-Type Privileged Information
(MTPI) simultaneously into a learning process, we first extend the standard SVM+
model for single type Privileged Information to support the adjustment of hyperplane
based on a collective optimisation both in the common decision space with technical
data and in the multiple correcting spaces with MTPI simultaneously. The extended
model is named SVM+ThinkTank (SVM+TT) as an analogy of the collective contri-
bution of a think tank to the decision making process of a complex problem. In this
paper, as a case study, the SVM+TT model is implemented with the support of two
types Privileged Information and evaluated with real-world binary classification
problems. The key contributions of the paper are as follows:

• A new paradigm of Learning using Multiple-Type Privileged Information
(LUMTPI) is proposed to improve the generalisation ability of supervised learning
model for cases of learning with a small amount of training samples but with rich
interpretation information to these samples;

• A new learning instrument of SVM+TT is specified theoretically and implemented
with numerical optimisation programming to implement the LUMTPI paradigm.

• A case study of the applying the SVM+TT instrument and the LUMTPI paradigm
into a binary classification in breast cancer patients is used to evaluate the perfor-
mance of the new instrument and paradigm. Experimental results demonstrate the
effectiveness and efficiency of the new approach.

2 Multiple-Type Privileged Information and SVM+
ThinkTank

In this section, the basic models of SVM [8] and SVM+ [1] for classification problems
are extended to devise a Multiple-Type Privileged Information (MTPI) based SVM
+ThinkTank for the case of a classical binary classification problem.

2.1 Binary Classification Problem Using SVM

In the classical setup of a binary classification problem by using a standard SVM, there
are two finite subsets of vector x from the training set:

ðx1; y1Þ; . . .; ðxl; ylÞ; x 2 Rn; y 2 fþ 1;�1g ð1Þ

where there is one subset with y ¼ þ 1 and another subset with y ¼ �1. In order to
find the decision rule y ¼ f ðxÞ to separate the two subsets, SVM first maps the vector xi
of space X into vector zi of space Z where it constructs the optimal separating
hyperplane by minimising the functional:
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Rðw; b; nÞ ¼ 1
2
ðw;wÞþ c

Xl

i¼1

ni ð2Þ

subject to the constraints:

yi½ðw; ziÞþ b� � 1� ni; i ¼ 1; . . .; l and

ni [ 0;
ð3Þ

where (w, w) is the margin size of the separating hyperplane, ni represents the deviation
of zi from the margin border, and C is the user defined model regularisation parameter,
which balances the size of margin and number of acceptable non-separable training
sample vectors. The generalisation ability of the decision rule y ¼ f ðxÞ, in terms of
prediction accuracy, can be tested with testing samples.

2.2 Binary Classification Problem Using SVM+ThinkTank

In the case of Multiple-Type Privileged Information (MTPI), there are two finite
subsets of vector x from the training set:

ðx1; x11; . . .; xt1; y1Þ; . . .; ðx1; x11; . . .; xt1; y1Þ
x 2 Rn; y 2 fþ 1;�1g ð4Þ

here x11; . . .; x
t
1 are the different types of privileged information which are only available

during the training process, and there is one subset with y ¼ þ 1 and another subset
with y ¼ �1.

In order to leverage the MTPI for training the classifier to control the slack vari-
ables of all sample data in its decision space, multiple correcting spaces should be
constructed and used to assist the classifier to make a better distinction between a hard
example and easy one in that decision space. Therefore, a new SVM+ThinkTank (SVM
+TT) model is proposed to incorporate one common decision space and multiple
correcting spaces together to train the classifier. By extending the objective function
(2), a generalised objective function will be:

Rðw;w1; . . .;wtÞ ¼ 1
2
ðw;wÞþ 1

2c

Xt

r¼1
ðwr;wrÞþ cr

t

Xt

r¼1

Xl

i¼1
nri ; ð5Þ

where

nri ¼ ðwr; z
r
i Þþ bir ð6Þ

subject to constrains:

yi½ðw; ziÞþ b� � 1� nri ;
i ¼ 1; . . .; l; r ¼ 1; . . .; t; nri [ 0

ð7Þ
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Without loss of generality, let us consider two types (i.e., t = 2) Privileged Infor-
mation x* and x** in the problem setup of binary classification on two finite subsets of
vector x from the training set:

ðx1; x�1; x��1 ; y1Þ; . . .; ðxl; x�l ; x��l ; ylÞ; x 2 Rn; y 2 fþ 1;�1g ð8Þ

where the Privileged Information is only available during the training process and there
is one subset with y ¼ þ 1 and another subset with y ¼ �1.

The proposed SVM+TT first maps the vector xi of space X into vector zi of space Z,
x�i into vector z�i in Z* space, and x��i into vector z��i in Z** space where it constructs the
optimal separating hyperplane by minimising the functional:

Rðw;w�;w��; b; b�; b��Þ ¼ 1
2
½ðw;wÞþ cððw�;w�Þþ ðw�;w��ÞÞ� þ C1

2

Xl

i¼1

ni þ
C2

2

Xl

i¼1

n�i ð9Þ

ni ¼ ðw�; z�i Þþ b� ð10Þ

n�i ¼ ðw��; z��i Þþ b�� ð11Þ

subject to the constraints:

yi½ðw; ziÞþ b� � 1� ni;
yi½ðw; ziÞþ b� � 1� n�i ;

i ¼ 1; . . .; l; ni [ 0; n�i [ 0
ð12Þ

where c is an additional model regularisation parameter. Similarly, as being trans-
formed in SVM+, by constructing the Lagrangian of (9) and replacing the inter
products of ðzi; zjÞ; ðz�i ; z�j Þ and ðz��i ; z��j Þ in the common decision space and two cor-
recting spaces with the corresponding kernel functions respectively, the minimisation
of functional (9) is transformed to maximise functional:

Rða; b; pÞ ¼
Xl

i¼1

ai � 1
2

Xl

i; j¼1

aiajyiyjKðxi; xjÞ

� 1
2c

½
Xl

i;j¼1

ðai þ bi � C1Þðaj þ bj

� C1ÞK�ðx�i ; x�j Þ

þ
Xl

i;j¼1

ðai þ pi � C2Þðaj þ pj

� C2ÞK��ðx��i ; x��j Þ�

ð13Þ

in which there are two model regularisation parameters C1 and C2 applied to the two
correcting spaces respectively and the maximisation is subject to constraints:
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Pl

i¼1
yiai ¼ 0;

Pl

i¼1
ðai þ bi � C1Þ ¼ 0;

Pl

i¼1
ðai þ pi � C2Þ ¼ 0;

i ¼ 1; . . .; l and ai � 0; bi � 0; pi � 0
ð14Þ

and the decision function is

f ðxÞ ¼
Xl

i¼1

yiaiKðxi; xÞþ b ð15Þ

3 Experiments

3.1 Experiment Dataset

The proposed SVM+TT is implemented based on the Ph.D. work in [9] and evaluated
with the UCI breast cancer dataset which consists of 286 instances, each with 9
attributes: men, inv, nod, deg, bre, qua, irr, size, age [10]. There are two Classes: No-
recurrence-events and Recurrence-events. Since, among the 286 instances, there are 9
instances with missing attribute values, in our experiments, we use the remaining 277
instances with the complete attribute values.

3.2 Experiment Setups

We use a linear kernel to map the vectors of non-privileged features into the common
decision space, and a RBF kernel and a polynomial kernel to map the two types of
vectors of different privileged features into the different correcting spaces respectively.
For the purpose of simulating the effect of using Privileged Information, two particular
original features are selected as the Privileged Information: inv-nodes is selected as the
type I privileged feature and age is selected as the type II privileged feature. The
parameters for model/kernel selection are the following:

• Model regularisation parameters: C1 and C2 = [0.1, 1, 1.5]
• Correcting space capacity control parameter: gamma = [1, 10]
• RBF Kernel parameter: sigma = [0.25, 0.5]
• Polynomial Kernel parameter: the order of polynomial, d = [2, 5]

The prediction accuracies of standard SVM, standard SVM+ and SVM+TT are
evaluated and compared. The experiments for the three different scenarios are set up as
follows:

SVM: An experiment without any privileged information, i.e., both training and
testing with the non-privileged features only.

SVM+: Experiments with either type I or type II privileged feature, i.e., training
with non-privileged features and with either type I or type II privileged
feature together, but testing with non-privileged features only. In this
scenario, regarding the combinations of the use of privileged features and
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use of kernels in correcting spaces, there are further four different cases
as combined with two different kernels of RBF or Polynomial.

SVM+TT: Experiments with both type I and type II privileged information together,
i.e., training with the non-privileged features and type I and type II
privileged features together, but testing with non-privileged features
only. In this scenario, regarding the combinations of the use of privileged
features and use of kernels in correcting spaces, there are four different
cases as combined with two different kernels of RBF or Polynomial.

The model selection uses a 5-fold cross-validation and the final prediction accuracy
of the selected model is calculated based on the average accuracies of 5 runs.

3.3 Experimental Results and Analysis

Based on the experiment setups in Sect. 3.2, the final comparison results show an average
of prediction accuracy rates and its standard deviation of each test case configuration.

The result highlighted in bold in the Table 1 demonstrates that (1) by selecting the
appropriate correcting space kernels for different privileged information, the general-
isation ability of SVM+ is better than the standard SVM and (2) by further tuning the
appropriate model regularisation parameters C1 and C2 with different combinations of
privileged information and correcting space kernels, the generalisation ability of SVM
+TT could be even better than SVM+. The reason of the further generalisation ability
improvement of SVM+TT could be that the Multiple-Type Privileged Information is
able to complement each other on correcting the classifier collectively. This promising
results confirm that SVM+TT, as a new learning instrument for the proposed LUMTPI
paradigm, is capable of improving the generalisation ability of SVM+ in learning from
a small amount of training samples but with multiple-type interpretation information to
these samples. Since both of the non-privileged features and privileged ones are the
subset of the same feature set that represents the original training data, the privileged

Table 1. SVM, SVM+ and SVM+TT prediction accuracy comparisons

SVM type Pri. Inf. and kernel Predication accuracy

SVM Non-privileged 0.696558 – 0.048373
SVM+ Case1: Attri2 + RBF 0.740065 – 0.041396

Case2: Attri2 + POLY2 0.613377 ± 0.162487
Case3: Attri9 + RBF 0.747078 – 0.035489
Case4: Attri9 + POLY2 0.670649 ± 0.143768

SVM+TT Case1 Attri2 + POLY2
& Attri9 + RBF

0.699870 ± 0.107690
(C1 = 0.1, C2 = 1)

0.639675 ± 0.206775
(C1 = 0.1, C2 = 1.5)

Case2 Attri2 + RBF
& Attri9 + POLY2

0.743701 ± 0.054642
(C1 = 0.1, C2 = 1)

0.681818 ± 0.122263
(C1 = 0.1, C2 = 1.5)

Case3 Attri2 + RBF
& Attri9 + RBF

0.754221 – 0.059289
(C1 = 0.1, C2 = 1)

0.754416 – 0.052648
(C1 = 0.1, C2 = 1.5)

Case4 Attri2 + POLY2
& Attri9 + POLY2

0.668636 ± 0.167369
(C1 = 0.1, C2 = 1)

0.671883 ± 0.129460
(C1 = 0.1, C2 = 1.5)
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and original feature spaces belong to the same data modality. In future, information
from different data modalities such as the narratives extracted and featured from
diagnosis reports, could be explored and as the Privileged Information to validate and
demonstrate the possible further generalisation performance improvements.

4 Related Work

Regarding the use of multiple correcting spaces/kernels in parallel of a single decision
making space in SVM and SVM+, there are two most related works, which are quite
close to but different from our SVM+TT model. In this section, these works are
introduced and discussed briefly. In [1], Multiple Space Privileged Information (MSPI)
are provided for the different part of the training samples, i.e., the different subsets of
training samples are equipped with different privileged information which is drawn
from multiple correcting space/kernels. The difference between this MSPI approach
and our Multiple Type Privileged Information (MTPI) approach is that we apply each
type of Privileged Information on the entire set of training samples rather than on the
individual subsets, i.e., the entire set of the training samples are equipped with different
Privileged Information from different perspectives collectively in multiple times. Of
course, our MTPI approach is based on the assumption that Multiple Type Privileged
Information is available for all the training samples in the first place.

Another closely related to SVM+ and SVM+TT but quite different work is the use
of SVM for Multi-Task Learning Problem (SVM+MTL) [11], in which the training
samples are divided into groups and the group labels are used as the extra information
and mapped into different correcting spaces. The difference between the extra group
labels information and Privileged Information is that the group labels are available on
the future test samples, i.e., group labels are not privileged for training samples only. It
is demonstrated that in case that the number of training samples per group is sufficiently
large, the generalisation ability of SVM+MTL is better than SVM and SVM+ [11].
However, one of the purposes and basic assumptions of SVM+ and SVM+TT is that
only a small amount of training samples are available and hence extra Privileged
Information is used to speed up training convergence and improve the generalisation
ability of a classifier. It is also worthwhile to note that the SVM+MTL approach has a
similarity to the regularized multi-task learning technique (rMTL) [12], however, for
the rMTL approach, the decision space and correcting space are the same.

Finally, there are works of applying SVM+ with Privileged Information onto
multiple classification problems [13] and studying the relation of SVM+ to weighted
SVM [14]. However, these work only focus on using a single type of Privileged
Information for the training.

5 Conclusions

This paper proposes an innovative SVM+ThinkTank (i.e. SVM+TT), as a new learning
instrument, to realise the new Learning Using Multiple-Type Privileged Information
paradigm. The preliminary experimental results promisingly demonstrate that
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Multiple-Type Privileged Information, used with appropriate model and regularisation
parameter selection, is able to further improve the generalisation ability of a classifier
collectively. In future work, we aim to focus on evaluating the synergy strategies [15]
of Privileged Information from different data modalities, investigating the principles
and guidelines of model and regularisation parameter selection [16] for large scale
machine learning applications and speeding and scaling up the training of the SVM+TT
with parallel computing and scale machine learning technologies.
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Abstract. VSF−Network is a neural network model that learns dynam-
ical patterns. It is hybrid neural network combining a chaos neural net-
work and a hierarchical neural network. The hierarchical neural network
learns patterns and the chaos neural network monitors behavior of neu-
rons in the hierarchical neural network. In this paper, two theoretical
backgrounds of VSF−Network are introduced. An incremental learning
framework using chaos neural networks is introduced. The monitoring
by chaos neural network is based on clusters generated by synchronous
vibration. Using the monitoring results, redundant neurons in the hier-
archical neural network are found and they are used for learning of new
patters. The second background is about the pattern recognition by com-
bining learned patterns. This is explained by code words expression used
in multi-level discrimination. Through an experiment, both the incre-
mental learning capability and the pattern recognition are shown.

1 Introduction

When robots autonomously act under a certain environment, they need an intel-
ligent information process mechanism such as learning patterns from surrounded
environments. Reasoning based on symbol are a basic component of intelligent
information processing and symbol can be used in subsequent intelligent infor-
mation processing. It is a kind of pattern generated by abstracting signals from
outside world but it different in that symbol can be individually used or used in
combining with other symbols based on situation.

Since the early 2000’s, symbol learning for robots studied. Inamura [1] pro-
posed a model of stochastic behavior recognition and symbol learning. Kadone
[2] proposed symbolic representation learning model for a humanoid robot. On
these studies, symbol and relations between symbols are learned based on cooc-
currences of actions. In semiotics, many theories about symbol have been also
proposed. Chandler [3] proposed the model about the double articulation of
semiotic codes. Semiotic codes belong to any class, that is, single articulation,
double articulation or no articulation. The double articulation enables a semi-
otic code to form an infinite number of meaningful combinations using a small
number of low-level elements.

In any of these position, the common matter is that symbol is not only
abstracted pattern, but also symbol can have a mutual relationship. We proposed
c© Springer International Publishing AG 2017
P. Angelov et al. (eds.), Advances in Big Data, Advances in Intelligent
Systems and Computing 529, DOI 10.1007/978-3-319-47898-2 10
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VSF-network, Vibration and Synchronize Function network, as a neural network
model for abstracting input data and learning patterns used as symbol [4]. In
this paper, theoretical backgrounds of VSF-network are introduced. Especially,
we focus on its ability for incremental learning and combinational utilization of
learned symbols as important properties of symbol.

2 Incremental Learning by Chaos Neural Network

2.1 Incremental Learning

For neural networks, the learning of symbol is an instance of incremental learn-
ing [5] because neural networks incrementally learn unlearned patterns while
remembering learned patterns. On the incremental learning, correlations between
patterns take an important role. Lin and Yao [6] proposed Negative Correla-
tion Leaning as an incremental learning model for neural networks. In the pro-
posed method, the neural network incrementally learns with increasing neurons
depending on correlations between an unlearned pattern and learned patterns.
If we can estimate an appropriate number of neurons before learning, it is rea-
sonable to increase the number of neurons according to progress of learning.
Even if a natural network completed a learning, there are redundant neurons
in a natural network and the over-fitting problems occur. This problem worsens
with an increase of the number of neurons. A technique to the problem is reusing
neurons for incrementally learning unlearned patterns, because neural networks
frequently have redundant neurons that do not participate pattern recognition
by a neural network. The unlearned pattern has low correlation to learned pat-
terns. VSF−Network learns unlearned patterns with reusing redundant neurons.

2.2 Pattern Recognition by Chaos Neural Network

Hopfield [7] showed that associative memory has attractors and several attrac-
tors reach equilibrium points, if its weight matrix is symmetric and its activation
function is a monotonic increasing function. Kanode [2] theoretically analyzed
relations between patterns and attractors on Hopfield type associative memory.
He concluded that some learned patterns get attractors, if a correlation between
a presented pattern and a learned pattern is high. On the other hand, the associa-
tive memory can not get any attractor and it equilibrates at an averaged pattern
of learned patterns, if the correlation between an unlearned pattern and learned
patterns is low. This result shows that retrievals reach different statuses, depend-
ing on correlations between patterns. Therefore, we can discriminate unlearned
parts in an input from learned patterns for a neural network by monitoring
retrieval process of an associative memory. We analyze each equilibrium point of
neuron in an associative memory to find unused neurons with analyzing chaotic
oscillation on an associative memory.

Aihara [8] proposed Chaos Neural Network, CNN, to show chaotic retrieval
dynamics in addition to normal dynamics of associative memory. The chaotic
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dynamics can be found, if an input pattern do not match a part of pattern to
learned patterns. An output xi of neuron i in CNN that has M input neurons
and N chaotic neurons is defined by (1).

xi(t + 1) = f [ξi(t + 1) + ηi(t + 1) + ζi(t + 1)] (1)

In (1), ξi is an input term, ηi is an interaction term and ζi is an inhibitory term
for a neuron i. They are defined as follows,

ξi(t + 1) = ksξi(t) +
N∑

j=1

vijAj(t), (2)

ηi(t + 1) = knηi(t) +
N∑

j=1

wijxj(t), (3)

ζi(t + 1) = krζi(t) − αxi(t) − θ(1 − kr). (4)

In (2), A(t) is input at a time t, and vjk is the connection weight between
the k the element of the input and the neuron j. In (3), wij is the connection
weight between chaos neuron i and chaos neuron j, α is an inhibitory strength
parameter and θi is a threshold for the inhibitory term in (4). ks, kn, and kr are
a parameter for each term. f is Sigmoid function (5)

f(x, a) =
1

1 + e−ax
. (5)

2.3 Correlation on Chaos Neural Network

An internal status ui of CNN neuron i changes periodically. Some neurons show
periodical oscillations with other neurons. This is called a synchronized oscilla-
tion. CNN (1) is thought at an instance of GCM, Globally Coupled Mapping [9],
because it is a system that statuses of neuron i diffuses to other neurons through
η term. Komuro [10] studied dynamics on GCM and analyzed behavior of ele-
ments in GCM. GCM is defined by (6) on R

N (N ≥ 1). In (6), F is a diagonal
matrix whose diagonal elements are a logistic function fa,ε(xi) parameterized by
a, ε.

Fa,ε : RN → R
N ,

x = (x1, · · · , xN )T �→ y = (y1, · · · , yN ))T
,

yi = (1 − ε) fa (xi) +
ε

N

N∑

j=1,j �=i

fa (xj), (1 ≤ i ≤ N)

(6)

On GCM, elements show synchronized oscillation with other elements by retract-
ing or phase locking [10]. The synchronized element is called a cluster or a syn-
chronized oscillating group.

An invariant manifold Uσ =
{
x ∈ R

N ;xi = xσ(i), 1 ≤ i ≤ N
}

is a sub man-
ifold of a manifold UN that a coordinate permutation Pσ is invariant. σ
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is a cyclic permutation σ =
(
i11, · · · , i1m1

) · · ·
(
ik1, · · · , ikm

k

)
. σk is cluster

k(k = 1, · · · , n) and mk is an index of elements in a cluster k. For any σ ∈ Uσ, an
orthogonal complement U⊥

σ is invariant to Fa,ε
′(x). A dynamics of each cluster is

measured by traversal Lyapunov exponent. Traversal Lyapunov exponent is Lya-
punov exponent from Uσ to U⊥

σ . Traversal Lyapunov exponents depend on the
eigenvalue value of Fa,ε(x) on U⊥

σ and that is (1 − ε) fa
′ (xij1

)
, (j = 1, · · · , k).

Let uμ be a status of neuron i for a learned pattern μ. uν is a status of neuron
i for an unlearned pattern ν. Further, uν,a is a part of uν that has high cor-
relation with uμ and uν,c is a part of uν that has low correlation with uμ.
For uν,a and uν,c, we respectively define the cluster σa and σc. The eigen-
value of Uσa

is F (xi)
′
ua = (1 − ε) fa

′ (xi) ua, and the eigenvalue of Uσc
is

Fa,ε (xi)
′
uc = (1 − ε) fa

′ (xi) uc. From the definition uν,a and uν,c, they get a
stable equilibrium points on Uσa

but that is not always the case for uσc
There-

fore, the eigenvalue of Uσa
shows a stable status but the eigenvalue of Uσc

dose
not show a stable status.

In retrieval process of CNN, high correlated neurons retract to other neurons.
On the other hand, low correlated neurons do not retract. As the result, the
low correlated elements show isolate behavior. Therefore, role of a neuron to
recognize patterns is determined through the status of each neurons based on
the retrieval process of CNN.

2.4 Incremental Learning by VSF−Network

An overview of VSF-Network is shown in figure Fig. 1. VSF−Network is com-
posed of BP−module, Back-Propagation module and CNN−module, Chaos
Neural Network module. BP−module is a hierarchical neural network and the
number of the layers is three. It learns relations between input and output to
close to an expected output. CNN−module monitors statuses of BP−module. It
finds out redundant neurons in the middle layer of BP−module and unlearned
elements of an input data. The results of the monitoring are used for updating the
weights between layers of BP−module. When CNN−module retrieves a pattern
from a status of middle layer in BP−module, neurons that exist on a cluster is
regarded as used neuron and the connection weights associated with the neuron
are not updated. Neurons that do not exist on any cluster are regarded as redun-
dant neuron and the connection weights associated with the neuron are updated.
By this selective weight updating, BP−module is divided into sub-networks at
the middle layer level and each sub-network correspond to each learned patter.

3 Recognition of Combinational Patterns

3.1 Oscillated Firing and Pattern Combination

When VSF−Network uses its learning results, all learned patterns are not
required for a recognition of a pattern. For example, if VSF−Network learned
patterns μ and ν, then it should return an output for a pattern μ for an input
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Fig. 1. An overview of VSF−Network

that the pattern μ is presented. In the same way, it returns an output for a pat-
tern ν, if the pattern ν is presented. It should return outputs the pattern that
patters μ and ν are combined, if the patterns μ and ν are presented in an input.
Use of suitable patterns depending on situations is a basic requirement of the
pattern as symbol. The convolution neural network [11] learns partial patterns
at the middle layers and recognizes more complex pattern by combining these
partial patterns. For the developing VSF−Network, we take this technique to
recognize patterns by a combination of learned patterns.

3.2 Expression of Patterns Combination

After incremental learning, we can find several sub-networks on BP-module.
Every sub-network is specialized for recognizing specific patterns or pattern sets.
Therefore, encoded patters on the middle layer of every sub-network can be
considered as code words specialized for each pattern.

We can explain the recognition by patterns combination on VSF-Network
based on the code words. For the developing NETtalk [12], Sejnowski proposed
an expression of pattern in neural network by code words. For example, sta-
tuses of the middle layer of BP−module which learned patterns μ and ν can be
expressed as show in Table 1. The cord words shown in Table 1 are an extended
expression of ECOC [13]. The code word ux (x = μ, ν, ξ, · · · ) shows that sub-
network fi (i = 1, · · · , n) learns a pattern in a class cx(x = μ, ν, ξ, · · · ).

As shown in Table 1, the number of classes and combinations of patterns
increase in accordance with increase the number of learning patterns. On the
other hand, the number of classes is equal to the number of sub-networks,
if each pattern is independently recognized by each sub-network. Let U be a
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Table 1. An example of code words table

Class Sub-network

f1 f2 · · · fn

cμ uμ∧ν u∗ · · · u∗
cν u∗ uν · · · u∗
cμ∧ν uμ uν · · · u∗
...

...
...

...
...

space spanned by a hierarchical neural network and the forward pass between
the input layer and the middle layer is a mapping f : U → U . For a learned
hierarchical neural network, we can define an invariant space Λ for f . For Λ
and its open neighborhood T , there is attractors and trapping areas that sat-

isfy the conditions f(T̄ ) ∈ T and
∞⋂

i=0

f i(T̄ ) = Λ. Futhermore, there are basins

B(T ) = {x ∈ U : fM (x) ∈ T} of the attractors for large enough number
M > 0. The basins exit on each sub-space Ui (i = 1, . . . , p) spanned by learned
sub-network fi (i = 1, . . . , p). Let Bi (i = 1, . . . , p) be a basin on Ui. If each
sub-network fi is an independent hierarchical neural network, each sub-space Ui

is orthogonal to others and

U = U1 ⊕ · · · ⊕ Ui, i = 1, . . . , p.

In this case, when patters corresponding to each sub-network fμ and fν(μ �= ν),
each basin Bμ∧ν exists on the sub-space Uμ∧ν = Uμ ⊕ Uν and Bμ∧ν = Bμ ∩ Bν .
As the result, the pattern μ and ν are simultaneously recognized.

In Table 1, u∗ indicates statuses that neurons in the middle layer are not
used or learned patters are not found in current input. We should distinguish
between the former case and the later case. These two statuses should be distin-
guished. In recognizing phase, neurons in sub-networks output constant values if
learned patters are not found in the current input. These values should not have
any effect on pattern recognition for the current input, namely, they should be
identity for the current output. The most suitable identity value is 0. Because
of relationship between the nature of the activation function and input data,
values to be 
 0 are obtained by adjusting threshold value or inclination coeffi-
cient in the case of Sigmoid function (5). If neurons in the middle layer are not
used in the learning phase, they do not belong any cluster in the processing at
CNN−module. In the recognizing phase, these neuron output averaged value for
learned pattern and they are not trapped any basins. As the result, they can not
retrieve any code word, and they do not affect current output.
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4 Selective Weight Updating

4.1 Learning Procedure

VSF−Network is developed for incremental learning, therefore we assume that
their connection weights are trained using other learning tasks. The initial con-
nection weight of CNN−module are calculated from the connection weights
between the input layer and the middle layer of BP−module at each learning.
The learning procedure of VSF−Network is summarized as follows.

1. Learning data for a pattern μ is input to the input layer of BP−module.
2. The outputs from the middle layer of BP−module are input to CNN−module

as a key pattern for retrieval process in CNN−module.
3. CNN−module retrieve the pattern corresponding to every input. This process

is based on (1) for times t((= 1, · · · , T )).
4. The forwarding values between the middle layer and the output layer of

BP−module is calculated. At this point, the results of CNN−module are
not used.

5. Error Ek,μ between the output Ŷ μ from BP-module and the expected output
Y μ for the pattern μ is calculated.

6. The connection weights of BP−module are updated by the weight update
rule (7) and (8).

4.2 Selecting Weights Updating

An input of CNN−module are outputs from the middle layer of BP−module. As
the result, VSF−Network finds redundant neurons at the middle layer that do
not have any role in pattern recognition. CNN−module finds redundant neurons
that show asynchronous oscillation. Update amount for connection weights for
neurons that show asynchronous oscillation is larger than amount for synchro-
nous oscillated neurons. Therefore, VSF−Network can learn unlearned patterns
without forgetting learned patterns.

The update value ΔWij for the weight between the i-th neuron in the input
layer and the j-th neuron in the middle layer in BP−module is defined as,

ΔWij =

{
η

∂Eij

∂Wij
(λi ≤ P )

0 (λi > P )

∂Eij

∂Wij
= (1.0 − |cori,j |)

n∑

j=1

∂Ejk

∂Wjk
f ′ (Hμ

i ) .

(7)

In (7), η is a coefficient for update, Hμ
i is an output from jth neuron in the

middle layer. λi is a synchronous rate calculated with (9) and P is a threshold
for λi. corki,kj

is a correlation between neuron i and j in the middle layer. Our
weight updating scheme is based on the correlations between patterns, therefore
we apply the correlations of weights between the input layer and the middle
layer. These have an effect to amplify the results from CNN-module.



96 Y. Kakemoto and S. Nakasuka

The update value ΔWjk for the weight between the j-th neuron in the middle
layer and the k-th neuron in the output layer is defined as

ΔWjk =

{
η

∂Ejk

∂Wjk
(λi ≤ P )

0 (λi > P )

∂Ejk

∂Wjk
=

n∑

j=1

Eμ f ′ (Y μ
k ) .

(8)

In (8), Eμ is an error between a current output and Ŷ μ and an expected output
Y μ for it.

The synchronous rate λi is calculated by correlation integration (9) based on
Heaviside function H. In (9), r is a threshold for a difference xi − xj .

λi =
1

T 2

N∑

j=1,i �=j

H(r − |xi − xj |) (9)

5 Experiment and Result

In this section, we show capabilities of VSF−Network through an experiment.
The task for the experiment is a learning of avoiding behavior for obstacles by
a rover. The rover learns whether it can avoid obstacles or not when it begins
turning to the left at a current place. If the rover can avoid the obstacle, the
output is = 1 otherwise the output is = 0. We prepare three conditions for the
obstacle configurations. The condition 1 is a T-Junction obstacle condition, the
condition 2 is a simple obstacle condition and the condition 3 is a combined
obstacle condition. An overview of these conditions is shown in Fig. 2.

Fig. 2. Configurations of Rover and Obstacles

Before our main experiment, we determined a value of each parameter of
CNN−module trough a numerical experiment. In Table 2, parameters and their
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Table 2. Parameters and values for CNN−module

Parameter Description Value

ks Coefficient for the input term (2) 0.95

kn Coefficient for the interaction term (3) 0.1

kr Coefficient for the inhibitory term (4) 0.95

α Inhibitory coefficient for (4) 2.0

θ Threshold for (4) 0.2

τhst Time span of periodic phase 100

P Threshold about λi for applying weight update rule 0.01

Θ Threshold for Hviside function in (9) 0.01

Table 3. Parameters for BP−module

Parameter Description Value

ε Coefficient of activation function 1.0

η Weight updating rate 0.1

values are shown. Each value is determined for CNN−module to show a weak
chaotic behavior. Other parameters and values for BP−module at the experiment
are shown in Table 3.

The initial weights for BP−Module is obtained from other trained hierarchi-
cal neural network. The hierarchical neural network learned 1500 times of epochs
and its topology is same as BP−modele. Each epoch consists of 2000 times of
training and the data are randomly selected from the data set of condition 1.
At the incremental learning step, the number of epochs and training are same
as the first step. The input data for this step are randomly selected from data
set of the condition 2. To examine an ability of VSF−Network for recognizing
combined type pattern, we provide data randomly selected from data set of the
condition 3. Data of the condition1 and the condition 2 are provided at this step
to examine other ability of VSF−Network for incremental learning. On this step,
we compare MSE, Mean Squired Error, at each epoch for each data set.

In Fig. 3, we show the changes of MSE according to the progress of the incre-
mental learning. For incremental learning, the effect of VSF−network is obvious.
VSF-Network incrementally learns unlearned patterns and the weights for the
condition 1 are not destroyed. The combined patterns can be recognize without
learning with the progress of incremental learning. After certain number of learn-
ing, MSE for each condition reaches at an equilibrium status and the learning
stops when there is no redundant neuron because VSF−Network incrementally
learns by reusing redundant neurons.
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Fig. 3. Learning progress of VSF−Network

6 Conclusion

In this paper, we show the theoretical backgrounds of VSF−Network. Through
the experiment, VSF−Network show good performance to incremental learning.
The combined patterns are also recognized well without any learning of combined
pattern.

Now, we have three research tasks for VSF−Network. The first task is to
expand kinds of experiment task to examine additional abilities of VSF-Network.
The second task is application of the deep learning scheme to VSF−network.
The current BP−module has 3 layers. We expects an improvement of its ability
by introducing a deep learning scheme. Other task is sophistication of rela-
tion between learned patterns by VSF−Network. Several related studies about
symbol learning showed learning of high level relation between symbols such
as hierarchy of symbols. For VSF−Network, such a high level relations can be
introduced by a more detailed analysis about dynamicses on CNN−module.
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Abstract. Big data analytics nowadays represent one of the most rel-
evant and promising research activities in the field of Big Data. Tools
and solutions designed for such purpose are meant to analyse very large
sets ot data to extract relevant/valuable information. In this path, this
paper addresses the problem of sequentially analysing big streams of data
inspecting for changes. This problem that has been extensively studied
for scalar or multivariate datastreams, has been mostly left unattended
in the Big Data scenario. More specifically, the aim of this paper is to
introduce a change detection test able to detect changes in datastreams
characterized by very-large dimensions (up to 1000). The proposed test,
based on a change-point method, is non parameteric (in the sense that it
does not require any apriori information about the system under inspec-
tion or the possible changes) and is designed to detect changes in the
mean vector of the datastreams. The effectiveness and the efficiency of
the proposed change detection test has been tested on both synthetic
and real datasets.

1 Introduction

In recent years the pervasive dissemination of sensors and devices (e.g., cyber-
physical systems, Internet-of-things technology and mobile devices) led to the
availability of a tremendous and ever-growing amount of collected data [13]. Such
a Big Data revolution made commonly-used techniques for data acquisition,
managing and processing inadequate and led to the design of novel tools and
solutions able to deal with such an enormous amount of data.

Among the wide range of technological and scientific issues related to Big
Data, the ability to make sense out of such a huge amount of data and exploit its
value is increasingly gaining importance. This is where Big Data Analytics come
into play, where novel techniques and mechanisms are designed to analyse (pos-
sibly very) large amounts of data to extract relevant information [5,7,15]. Often
such large amounts of data arrive in a stream manner (e.g., collected by large-
scale IoT systems, sensor networks or acquired through on-line systems/services),
hence requiring a sequential analysis to inspect for events/information of interest.

The aim of this paper is to address the problem of detecting changes in
Big Data scenarios, where massive amounts of data steadily arrive over time.
The detection of changes affecting streams of Big Data is extremely important
c© Springer International Publishing AG 2017
P. Angelov et al. (eds.), Advances in Big Data, Advances in Intelligent
Systems and Computing 529, DOI 10.1007/978-3-319-47898-2 11
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since it could reveal critical situations, such as ageing effects and faults affecting
sensing/control apparatus, anomalous events/behaviours, or an unforeseen evo-
lution of system under inspection. Hence, the prompt detection of such changes
is essential for undertaking suitable countermeasures like repairing/replacing a
sensor, raising an alarm, or activating adaptation mechanisms. While the prob-
lem of detecting changes in scalar datastreams has been extensively explored
(e.g., see [3]), very few works have been proposed for multivariate datastreams
(e.g., see [11]) and, to the best of our knowledge, the problem of sequen-
tially detecting changes in Big Data has never been addressed in the literature.
A review of related literature is presented in Sect. 2.

The aim of this paper is to propose a Change Detection Test (CDT) able
to detect changes in Big Data. The proposed test is non-parametric, hence
not requiring any a-priori information about the data-generating process or the
change to operate, and able to manage datastreams characterized by very large
dimensions (up to 1000). More specifically, the proposed CDT extends a multi-
variate Change-Point Method (CPM) [14], i.e., a theoretically-grounded statis-
tical hypothesis test able to verify and locate the presence of a change-point in
a fixed-length sequence of data, by considering sliding windows of data and a
modification of the Hotellings T 2 statistic to detect changes in the mean vector
of the datastream.

The proposed CDT for Big Data has been validated on both synthetic and
real datasets characterized by large dimensions and made available to the scien-
tific community as a MATLAB Demo Toolbox1. In addition, the computational
times of the proposed CDT has been evaluated for different dimensions of the
datastreams.

The paper is organized as follows. Section 2 critically reviews the related
literature, while Sect. 3 formulates the change-detection problem. The proposed
CDT is detailed in Sect. 4. The experimental analysis is shown in Sect. 5, while
conclusions are finally drawn in Sect. 6.

2 Related Literature

CDTs are statistical techniques aiming at assessing the stationary of a data gen-
erating process over time. CDTs typically operate by inspecting independent
and identically distributed (i.i.d.) features extracted from the considered data
stream (e.g., the empirical error of the model, the sample mean or variance),
building an initial hypothesis and checking the validity of such an assumption
over time. Differently from statistical hypothesis tests or CPMs that require a
fixed dataset to operate, CDTs are meant to sequentially analyse streams of data.
While the majority of existing CDTs have been designed for univariate distrib-
utions [3], several multivariate solutions have been presented in the literature.
These multivariate solutions can be divided into three main families according to

1 The Matlab Demo Toolbox of the proposed CDT can be found at the following url:
http://roveri.faculty.polimi.it/software-and-datasets/.

http://roveri.faculty.polimi.it/software-and-datasets/
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the amount of information they require to operate: parametric, semi-parametric
and non-parametric.

Parametric CDTs require the a-priori knowledge of the system before and
after the change. Examples of CDTs belonging to this family are the Hotellings
T 2, multivariate CUSUM and multivariate exponentially weighted moving aver-
age control charts (MEWMA) [11]. Semi-parametric CDTs require partial infor-
mation about the system or the change to operate (e.g., the knowledge of the
probability density function of the system before the change). Examples of semi-
parametric CDTs include the hierarchical Bayesian approach proposed by [1];
the log-likelihood criterion (SPLL) introduced in [9] that has been tested with
up to 60 dimensions and two procedures based on the likelihood ratio test (LRT)
statistic and on a cumulative sums (cusum) statistic developed by [6]. In addi-
tion, a system of semi-parametric online learners based on random walks and a
semi-parametricneural-fuzzy model for detecting mean shifts have been recently
introduced in [8,12], respectively.

The availability of (at least partial) a-priori information about the system
or the change is an assumption that rarely holds in real-world scenarios, mak-
ing parametric and non-parametric solutions not a viable solution. To overcome
this limitation, non-parametric CDTs have been introduced, hence not requir-
ing any a-priori information about the system or the change. Unfortunately,
very few non-parametric CDTs have been proposed for multivariate datastreams
[2,10]. The CI-CUSUM [2] extends the traditional CUmulative-SUM test by
extracting a set of features that are approximately Gaussian distributed and
by autonomously learning the nominal and the possible changes. Differently,
the Rank-Based multivariate CUSUM procedure [10] is based on the analysis of
the cross-sectional antiranks of the observations. To the best of our knowledge,
non-parametric CDTs meant to operate in Big Data scenarios have never been
proposed in the literature.

3 Problem Formulation

Let X = {x(t), t = 1, 2, ...} , x(t) ∈ R
p be a sequence of i.i.d. p-variate observa-

tions coming from a data generating process with unknown probability density
function (pdf) Φ0. A change in X can be modelled as a transition from Φ0 to a
different and a-priori unknown pdf Φ1 at an unknown time instant t0 as follows:

x(t) ∼
{

Φ0, if t < t0

Φ1, if t ≥ t0
(1)

This is a quite general and widely assumed data/change model in change
detection [3]. When the i.i.d. assumption on acquired data does not hold,
suitably-defined pre-processing techniques (e.g., fitting linear/nonlinear regres-
sion models and computing the residuals) could be used to extract i.i.d. features
from not-i.i.d. datastreams. The goal of the proposed CDT is to promptly detect
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the occurrence of changes in X, while not introducing false positive (i.e., detec-
tions before t0) or false negative detection (i.e., changes that are not detected
by CDT).

4 The Proposed CPM-Based Change Detection Test

The proposed CDT, which is summarized in Fig. 1, operates as follows. It
processes x(t) ∈ R

p with t = 1, 2, . . . that are assumed to follow a multinormal
p-variate distribution. When needed, data y(t)s acquired by the data-generating
process are transformed into approximately normal-distributed random variables
x(t)s through a suitable preprocessing phase (e.g., based on the Multivariate
Central Limit theorem). The CDT sequentially analyses x(t) over time inspect-
ing for changes its mean vector. Remarkably, the CDT does not require any a-
priori information about the mean vector before or after the change, nor about
the covariance matrix of x(t)s. In order to operate the CDT requires a thresh-
old that depends on p and the expected Average Run Length (ARL), i.e., the
average number of samples to be processed in stationary conditions (i.e., when
Φ0 holds) before a false positive detection occurs [3]. Hence, during an initial
configuration phase, the user selects the expected ARL (together with p) and
the corresponding threshold is provided to the CDT as parameter.

Fig. 1. The workflow of the proposed change detection test.

The algorithm of the proposed CDT is detailed in Algorithm1. In more
detail, the proposed CDT is inspired by a multivariate CPM [14], whose goal is
to find the presence of a change-point in the mean vector of a sequence of data
characterized by a fixed length (hence not operating in a streaming fashion). We
extended that CPM to operate sequentially on x(t)s by considering two windows
of acquired data W1 and W t

2 . The first window refers to an initial training
sequence for the CDT, which is assumed to be change-free, while the second
one represents a sliding window on the recently-acquired values of x(t). Without
loss of generality we set the length of W1 and W t

2 to be proportional to p, i.e.,
|W1| = |W t

2 | = �γp�, where | • | is the length operator, �•� is the ceiling operator
and γ > 1 is a user-defined parameter. Summing up, W1 = {x(1), . . . , x(γp)}
and W t

2 = {x(t − γp + 1), . . . , x(t)}.
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Algorithm 1. The proposed Change Detection Test for Big Data
1: input:

[{x(1), ..., x(γp)}, hγ,α,p

]
;

2: W1 = {x(1), . . . , x(γp)};
3: Compute S on W1;
4: while (1) do
5: Acquire x(t);
6: W t

2 = {x(t − γp + 1), . . . , x(t)};
7: W = [W1, W

t
2 ];

8: for τ := γp + 1 → 2γp do
9: Aτ = {W (i), i = 1, . . . , τ};

10: Bτ = {W (i), i = τ + 1, . . . , 2γp};
11: Compute X̄1,τ and X̄τ+1,2γp;
12: Compute Yτ as in (3);
13: Compute T 2

τ as in (2);
14: if T 2

τ ≥ hγ,α,p then
15: Detection at time t;
16: break;
17: else“no change found”;
18: end if
19: end for
20: end while

At each time instant t, we define W = [W1,W
t
2 ] by juxtaposing W1 and W t

2 .
Then, the proposed CDT operates as follows: it divides W into subsequences

Aτ = {W (i), i = 1, . . . , τ},

Bτ = {W (i), i = τ + 1, . . . , 2γp},

with γp + 1 ≤ τ ≤ 2γp and compute the modified Hotelling statistic T
2

τ for
Aτ ,Bτ as follows

T
2

τ = (Yτ )′(S−1)(Yτ ), (2)

where
Yτ = [τ(2γp − τ)/2γp]1/2(X̄1,τ − X̄τ+1,2γp) (3)

and X̄1,τ , X̄τ+1,2γp, S−1 are the sample mean vector of Aτ , the sample mean
vector of Bτ and the sample covariance matrix estimated on W1, respectively.
We emphasize that, differently from the traditional Hotelling statistic [14], in our
case S does not depend on τ . Hence it can be computed only once during the
initial configuration of the CDT and it is not recomputed during the operational
life, thus reducing the computational complexity of the proposed CDT. With
this modification, we are implicitly assuming that the covariance of W1 and W2

are equal both before and after the change: an assumption that does not limit
the performance of our CDT since it focuses on detecting changes in the mean
vector.

The CDT computes the values of T
2

τ for τ = {γp + 1, . . . , 2γp}. Hence, T
2

τ is
computed only on W t

2 since there is no need to analyse W1 that is assumed to be
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change-free. A change is detected at time t by the CDT when the maximum of
the statistic (2) on γp + 1 ≤ τ ≤ 2γp is larger than a threshold hp,γ,α, as follows

max
τ=γp+1,...,2γp

T
2

τ > hp,γ,α. (4)

Threshold hp,γ,αs depends on p, γ and α, where α is a confidence parameter
accounting for the probability of having a false positive detection by the CDT
on a fixed data-sequence whose length is 2γp. Since an analytical derivation of
the maximum of (2) is hard to obtain, we resort on simulations to compute
such thresholds hp,γ,αs. In Appendix we detail the procedure and the computed
thresholds and corresponding ARLs for different values of p and α and γ = 1.5.

5 Experimental Results

The aim of this section is to analyse the change detection ability of the pro-
posed CDT in both small and large-dimension datastreams. In more detail, the
effectiveness of the proposed CDT has been contrasted with the Rank-based
procedure and evaluated on very-large normally-distributed synthetic datasets
(with p = 100, 300, 500 and 1000) and a real dataset (with p = 300).

To measure the ability to promptly and correctly detect changes in large-
dimension datastreams, we consider the following three figures of merits:

1. False positive (FP): it measures the times a change is detected, while it is not
(percentage).

2. False negative (FN): it measures the times a change is not detected, while it
is present (percentage).

3. Detection Delay (DD): it measures the time delay between when the change
occurred and when it is detected (in number of samples).

FP, FN and DD are averaged over 500 iterations. In our experimental analysis
we set γ = 1.5 and considered the following change model for the synthetic
experiments:

x(t) ∼
{
N (μ,Σ), if t < 2γp + 100
N (μ,Σ) + Δ, if t ≥ 2γp + 100

(5)

where μ ∈ R
p and Σ ∈ R

p×p are randomly generated at each iteration and
Δ ∈ R

p is the additive perturbation inserted at time t0 = 2γp + 100 to be
detected. The length of the training sequence W1 is γp samples.

5.1 Comparison Between the Proposed CDT and the Rank-Based
Procedure

We initially compared the detection abilities of the proposed CDT and the Rank-
Based procedure present in the literature (and commented in Sect. 2). We opted
for the Rank-Based procedure since, similarly to the proposed CDT, it is non-
parametric. Unfortunately, this procedure has been designed for multivariate
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analysis on relatively small dimensions and parameter configurations for Big
Data scenarios are not available. For this reason we considered p = 4, while two
different kinds of changes have been defined:

1. Δ1 = [−25, 0, . . . , 0]: modelling the case where only one dimension is affected
by a change;

2. Δ2 = [−25,−25, . . . ,−25]: modelling the case where all the dimensions are
affected by a change.

The Rank-based procedure has been configured to achieve DDs comparable with
the ones provided by the proposed CDT.

The comparison of detection abilities is presented in Table 1. As we can see
the proposed CDT outperforms the Rank-based procedure both in terms of
FP/FN and DD. As expected, the Rank-based procedure is not able to detect
changes that affect all the dimensions in the same way (i.e., FNs are very large
in Δ2) due to the rank-based analysis. Differently, the proposed CDT is able
to effectively detect changes affecting both just a single dimension and all the
dimensions.

Table 1. Comparison between the proposed and the Anti-Rank CDT.

Dataset Proposed CDT Anti-rank CDT

FPs FNs DD FPs FNs DD

Δ1 1.33 0 1.33 63.0 0.0 12.0

0.66 0 1.86

Δ2 1.33 0 1.0 65.0 29.0 6.0

0.66 0 1.05

5.2 Synthetic Experiments

We evaluated the detection abilities of the proposed CDT on synthetic experi-
ments characterized by dimensions ranging from p = 100 to p = 1000. Here, we
considered the following two kinds of change

1. Δ3 = [δ, 0, . . . , 0]: modelling the case where only one dimension is affected by
the additive term δ;

2. Δ4 = [0.1δ, 0.1δ, . . . , 0.1δ]: modelling the case where all the dimensions are
affected by the additive term 0.1δ,

where δ = max(diag(S)) and diag(•) is the operator extracting the elements of
the main diagonal of matrix •. The experimental results, which are detailed in
Table 2, show the high effectiveness of the proposed CDT in promptly detecting
changes (i.e., the DD is smaller that 15 samples in all the configurations and
changes), while guaranteeing very low FPs and FNs for all the values of p.
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Table 2. Synthetic experiments with dimensions ranging from p = 100 to p = 1000.

Δ p α FPs FNs DD

Δ3 100 0.1 2.4 0 6.06

100 0.01 0.6 0 7.75

300 0.1 0.8 0 7.72

300 0.01 0 0 10.41

500 0.1 1.3 0 8.29

500 0.01 0 0 13.33

1000 0.1 2.6 0 8.21

1000 0.01 0 0 11.58

Δ4 100 0.1 2.0 0 6.28

100 0.01 0.6 0 7.97

300 0.1 0.6 0 3.06

300 0.01 0 0 3.96

500 0.1 2.0 0 2.15

500 0.01 0 0 2.62

1000 0.1 2.6 0 1.39

1000 0.01 0 0 1.62

As expected, a smaller value of α reduces FPs at the expenses of a slight increase
of DDs.

In addition, we also evaluated the execution times of the proposed CDT w.r.t.
p. More specifically, Fig. 2 shows the time (in seconds) required to process each
new observation with p ranging from 100 to 10002. It is possible to appreciate
that the execution times remain acceptable even with very large dimensions.

Fig. 2. Execution time (in seconds) required to process each new acquired observation
by the proposed CDT w.r.t. the number of dimensions p.

2 The computing platform is based on a 1,7 GHz Intel Core i5 with 4 GB 1333 MHz
DDR3.
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Fig. 3. The computed test statistic on the Mutant p53 proteins dataset.

5.3 Real Dataset

The proposed CDT has been validated on a real dataset, i.e., the biophysical
models of mutant p53 proteins [4] available on the UCI website for classification
tasks. It is composed of 16592 instances (143 belonging to active class and 16449
to inactive class) and 5408 attributes. We organised the dataset appending all
the observations of the active class at the end of the inactive samples to model a
change in the distribution as per Eq. (1). In our experiments we considered the
first p = 300 features and we applied a preprocessing phase (i.e., computing the
sample mean on non-overlapping windows of 15 samples for each attribute) since
the original data distribution is not multinormal. This led to a 300-dimension
dataset composed by 1106 samples. The first γp = 450 samples are used to
configure the CDT, while t0 = 1097 (samples between 451 and 900 are used to fill
W t

2 at time t = 900). Figure 3 reports the behaviour of the test statistic in Eq. (4)
over time (solid blue line) and two different thresholds have been considered, i.e.,
those related to α = 0.1 (red dotted line) and α = 0.01 (green dotted line). As
it can be seen, the test statistic overcomes both thresholds at t = 1101 for both
thresholds (hence with a DD of four samples), without introducing FPs. This
highlights the effectiveness of the proposed CDT in detecting changes in real
and not-normal highly-dimension datastreams.

6 Conclusions

The aim of this paper was to introduce a CDT able to operate in Big Data
scenarios. More specifically, the proposed test is able to operate without requir-
ing any apriori information about the system under inspection or the possible
changes and is able to manage datastreams characterize by very large dimensions
(up to 1000). The performance of the proposed CDT has been contrasted with
the rank-base procedure and tested with both synthetic and real datasets.

Future works will encompass the characterization of the probability of false
positive detections of the proposed CDT, hence providing a additional “confi-
dence” information when a change in the datastream is detected.
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Appendix

As described in Sect. 4, thresholds hp,γ,αs have been computed through simula-
tions since an analytical derivation of the test statistic in (4) is hard to obtain.
Thresholds have been computed as follows: for each value of p and α and γ, we
simulated 10,000 experiments in which we randomly generated a p-variate nor-
mal distribution with random mean vector and covariance matrix. The threshold
hp,γ,α is set to guarantee that the empirical probability of having a false positive
detection by the proposed CDT on a fixed data-sequence whose length is 2γp is
equal to the confidence parameter α. Computed thresholds for different values of
p and α and γ = 1.5 are shown in Table 3. Further values of hp,γ,α for different
configurations of p and α and γ can be found at the following url: http://roveri.
faculty.polimi.it/software-and-datasets/.

Table 3. Thresholds hp,γ,α for different values of p and α and γ = 1.5.

α p = 100 p = 300 p = 500 p = 1000

hp,γ,α 0.1 11.420 11.664 11.831 12.187

0.01 14.675 15.252 15.659 15.528

To further clarify the effects of hp,γ,α in the sequential scenario, in Table 4 we
detail the empirically estimated ARL for α = 0.1, γ = 1.5 and p ranging from
100 to 1000.

Table 4. ARL for different values of p, α = 0.1 and γ = 1.5.

p = 100 p = 300 p = 500 p = 1000

ARL 5907.1 3331.8 3514.5 4112.0
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Abstract. This article investigates the relative performance of SSDs versus
hard disk drives (HDDs) when they are used as underlying storage for Hadoop’s
MapReduce. We examine MapReduce tasks and data suitable for performing
analysis of complex networks which present different execution patterns. The
obtained results confirmed in part earlier studies which showed that SSDs are
beneficial to Hadoop; we also provide solid evidence that the processing pattern
of the running application plays a significant role.

1 Introduction

Processing of modern Online Social Networks on a single machine (centralized) is
doomed to fail due to lack of resources. The Hadoop instead was designed to solve
problems where the “same, repeated processing” had to be applied to peta-scale vol-
umes of data. Hadoop’s initial design was based on magnetic disk characteristics. With
the advent of Solid State Drives (SSDs) research is emerging to test/exploit the
potential of the new technologically advanced drive [4, 8]. The lack of seeking over-
head gives them a significant advantage with respect to Hard Disk Drives (HDDs) for
workloads whose processing requires random access instead of sequential access.
Providing a clear answer to the question of whether SSDs significantly outperform or
offer increased performance in same cases compared to HDDs in the Hadoop envi-
ronment is not straightforward, because the results of a system-analysis-based inves-
tigation are affected by the network speed and topology, by the cluster (size,
architecture) and by the nature of the benchmarks used (MapReduce algorithms, input
data). This article starts the investigation from a new basis and attempts to provide a
clear answer to the following question [7]: Ignoring any network biases and storage
media cost considerations, do SSDs provide improved performance over HDDs for
real workloads that are not dominated by either reads or writes?
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P. Angelov et al. (eds.), Advances in Big Data, Advances in Intelligent
Systems and Computing 529, DOI 10.1007/978-3-319-47898-2_12



2 Related Work

Investigating the usage of SSDs in Hadoop clusters has been a hot issue of discussion
very recently. The most relevant work to ours is included in the following articles [4, 5,
8, 9, 11]. The first effort [5] to study the impact of SSDs on Hadoop was on a
virtualized cluster (multiple Hadoop nodes on a single physical machine) and showed
up to three times improved performance for SSDs versus HDDs. However, it remains
unclear whether the conclusions still hold in non-virtualized environments. The work in
[8] compared Hadoop’s performance on SSDs and HDDs on hardware with
non-uniform bandwidth and cost using the Terasort benchmark. The major finding is
that SSDs can accelerate the shuffle phase of MapReduce. However, this work is
confined by the very limited type of application/workload used to make the investi-
gation and the intervention of data transfers across the network. Cloudera’s employees
in [4], using a set of same-rack-mounted machines (not reporting how many of them),
focus on measuring the relative performance of SSDs and HDDs for equal-bandwidth
storage media. The MapReduce jobs they used are either read-heavy (Teravalidate,
Teraread, WordCount) or network-heavy (Teragen, HDFS data write), and the Terasort
which is read/write/shuffle “neutral”. Thus, neither the processing pattern is mixed nor
the network effects are neutral. Their findings showed that SSD has higher performance
compared to HDD, but the benefits vary depending on the MapReduce job involved,
which is exactly where the present study aims at [7].

The analysis performed in [9] using Intel’s HiBench benchmark [2] concluded that
“… the performance of SSD and HDD is nearly the same”, which contradicts all
previously mentioned works. A study of both pure (only with HDDs or only with
SSDs) and hybrid systems (combined SSDs and HDDs) is reported in [11] using a five
node cluster and the HiBench benchmark. In contrast to the current work, the authors in
[11] investigated the impact of HDFS’s block size, memory buffers, and input data
volume on execution time. The results illustrated that when the input data set size
and/or the block size increases, the performance gap between a pure SSD system and a
pure HDD system widens in favor of the SSD. Moreover, for hybrid systems, the work
showed that more SSDs result in better performance. These conclusions are again
expected since voluminous data imply increased network usage among nodes. Earlier
work [3, 10] studied the impact of interconnection on Hadoop performance in SSDs
identifying bandwidth as a potential bottleneck. Finally, some works propose exten-
sions to Hadoop with SSDs. For instance, VENU [6] is a proposal for an extension to
Hadoop that will use SSDs as a cache (of the HDDs) not for all data, but only for those
that are expected to benefit from the use of SSDs. This work still leaves open the
question about how to tell which applications are going to benefit from the performance
characteristics of SSDs.

3 Investigated Algorithms

Complex network analysis comprises a large set of diverse tasks (algorithms for finding
communities, centralities, epidemics, etc.) that cannot be enumerated here. Among all
these problems and their associated MapReduce solutions, we had to select some of
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them based on (a) their usefulness in complex network analysis tasks, (b) in their
suitability to the MapReduce programming paradigm, (c) the availability of their
implementations (free/open code) for purposes of reproducibility of measurements, and
(d) complexity in terms of multiple rounds of map-reduce operations. Based on these
criteria, we selected three problems/algorithms for running our experimentations1. The
first algorithm deals with a very simple problem which is at the same time a funda-
mental operation in Facebook, that of finding mutual friends. The second algorithm
deals with a network-wide path-based analysis for finding connected components
which finds applications in reachability queries, techniques for testing network
robustness and resilience to attacks, epidemics, etc. The third algorithm is about
counting triangles which is a fundamental operation for higher level tasks such as
calculating the clustering coefficient, or executing community finding algorithms based
on clique percolation concepts. Table 1 summarizes the “identity” of the tasks.

We deferred a more advanced method for measuring the performance for multi-job
workload such as the one described in [1], because the standalone, one-job-at-the-time
method allows for the examination of interaction between MapReduce and storage
media without the interventions of job scheduling and task placement algorithms. We
aim at showing that the conclusions about the relative performance of SSDs versus
HDDs are strongly depended on the features of the algorithms examined, which has
largely been neglected in earlier relative studies [4, 5, 8], and based on these features
we draw some conclusions on the relative benefits of SSDs.

4 System Setup

A commodity computer (Table 2) was used for the experiments. Three storage media
were used (Table 2) with capacities similar to that used in [8]. On each of the three
drives (one HDD and two SSDs) a separate and identical installation of the latest

Table 1. Characterization of problems/algorithms examined.

Primitive task Type of analysis Type of analysis

Mutual friends Neighbor-based Local network (neighborhood)
properties

Recommendation queries
Connected
Components

Path-based Large-scale network properties
Reachability queries
Resilience queries

Triangle counting Mixed (extended neighborhood
& paths)

Large-scale network properties
Clustering/communities
finding queries

1 The MapReduce codes (along with many experiments) can be found in the technical report at http://
www.inf.uth.gr/*dkatsar/Hadoop-SSD-HD-for-SNA.pdf.
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version of required software was used. We emphasize at this point that since we need to
factor out the network effects, we used single machine installations. Three different
incremental setting setups were used: (a) with default settings, allowing 6 parallel
maps, (b) with modified containers, allowing 3 parallel maps, and (c) with custom
settings (Table 3). In all these setups, speculative execution was disabled and no early
shuffling was permitted.

5 Input Data and Performance Measures

For the evaluation of the two disk types, we used ten real social network data
(Table 4). They were retrieved from https://snap.stanford.edu/ and http://konect.uni-
koblenz.de/.

The two SSDs were of different size disallowing the execution of some datasets.
The most important measures we captured were the Map and Reduce execution times,

Table 2. Computer specifications.

CPU Intel i5 4670 3.4 GHz (non HT)
RAM 8 GB 1600 MHz DDR3

(1333 MHz with disabled XMP)
Disk 1 (HDD) Western Digital Blue WD10EZEX 1TB
Disk 2 (SSD1) Samsung 840 EVO 120 GB
Disk 3 (SSD2) Crucial MX100 512 GB

Table 3. Custom settings.

mapreduce.reduce.shuffle.parallel.copies 5 -> 50
mapreduce.task.io.sort.factor 10 -> 100
mapreduce.map.sort.spill.percent 0.80 -> 0.90
io.file.buffer.size 4 kb -> 64 kb

Table 4. Social networks used for evaluation.

# Social network name #Nodes #Edges

1 Brightkite location based online social network 58,228 214,078
2 Gowalla location based online social network 196,591 950,327
3 Amazon product co-purchasing network 334,863 925,872
4 DBLP collaboration network 317,080 1,049,866
5 YouTube online social network 1,134,890 2,987,624
6 YouTube (ver. 2) online social network 3,223,589 9,375,374
7 Flickr 1,715,255 15,550,782
8 LiveJournal online social network 3,997,962 34,681,189
9 LiveJournal (ver. 2) online social network 5,204,176 49,174,620
10 Orkut online social network 3,072,441 117,185,083
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as also Sort (merge) and Shuffle phase. One common side effect is “cache hits” from
previous executions, that was also experienced in [8]. In order to give each experiment
an equal environment, Hadoop was halted and page cache was flushed, after each
experiment. Before each test, HDFS was re-formatted.

6 The Results

1. Mutual Friends

The complexity of this algorithm is exponential due to the mapper of the 2nd

MapReduce job. Thus, the 2nd MapReduce job is the most resource-intensive of the
three jobs, rendering it a good inspection point for our measures (see Table 5), whereas
the 1st and 3rd MapReduce jobs were fast-executed and almost identical for all disks.
For Amazon, Brightkite and DBLP, the three disks performed almost equally. For the
bigger datasets, the magnetic disk gives competitive (with respect to both SSD drives)
execution times for the reduce phase, but the HDD performs worse for the map phase.
The SSD2 displays superior performance at shuffling.

2. Counting Triangles

Here, the SSDs outperform the HDD for all evaluated datasets. At “forming the
triads” job, HDD illustrated competitive behavior at reduce phase (Table 7). The
“counting the triangles” job demonstrated greater variations in execution times. Our
evaluation shows that with small datasets the performance differentiations between the
two disk types are small (Table 6), whereas with larger ones (like YouTube dataset),
SSDs capabilities become evident for shuffle and merge (sort) phases.

For the 1st MR job (creating triads), map, shuffle and merge phases finished quite
fast and with almost zero differentiations among disks. Reduce phase lasted signifi-
cantly longer with both disks performing equally (Table 7). With containers settings,
the biggest dataset of Flickr gets significant improvement for both disk types (Table 8).

To optimize performance, increasing the following settings provided best results for
the magnetic disk, compared to “containers” settings:

Table 5. Average times for each phase for 2nd job (creating triples) of “mutual friends”
algorithm
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Table 6. Average times for each phase for 2nd job (calculate triangles) of “counting triangles”

Table 7. Average times for each phase for 1st job (create triads) of “counting triangles”
algorithm

Table 8. Average times for each phase for 1st job (create triads) of “counting triangles”
algorithm, with changed container’s settings

Table 9. Performance difference for YouTube dataset at “Counting Triangles”, increasing sort
factor, for HDD

Table 10. Performance difference for YouTube dataset at “Counting Triangles”, increasing sort
factor, for SSD2
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(a) The number of streams to merge at once while sorting files. Minimizes merge time
for both disk types. Improves HDD shuffling time as well (Tables 9 and 10).

(b) The buffer size for I/O (read/write) operations (Table 11).

On the other hand, increasing the buffer size for I/O operations had minimal effect
on SSD2 performance (Tables 12, 13 and 14).

3. Connected Components

Comparing SSD1 to the HDD, the Connected Components algorithm seems to
slightly favor the SSD1 for small datasets, at reduce phase. Map, shuffle and phase times
are close for both disk types (Table 15). For the datasets of Flickr and LiveJournal the
magnetic disk takes the lead at reduce phase which is mostly characterized as “write”

Table 11. Performance difference for YouTube dataset at “Counting Triangles”, increasing file
buffer size, for HDD

Table 12. Performance difference for YouTube dataset at “Counting Triangles”, increasing file
buffer size, for SSD2

Table 13. Percentage difference between “customs” and “containers settings for YouTube
dataset, at “Counting Triangles” algorithm

Table 14. Percentage difference between “customs” and “containers settings for YouTube
dataset, at “Mutual Friends” algorithm
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procedure for the Hadoop framework. Surprisingly, SSD1 performs quite slowly at
shuffle phase for the LiveJournal dataset. The SSD2 generally delivers great perfor-
mance especially at map and shuffle phase, noticeably as the datasets’ size increase. For
the reduce phase HDD falls behind SSD2, but not with a great margin.

7 Conclusions

We compared the performance of solid state drives and hard disk drives for social
network analysis. SSDs didn’t come out as the undisputed winner. The second SSD
performed significantly better. In many cases SSD1 and the magnetic disk came into a
draw. Although SSD1 was slightly faster in many tests, in some cases the magnetic
disk outperformed the SSD1. Even comparing to the faster SSD2, the magnetic disk
provided competitive times for reduce phase, especially with the “mutual friends”
algorithm, where it performed marginally better. Magnetic disk’s shuffle times can be
reduced. SSD’s performance doesn’t present further improvement. Nevertheless, HDD
can’t catch up with SSD’s superior performance at shuffling. With tweaking merge-sort
can be performed in less steps minimizing merge’s phase times for both disk types,
slightly favoring magnetic disk that would perform slower otherwise. For map phase
both disk types can get similar performance improvement.
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Abstract. The rise of the Big Data age made traditional solutions for
data processing and analysis unsuitable due to the high computational
complexity. To address this problem, novel solutions specifically-designed
techniques to analyse Big Data have been recently presented. In this
path, when such a large amount of data arrives in a streaming manner, a
sequential mechanism for the Big Data analysis is required. In this paper
we target the modelling of high-dimension datastreams through hidden
Markov models (HMMs) and introduce a HMM-based solution, named
h-HMM, suitable for datastreams characterized by high dimensions. The
proposed h-HMM relies on a suitably-defined clustering algorithm (oper-
ating in the space of the datastream dimensions) to create clusters of
highly uncorrelated dimensions of the datastreams (as requested by the
theory of HMMs) and a two-layer hierarchy of HMMs modelling the
datastreams of such clusters. Experimental results on both synthetic and
real-world data confirm the advantages of the proposed solution.

1 Introduction

Not rarely when a great amount of data is made available e.g. by distributed
and pervasive systems [2,7], traditional solutions for data processing and analysis
revealed to be inadequate due to the excessive computational complexity. For
this reason, a novel generation of solutions recently arose under the umbrella
of Big Data Analytics [10], whose goal is to analyse Big Data to extract rele-
vant/valuable information. Big Data often come in a streaming manner and a
sequential analysis is the unique possibility to provide real time answers. The
problem amplifies when the computational complexity per datum is high, as
frequently is the case in neural networks processing say, when convolutional
networks, deep learning or multidimensional HMM models need to be both gen-
erated and executed.

Among the solutions present in the literature for this purpose (e.g., hierar-
chical self-organizing maps [12], principal component analysis and compressive
sampling [17]), we focus on hidden Markov models (HMMs) that represent a well-
known and widely-used statistical tool for modelling the temporal evolution of

This work was supported by the Politecnico di Milano International Fellowship
Program.
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streams of data [14]. HMMs have been successfully applied to many applica-
tion scenarios for event detection (e.g., speech [11] and emotion recognition [9],
human behaviour analysis [5], cognitive fault detection and identification [4])
but, to the best of our knowledge, HMMs have not been considered in the Big
Data scenario yet. In fact, in the HMM literature, the considered datastreams
rarely exceed the 50 dimensions due to the bad scaling of the computational
complexity w.r.t. the problem dimension. HMM-based solutions operating on
high-dimension datastreams have been proposed for specific application scenarios
(e.g., network anomaly detection [6] and identity management for social media
networks [18]). Hence, modelling Big Data with HMMs still represents an open
problem. The reason is twofold: (i) theoretically, the accuracy of the learning
phase generally decreases with the dimension of the considered datastream since
a large training set is required to obtain the modelling accuracy that is feasible in
low dimensions [3]; (ii) modelling high-dimension datastreams through a HMM
can be a time and resources consuming task.

The aim of this paper is to propose a novel HMM-based solution for the
modelling of high-dimension datastreams. Similarly to other solutions present
in the field of Big Data and Data Analytics [16], the proposed solution relies
on the ability to transform the modelling problem into sub-problems, which can
be more easily managed, and suitably aggregate their outcomes. In more detail,
the proposed solution, named hierarchical-HMM (h-HHM), is based on the use
of a suitably-defined clustering algorithm to create a set of highly uncorrelated
features, i.e., the dimensions of the datastreams, and a two-layer hierarchy of
HMMs meant to learn, in a hierarchical way, the system model generating the
high-dimension datastreams.

Through a suitably defined figure of merit, the proposed solution takes into
account the learning accuracy as well as the computational time of the proposed
h-HMM during the operational life, since it plays a critical role in Big Data
Analytics.

The paper is organized as follows. Section 2 describes the architecture of the
proposed h-HMM, while its learning algorithm is presented in Sect. 3. Experi-
mental results are detailed in Sect. 4. Finally, Sect. 5 presents our conclusions
and future work.

2 The Proposed Hierarchical HMM-based Solution:
The Architecture

Let X = {x(t), t = 1, 2, . . .} with x(t) ∈ R
d be a stream of data generated

by an a-priori unknown data-generating process, where the dimension d could
be very large. The goal of the proposed h-HHM is to learn the system model
generating X.

A general overview of the proposed solution is depicted in Fig. 1: the h-HHM
relies on a clustering algorithm meant to create clusters of uncorrelated dimen-
sions of the datastreams and a two-layer hierarchy of HMMs meant to model, in
a hierarchical way, the datastreams of such clusters and, suitably aggregated, of
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Fig. 1. The general idea of the proposed Hierarchical HMM-based solution for large-
dimension datastreams.

the whole datastream. Through the clustering phase and the subsequent mod-
elling of the datastreams coming from these clusters, the idea is to transform the
problem of modelling X into a sub-problems that can be more easily managed
by the proposed h-HHM.

In more detail, a set of clusters Cj , j ∈ 1, . . . , k meant to cluster the dimen-
sions of X is provided by a suitably-defined clustering algorithm based on the
analysis of uncorrelation among dimensions. The proposed clustering algorithm,
which will be detailed in the next section, operates in the space of the dimensions
of X by relying on the theoretical foundations of HMMs that assume to learn
the stochastic behaviour of uncorrelated features [14].

Afterwards, the hierarchy of HMMs is organized into two layers, named HI

and HII , respectively.
The first layer HI comprises k HMMs, i.e.,

HI = {HI
1 . . . HI

k}, (1)

aiming at modelling the statistical behaviour of the k clusters identified by the
clustering algorithm. These HMMs are initially trained on a training sequence
(as described in the next section), while, during the operational life, they analyse
acquired data x(t)’s to compute the associated log-likelihood values

lI(t) = {lI1(t), . . . , l
I
k(t)}. (2)

These log-likelihood values measure the extent to which HMMs in HI of Eq. (1)
are able to recognize data from their respective clusters up to time t.

The second layer of the h-HMM relies on a single HMM, named HII , whose
goal is to learn the log-likelihood lI(t)s of Eq. 2, which is a k-dimensional datas-
tream and provide, as output, the loglikelihood lII(t). Hence, this second layer
represents the aggregation of the outputs of the first-layer HMMs. Here, the idea
is to capture the temporal behaviour of the likelihoods produced by the first-
layer HMMs representing the extent to which each HMM is able to recognize
the sequence of data acquired by the corresponding cluster. Hence, the second-
layer HMM is meant to jointly learn the temporal behaviour of the recognition
abilities of the first-layer HMMs: lII(t) measures the extent to which h-HMM is
able to recognize the statistical behaviour of X over time.
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Being HHMs probabilistic graphs, HI and HII are formalized through the
following components:

• the number of states, S,
• the probability density function associated with each state modelled as a

mixture of Gaussians (GMM), P (y|x) =
K∑

k=1

pkp(y|x(k)), where pks are the

mixture weights, y is a continuous-valued data vector (e.g. measurements or
features), x(k) represents the k − th component of the vector, x = [σ, μ],

p(y|x(k)) =
1

(2π)d/2|σ|e
− 1

2 (y−μk)
tσ−1

k (y−μk). In general HMMs assume the

availability of independent features for the estimation of GMMs.
• the state transition probability matrix A = {aij} where entry aij represents

the probability of moving from state j at time t to state i at time t+1. For
example, the transition probability of moving from state 1 to state 2 is rep-
resented by a12. In case some transitions are not allowed, the respective aijs
should be set to zero.

• the initial state distribution π = {π̄i}, where π̄i corresponds to the probability
that the HMM starts in state i, i.e. πi = P [q1 = S1], 1 ≤ i ≤ N .

Hence, the first level HMMs are characterized by the components HI
j =

{SI
j , P I

j , AI
j , π

I
j }, j = 1 . . . k, while the one at the second layer by HII =

{SII , P II , AII , πII}. The joint training of {HI
1 . . . HI

k} and HII is achieved
through a novel training algorithm that will be discussed in the next section.
The proposed training algorithm allows also to automatically discover the cor-
rect number of cluster k, which is a crucial parameter for h-HMM. In fact, this
choice heavily affects the learning ability of the h-HHM since large values of k
would improve the learning of {HI

1 . . . HI
k} (working on less dimensions) at the

expenses of an increased complexity of the learning of HII (which must operate
on larger number of dimensions). Differently, smaller numbers of clusters would
ease the learning of HII at the expenses of the learning abilities of {HI

1 . . . HI
k}

that must operate on clusters characterized by larger dimensions. Hence, the
correct trade-off between the accuracy of the two layers of the h-HHM must be
identified to maximize the overall accuracy.

3 The Proposed Hierarchical HMM-based Solution:
The Learning

The aim of this section is to describe the proposed learning algorithm for the
h-HMM, whose architecture has been presented in the previous section.

The proposed algorithm, which is detailed in Algorithm1, aspires at iden-
tifying the configuration k, HI

j = {SI
j , P I

j , AI
j , π

I
j }, j = 1 . . . k, and HII =

{SII , P II , AII , πII} that maximise a suitably-defined figure of merit

F = lII − γET (3)
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Input: TS, γ;
1. Create TTS , V 1

TS , V 2
TS as described in Sect. 3;

2. F = [];
3. Set kmax = d;
4. for k=1:kmax do

5. Apply k-medoids algorithm based on uncorrelation given k and get
Ck = {C1, . . . , Ck};
6. Train HI = {HI

1 , . . . , HI
k} on TS;

for j=1:k do
7. Evaluate HMM Hj on V 1

TS and compute the log-likelihoods lj(t) on
V 1
TS ;

8. lIj = {lIj (1), . . . , lIj (t)} on V 1
TS ;

end

9. lI = {lI1, . . . , lIk};
10. Train HII on lI on V 1

TS and compute lII(t) on V 2
TS ;

11. Measure execution time ET as described in Sect. 3;

12. F = [F ; lII − γ × ET ], where lII is the average value of lII(t) on V 2
TS ;

end
13. Determine max(F ) and the associated k;

Algorithm 1. The algorithm for modelling d features using k-medoids clus-
tering and hierarchical HMMs.

taking into account the average log-likelihood lII on validation set V 2
TS and

the execution time ET of the h-HMM (normalized w.r.t. lII), multiplied by
an application-specific coefficient factor γ ≥ 0. ET denotes the time required for
the processing of one sample x(t) to compute the associated log-likelihood lII(t),
hence taking into account the whole processing of x(t) through HI

j s and HII . F
measures the modelling accuracy as well as the associated computational time
as a penalty term.

The algorithm assumes the availability of a training sequence TS = {x(t), t =
1, . . . , tT }, aiming at modelling the nominal state of the X. TS is then divided
into TTS , V 1

TS , V 2
TS (line 1) as follows: TS = [TTS , V 1

TS , V 2
TS ], whose lengths are

lTS , lV 1, and lV 2 respectively, and the maximum number of clusters kmax to
be considered is set equal to the dimension of the feature vector d (lines 3).
The proposed algorithm explores the number of clusters in the range [1, kmax],
where kmax = d (line 4) and for each k, the ad-hoc clustering algorithm based
on k-medoids algorithm is applied (line 5) and clusters Ck = {C1, . . . , Ck} are
produced.

This clustering algorithm is meant to create uncorrelated clusters of features,
i.e. dimensions of the datastream, maximizing the extent to which the features
belonging to the same cluster are uncorrelated to each other. As shown in Sect. 4,
this allows to improve the HMM learning of each cluster, hence increasing the
learning ability of the whole h-HHM solution.
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The ad-hoc clustering algorithm working in the space of datastream dimen-
sions is organized as follows: the core is the k-mediods algorithm that is meant to
break up the datastreams into groups and tries to minimize the distance between
the elements (which in our case are the dimensions of the datastreams) of a group
and the element which is chosen to be the cluster center. Its implementation is
based on the Partitioning Around Medoids algorithm explained in [19]. The pro-
posed distance metric is essentially the cross-correlation, i.e. the distance Dxi−xj

between two dimensions xi and xj , i.e. the i-th and j-th dimension of X, that
is captured by the following formula: Dxi−xj = (xi−x̄i)(xj−x̄j)′√

(xi−x̄i)(xi−x̄i)′
√

(xj−x̄j)(xj−x̄j)′

(eventually after alignment of xi and xj at τdelay = argmax
TS

(Dxi−xj )), while

x̄i and x̄j are the mean values of the respective dimensions over TS. This ad-
hoc clustering algorithm minimizes D and produces clusters with uncorrelated
dimensions.

This choice is motivated by the Gaussian mixtures P (y|x) forming the states
of the HMM described in the previous section, where diagonal covariance matri-
ces are assumed, i.e. feature independence. Thus, when the HMM training algo-
rithm is fed with uncorrelated features, the behaviour of the datastreams is
captured more accurately with respect to utilizing correlated ones. This point
will be experimentally evaluated in Sect. 4.

Once Ck = {C1, . . . , Ck} has been computed the proposed algorithm learns
HI = {HI

1 , . . . , HI
k} on TS (line 6). This learning phase is based on the Baum-

Welch algorithm [8], while fully-connected HMMs are considered (i.e. the system
may transit to any state at a given time instant, thus AI

j > 0, j = 1 . . . k and
AII > 0). The matrix lI is formed by collecting the vectors {lI1, . . . , l

I
k}, which are

computed by evaluating HI = {HI
1 , . . . , HI

k} on V 1
TS (line 7), i.e. lI = {lI1, . . . , l

I
k}

with k dimensions and length lV 1 (line 8).
Subsequently, we capture the behaviour of lI though HII , which operates on

the sequence of log-likelihoods generated by HI on V 1
TS . HII is evaluated on V 2

TS

for obtaining lII , which characterizes the extent to which h − HMM is able to
recognize the statistical behaviour of X (line 10). Finally, we compute the figure
of merit F = lII − γ × ET for the specific value of k′, where ET is computed
on one sample lII is the average value of lII(t) on V 2

TS (line 11). Its maximum
value (line 12) over the range of k = [1, . . . , kmax] reveals the optimal h-HMM
setting (the block diagram of the proposed system is depicted in Fig. 1).

4 Experiments

This section explains the experimental campaign designed to assess the effec-
tiveness of the proposed h-HMM in both synthetic and real datasets. Here, the
goal is to show that the proposed h-HMM is able to provide better modelling
abilities (measured as larger log-likelihood values) than other solutions present
in the literature on high-dimension datastreams.

Synthetic Datasets. We modelled X as a 200 dimensional data-generating
process, whose data x(t) are randomly drawn from a multivariate normal
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distribution with mean vector μ, and covariance matrix
∑

containing integers
randomly drawn from the discrete uniform distribution on the interval [0, 100].

In particular, we considered two different scenarios for X:

• independent dimensions F id: the dataset is built by considering a diagonal
covariance matrix

∑
id leading to independent feature vectors;

• dependent dimensions F d: a symmetric positive semi-definite covariance
matrix

∑
d is considered leading to correlated dimensions.

The length of each experiment is 10,000 samples, while results are aver-
aged over 50 runs. The proposed h-HMM is compared with the following three
solutions: (a) the traditional HMM; (b) c-HMM: h − HMM with correlation
based clustering, where the distance metric for the k-medoids is Dxi−xj =
1 − Cor(xi, xj) aiming at clustering together the dimensions which are highly
correlated; and (c) r-HMM: h − HMM where the dimensions of X are ran-
domly clustered using labels drawn from a uniform distribution on the interval
[1, kmax].

It should be noted that, during our experiments, we used the k-medoids
algorithm, which is embedded in the MATLAB c© programming platform and
the HMM implementation provided in [13]. The length of TS is 6000 samples
and lTS , lV 1, and lV 2 are 4800, 600, and 600 samples, respectively. HMMs are
trained by exploring the following configurations: S ∈[3, 4, 5, 6, 7, 8, 9], and
Gaussian functions ∈[2, 4, 8, 16, 32, 64, 128, 256, 512]. The HMM providing the
highest log-likelihood on a validation set was the final choice. For the HMMs in
HI the validation set is V 1

TS , while for HII , V 2
TS .

The experimental results are shown in Table 1 including the three considered
solutions (h-HMM, c-HMM, r-HMM) as well as the traditional single HMM. All
approaches are evaluated on both F id and F d. In addition, Fig. 2 depicts the
considered figure of merit F as a function of k for the proposed h-HMM in both
scenarios.

By observing Table 1 we can see that the h-HMM approach provides higher
accuracy than all the other approaches (i.e., traditional HMM, c-HMM and r-
HMM) at the expense of a slight increase of the ET . Nevertheless, we emphasize
that ET could be managed by tuning the parameter γ in F .

Hence, the h-HMM approach considering uncorrelated features provides the
best performance when applied to both F d and F id. This behaviour is justified by
the fact that the GMMs assume diagonal covariance, i.e. feature independence.
Interestingly, a small amount of clusters leads to quite satisfactory performance
when modelled in a hierarchical fashion without needing an excessive amount
of additional time. This is due to the fact that hierarchical HMMs take into
consideration the temporal evolution of the log-likelihoods produced by the HI ’s
over time.

Another interesting observation is that results on F id are better than F d,
which is reasonable since the feature independence is assumed by HMMs as men-
tioned in Sect. 3. h-HMM is able to consistently provide higher log-likelihoods
than c-HMM and r-HMM across every different clustering setting. At the same
time, ET is kept at relatively low values. In addition, the proposed h-HMM
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Table 1. The modelling performances in terms of log-likelihoods with respect to two
synthetic datasets and the four solutions. The standard deviations are given in paren-
thesis.

k c-HMM ET(s) r-HMM ET(s) h-HMM ET(s) HMM ET(s)

Fd 1 −60.2 (1.4) 1.46 −60.2 (1.4) 1.46 −60.2 (1.4) 1.46 −2413.2(98.7) 1.4

2 −99.5 (18.7) 4.4 −93.1 (11.6) 4.5 −81.6 (11.9) 3.92

3 −130.9 (9.6) 4.53 −136.3 (13.9) 4.55 −99.9 (13.4) 4.29

5 −171.1 (14.4) 4.59 −171.9 (14.8) 4.66 −122.3 (14.2) 4.44

10 −380.9 (22.4) 5.91 −380.5 (20.7) 5.9 −276.7 (27.9) 5.36

20 −695.5 (33.7) 8.81 −689.6 (30.9) 8.76 −533.4 (36.2) 7.33

50 −1263.7 (51.9) 16.01 −1274.8 (45.5) 15.4 −1045.0 (52.9) 12.73

100 −3113.8 (86.4) 37.19 −2406.9 (79.1) 38.9 −2705.9 (107) 33.66

200 −3981.2 (108.3) 61.62 −2981.2 (109.2) 61.6 −3602.1 (176.3) 60.8

F id 1 −101.2 (13.7) 1.42 −101.2 (13.7) 1.42 −101.2 (13.7) 1.42 −2386.4(103.2) 1.38

2 −92.9 (9.9) 3.9 −90.1 (8.2) 3.7 −54.2 (6.9) 4.72

3 −134.7 (14) 4.52 −131.6 (9.4) 4.51 −90.1 (8.5) 4.85

5 −166.7 (13.4) 4.6 −171.3 (13.9) 4.57 −132.1 (12.9) 4.87

10 −377.2 (20.2) 7.13 −384.3 (24.3) 7.38 −321.9 (18.5) 7.34

20 −683.5 (27.7) 10.24 −683.2 (31.1) 10.12 −610.4 (28.4) 9.95

50 −1263.6 (49.7) 16.67 −1243.1 (46.8) 16.13 −1693.1 (41.1) 19.24

100 −2897.9 (124.1) 36.93 −2305.5 (101.7) 38.57 −3441.1 (87.3) 31.47

200 −3469 (193.4) 60.75 −3190.2 (154.2) 60.75 −3841.1 (104.2) 61.52

approach provides higher modelling accuracy that the standard HMM, which as
expected provides very poor learning abilities on datastreams characterized by
high dimensions.

As expected, in case of k = 1 h-HMM, c-HMM and r-HMM provide the same
loglikelihood values (as well as ET ) since they all operate on the same unique
cluster comprising the whole set of dimensions of X.

A Real-World Data. In this experimental phase we considered a time-series
multivariate dataset containing 13,910 measurements from 16 chemical sensors
exposed to 6 gases at different concentration levels, which is publicly available
for research purposes at the UCI Machine Learning Repository [1]. Full descrip-
tion of the dataset is provided in [15,20]. The proposed algorithm was applied
with γ = 1 and TS length equal to 10.000, and it automatically divided 129
dimensions into 7 clusters, while HII provided lII = −456.4. At the same time
the single HMM was unable to capture the behaviour of the dataset since it
provided a log-likelihood of −∞. Here TS is not long enough for learning just
one HMM. Thus, the h − HMM might be more appropriate as it operates on
features of low dimensions. In Fig. 3 we can see how the log-likelihood lII alters
with respect to different number of clusters. When considering less than 7 or
more than 12 clusters, lII = −∞ while its maximum values is reached when
k=7. This behaviour shows that for several clustering settings TS is not ade-
quate for learning the associated statistical behaviour, thus the HMM is unable
to explain the observed feature sequence.
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Fig. 2. The alteration of figure of merit F according to different clustering settings
and γ values. The maximum points with respect to each γ value are highlighted with
circles.

Fig. 3. The log-likelihood lII with respect to different number of clusters computed on
real-world data coming from 16 chemical sensors.

5 Conclusions

This paper presented an extensive study on statistical modelling of big data
using HMMs. We proposed a hierarchical HMM-modeling approach employing
a clustering algorithm for discovering groups including uncorrelated dimensions.
The number of clusters is automatically selected by an algorithm maximizing
a figure of merit, which considers both modelling accuracy and computational
time. Thorough experiments on both synthetic and real-world data demonstrated
the superiority of the proposed approach over the traditional HMM method and
both the random and correlation-based clustering solutions.

This work comprises a first step towards HMM-based modelling of large scale
datastreams, while our main goal is to extent the present modelling approach
for learning data acquired by large scale cyber physical systems (LCPS) com-
posed of heterogeneous units endowed with sensing, processing, communication
and (possibly) actuation abilities. In such large scale scenario, the analysis of
data to promptly detect changes in the environment and faults affecting sensors
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is of crucial importance to guarantee the quality-of-service of the LCPS-based
application and activate proper reaction mechanisms.
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Abstract. Cyber security is the major concern in today’s highly net-
worked environment and logging is the primary way of tracking compli-
ance with the security policies. However analyzing the massive amount
of logs has become a “Big Data” problem. Apache Spark is one of the
latest and most notable incarnation of Data Flow Models in cluster com-
puting. In terms of security log analysis, it provides an exceptional batch
or interactive working environment. In this study, Apache Spark along
with its distinctive features is briefly introduced, the challenges related
to security logs analyzes are discussed and then some of Spark’s security
log analyzing capabilities are demonstrated through a problem related to
big security logs. Finally, a sample Spark Application is presented that
extracts statistics relevant to the problem.

Keywords: Big Data · Apache Spark · MapReduce · RDD · Resilient
Distributed Dataset · Security log analyzing · Log analyzing in cluster

1 Introduction

A log can be defined as a record of an event [1]. A log is composed of log entries
which are generally called as log messages. A log message or a log entry in broad
terms is a message generated by computing, communications systems and appli-
cations in response to an event or events that happened to them. Logs are in
general simple text files to which the new log messages are appended. Log mes-
sages are the primary source of information to identify operational problems,
policy violations, security incidents. Logging is also used for audit and monitor-
ing [2].

Logs, whether or not they are generated security in mind, generally contain
valuable security related information. However, security log analytic has become
a Big Data problem in terms of the log’s massive size, various or undefined
formats, various source, variable generation rate and veracity. In order to cope
with these challenges, security log analytic should exploit Cloud Computing
capabilities and Big Data analytic process.

In this study, Apache Spark is used as Cloud Big Data Analytic framework
for security log analytic. It is shown that Apache Spark provides a very suitable
c© Springer International Publishing AG 2017
P. Angelov et al. (eds.), Advances in Big Data, Advances in Intelligent
Systems and Computing 529, DOI 10.1007/978-3-319-47898-2 14
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platform for exploratory or batch security log analysis in the cloud environment.
In the following two sections, properties of Apache Spark and security logs are
briefly introduced, and then through a problem, Apache Spark security log ana-
lyzing capabilities are presented with a real-world dataset.

2 Apache Spark

Apache Spark1 is an open source distributed or cluster computing platform and
Big Data processing framework. It provides a fast general purpose computing
environment that is easy to use and a sophisticated analytics capability that
allows development of analytic applications in various popular languages such
as Java, Scala, Python and R.

Apache Spark provides a very special distributed data abstraction called
Resilient Distributed Dataset (RDD) which handles many complexities of dis-
tributed computing. RDD is a collection of objects or dataset distributed over
cluster of nodes that can persist in memory. RDD is the core abstraction in
Apache Spark which is described in dept at [3].

Apache Spark is a part of Hadoop2 ecosystem and works seamlessly with
Hadoop toolset. Apache Spark is distinguished with its speed from other Big
Data processing frameworks including Hadoop because of its ability to run com-
putations in memory. Apache Spark is also more efficient for the applications
running on disk. It is stated that Apache Spark is faster than Apache Hadoop,
100 times for in memory processing, 10 times for on disk [4].

Apache Spark is suitable for batch as well interactive use. It can be used by
data scientists or statisticians with limited or no knowledge of Cluster computing
through its interactive shells similar to interactive shells of popular analytic
programs such as MATLAB3 or R4. It is especially well suited for interactive
data mining of large datasets in cluster.

Apache Spark provides tightly integrated extensive toolset or stack that
encompasses important needs of Big Data analytic work such as machine learn-
ing libraries, stream processing, SQL support and graph support. The detailed
documentation relevant to modules are provided at [4].

3 Security Logs

Logs are generated by all sorts of applications, servers, network devices, even
embedded devices. There are many types of logs created for different purposes
such as measuring performance of a system, tracking security related information
and debugging applications.

1 http://spark.apache.org.
2 http://hadoop.apache.org.
3 http://www.mathworks.com.
4 http://www.r-project.org.
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Many types of logs can be used to track security related information. These
logs in broad term can be classified as security or security related logs. These
include;

Security software logs that are intentionally generated to track security issues.
Some of the security related software are intrusion detection and prevention
systems, antivirus and malware software, remote access software, proxy servers,
vulnerability management software, authentication servers, routers and firewalls.

Operation system logs such as system events and audit records.
Application logs such as web, database, e-mail, ftp or specific application

servers. There are many types of applications that generate logs. From security
standpoint, logs of these applications contain useful data for analyzing or track-
ing security issues. Some of the valuable data found in these logs are account
information, client/server interactions, used resources, some other significant
events such as failures etc.

3.1 Challenges in Security Log Management

There are challenges in terms of log management, storage and analytics. Some
of the challenges are as follows.

Variety of Sources: Logs are generated by different types of applications, even
a single application can create different logs for different purposes. These logs
need to be combined for management and analyzing purposes.

Variety of Log Contents: Logs created by different applications focus on
different contents, level of details are much different.

Variety of Log Formats: There are very few common log formats and fields.
It is usually difficult to correlate different logs’ contents for specific events. Some
logs are created for humans to read, some of them are for log processing appli-
cations. Most applications’ log schemas are not well defined, and implementing
parsers for them is difficult. The terminology used may be different for the same
subject matter. The tags of the fields may be abbreviated, misspelled or plain
different. The model or the schema of application logs may quickly change with
the evolution of applications. Combined logs have generally mixed with struc-
tured, semi-structured or unstructured parts originating from different applica-
tions which make combined logs practically unstructured.

Variety of Time Formats: Time data is very important to correlate security
related events. Different time formats or missing granularity in time greatly affect
security analysis in combined logs.

Volume: Log management is becoming increasingly Big Data problem. Even a
web sites with moderate traffic, one day log may consume gigabytes of disk space
depending on the level of details logs are recorded. The volume of the activities
that needs to be logged also impacts storage requirements. The elasticity and
scalability of underlying infrastructure may help to handle storage needs.
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Velocity: In high volume web sites, transactions create immense logs and aggre-
gating these logs in real time may create bottleneck in the network as well as
on log servers depending on the infrastructure. Real time analytic of important
logs may not be possible because of the high velocity and the volume of the logs.
Log reduction techniques may need to be applied.

Veracity: Authentication of log sources, integrity of logs, the level of noise in
the logs, all affect the value of log data. It is easy not to record important event
by giving wrong category or filtering the wrong level. It is also easy to generate
too much noise and disguise the valuable information in the logs.

3.2 Relevant Work

NIST Special Publication on Log Management [1] is an authoritative resource
on logs, regarding their definitions and classifications. The meaning and usage of
logging and log unifying abstractions are explained in an instructive manner at
[5]. Up-to-date evolution of business log processing is presented at [6] with some
architectural examples about managing and unifying logs. At [7], a list of Big
Data log processing tools are discussed. Most tools try to provide solutions to
some of the challenges discussed above. Analyzing big logs with parallel machine
learning algorithms in realtime, and learning from unified logs are presented as
new challenges at [8]. Some insights are provided for what to look for during
analyzes of security logs are discussed at [9]. A log analyzing application with
Spark, which is specific to Apache Web Server logs, is discussed at [10]. However
they deal with well defined structured data. In this work, we deal with relatively
unstructured data, i.e. mix of structured and unstructured, and analyzing of
them.

4 Security Log Analyzes with Spark

Most of the aforementioned challenges require cluster computing support for
storage and processing. On top of that, tooling is needed to leverage the under-
lying cluster. Spark is a cluster or cloud enabled Big Data analytic tool that
is very capable environment for tackling some of the challenges described in
the previous section. Spark provides detailed API’s that can handle text or
database queries in parallel. It provides most of the tooling needed for build-
ing cluster enabled sophisticated security log analyzing environment including
machine learning algorithms for detection and classification of security problems
and realtime processing of streams.

To demonstrate Spark log analyzing capabilities a combined security log is
analyzed which can be found in many home or small business environment. The
network under consideration for this study has around 30 networked devices.
The type of devices are a few Network Attached Storage Devices (NAS), several
Linux and Windows labtops and PCs, tablets, mobile phones, one firewall, several
access points, several security cameras, smart TVs and smart entertainment
boxes etc. A syslog server is running on one of the Network attached Storage
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(NAS). Nodes with the log forwarding capability, such as firewall, router, some
of PCs that are running linux and the NAS’ own logs, are directed to the NAS’s
syslog server. Logs are accumulated in one of the Network File System (NFS)
accessible directory of the NAS. Even in such a relatively simple environment
around 50 MB of logs are generated daily. At the time of this study around 45 GB
of log was accumulated. 45 GB data may or may not be Big Data in terms of
available analytic infrastructure. However, for an average analytic environment
that is not clustered, it becomes easily Big Data problem in terms of processing
capabilities and the size of the analytic data to work on.

For the demonstration of Apache Spark capabilities for analyzing security
logs; the most communicated Internet addresses by the network devices will be
extracted and the statistics will be gathered. Firewall logs are the primary source
of security information. However firewall log messages are intermixed with other
log messages from various devices in the combined syslog. The general problem
will be tackled as follows.

– Creating a cluster with Hadoop and Apache Spark and storing the log data
in Hadoop File System(HDFS)5.

– Creating a Spark application that does (in parallel)
• Filtering firewall logs from syslog for outbound traffic
• Creating MapReduce source destination pairs
• Grouping most used IPs per source
• Outputing the statistics

A tiny Spark cluster, with four PC with 2nd and 3rd generation i5 processors
and 8 GB of RAM on Ubuntu 14.04 LTS Server OS6, is created to be able to
analyze the network security logs. With Spark and Hadoop HDFS, a tiny clus-
ter with 32 GB of RAM and 12 cores is easily setup from relatively inexpensive
consumer hardware. Building Spark and configuring it on the cluster nodes man-
ually are somewhat labor intensive endeavor. However there are many cluster
provisioning tools available which handle automatic installation and configura-
tion of cluster nodes. It would be easier to use one with available instructions
that can be easily found on the Internet. One such tool is Ansible7.

Apache Spark provides several programming language interfaces. Because of
the very terse and easy-to-use syntax Python API is used. For the solution of
the problem, a sample mostusedips.py Spark Application is developed. Some
important parts of the source code and the explanations are provided at the
following section.

5 Analyzing Security Related Data in Cluster

Creating a Spark context is the first step in any Spark application. Loading of
data as RDD from HDFS is done via Spark context.
5 Spark uses HDFS as distributed file system environment amongst cluster nodes.
6 http://www.ubuntu.com.
7 http://www.ansible.com.
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lines = sc.textFile("hdfs://path/to/file")
Listing 1.1 shows a way of filtering a log file based on source and destination

IP patterns. All the operations on RDDs are handled in parallel.
filter domain ip pattern search function passed to lines.filter function

evaluates all lines in parallel and filter out every line that has no source and
destination pattern. Resulting domain lines is an RDD that has only lines with
appropriate source and outbound destination IP addresses.
import re
s r cpat = re . compile( r ’ s r c =”(192 .168 .1 .\d{1 ,3}) : ( \ d+) ’ )
d s t p a t i n t e r n a l = re . compile( r ’ dst =”(192 .168 .1 .\d{1 ,3}) : (\ d+) ’ )
dstpat = re . compile( r ’ dst=”(\d{1 ,3} .\d{1 ,3} .\d{1 ,3} .\d{1 ,3}) : ( \ d+) ’ )
def f i l t e r d oma i n i p ( l i n e ) :

s h o u l d f i l t e r = (
( s r cpat . search ( l i n e ) and

dstpat . search ( l i n e ) ) and
(not d s t p a t i n t e r n a l . s earch ( l i n e ) )

)
return s h o u l d f i l t e r

domain l ine s = l i n e s .filter( f i l t e r d oma i n i p )

Listing 1.1. Filtering Outbound Traffic from Firewall Log Messages

Listing 1.2 shows the extraction of source and destination IP pairs from fil-
tered log lines domain lines, and creating log messages as tuples. An expected
output is presented at Listing 1.3. These pairs are the mapping part of the first
map-reduce operation.

extract src dst info transformation function passed to domain lines.map
evaluates all the lines in parallel and transforms every line to a (src,dest) pair.
def e x t r a c t s r c d s t i n f o ( r epor t ) :

srcmatches = srcpat . search ( r epor t )
i f srcmatches :

s r c ip , s r cpo r t = srcmatches . groups ( )
dstmatches = dstpat . search ( r epor t )
i f dstmatches :

dst ip , ds tpor t = dstmatches . groups ( )
return ( s r c ip , d s t ip )

else :
print ( ’ERROR in l i n e {} : dst not matches ’ . format( r epor t ) )

else :
print ( ’ERROR in l i n e {} : s r c not matches ’ . format( r epor t ) )

s r c d s t p a i r s = domain l ine s .map( e x t r a c t s r c d s t i n f o )

Listing 1.2. Extracting (src,dst) Pairs

( src1 , dst10 )
( src1 , dst1 )
( src1 , dst2 )
( src2 , dst5 )
( src1 , dst3 )
( src3 , dst7 )
( src1 , dst2 )
( src2 , dst4 )
. . .

Listing 1.3. Source-Destination Pairs
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With the code presented at Listing 1.4, the (source,destination) pairs at
Listing 1.3 are converted to (source,destination) pairs in parallel, which is pre-
sented at Listing 1.5.
s r c g r o up ed d s t s p a i r s = s r c d s t p a i r s . groupByKey ( ) . mapValues ( list)

Listing 1.4. Grouping Source and Destination IP Pairs

[ ( src1 , [ dst10 , dst1 , dst2 , dst3 , dst2 ] ) ,
( src2 , [ dst5 , dst4 ] ) ,
( src3 , [ dst7 ] ) ,
. . . ] ,

Listing 1.5. Source-Destination List Pairs

With the code presented in at Listing 1.6, (source,[list of destinations])
are converted to (source,[destination,count]) in parallel, which is presented at
Listing 1.7.
from c o l l e c t i o n s import Counter
s r c g r ouped coun t ed d s t s pa i r s = s r c g r oup ed d s t s p a i r s . mapValues ( lambda

x : Counter ( x ) . most common ( ) )

Listing 1.6. Connection Statistics Generation

[ ( src1 , [ ( dst2 , 2 ) , ( dst1 , 1 ) , ( dst3 , 1 ) , ( dst10 , 1 ) ] ) ,
( src2 , [ ( dst5 , 1 ) , ( dst4 , 1 ) ] ) ,
( src3 , [ ( dst7 , 1 ) ] ) ,
. . . ] ,

Listing 1.7. Source-Destination List Pairs

5.1 Preliminary Results

The simple Spark application around 50 lines of effective code has proved to
be very useful. Around 185 million lines of logs are filtered in parallel by the
tiny Spark Cluster by utilizing all available memory and processing power in
four nodes. It revealed unexpected results such that some of the devices in the
network try to access some Internet addresses without clear reason. For example,
it is found out that the security cameras with the same brand are trying to
access to certain IP addresses registered in irrelevant countries, even though
these addresses are not displayed anywhere in the firmware of the IP cameras.

As this study reveals, some of IP addresses are connected much more fre-
quently and for much longer period of time than the other IPs. This can be
a starting point of further security checks. The time and the duration of the
communication can be considered for security analyses, and the legality of the
connection might need to be checked as well. The current implementation of the
application can be extended or other simple applications can also be easily inte-
grated to the system to figure out the most used IP communication end points.
The intermediate results such as (source,destination) pairs can be easily stored
in a distributed file system and can be reused for further analysis as an input to
other applications. The extracted data can be analyzed interactively for different
issues in parallel through Apache Spark shell easily. It is just a matter of having
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average programming skills and some Apace Spark API knowledge. The heavy
lifting of parallel operations, distribution of work is handled automatically in
disguise by Spark.

6 Conclusion

In this study, it is demonstrated that Apache Spark enables large scale log analy-
sis in interactive and batch processing environments. With its flexible and exten-
sive programming interface and built-in libraries, it is easy to implement sophisti-
cated parallel analytic tasks, without knowing much about the cluster computing
details. Apache Spark provides excellent environment for security log analyzes
or mining. The demo application can easily be extended and more sophisticated
security analyzes can be performed. As a future work, more complex security
analyzes will be performed along with benchmark comparisons on cluster with
several nodes vs. single node multicore computer based on different sizes of logs.
Moreover, by using MLib and streaming API, realtime log analyzing capabilities
of Apache Spark will be investigated in security log analyzes.

References

1. Kent, K., Souppaya, M.: Guide to computer security log management. recom-
mendations of the national institute of standards and technology (2006). http://
nvlpubs.nist.gov/nistpubs/Legacy/SP/nistspecialpublication800-92.pdf. Accessed
10 Jan 2016

2. Fekete, R.: Log message classification with syslog-ng (2010). http://lwn.net/
Articles/369075/. Accessed 10 Jan 2016

3. Zaharia, M., Chowdhury, M., Das, T., Dave, A., Ma, J., McCauley, M., Franklin,
M.J., Shenker, S., Stoica, I.: Resilient distributed datasets: a fault-tolerant abstrac-
tion for in-memory cluster computing. In: Proceedings of the 9th USENIX Confer-
ence on Networked Systems Design and Implementation, NSDI 2012, p. 2. USENIX
Association, Berkeley (2012)

4. Spark, A.: Apache spark web site. http://spark.apache.org. Accessed 10 Jan 2016
5. Kreps, J.: The log: What every software engineer should know about real-time

data’s unifying abstraction (2013). https://engineering.linkedin.com/distributed-
systems/log-what-every-software-engineer-should-know-about-real-time-datas-
unifying. Accessed 14 Jan 2016

6. Dean, A.: The three eras of business data processing (2014). http://snow
plowanalytics.com/blog/2014/01/20/the-three-eras-of-business-data-processing.
Accessed 14 Jan 2016

7. codecondo.com: 8 tools for log monitoring and processing big data (2014). http://
codecondo.com/8-tools-for-log-monitoring-and-processing-big-data. Accessed 14
Jan 2016

8. Kobielus, J.: Big data log analysis thrives on machine learning (2014). http://
www.infoworld.com/article/2608064/big-data/big-data-log-analysis-thrives-on-
machine-learning.html. Accessed 14 Jan 2016

9. Zeltser, L.: Critical log review checklist for security incidents (2015). https://
zeltser.com/security-incident-log-review-checklist. Accessed 14 Jan 2016

10. databricks.com: Log analysis with spark. https://databricks.gitbooks.io/databricks-
spark-reference-applications/content/logs analyzer/index.html. Accessed 14 Jan
2016

http://nvlpubs.nist.gov/nistpubs/Legacy/SP/nistspecialpublication800-92.pdf
http://nvlpubs.nist.gov/nistpubs/Legacy/SP/nistspecialpublication800-92.pdf
http://lwn.net/Articles/369075/
http://lwn.net/Articles/369075/
http://spark.apache.org
https://engineering.linkedin.com/distributed-systems/log-what-every-software-engineer-should-know-about-real-time-datas-unifying
https://engineering.linkedin.com/distributed-systems/log-what-every-software-engineer-should-know-about-real-time-datas-unifying
https://engineering.linkedin.com/distributed-systems/log-what-every-software-engineer-should-know-about-real-time-datas-unifying
http://snowplowanalytics.com/blog/2014/01/20/the-three-eras-of-business-data-processing
http://snowplowanalytics.com/blog/2014/01/20/the-three-eras-of-business-data-processing
http://codecondo.com/8-tools-for-log-monitoring-and-processing-big-data
http://codecondo.com/8-tools-for-log-monitoring-and-processing-big-data
http://www.infoworld.com/article/2608064/big-data/big-data-log-analysis-thrives-on-machine-learning.html
http://www.infoworld.com/article/2608064/big-data/big-data-log-analysis-thrives-on-machine-learning.html
http://www.infoworld.com/article/2608064/big-data/big-data-log-analysis-thrives-on-machine-learning.html
https://zeltser.com/security-incident-log-review-checklist
https://zeltser.com/security-incident-log-review-checklist
https://databricks.gitbooks.io/databricks-spark-reference-applications/content/logs_analyzer/index.html
https://databricks.gitbooks.io/databricks-spark-reference-applications/content/logs_analyzer/index.html


Delay Prediction System for Large-Scale
Railway Networks Based on Big Data Analytics

Luca Oneto1(B), Emanuele Fumeo1, Giorgio Clerico1, Renzo Canepa2,
Federico Papa3, Carlo Dambra3, Nadia Mazzino3, and Davide Anguita1

1 DIBRIS - University of Genoa, Via Opera Pia 11A, 16145 Genova, Italy
{luca.oneto,emanuele.fumeo,g.clerico,davide.anguita}@unige.it

2 Rete Ferroviaria Italiana S.p.A., Via Don Vincenzo Minetti 6/5, 16126 Genoa, Italy
r.canepa@rfi.it

3 Ansaldo STS S.p.A., Via Paolo Mantovani 3-5, 16151 Genoa, Italy
{federico.papa,carlo.dambra,nadia.mazzino}@ansaldo-sts.com

Abstract. State-of-the-art train delay prediction systems do not exploit
historical train movements data collected by the railway information
systems, but they rely on static rules built by expert of the railway
infrastructure based on classical univariate statistic. The purpose of this
paper is to build a data-driven train delay prediction system for large-
scale railway networks which exploits the most recent Big Data tech-
nologies and learning algorithms. In particular, we propose a fast learn-
ing algorithm for predicting train delays based on the Extreme Learn-
ing Machine that fully exploits the recent in-memory large-scale data
processing technologies. Our system is able to rapidly extract nontrivial
information from the large amount of data available in order to make
accurate predictions about different future states of the railway network.
Results on real world data coming from the Italian railway network show
that our proposal is able to improve the current state-of-the-art train
delay prediction systems.

Keywords: Intelligent transportation systems · Railway · Delay
prediction · Big data · Extreme learning machine · Apache spark

1 Introduction

Big Data Analytics is one of the current trending research interests in the context
of railway transportation systems. Indeed, many aspects of the railway world
can greatly benefit from new technologies and methodologies able to collect,
store, process, analyze and visualize large amounts of data [34,37], e.g. condition
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based maintenance of railway assets [9,25], alarm detection with wireless sensor
networks [20], passenger information systems [23], risk analysis [8], and the like.
In particular, this paper focuses on predicting train delays in order to improve
traffic management and dispatching using Big Data Analytics, scaling to large
railway networks.

Although trains should respect a fixed schedule called “nominal timetable”,
delays occur daily because of accidents, repair works, extreme weather condi-
tions, etc., and affect negatively railway operations, causing service disruptions
and losses in the worst cases. Rail Traffic Management Systems (TMSs) have
been developed to support managing complex rail services and networks and
to increase operations efficiency by allowing train dispatching through remote
control of signaling systems. By providing accurate train delay predictions to
TMSs, it can be possible to greatly improve traffic management and dispatching
in terms of passenger information systems and perceived reliability [24], freight
tracking systems for improved customers’ decision-making, timetable planning
[5] by detecting recurrent delays, and delay management (rescheduling) [6].

Due to its key role, TMS stores the information about every “train move-
ment”, i.e. every train arrival and departure timestamp and delays at “check-
points” monitored by signaling systems (e.g. a station, a switch, etc.). Datasets
composed of train movements records have been used as fundamental data
sources for every work addressing the problem of train delays predictions. For
instance, Milinkovic et al. [22] developed a Fuzzy Petri Net (FPN) model to
estimate train delays based both on expert knowledge and on historical train
movements data. Berger et al. [2] presented a stochastic model for delay propa-
gation and forecasts based on directed acyclic graphs. Goverde, Keckman et al.
[11,12,17,18] developed an intensive research in the context of delay predic-
tion and propagation by using process mining techniques based on innovative
timed event graphs, on historical train movements data, and on expert knowl-
edge about railway infrastructure. However, their models are based on classical
univariate statistics, while our solution integrates multivariate statistical con-
cepts that allow our models to be extended in the future by including other kind
of data (e.g. weather forecasts, passenger flows, etc.). Moreover, these models
are not especially developed for Big Data technologies, possibly limitating their
adoption for large scale networks. Last but not least, S. Pongnumkul et al. [29]
worked on data-driven models for train delays predictions, treating the problem
as a time series forecast problem. The described system investigates the applica-
tion of ARIMA and k-NN models over limited train data, making it unsuitable
for Big Data.

For these reasons, this paper investigates the problem of predicting train
delays for large scale railway networks by treating it as a time series forecast
problem where every train movement represents an event in time, and by exploit-
ing Big Data Analytics methodologies. Delay profiles for each train are used
to build a set of data-driven models that, working together, make possible to
perform a regression analysis on the past delay profiles and consequently to
predict the future ones. The data-driven models exploit a well-know Machine
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Learning algorithm, i.e. the Extreme Learning Machines (ELMs), which has
been adapted to exploit typical Big Data parallel architectures. Moreover, the
data have been analyzed by using state-of-art Big Data technologies, i.e. Apache
Spark on Apache Hadoop, so that it can be used for large scale railway networks.
The described approach and the prediction system performance have been val-
idated based on the real historical data provided by Rete Ferroviaria Italiana
(RFI), the Italian Infrastructure Manager (IM) that controls all the traffic of
the Italian railway network. For this purpose, a set of novel Key Performance
Indicators (KPIs) agreed with RFI has been designed and used. Several months
of records from the entire Italian railway network have been exploited to show
that the new proposed methodology outperforms the current technique used by
RFI to predict train delays in terms of overall accuracy.

2 Train Delay Prediction Problem: The Italian Case

Fig. 1. A railway network depicted as a graph,
including a train itinerary from checkpoint M
to Q

A railway network can be con-
sidered as a graph where nodes
represent a series of checkpoints
connected one to each other. Any
train that runs over the network
follows an itinerary defined by
a series of nc checkpoints C =
{C1, C2, · · · , Cnc

}, which is char-
acterized by a station of origin, a
station of destination, some stops
and some transits (see Fig. 1). For
any checkpoint C, the train should
arrive at time tCA e and should
depart at time tCD, defined in the
nominal timetable (with a precision
of 30 s or 1 min). The actual arrival and departure times of the train are defined
as t̂CA and t̂CD. The differences (t̂CA − tCA) and (t̂CD − tCD) are defined as arrival
and departure delays respectively, and a train is considered a “delayed train” if
its delay is greater than 30 s or 1 min. A dwell time is defined as the difference
between the departure time and the arrival time for a fixed checkpoint (t̂CD − t̂CA),
while a running time is defined as the amount of time needed to depart from the
first of two subsequent checkpoints and to arrive to the second one (t̂C+1

A − t̂CD).
In order to tackle the problem of train delays predictions, we propose

the following solution. Taking into account the itinerary of a train, for each
checkpoint Ci where i ∈ {0, 1, · · · , nc}, we want to be able to predict the
train delays for each subsequent checkpoint Cj with j ∈ {i + 1, · · · , nc}.
Note that C0 represents the train before its departure from the origin station.
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Fig. 2. Data for the train delay forecasting models
for the network of Fig. 1

In this solution, the train
delays predictions problem is
treated as a time series fore-
cast problem, where a set
of predictive models perform
a regression analysis over
the delay profiles for each
train, for each checkpoint Ci

of the itineraries of these
trains, and for each subse-
quent checkpoint Cj with
j ∈ {i + 1, · · · , nc}. The
models are built by exploit-
ing a slightly modified ver-
sion of the popular ELM
algorithm. The historical records about arrivals and departures for each train at
each checkpoint, as well as additional derived information such as dwell times
and running times, are used as the input of the algorithm. For example, Fig. 2
shows the data needed to build forecasting models based on the railway net-
work depicted in Fig. 1. Basically, based on the state of the railway network
between time (t − δ−) and time t, we want to predict the network state from
time t to (t + δ+) and this is nothing but a classical regression problem [28].
To sum up, for each train characterized by a specific itinerary of nc check-
points, we need to build nc models for C0, (nc − 1) for C1, and so on. Conse-
quently, the total number of models to be built for each train can be calculated
as nc + (nc − 1) + · · · + 1 = nc(nc−1)/2. These models work together in order
to make possible to estimate the delays of a particular train during its entire
itinerary.

Considering the case of the Italian railway network, RFI controls every day
approximately 10 thousand trains traveling along the national railway network.
Every train is characterized by an itinerary composed of approximately 12 check-
points, which means that the number of train movements is greater than or equal
to 120 thousands per day. This results in roughly one message per second and
more than 10 GB of messages per day to be stored. Note that every time that
we retrieve a complete set of messages describing the entire planned itinerary of
a particular train for one day, the predictive models associated with that train
must be retrained. Since for each train we need to build at least nc(nc−1)/2 ≈ 60
models, the number of models that has to be retrained every day in the Italian
case is greater than or equal to 600 thousands.

3 Delay Prediction System for Large-Scale Railway
Networks

Let us consider a regression problem [35] where X ∈ R
d is the input space

and Y ∈ R the output one. Moreover, let us consider a set of examples of
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the mapping Dn : {z1, · · · ,zn} of cardinality n, where zi∈{1,··· ,n} = (xi, yi)
with x ∈ X and y ∈ Y . A learning algorithm AH , characterized by a set of
hyperparameters H that must be tuned, maps Dn into a function f : A(Dn,H )

from X to Y . The accuracy of a function f : A(Dn,H ) in representing the
hidden relationship between input and output space is measured with reference
to a loss function �(f,z) : FH × (X × Y ) → R. The quantity which we are
interested in is the generalization error [1,35], namely the error that a model will
perform on new data generated by μ and previously unseen L(f) = Ez�(f,z).
Unfortunately, since μ is unknown, L(f) cannot be computed and, consequently,
must be estimated. The most common empirical estimator is the empirical error
L̂(f) = 1

n

∑
z∈Dn

�(f,z).
The Extreme Learning Machines (ELM) algorithm is a state-of-the-art tool

for regression problems [3,13,15] and was introduced to overcome problems posed
by back-propagation training algorithm [32]: potentially slow convergence rates,
critical tuning of optimization parameters, and presence of local minima that call
for multi-start and re-training strategies. ELM was originally developed for the
single-hidden-layer feedforward neural networks. The weight of the hidden layer,
contrarily to the back-propagation, are randomly assigned while the weights of
the output layer are found via Regularized Least Squares (RLS) [14–16]. More
formally a vector of weighted links, w ∈ R

h, connects the hidden neurons to the
output neuron without any bias

f(x) =
∑h

i=1 wiϕ
(
Wi,0 +

∑d
j=1 Wi,jxj

)
. (1)

where ϕ : R → R is a nonlinear activation function of the hidden neurons and
W ∈ R

h×(0,··· ,d), the weight of the hidden units, are set randomly. Finally the
weight of the output layer w ∈ R

h are found by solving the following RLS
problem

w∗ = arg min
w

‖Aw − y‖2 + λ ‖w‖2 = (AT A + λI)−1AT y, (2)

where A ∈ R
n×h, Au,v = ϕ

(
Wv,0 +

∑d
j=1 Wv,jxu,j

)
. Consequently we can see

A as a concatenation of the random projection of vectors x{i∈{1,··· ,n}} based on
the hidden neuron of the ELM: A = [φ(x1), · · · ,φ(xn)]T .

Algorithm 1. SGD for ELM.
Input: Dn, λ, τ , niter
Output: w

1 Read Dn ;
2 Compute A ;
3 w = 0 ;
4 for t ← 1 to niter do
5 w = w − τ√

t
∂

∂w

[‖Aw − y‖2 + λ ‖w‖2];

6 return (w, b);

Spark [21,36] is a state-of-the-art framework for high performance in-memory
parallel computing. The main idea behind the Spark technology is that we have
to reduce access to the disk as much as possible and make as much computation
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as possible in memory. Moreover, since Spark is designed to efficiently deal with
iterative computational procedures that recursively perform operations over the
same data, it may not be efficient to compute the solution in the form of Eq. (2).
Consequently, instead of solving the inversion problem of Eq. (2), let us adopt
a Stochastic Gradient Descent (SGD) algorithm. The SGD algorithm is a very
general optimization algorithm, which is efficiently able to solve a problem in
the following form: minf∈FH

L̂(f) + λR(f), where R(f) is a regularizer [21]. λ
balances the tradeoff between the over- and under-fitting tendency of the algo-
rithm. Based on the choice of R(f) and L̂(f) we can retrieve different algorithms
[21]. If we set R(f) = ‖w‖2 and L̂(f) = 1/n

∑n
i=1 [f(xi) − yi]

2 we get the ELM
formulation of Eq. (2). The Stochastic Gradient Descent (SGD) algorithm for
ELM is reported in Algorithm1 [33].

Algorithm 2. SGD for ELM on Spark (d ≥ h)
Input: Dn, λ, τ , niter
Output: w

1 Read Dn ;
2 Compute A /* Compute the projection φ */
3 w = 0;
4 for t ← 1 to niter do
5 g = (A, y).map(Gradient())

/* Compute the gradient for each sample */
6 .reduce(Sum())

/* Sum all the gradients of each sample */
7 w = w − τ√

t
g ;

8 return w;

In Algorithm 1 τ and niter are parameters related with the speed of the opti-
mization algorithms. Therefore, usually τ and niter are set based on the experi-
ence of the user. In any case τ and niter can be seen as other regularization terms
as λ since they are connected with the early stopping regularization technique
[4,30].

Algorithm 1 is well-suited for implementation in Spark and many of these
tools are already available in MLlib [21]. Basically, the implementation of
Algorithm 1 reported in Algorithm2 is an application of two functions: a map
for the computation of the gradient and a reduction function for the sum of each
single gradient.

The main problem of Algorithm 2 is the computation and storage of A. If
h � d it means that A ∈ R

n×h will be much smaller than the dataset which
belongs to R

n×d. In this case, it is more appropriate to compute it before the
SGD algorithms starts the iterative process and keep it in memory (note that
the computation of A is fully parallel). In this way all the data R

n×d projected
by φ into to matrix A ∈ R

n×h can be largely kept in volatile memory (RAM)
instead of reading from the disk. If instead h � d, employing Algorithm2 we
risk that A ∈ R

n×h does not fit into the RAM, consequently making too many
accesses to the disk. For this reason, we adopt two different strategies:

– if h is approximately the same magnitude or smaller than d we use Algorithm 2
and we compute the matrix A at the beginning;



Delay Prediction System for Large-Scale RN Based on BDA 145

– if h � d we adopt Algorithm 3 where φ(xi) is computed online in order to
avoid to read the data from the disk.

Quite obviously, the limit is given by the size of the RAM of each node
and the number of nodes. Until the algorithm is able to keep most of the data
in memory, it is better to use Algorithm 2. Algorithm 3 allows us to partially
reduce the effect of having to access the data on the disk by paying the price of
computing φ(xi) online. In fact, Algorithm3 does not precompute A ∈ R

n×h at
the beginning but it keeps in memory the data Dn and, at every iteration of the
SGD algorithm, it computes online both the projection induced by φ and the
gradient. Consequently, there is no need to store A ∈ R

n×h.

Algorithm 3. SGD for ELM on Spark (d ≤ h).
Input: Dn, λ, τ , niter
Output: w

1 Read Dn ;
2 w = 0;
3 for t ← 1 to niter do
4 g = Dn.map(φ&Gradient())

/* Compute both the projection φ and the gradient for each sample */
5 .reduce(Sum())

/* Sum all the gradients of each sample */
6 w = w − τ√

t
g;

7 return w;

In this context, the selection of the optimal λ and h remains a fundamental
problem, which is still the target of current research [1]. Resampling methods
such as k–Fold Cross Validation (KCV), the Leave–One–Out, and the Non-
parametric Bootstrap (BTS) [7,19] are favored by practitioners because they
work well in many situations and allow the application of simple statistical tech-
niques for estimating the quantities of interest. Unfortunately the computational
burden required by KCV and BTS is quite high for this reason the Bag of Little
Bootstraps (BLB) will be exploited [26,27].

4 Results on the Italian Case Study

In order to validate our methodology and to assess the performance of the new
prediction system, we exploited real data provided by RFI. For the purpose
of this work, RFI gave access to almost one year of data related to two main
areas in Italy. The data included more than a thousand trains and two hundred
checkpoints. Note that, the information has been anonymized for privacy and
security concerns.

Our approach to the experiments consisted in (i) building for each train in
the dataset the needed set of models based on the ELM algorithm, (ii) apply-
ing the models to the current state of the trains, and finally (iii) validating
the models in terms of performance based on what really happens in a future
instant. Consequently, we performed simulations for all the trains included in
the dataset simulating the online-approach that updates predictive models every
day, so to take advantage of new information as soon as they becomes available.



146 L. Oneto et al.

Fig. 3. KPIs for the train and the itinerary depicted in Fig. 1

We compared the results of our simulations with the results of the current train
delay prediction system used by RFI, which is quite similar the one described in
[12]. In order to fairly assess the performance of the two systems, a set of novel
KPIs agreed with RFI has been designed and exploited. Since the purpose of this
work was to build predictive models able to forecast the train delays, these KPIs
represent different indicators of the quality of these predictive models. Based on
these considerations, three different indicators have been used, which are also
proposed in Fig. 3 in a graphical fashion:

– Average Accuracy at the i-th following Checkpoint for train j (AAiCj): for a
particular train j, we average the absolute value of the difference between the
predicted delay and its actual delay, at the i-th following Checkpoint with
respect to the actual Checkpoint.

– AAiC: is the average over the different trains j of AAiCj
– Average Accuracy at Checkpoint-i for train j (AACij): for a particular train j,

the average of the absolute value of the difference between the predicted delay
and its actual delay, at the i-th checkpoint, is computed.

– AACi: is the average over the different trains j of AACij
– Total Average Accuracy for train j (TAAj): is the average over the different

checkpoint i of AACij (or equivalently the average over the index i of AAiCj).
– TAA: is the average over the different trains j of TAAj

We ran the experiments by exploiting the Google Compute Engine [10] on the
Google Cloud Platform. We employed a four-machines cluster, each one equipped
with two cores (machine type n1-highcpu-2), 1.8 GB of RAM and an HDD of
30 GB. We use Spark 1.5.1 running on Hadoop 2.7.1 configured analogously to
[31]. The set of possible configurations of hyperparameters is defined as a set
H where H = {(h, λ) : h ∈ Gh, λ ∈ Gλ} with Gh =

{⌊
10{1,1.2,··· ,3.8,4}⌋} and

Gλ = 10{−6,−5.5,··· ,3.5,4}. Finally, as suggested by the RFI experts, t0 − δ− is set
equal to the time, in the nominal timetable, of the origin of the train.
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Table 1. ELM based and RFI prediction systems KPIs (in minutes).

In Table 1 we have reported the KPIs for the proposed prediction system
and for the one currently used by RFI. Note that Trains and Checkpoints IDs
have been anonymized, and that only part of the results have been included in
the paper because of space constraints. Although the RFI system has shown
to be robust and accurate during our simulations, our data-driven prediction
system managed to outperform it by a factor of ×1.65 for TAA, since it is able
to infer a model which takes into account the entire state of the network and not
just the local dependencies. The accuracy of the ELM-based method is quite
homogeneous with respect to different trains and stations. Moreover, AAiCj
grows with i as expected (the further is the prediction in the future, the more
uncertain is the prediction itself). Finally, note that there are blank spaces in the
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tables: this means that, for example, for AAiCj some trains have less checkpoints
(at least in the dataset that we analysed), or for AACij different trains run over
different checkpoints.

As final issue we would like to underline that if just Algorithm2 is exploited
and not the proposal of combining Algorithms 2 and 3 based on d and h we
have that in the first case in order to train all the models of our simulation 15 h
are needed while in the second case approximately one hour is enough. In other
words, our optimization strategy is 15 time faster than the naive approach.

Our future works will take into account also exogenous information available
from external sources. For example, we will include in the models information
about passenger flows by using touristic databases, about weather conditions by
using the Italian National Weather Service, about railway assets conditions, or
any other source of data which may affect railway dispatching operations.
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25. Núñez, A., Hendriks, J., Li, Z., De Schutter, B., Dollevoet, R.: Facilitating mainte-
nance decisions on the dutch railways using big data: the aba case study. In: IEEE
International Conference on Big Data (2014)

26. Oneto, L., Orlandi, I., Anguita, D.: Performance assessment and uncertainty quan-
tification of predictive models for smart manufacturing systems. In: IEEE Inter-
national Conference on Big Data (Big Data) (2015)

27. Oneto, L., Pilarz, B., Ghio, A., D., A.: Model selection for big data: algorithmic
stability and bag of little bootstraps on gpus. In: European Symposium on Artificial
Neural Networks, Computational Intelligence and Machine Learning (2015)

28. Packard, N.H., Crutchfield, J.P., Farmer, J.D., Shaw, R.S.: Geometry from a time
series. Phys. Rev. Lett. 45(9), 712 (1980)

29. Pongnumkul, S., Pechprasarn, T., Kunaseth, N., Chaipah, K.: Improving arrival
time prediction of thailand’s passenger trains using historical travel times. In: Inter-
national Joint Conference on Computer Science and Software Engineering (2014)

30. Prechelt, L.: Automatic early stopping using cross validation: quantifying the cri-
teria. Neural Netw. 11(4), 761–767 (1998)

31. Reyes-Ortiz, J.L., Oneto, L., Anguita, D.: Big data analytics in the cloud: spark
on hadoop vs mpi/openmp on beowulf. In: The INNS Big Data Conference (2015)

http://dx.doi.org/10.1007/978-3-642-05465-5_10


150 L. Oneto et al.

32. Rumelhart, D.E., Hinton, G.E., Williams, R.J.: Learning representations by back-
propagating errors. Cogn. Model. 5(3), 1 (1988)

33. Shoro, A.G., Soomro, T.R.: Big data analysis: apache spark perspective. Glob. J.
Comput. Sci. Technol. 15(1) (2015)

34. Thaduri, A., Galar, D., Kumar, U.: Railway assets: a potential domain for big data
analytics. In: The INNS Big Data conference (2015)

35. Vapnik, V.N.: An overview of statistical learning theory. IEEE Trans. Neural Netw.
10(5), 988–999 (1999)

36. Zaharia, M., Chowdhury, M., Das, T., Dave, A., Ma, J., McCauley, M., Franklin,
M.J., Shenker, S., Stoica, I.: Resilient distributed datasets: a fault-tolerant abstrac-
tion for in-memory cluster computing. In: USENIX Conference on Networked Sys-
tems Design and Implementation (2012)

37. Zarembski, A.M.: Some examples of big data in railroad engineering. In: IEEE
International Conference on Big Data (2014)



An Empirical Comparison of Methods
for Multi-label Data Stream Classification

Konstantina Karponi(B) and Grigorios Tsoumakas

Aristotle University of Thessaloniki, 54124 Thessaloniki, Greece
dkarponi@gmail.com, greg@csd.auth.gr

Abstract. This paper studies the problem of multi-label classification
in the context of data streams. We discuss related work in this area
and present our implementation of several existing approaches as part of
the Mulan software. We present empirical results on a real-world data
stream concerning media monitoring and discuss and draw a number of
conclusions regarding their performance.
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1 Introduction

So far most of the work of the literature has dealt separately with the classifi-
cation of data streams and with the classification of multi-label data. However,
many real world problems include data which are considered as data streams with
multiple labels. This paper focuses on learning from multi-labeled data streams.
It reviews the related literature and experimentally compares state-of-the-art
multi-label methods, deriving several interesting conclusions.

In Sect. 2, we present some of the existing work regarding multi-label classi-
fication and data stream classification, while in Sect. 3 we discuss related work
on the classification of multi-label data streams as well as the evaluation meth-
ods and metrics that are suggested from the literature. This extensive literature
study gives a fairly complete picture of the problem of multi-label data stream
classification.

With a view to carrying out benchmarking experiments, some of the algo-
rithms studied in the literature were implemented under the MULAN library
[13]. In Sect. 4, we present the set of experiments that were conducted using
these algorithms. More specifically, we discuss the real-world data stream we
used, which is from the WISE 2014 Challenge [12] and list all of the algorithms
along with their necessary settings in order to produce the best results. Moreover,
we provide an analysis of the results and discuss the conclusions.

Finally, Sect. 5 discusses the general conclusions of this study along with some
interesting future steps of this research.

c© Springer International Publishing AG 2017
P. Angelov et al. (eds.), Advances in Big Data, Advances in Intelligent
Systems and Computing 529, DOI 10.1007/978-3-319-47898-2 16
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2 Background

2.1 Multi-label Learning

A large amount of supervised learning methods deal with the analysis of data
that are associated with a single label from a set of labels (i.e. values of a
discrete target variable). However, in many applications the training examples
can be associated with a set of labels from a larger finite set of labels. This kind
of data is called multi-label data [11].

More specifically, multi-label learning has caught the attention of many
researchers and has begun providing solutions to a growing number of new appli-
cations such as semantic annotation of images and videos and music categoriza-
tion based on emotion. Moreover, the data that are related to documents and
websites are most often associated with more than one label.

There are two different main tasks in supervised learning from multi-label
data. The first one is multi-label classification, which involves training a model
that outputs a bipartition of the set of labels into relevant and irrelevant with
respect to a new instance. The second task is called label ranking, namely train-
ing a model that outputs a ranked list of labels according to their relevance to
a new instance.

Multi-label learning methods can be grouped into two categories: The first
one is called Problem Transformation and it consists of independent algorithms
that transform the multi-label learning process into one or more classification
procedures of one class. On the other hand, the second category is called Algo-
rithm Adaptation. The methods of this case extend some already existing algo-
rithms in order to manage directly the multi-label data.

Two of the most popular libraries for multi-label learning are MULAN and
MEKA. MULAN [13] is a Java open source library based on Weka and used
for training models from multi-label datasets. This library provides a variety
of state of the art algorithms for multi-label classification as well as an evalua-
tion framework which calculates a wide variety of multi-label metrics. Similarly,
MEKA [8] allows the use of open source implementations of methods in Java
and it is based on Weka toolkit. The library contains several basic methods as
well as methods for pruned sets and classifier chains, methods of the scientific
community, and a wrapper for the MULAN platform.

2.2 Data Stream Classification

Due to advances in hardware and software technology, the automatic on-line
data generation and storage has become much more widespread than in previous
years. Such data streams impose a number of constraints in terms of memory and
execution time to data mining algorithms. Moreover, there is a natural tendency
of the data to evolve over time. Therefore data mining algorithms must be able
to deal and catch up with this evolution of the data.
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Some popular stream classification techniques are:

– Ensemble based classification, which was developed with a view to address
the concept drift, the efficiency and the robustness of the classification of data
streams [14].

– Very Fast Decision Trees, which is an incremental decision tree learning
method based on Hoeffding trees [3].

– On demand classification, where in this case the concept of micro-clusters is
applied [1].

In order to solve real-world problems within applications that use data mining
and machine learning, several technologies for distributed processing of data
streams were designed. This includes the S4 [6], the Apache Storm1, SAMOA
[5] and Apache Samza2.

On the other hand, MOA (Massive Online Analysis) [2], is a non-distributed
software for data stream mining. It is a programming environment that imple-
ments algorithms and performs experiments for training a model in real time on
evolving data streams.

3 Related Work

Multi-label stream classification recently emerged as an extension of data stream
classification in response to applications where the examples are associated with
one or more labels. This arises for example in categorizing incoming email or
business documents: examples might contain a thematic label as well as a label
regarding confidentiality. These labels are explicitly predefined but there might
be some correlations between them (i.e. examples belonging to a specific topic,
may be classified as confidential). The most significant algorithms that exist for
the Multi-label Stream Classification are presented below, while the next section
discusses evaluation issues.

3.1 Techniques

In [16], the authors suggest the Multiple Windows Classification method where
they deal with concept drift and class imbalance by creating two fixed-sized
windows, one for the positive examples and one for the negative. They also used
the Binary Relevance transformation along with kNN algorithm as the base
classifier.

Another approach on Multi-label Stream Classification, used several random
trees in order to maintain the labels that appeared in the data stream. This
algorithm is called SMART [4] and it deals with the problem of concept drift
and it is able to model the correlation between the labels as well as their joint
sparseness.

1 http://storm.apache.org/.
2 http://samza.apache.org/.

http://storm.apache.org/
http://samza.apache.org/
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In [15], a new method that deals with concept drift and class imbalance
was introduced. The Binary Relevance model was trained using Active Learning
and the method also used a Minimal Classifier Uncertainty sampling function
to choose the most informational instance. Moreover, the concept drift problem
was addressed using Maximum Posterior weight schema.

MOA extensions that were described in [7] can also be useful in classify-
ing multi-label data streams. The authors compare different types of existing
transformations and present several improvements concerning them. Among
those methods were Pruned Sets, Pair Wise Classification and Ranking, and
Threshold.

One more tree suggestion made in [7], which is based in the Hoeffding Tree, is
called Multi-label Hoeffding Tree. Splitting each node is based on the calculation
of the Multi-label Information Gain and the base classifier at each leaf consists
of Pruned Sets transformation with Naive Bayes.

An improvement of the Multi-label Hoeffding Tree was introduced in [9] and
it is using the Class Incremental technique. The authors propose an extra filtering
method in order to improve the performance of the model by choosing to train
it only with the instances that contain the most frequent combinations of labels.

3.2 Evaluation

An important factor for any ‘intelligent’ system is the methodology of its evalu-
ation. The solutions provided by the literature regarding data streams are either
the Holdout or the Prequential method. In the first case, the evaluation is based
on a dataset that has been withheld. This dataset is applied to the model at dif-
ferent times in order to evaluate it. In the latter case, each instance is separately
used for the evaluation of the model prior to using it for training it and thus it
may improve the accuracy.

The multi-label data classification requires different evaluation metrics from
the simple data classification. They are divided in three categories as mentioned
in [10,17]: Example-based, Label-based and Ranking-based metrics. The authors
of [18] provide an extensive analysis of an evaluation methodology that can be
applied to data streams with temporal dependence. The performance of a clas-
sifier under consideration is compared to the performance of baseline classifiers.
This way we set limits to succeed the desired performance for the classifier that
w e examine. The evaluation metric suggested for data streams without tempo-
ral dependence is called Kappa Statistic, while the one for data streams with
temporal dependence is called Kappa Temporal Statistic.

4 Empirical Comparison

4.1 Data

The initial set of data was collected by DataScouting3, which scanned a num-
ber of Greek articles from May 2013 until September 2013. These articles were
3 http://www.datascouting.com/.

http://www.datascouting.com/
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manually partitioned and their text was extracted via OCR (Optical Character
Recognition) software. The text of the articles is represented using the bag-of-
words model. For each token that was found in the text for all articles, tf-idf
statistic was calculated. Each tf-idf value was normalized by using unit normal-
ization. More information on this dataset and the corresponding challenge can
be found in [12].

To effectively carry out the experiments, we selected 16 out of the 203 labels.
To maintain balance in the distribution, we ensured that 12 out of 16 tags
appeared frequently in the data set, while the remaining 4 rarely occurred. The
selection both of the frequent and rare labels was random. As a result, the
training set was reduced to 23240 out of 64857 articles and the test set was
reduced to 12162 out of 34923 articles.

4.2 Algorithms and Settings

We applied several algorithms on the same dataset in order to draw some con-
clusions. Regarding transformations, the algorithms that we used were: Binary
Relevance with Naive Bayes as the base classifier, Binary Relevance with SGD
and more specifically we set Hinge Loss as the loss function. We also used Binary
Relevance with SGD but Logistic Regression as the loss function this time and
we set the regularization parameter to 6. On the other hand, we used the same
algorithms with the difference that the Binary Relevance method was executing
incrementally. Thus, the algorithms in this case were Binary Relevance Update-
able with Naive Bayes Updateable, Binary Relevance Updateable with SGD and
Hinge Loss as the loss function and finally Binary Relevance Updateable with
SGD and Logistic Regression as the loss function as well as the regularization
parameter set to 6. For every incremental algorithm we used prequential evalu-
ation to test the test set.

In addition, we tried the Multi-label Windows Classifier with kNN as the
base classifier. The number of neighbors was set to 11 and we preferred to set
the size of the positive examples window to 400 while the negative examples
window to 600. Furthermore, the value of thresholding update was set to 1000
examples.

Regarding trees, we tried three different algorithms. Firstly, we tested the
Multi-label Hoeffding Tree with Pruned Sets Updateable transformation and
Naive Bayes Updateable at the leaves. The pruning value was declared to 1
and the tree leaves were initialized with 1/3 of the training set. The rest of
the training set was used to train the whole model and we applied prequential
evaluation. Similarly, we tried the Multi-label Hoeffding Tree, but this time we
used the Class Incremental method at the leaves along with the modified Naive
Bayes Class Incremental method. The size of the buffer for the Class Incremental
method was set to 200 and the pruning value to 1. As previously the tree leaves
were initialized with 1/3 of the training set while the rest of it was used to train
the whole model. Prequential evaluation was also applied in this case.
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Lastly, we trained a model with the SMART algorithm where the number of
random trees was set to 20, their height to 15 and the fading factor to 200. As
in all of the incremental cases, the test set was evaluated prequentially.

4.3 Results and Analysis

Table 1 presents the experimental results. Rows correspond to different evalua-
tion measures and columns to different methods. Color highlighting is used to
show the top (green), bottom (red) and average (orange) results.

Table 1. Experimental results.

The most significant result observed in the experiments that were conducted
is that the algorithms that use incremental transformations outweigh the non-
incremental transformations. More specifically, this observation is clearer in the
following comparisons:

– Binary Relevance with Naive Bayes - Binary Relevance Updateable with Naive
Bayes Updateable

– Binary Relevance in SGD (Hinge Loss) - Binary Relevance Updateable with
SGD (Hinge Loss)

– Binary Relevance in SGD (Logistic Regression) - Binary Relevance Updateable
with SGD (Logistic Regression)

The results of the experiments show that in general the Binary Relevance
Updateable with SGD (Hinge Loss) has the best performance in Example-based
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and Label-based metrics. Second best appears to be the static version of the
aforementioned model. Next in the list we observe the models of Binary Rel-
evance Updateable with SGD (Logistic Regression) and non-incremental form.
It is important to emphasize that the last two models mentioned above have
the best performance regarding Ranking-based evaluation metrics and therefore
they outweigh the ability of ranking classification compared to the rest of the
models.

While observing that the values of Example-based F-Measure, Micro-averaged
F-measure and Macro-averaged F-measure, we notice that the experiments that
contain trees do not perform as good as the transformations mentioned earlier.
This is primarily because the trees are not performing at the desired level when it
comes to multi-dimensional data, as in our case. However, if we make a comparison
between these three tree models, we observe that regarding the Label based and
the Example based metrics, Multi-label Hoeffding Tree with Class Incremental
learning has the best performance due to the extensive filtering of the examples.
For the Ranking based metrics, SMART model outweighs the rest of the models.

Finally, regarding the evaluation measures Kappa Statistic and Kappa Tem-
poral Statistic which evaluate the classification of data streams, the best perfor-
mance was observed for Binary Relevance Updateable with SGD (Hinge Loss)
as well as for Binary Relevance Updateable with SGD (Logistic Regression).

5 Conclusions

In this work we studied and implemented methods to classify data streams with
multiple labels. We surveyed existing methods proposed in the literature both
for multi-label data classification and for data stream classification. Moreover,
we analyzed the evaluation methods and metrics which concern multi-label data
classification. Then we implemented the most important methods and as we
performed a number of experiments based on the DataScouting’s dataset. The
experiments contained both models with transformations and base classifiers as
well as various other algorithms and models based on trees.

From there the following conclusions were emerged:

– The incremental transformations have better performance than non-
incremental (batch learning) transformations, whichever algorithm we use as
the base classifier.

– Trees do not perform well when it comes to terms of many dimensions. How-
ever, the classification of Multi-label Hoeffding Tree shows improvements if
we filter the training examples to contain the most important labels.

– The best performance among all the models was observed by the Binary Rele-
vance Updateable with SGD (Hinge Loss) for Example-based and Label-based
evaluation metrics and for the Ranking-based evaluation metrics, Binary Rel-
evance Updateable with SGD (Logistic Regression).
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Abstract. There are big data applications where there is an abundance
of latent structure in the data. The online action selection learning algo-
rithms in the literature use an exponential weighting for action selection.
However, such strategies are provably suboptimal or computationally
inefficient or both. The complexity of addressing such action selection
problem is attributed to the combinatorial structure of the action set
A = nd, where n is the number of instances and d is the dimension-
ality of the problem. Here, we develop an online algorithm for struc-
tured big data by adapting striking techniques from discrete optimiza-
tion and approximation algorithms called ‘extended formulations’. Such
formulations appeal to the underlying geometry of the set with efficient
exploration of feasible actions with a guaranteed logarithmic dependence
on the dimensionality. An empirical evaluation over simulated and real
dataset show our method outperforms the state-of-the-art online algo-
rithms over combinatorial action sets.

Keywords: Online learning · Bandits · Combinatorial action set

1 Introduction

Consider an example of large scale wireless network. The data obtained from
such a network has both intrinsic structure (paths far apart has similar network
traffic density) or extrinsic structure (paths locally connects to each other). Such
data are often represented as a combinatorial graph, where every path (or set of
edges) denote an action in an action set; an action being a route from the source
to the destination. Now consider the problem of sequentially selecting a route
for transferring packets of information over the wireless network, that is optimal
at every time step. If the number of edges in the network is given by m, the
search space for selecting a path is given 2m, where every edge might or might
not be present on the path selected. The space is exponential in the size of the
problem; which is overwhelming in the case of big data from multiple sensors
and streaming data cloud servers. Thus it is important to design sequential
algorithms that can adaptively select optimal path at every time step.

c© Springer International Publishing AG 2017
P. Angelov et al. (eds.), Advances in Big Data, Advances in Intelligent
Systems and Computing 529, DOI 10.1007/978-3-319-47898-2 17
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Typically, online learning techniques in machine learning address the sequen-
tial and continuous decision making or action selection problem. Online linear
optimization is a natural generalization of the basic adversarial (non-stochastic)
or worst case multi-arm bandit framework [4] to the domain of convex optimiza-
tion, where the set of actions is replaced by a compact action set A ⊂ R

d and
the loss is a linear function on the action set A . Linearity is a fair assumption
as in certain application like network routing problem, the total cost of selecting
a path (action) is linear in the cost of the edges that form the path [7].

Despite being a compelling framework, the problems become challenging to
address when the forecaster’s decision set is the set of all possible overlapping
actions, thus having a combinatorial structure; with added complexity for big
data with large n and large dimensionality d. It is well known that in the ban-
dit setting, efficient tradeoff between exploitation and exploration is required
for better prediction [4]. Efficient exploration of very large action set becomes
impossible with large scale data. Online linear optimization techniques prove
good in such problems when the number of actions N is exponential in the nat-
ural parameters of the problem. However, the existing methods do not guarantee
a logarithmic dependency on the dimension. We address this problem by using a
notion from convex optimization that simplifies the complexity of the big action
set problem by computing an efficient approximate representation of the set,
that is used in exploration within an online learning algorithm. Particularly, we
use a technique called ‘extended formulation’- a lift and projection technique
where the complicated combinatorial convex set (action set) is approximated by
a simpler convex set whose linear image is the original convex set having natural
barrier penalty [11,16,17]. Our technique outperforms standard approaches over
simulated and real combinatorial action set data.

1.1 Literature Review

Dani et al. [13] showed that optimal regret bounds of the order of O(
√
n) (where

n is the number of rounds) was first obtained by using a variant of the orig-
inal adversarial bandit Exp3 [3] strategy. Their exploration strategy was later
refined by Bianchi et al. [10], for combinatorial symmetric action sets |A | by
using a uniform distribution over the actions. In both Dani et al. [13] and Bianchi
et al. [10], the forecaster strategy is based on the probability distribution as in
Exp3 by Auer [3]. However, for a set of k arms, Exp3 scales with

√
nN lnn,

and for discretised k into d as in the combinatorial setting, N possible actions is
exponential in d. This work was completed by Bubeck et al. [8], where an opti-
mal exploration using John’s theorem [6] from convex geometry is used on an
adaptation of Exp3 called Exp2, to obtain optimal regret bound of

√
dn logA

for any set of finite actions. Simultaneously, there are other results in the same
direction of research using gradient descent, mirror descent and perturbation
approaches [7]. Using mirror descent for online linear optimization with bandit
feedback on a computationally efficient strategy was provided by [1] using self
concordant barriers. Their result is improved by Bubeck [8] using Exp2 strat-
egy to attain O(d

√
n). However, Audibert [2] proved that Exp2 is a provably
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suboptimal strategy in the combinatorial setting. The optimal regret bound is
also obtained by the mirror descent strategies on the simplex and the Euclidean
ball action sets. OSMD for the Euclidean ball in Bubeck [6,8], achieves regret
of the order

√
dn. For more information on combinatorial linear optimization,

interested reader may refer [7]. Cesa Bianchi et al. have established in [9], the
unified analysis of mirror descent and fixed share of weights between experts in
the online setting. Although, they have showed a logarithmic dependence on the
dimension for the generalized case, our work is different in that we capture the
loss estimation and propose that in cases, the dependency is logarithmic on r
where r � d; by providing an empirical analysis of our work.

2 Extended Formulations in Linear Bandits

2.1 Extended Formulations

An extended formulation [12] is a way of representing the feasible set of solu-
tions that is naturally exponential in the size of the data, to a formulation
polynomial in the natural parameters of the problem by the introduction of a
polynomial number of new variables. Where possible, the extended formulation
or its approximation, simplifies the computing complexity associated with the
problem in the linear programming paradigm. Yannakakis’s [18] seminal work
naturally characterizes the size of the extended formulation by giving the small-
est size of the extension that represents the original set well. The recent work
of Gouveia et al. [16] and Fiorini et al. [14] generalizes the theorem from linear
programming paradigm for convex optimization. The techniques are also known
as lift-and-project [5] and approximation techniques [11]. Our work employs
this striking technique to the online linear optimization setting to exploit the
underlying geometry of the big action set that is exponential in d in the hope
of recovering some structure in the combinatorial action set. In the illustration
shown in Fig. 1, P is the original compact set and Q is the extension, such that
P ⊆ Q.

2.2 Problem Setup

In the formal setting of the combinatorial online bandit optimization problem, we
consider an adversarial environment with limited feedback. The prediction game
as described in the previous sections proceeds in a series of rounds t = 1, . . . , T .
The action set forms a subset of a hypercube A ⊂ [0, 1]d that comprises set
of all possible actions, where d is the dimension of the hypercube. When the
feasible solutions of a combinatorial optimization problem are encoded as 0/1-
points in R

d, they yield a convex hull polytope of the resulting points. The loss
is assumed to be non-negative L = [0, 1]d. At every round t, the forecaster
chooses an action at ∈ A ; the action is represented by its incidence vector as
corners of the hypercube. The cardinality of all possible actions is denoted by N .
The adversary secretly selects the loss that is incurred by the forecaster and is



Extended Formulations for Online Action Selection on Big Action Sets 163

defined as aTt lt. The forecaster’s strategy at every round is to choose a probability
distribution pt−1 (1) , . . . , pt−1 (N) over the set of actions such that pt−1(k) ≥ 0
for all k = 1, . . . , N . Note that

∑N
k=1 pt−1(k) = 1, and action at = k is drawn

with probability pt−1(k). The objective of the forecaster is to minimize the pseudo
regret defined in Eq. 1. The expectation in 1 is with respect to the forecaster’s
internal randomization and possible adversarial randomization. Note that this
problem formulation is identical to the adversarial bandit framework when d = N
and the action selected at each round at forms the canonical basis.

RT = E

T∑

t=1

aTt zt − min
a∈A

E

T∑

t=1

aT zt. (1)

Fig. 1. Illustration of extended formulation of convex compact set P (a) Q is the
lifted or extended set, both P and Q are in the non-negative orthant cone. Vertices
are denoted by vi, bi’s are the distances of the hyperplanes from the origin (b) Toy
example of the infinite polytope P and its extended formulation Q. Slack measures the
distance from the origin O to the vertices.

2.3 Slack Based Regularization

Definition 1. Let P = conv
{
a|a ∈ A ⊂ {R}d

}
be the convex hull of the action

set with a non-empty interior, then for every loss estimate sampled randomly
from the simplex l ∈ {0, 1}d by the adversary, there is an extended set Q =
{x|Ax ≤ l}, where x is the action played, A is the action set, l is the loss
observed. Both P and Q are defined on the positive orthant.

The above definition implies that, if P is the convex hull of all actions defined on
the positive quadrant, let there be a set of hyperplanes given by the loss observed
at every round; then Q defines a set of inequalities that define on which side of
the hyperplanes defined by the losses, the vertices lie.
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Definition 2. The slack regularity for all action a ∈ A , is the non-negative
measure of how far the action is from the origin of the set P . It is the difference of
the distance of the hyperplane from the origin defined by the loss observed l pro-
portional to the distance of the action from the last action played:

∣
∣aTt lt − aTt a

∣
∣,

where aTt lt defines the hyperplane for round t, at is the action played.

The slack regularity measure is the linear projection between P and Q, and
defines a much simpler slack set called the slack matrix. The idea is the original
complex set P is extended to Q by introducing inequalities and slack variables -
the hyperplanes, then a linear projection technique is used to project the lift
back. The linear projection defines the slack matrix.

Definition 3. The non-negative slack matrix defined by the slack regularity
measure is the measure of how much any particular action is breaking the
inequality or is far from the hyperplane proportional to the action played and is
given by Mt,i =

∣
∣aTt lt − aTt ai

∣
∣ for round t is a (t + 1) × N matrix

3 Algorithms and Results

In Algorithm 1, an exponentially weighted technique is used to weigh the actions
based on the slack regularity measure defined in Definition 2. The actions are
weighted based on the absolute difference in their slack regularity between the
loss suffered and the last action played in the update step. The weights thus
updated define the weight matrix or the slack matrix Mt+1 at each round that
has a positive rank. The slack matrix of weights has a minimum non-negative
rank r that induces the probability distribution pt in the next trial.

Definition 4. As long there is a positive rank for the weights matrix Mt, there
is a guaranteed non-negative factorization possible such that M = RU , where
R and U are non-negative factors. In general, there is a minimum k, such that
Mi,j =

∑
k Ri,kUk,j

The Fig. 2 illustrates the non-negative factorization of the slack matrix.

M =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 0 1 2 2 1
1 0 0 1 2 2
2 1 0 0 1 2
2 2 1 0 0 1
1 2 2 1 0 0
0 1 2 2 1 0

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

=

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

1 0 1 0 0
1 0 0 0 1
0 0 0 1 2
0 1 0 0 1
0 1 1 0 0
0 0 2 1 0

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

⎡

⎢
⎢
⎢
⎢
⎣

0 0 0 1 2 1
1 2 1 0 0 0
0 0 1 1 0 0
0 1 0 0 1 0
1 0 0 0 0 1

⎤

⎥
⎥
⎥
⎥
⎦

Fig. 2. Slack matrix factorization. Slack matrix for the regular hexagon M factored
into non-negative matrices. Example taken from [16].
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3.1 Complexity of Extension

It turns out that the non-negative rank of the slack matrix M is the extension
complexity of the polytope (hypercube in our case) of actions P . In reality,
the non negative rank of a slack matrix S of the order log2 d is the extension
complexity for dimensionality d. The rank of the slack matrix provides lower
bounds to the complexity of the extension. The lower bound on the non-negative
rank for a regular n-gon that has a R

r
+ lift is given by r = O (log2 (d)) [16].

Similarly, the minimum r-lift representation of the combinatorial d-dimensional
hypercube is bounded by 2d.

4 Experimental Evalutation

We compared the extended exponential weighted approach with the state-of-
the-art exponential weighted algorithms in the adversarial linear optimization
bandit setting.

Algorithm 1. Extended Exp
Input: learning rate η ≥ 0, mixing coefficient α ≥ 0, action set dimensional rank
δ = ρ (A ).
repeat

Initialize p1 =
(
1
δ
, . . . , 1

δ

) ∈ R
|A|. Let non-negative rank r = δ

for t = 1 to T do
pt = α

r
+ (1 − α) wi,t

Play action at from pt

Observe loss aT
t lt

Update loss wi,t+1 =
pi,te

−η|aT
t lt−aT

t ai,t|
∑N

j=1 pj,te
−η|aT

t lt−aT
t aj,t|

Mt+1 = [wt,i]1≤t≤t+1,1≤i≤N

Find minimum non-negative rank r such that M =
∑r

k=1 RkUk

end for
until Time horizon T or no regret

4.1 Simulations

In the first experiment, among a d-dimensional network of routes, the optimal
route should be selected by the learning algorithm. Typically, we choose d to vary
between 10 and 15. The environment is an oblivious adversary to the player’s
actions, simulated to choose fixed but unknown losses at each round. Losses
are bounded and in the range [0, 1]. The learning algorithm is executed using
our basic Extended Exp algorithm. Each action is represented a d-dimension
incidence vector, with 1 indicating if an edge or path is present in the route or 0
otherwise. Figure 3 displays the results of the cases where d = 10, 15 and d = 20.
The performance measure is the instantaneous regret over time; we use psuedo
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Fig. 3. Simulation results with the network dataset with 10 dimensions. Results aver-
aged over 100 runs. Extended Exp2 (BLACK) beats the baseline Exp2 (RED) (a)
Network dataset with 10 dimensions (b) Network dataset with 15 dimensions.

regret here. The number of iterations in the game are 10000 for d = 10 and 100
for d = 15. In both cases, the results are averaged over 100 runs of the games. We
implemented Algorithm 1, Exp2 [7], Exp3 [4], Exp3.P [4], and CombBand [10].
Our baseline is Exp2 which has the best known performance but provably sub-
optimal. We could not compare with Exp2 with John’s exploration [8] as the
authors state its computational inefficiency. All the experiments are implemented
using Matlab on a notebook with i7-2820QM CPU 2.30 GHz with 8 GB RAM.
We see that Extended Exp 2 clearly beats the baseline comfortably against the
oblivious adversary. We repeated the experiments with different configurations of
the network and different dimensions. Each time, the complexity of the problem
increases exponentially with the dimension. Extended Exp2 performs best in all
our experiments, the results of the other trials are excluded for brevity.

4.2 Empirical Datasets

The dataset is the Jester Online Joke Recommendation dataset [15] from the
University of Berkeley, which is data collected from 24,983 users with ratings on
36 or more jokes. We consider the ratings of 24,983 users on 20 jokes, constituting
the dense matrix. The ratings vary in the range [−10.00, 10.00], including not
rated jokes. We scale and normalize the ratings in the range [0, 1]. For the purpose
of our problem, each user represents a d dimensional decision problem, where
d = 20. We do not make the ratings available to the algorithm, instead the
ratings are provided by the environment based on the user. In other words, we
assume the non-oblivious setting for the adversary, the loss changes with the
user or action selected. The goal of the algorithm is to be able to identify the
user who has rated the worst on all the jokes on average. As before we execute
all the instances of the common exponential weighted algorithms and the basic
version of Extended Exp2. Figure 4 displays the result on the dataset, all the plots
are averaged over 100 runs of the games. We run each game for 10000 rounds.
All the experiments are implemented on Matlab on a notebook with i7-2820QM
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Fig. 4. Dataset results with the Jester Online Joke Recommendation dataset with
20 dimensions. Results averaged over 100 runs. Extended Exp2 (BLACK) beats the
baseline Exp2 (RED).

CPU 2.30 GHz with 8 GB RAM. We observe that once again Extended Exp2
beats all the others. Quite surprisingly, Exp2 and Combband seem to perform
equivalently in the non-oblivious setting. It will be interesting to compare with
mirror descent based linear optimization, that is for future work.

5 Conclusion and Future Work

We have proposed a novel slack based regularization approach to the online
linear optimization with bandit information in the exponential weighted setting.
Namely, we develop an online algorithm that is capable of predicting sequential
actions from a set of actions that varies exponentially to the dimension of the
data. In case of Big Data, the complexity scales combinatorially with the size
of the data set and the dimensionality making the existing online approaches
intractable or computationally expensive. We propose a logarithmic dependence
on the dimension complexity of the problem by exploiting the notion of extended
formulations and the non negative factorization of the associated slack matrix.
We propose that in the exponential weighted setting, logarithmic dependence
is achievable by a clever regularization, that measures how far an action in
the set is, given the loss and the other actions. This work can be generalized
into a all such compact action sets where efficient exploration is non-trivial. As
future work, we would like to derive the lower bounds and attempt to provide
an analysis of our method. We would also like to investigate how the extended
formulation characterizes different action sets. Further, it would be interesting
to derive an information theoretic entropic analysis of our method.
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Service-centric Networking, Telekom Innovation Laboratories,
Technische Universität Berlin, Berlin, Germany

{lorbeer,ana.kosareva,bersant.deva,peter.ruppel,
axel.kuepper}@tu-berlin.de, softic.dzenan@gmail.com

Abstract. Clustering algorithms are recently regaining attention with
the availability of large datasets and the rise of parallelized computing
architectures. However, most clustering algorithms do not scale well with
increasing dataset sizes and require proper parametrization for correct
results. In this paper we present A-BIRCH, an approach for automatic
threshold estimation for the BIRCH clustering algorithm using Gap Sta-
tistic. This approach renders the global clustering step of BIRCH unnec-
essary and does not require knowledge on the expected number of clus-
ters beforehand. This is achieved by analyzing a small representative
subset of the data to extract attributes such as the cluster radius and
the minimal cluster distance. These attributes are then used to compute
a threshold that results, with high probability, in the correct clustering
of elements. For the analysis of the representative subset we parallelized
Gap Statistic to improve performance and ensure scalability.

1 Introduction

Clustering is an unsupervised learning method that groups a set of given data
points into well separated subsets. Two prominent examples of clustering algo-
rithms are k-means [9] and the EM algorithm [4]. This paper addresses two
issues with clustering: (1) clustering algorithms usually do not scale well and
(2) most algorithms require the number of clusters (cluster count) as input. The
first issue is becoming more and more important. For applications that need to
cluster, e.g., millions of documents, huge image or video databases, or terabytes
of IoT sensor data, scalability is essential. The second issue severely reduces the
applicability of clustering in situations where the cluster count is very difficult to
predict, such as data exploration, feature engineering, and document clustering.

An important clustering method is BIRCH [17], which is one of the fastest
clustering algorithms available. It outperforms most of the other clustering algo-
rithms by up to two orders of magnitude. Thus, BIRCH already solves the first
issue mentioned above. However, to achieve sufficient clustering quality, BIRCH
requires the cluster count as input, therefore failing to solve the second issue.
This paper describes a method to use BIRCH without having to provide the
c© Springer International Publishing AG 2017
P. Angelov et al. (eds.), Advances in Big Data, Advances in Intelligent
Systems and Computing 529, DOI 10.1007/978-3-319-47898-2 18
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cluster count, yet preserving cluster quality and speed. We achieve this by omit-
ting the global clustering step and carefully choosing the threshold parameter
of BIRCH. Following an idea by Bach and Jordan [7], we propose to learn this
parameter from representative data. Our approach aims at datasets drawn from
two-dimensional isotropic Gaussian distributions which are typical when dealing
with, for example, geospatial data.

2 Related Work

Clustering algorithms usually do not scale well, because often they have a com-
plexity of O(N2) or O(NM), where N is the number of data points and M
is the cluster count. Scalability is typically achieved by parallelization of the
algorithm in compute clusters, e.g., Mahout’s k-means clustering [11] or Spark’s
distributed versions of k-means, EM clustering, and power iteration [10]. Other
parallelization attempts use the GPU. This has been done for k-means [16], EM
clustering [8], and others. The bottleneck here is the relatively slow connection
between host and device memory if the data does not fit into device memory.

The second issue we are concerned with is the identification of the cluster
count. A standard approach is to use one of the clustering algorithms that require
the cluster count to be input as a parameter, then run it for each count k inside
an interval of likely values. Then, the “elbow method” [14] is used to deter-
mine the optimal number k. For probabilistic models, one can apply information
criteria like AIC [1] or BIC [13] to rate the different clustering results, see, for
example, [18]. But all those methods increase the computation time considerably,
especially if there is not enough prior information to keep the range of possi-
ble cluster counts small. Some clustering algorithms find the number of clusters
directly, without being required to run the algorithm for all possible counts. Two
of the more well-known examples are DBSCAN [5] and Gap Statistic [15]. There
are also some attempts to improve the clustering quality of BIRCH by chang-
ing the algorithm itself, e.g. with non-constant thresholds [6], with two different
global thresholds [2], or by using DBSCAN on each CF level to reduce noise [3].
However, while sometimes improving the quality, those approaches slow BIRCH
down and still require the cluster count as input.

3 BIRCH

We shortly describe BIRCH, mainly to fix notations. For details, see [17]. BIRCH
requires three parameters: the branching factor Br, the threshold T , and the
cluster count k. While the data points are entered into BIRCH, a height-balanced
tree, the CF tree, of hierarchical clusters is built. Each node contains the most
important information of the belonging cluster, the cluster features (CF). From
those, the cluster center C = 1/n

∑n
i xi, where {xi}ni=1 are the elements of the

cluster, and cluster radius R =
√

1/n
∑n

i x2
i can be computed for each cluster.

Every new point starts at the root and recursively walks down the tree entering
the subcluster with the nearest center.
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When adding a point at the leaves, a new cluster is created if the cluster
radius R increases beyond the threshold T , otherwise the point is added to the
nearest cluster. If the creation of a new cluster leads to more than Br child nodes
of the parent, the parent is split. To ensure that the tree stays balanced, the nodes
above might need to be split recursively. Once all points are submitted to BIRCH,
the centers of the leaf clusters are, in the global clustering phase, entered into
k-means with the cluster count k. This last step improves the cluster quality by
merging neighboring clusters. In this paper, we will refer to the BIRCH algorithm
as full-BIRCH and to BIRCH without its global clustering phase as tree-BIRCH.

Tree-BIRCH is very fast. It clusters 100,000 points into 1000 clusters in 4 s,
on a 2,9 GHz Intel Core i7, using scikit-learn [12]. The k-means implementation
of the same library needs over two minutes to complete the same task on the
same architecture. Furthermore, tree-BIRCH doesn’t require the cluster count
as input, which in full-BIRCH is only needed for the global clustering phase.
However, tree-BIRCH usually suffers from bad clustering quality. Therefore, this
paper focuses on improving the clustering quality of tree-BIRCH.

4 Concept

In the following, we present a method that automatically chooses an optimal
threshold parameter for tree-BIRCH. First, note that the CF-tree depends on
the order in which the data is entered. If the points of a single cluster are entered
in the order of increasing distance from the center, tree-BIRCH is more likely
to return just one cluster than if the first two points are from opposite sides
of the cluster. In the latter case, the single cluster is likely to split, a situation
we will refer to as cluster splitting (Fig. 1A). Next, consider two neighboring
clusters. If the first two points are from opposite clusters but still near each
other, they could be collected into the same cluster, given the threshold is large
enough, which we refer to as cluster combining (Fig. 1B). Cluster combining
often co-occurs with cluster splitting. To reduce splitting of a single cluster, the
threshold parameter of tree-BIRCH has to be increased, whereas a decreased
threshold parameter reduces cluster combining. Datasets with a large ratio of
cluster distance (the distance between the cluster centers) to cluster radius are
less likely to produce such errors (Fig. 1C). In the next section, we derive a
condition for the error probability to be less than one percent. Also, a formula
for an appropriate threshold is provided. Note that there is, in fact, another
source of splitting. This happens if a cluster overlaps with two regions belonging
to two non-leaf nodes in the CF-tree. Therefore, we choose the branching factor
Br to be larger than the highest possible cluster count.

5 Automatic Estimation of the BIRCH Threshold

In this paper it is presumed that the clusters are samples from two-dimensional
isotropic Gaussian distributions of roughly the same variance. To find conditions
for tree-BIRCH to work well, we first need to determine the common radius R of
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Fig. 1. Cluster splitting (A), cluster combining where the combining cluster is circled
(B), depiction of cluster radius and cluster distance (C). Different forms and colors of
the observations correspond to different clusters they belong to.

the clusters and the minimum cluster distance Dmin. It is presumed that there
exists a small but representative subset of the data that has the same cluster
radius and minimum cluster distance Dmin as the full dataset. On this small
dataset, Gap Statistic is applied to obtain the cluster count k. This k in turn is
given to k-means to produce a clustering of the subset, which finally yields the
two values R and Dmin.

For the determination of R and Dmin one could also use any other clus-
tering algorithm that finds the cluster centers and radii without requiring the
cluster count k as an input. However, Gap Statistic is chosen here, due to its
high precision. Our approach is heuristic. In each case, tree-BIRCH is run often
enough to deduce estimates of cluster splitting and combining probabilities with
sufficiently small 95 % confidence intervals (with 10,000 repetitions of each tree-
BIRCH clustering, the confidence interval of our error estimate at 0.01 is roughly
0.01 ± 0.002).

Avoiding Cluster Splitting
We create many clusters containing the same number of elements n by sampling
from a single isotropic two dimensional Gaussian probability density function.
The units are chosen such that the radius R of this cluster will be one. Then,
tree-BIRCH is applied with the same threshold T to each of those datasets. After
each iteration, we determine whether tree-BIRCH returns the correct number of
clusters, namely one. From this, we assess if the error probability estimate for
tree-BIRCH is less than 0.01, or one percent. We also investigate the impact of
varying the number of elements n in the cluster on the resulting error probability.
Finally, we repeat all the above for several thresholds T . For this heuristic analy-
sis, we use the python library scikit-learn and its implementation of BIRCH.

According to the results presented in Fig. 2a, there is no indication that the
number of objects in the cluster impacts the error probability. However the error
probability is clearly affected by the threshold parameter; the error drops below
one percent when the threshold value is greater than or equal to 1.6 · R.

Avoiding Cluster Combining
We use a mixture of two Gaussians with a cluster distance D = 6, both with
radius R = 1. Again, the error probabilities are not dependent on the total
number of data points, as shown in Fig. 3a. This figure pertains only to the cluster
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Fig. 2. (a) For each pair (n, T ) of total number n of objects, running from 100 to
10,000, and threshold T ∈ {1.5, 1.6, 1.7}, we sampled n elements from a Gaussian of
radius R = 1, and applied tree-BIRCH 10,000 times to compute the probabilities for
each of the cluster counts 1, 2, and 3. Every count different from 1 is an error. (b)
For each threshold we sample 500 points from a single Gaussian of radius R = 1,
apply tree-BIRCH and record how often it returns the right number of clusters. This
is repeated 10,000 times for each T to obtain an estimate for the error probability.

distance 6.0. To understand the situation for different cluster distances, consider
Fig. 3b. Here, we see the dependence of the error probability on the threshold
for several different cluster distances. For small thresholds (T < 1.7) we witness
cluster splitting which results in higher cluster counts and a higher error. This
can also be deduced from Fig. 3a, where for the small threshold T = 1.5 we see
many cluster counts of three and four. With T = 2.0 less splitting occurs and the
error probability decreases. If the threshold continues growing (T = 3.0), cluster
combining occurs more frequently, which increases the cluster counts of three
and therefore increases the error probability. The fact that the graphs in Fig. 3b
are dropping below one percent later than in Fig. 2b is due to cluster combining,
that was not possible with just one cluster. For D ≥ 6.0 there are thresholds
where the error probability drops below one percent. The minimum is located
near 1.9. From this observation it can be inferred, that, if Dmin ≥ 6.0 · R, a
choice of

T = 1.9 · R (1)

would ensure that for each pair of neighboring clusters in the dataset, the error
probability would be less than one percent.

Of course, if Dmin is clearly larger than 6.0 · R, it would be beneficial to
increase the threshold beyond (1). While the lower bound on the threshold is
nearly the same for all cluster distances, the upper bound increases linearly,
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Fig. 3. (a) For each pair (n, T ) of total number n of objects, running from 100 to 10,000,
and threshold T ∈ {1.5, 2.0, 3.0}, we sampled 10, 000 times n elements from a mixture
of two Gaussians of distance 6.0, and each time applied tree-BIRCH to compute the
probabilities for each of the cluster counts 1, 2, 3, and 4. Every count different from
2 is an error. (b) For each pair (D,T ) of cluster distance D and threshold T , we
sampled 10, 000 times 500 elements from a mixture of two Gaussians of radius R = 1
and distance D. Each time we applied tree-BIRCH with the threshold set to T and
computed the error probabilities.

roughly with half the increase of the distance (Fig. 4). This is intuitively clear
since two times the threshold should fit comfortably between two clusters to
avoid cluster combining. To place the threshold in the middle between lower
and upper bound, we choose 1

4 as the ratio of ΔDmin and ΔT . We then fit an
intercept of 0.7, which yields the following expression for choosing the threshold
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Fig. 4. For each pair (D,T ) of cluster distance D and threshold T , we sampled 10, 000
times 500 elements from a mixture of two Gaussians of radius R = 1 and distance D.
Each time we applied tree-BIRCH to compute the error probabilities.

(in arbitrary units), provided Dmin ≥ 6.0 · R:

T =
1
4
Dmin + 0.7 · R. (2)

A-BIRCH with parallel Gap Statistic
We want to build a fast clustering algorithm in order to enable scalability. While
tree-BIRCH is very fast, Gap Statistic is not. Therefore, we developed a parallel
version of Gap Statistic. Recall that Gap Statistic runs k-means for each cluster
count k ∈ {1, . . . , kmax} not only on the dataset itself, but also on many Monte
Carlo simulations (the R and MATLAB implementations choose 100 simula-
tions as default value). Therefore, we parallelized the loop over the Monte Carlo
reference simulations. The distribution of work and collection of the results are
performed by Apache Spark. The proposed approach and the results from Sect. 5
are summarized in Algorithm 1.

6 Evaluation

We evaluated the accuracy of A-BIRCH with the threshold estimation as stated
in Eq. (2). Figure 5 shows that A-BIRCH performs correctly with different sizes of
Dmin and different numbers of clusters. The evaluation datasets contain samples
from two-dimensional isotropic Gaussian distributions with equal variance and
a Dmin ≥ 6.0 · R, which fulfills the previously defined requirement.

In an additional step, we evaluated the scalability of A-BIRCH. While tree-
BIRCH is considered scalable with an increasing number of elements and clus-
ters, Gap Statistic is the bottleneck as described in 5. We have tested the paral-
lelized implementation of Gap Statistic on an Apache Spark cluster on Microsoft
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Algorithm 1. A-BIRCH: Automatic threshold for the BIRCH algorithm
Data: N 2-dimensional data points {Xi}, kmax, number of Monte Carlo

simulations B, distance metric D, branching factor Br
Result: CF-tree
begin

k∗ ← parallel Gap Statistic
(

subsample({Xi}), kmax, B
)

labels ← k-means
(

subsample({Xi}), k∗ )

compute the common radius R and the minimal Dmin from the clustered
data

if Dmin < 6 · R then
Warning: the clusters are too close - BIRCH result might be inaccurate

T ← 1
4
Dmin + 0.7 · R

CF-tree ← tree-BIRCH
( {Xi}, distance metric D, branching factor Br, T

)

Fig. 5. The datasets A, B, C and D contain 3, 10, 100 and 200 clusters, respectively.
Each cluster consists of 1000 elements, the radius of the clusters is R = 1, and the
Dmin is in all cases larger than 6: in A - 6.001, in B - 7.225, in C - 6.025, in D - 6.410.

Azure. Two cluster configurations have been evaluated, each with two master
nodes and with four and eight workers, respectively, each of which running on
Standard D3 virtual machines. A Standard D3 virtual machine currently pro-
vides 4 CPU cores, 14 GB of memory, running the Linux operating system. The
parallelization has been implemented using the Spark Python API (PySpark).
The computation of Gap Statistic was run on a dataset with 10 clusters, each
consisting of 1000 two-dimensional data points. The computation times for vary-
ing numbers B of reference datasets and maximal number of clusters kmax are
shown in Table 1.

Table 1. Speedup of gap statistic by parallelization on Spark

Sequential Spark: 4 workers Spark: 8 workers

B = 100, kmax = 20 1775 s 349 s 197 s

B = 100, kmax = 40 7114 s 1425 s 795 s

B = 500, kmax = 20 8803 s 1470 s 725 s

B = 500, kmax = 40 35242 s 5953 s 2909 s
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The results show that the parallelized implementation of Gap Statistic with
Spark is scalable as the computation times decrease linearly with an increasing
number of worker nodes. Although the Gap Statistic phase is considered com-
putationally expensive, it increases the correctness of BIRCH significantly and
does not require any prior knowledge on the dataset.

7 Conclusion

In this paper we introduced A-BIRCH: a parameter-free variant of BIRCH.
Choosing the correct parameters for clustering algorithms is often difficult as
it requires information about the dataset, which is often not available. This is
also true for BIRCH, which requires the cluster count k as well as a threshold
T in order to compute the clusters correctly. For this reason, we removed the
global clustering phase, thus rendering the cluster count parameter k unnec-
essary, and proposed a method that automatically estimates the threshold T ,
which is achieved using Gap Statistic to determine cluster properties. The eval-
uation proved the applicability of our approach in a very robust manner for
two-dimensional isotropic Gaussian distributions with roughly the same vari-
ance, regardless of the number of clusters or it’s elements. In future work, we
plan to use other methods such as DBSCAN to either verify the found cluster
properties or to decrease the computational complexity.
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Abstract. This study proposes a song recommender system. The architecture is
based on a distributed scalable big data framework. The recommender system
analyzes songs a person listens to most and recommends a list of songs as a
playlist. To realize the system, we use Word2vec algorithm by creating vector
representations of songs. Word2vec algorithm is adapted to Apache Spark big
data framework and run on distributed vector representation of songs to produce
a playlist reflecting a person’s personal tastes. The performance results are
evaluated in terms of hit rates at the end of the paper.

Keywords: Playlist generation � Word2vec � Word embedding � Music
recommendation retrieval

1 Introduction

With the help of improvements in the Internet and related technologies, users face an
astonishing array of choices regarding listening to songs online or with their portable
devices. The Internet enables users to access various remote music resources and to
listen to songs online. A music recommender system helps users filter and discover
songs according to their tastes. A good music recommender system should be able to
automatically detect preferences and generate playlists accordingly. Due to huge data
over the internet and not easy to search and filter them according to a person’s music
taste, a recommender system becomes a necessity day after day, as the data sizes
increase. Recommender systems can be seen everywhere in every domain in different
formats and shapes [1]. It is not only about music but also everything. We can even use
them in our life without even realizing. Amazon and Spotify can be given as good
examples of employing recommender systems in their web sites.

It may be harsh and troublesome to elect convenient tracks to listen or to organize
them as a playlist. The fundamental concept of a music recommendation system is to
reduce users’ effort and increase their satisfaction.

Playlist generation is a significant resource area in music recommendation system
that allows listening to music based on user feedbacks. There are various approaches to
generate playlists automatically. A random approach, given a song or an artist, is based
on users’ behavior [2]. The most general approach to creating automatic playlists is
based on estimating music similarities between pairs of songs, which is established
with human experts. Various similarity functions have been suggested such as social
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tag information [3], the web document mining [4], analysis of audio content [5, 6], or a
combination of these approaches as a hybrid system [7].

The remainder of this paper is organized as follows. Section 2 gives relevant works
about playlist generation. Section 3 explains the proposed technique for playlist gen-
eration using word embedding. Section 4 evaluates the proposed recommender system
by performing some tests on real world Cornell playlist dataset. Section 5 concludes
the paper and presents the future work.

2 Related Works

An increasingly amount of researches on playlist generation has been conducted on
recommender systems. An automatic playlist generation might be a difficult task
according to provided seed songs. For the most part, there are two different approaches
for playlist generation. One of them considers access to metadata to find related songs
while the other one relies on audio similarity [9]. In recommender systems, the context is
a significant perspective, in which the generated playlists have to match the audience’s
demands. For example; we notice some examples of application that aim to produce
playlists while driving [10], doing some activities like sports [11], or discovering new
songs [12]. Collaborative Filtering is the another useful method in music recommen-
dation to generate playlist [13], but the scalability is a big problem for collaborative
filtering, so in most time, the algorithm of alternating least squares is utilized.

Eventually, Chen et al. [8] presents Latent Markov Embedding (LME) for gener-
ating playlists. Their model does not require songs description as features a priori, and
it can learn a representation from existing playlists. To our knowledge, there is no work
creating playlist using Word2vec algorithm and scalable machine learning imple-
mentation about it. The following section explains the proposed approach in detail.

3 Architecture of Automated Playlist Generation

In its typical form, playlists are defined to be a list of songs. They can be in sequential or
shuffled order. However, in the most time, they are sequential and semantic. In this work,
we try to generate playlists based on a song set which can contain only one or more
songs. The principal purpose is to find vector representation of each song by Word2vec
algorithm. Our approach is based on the idea that if music is a communication language
and songs are words, then playlists will be sentences. Therefore, we serialize playlists to
sentences and then indexing them from 0 to n, where n is the total number of our song
space. Then, we invoke the Word2vec algorithm for finding vector representations of
each song. In our work, we use Apache Spark’s Word2vec implementation.

Apache Spark is a fast, powerful and exciting open source platform to process big
data, which is developed at the University of California, Berkeley’s AMPLab, and
afterward, donated to Apache Software Foundation. It has lots of usefully supported
operations for machine learning, structured query language, streaming, and graph
processing.
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As we mentioned before, our work is based on Word2vec algorithm which is
simply a two-layer neural network and it processes text data. It takes a text corpus as an
input data, and then gives a set of vector representations as an output data [14]. After
all, if we have set of vector representations of songs, then we can quickly determine a
playlist vector using Eq. 1.

V(SongSet) =
1

SongSetk k
X

ðsongÞ2SongSet
V(song) ð1Þ

where V is a vector representation of songs. Moreover, we use cosine similarity (Eq. 2)
as a measure between two vectors. Here, V1 and V2 indicate vectors of songs.

similarity = cos hð Þ ¼ V1V2

V1k k V2k k ð2Þ

As a result, finding vector representation of each song, we are able to find top-N
recommendation via cosine similarity. In this approach, due to the usage of vector
representations, the model is not limited to take only one start point to generate a
playlist. Users can directly specify their music taste with many songs because our

Fig. 1. Playlist generation architecture based on Word2vec
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model is able to calculate the vector that contains users taste. The general model is
illustrated in Fig. 1.

4 Evaluation Design and Experiments

This section presents the studies to evaluate the proposed architecture for playlist
generation. Here, the proposed system is evaluated by using a real world song dataset.
The performance results in terms of hit rates are presented at the end of the section.

As a real world song dataset, we use a dataset which was published by Cornell
University and collected by Shuo Chen from Department of Computer Science. The
dataset contains playlist sequences and tag data which was obtained from Yes.com and
Last.fm. To get datasets of various sizes, researchers pruned the raw data so that only
the songs with a number of appearances above a certain threshold are kept. Then the
pruned set is divided into a training set and a testing set, making sure that each song has
appeared at least once in the training set. This playlist data is divided into three parts
then named as yes_small, yes_big, and yes_complete. The detailed properties of the
dataset are shown in Table 1 [8, 15, 16].

In our evaluation design, sequences of each playlist in the test set, the first song is
set apart as a target song and is dropped from the sequence of the playlist. The principal
purpose is to predict the removed song by the model which has the top-N recom-
mendations. If the song is found by the model, it can be acceptable that the song is
predicted correctly. The corresponding method (Eq. 3) is known as the hit rate eval-
uation [17].

HitRate(Train, Test) =
1

Testk k
X

ðh;tÞ2Test
dt;RTrainðhÞ ð3Þ

where RTrain hð Þ is a recommendation list which contains top-N recommendation
computed by our model based on the training dataset and h is a vector of the set of
songs (playlist). According to this equation, dt;RTrainðhÞ = 1 if the removed song is in the
list of RTrain and 0 otherwise.

First, we evaluate our model on yes_small with various parameters for Word2vec
model and observe hit rate scores (see Figs. 2, 3, 4, 5). Colors in the figures indicate
number of vector sizes (50-1000). Then, we choose first five average highest score and
evaluate yes_big and yes_complete with these parameters.

Table 1. Properties of Playlist Dataset

Properties Yes_small Yes_big Yes_complete

Appearance threshold 20 5 0
Number of songs 3,168 9,775 75,262
Number of train transitions 134,431 172,510 1,542,372
Number of test transitions 1,191,279 1,602,079 1,298,181
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According to Figs. 2, 3, 4, 5, the best five successful parameters are shown in
Table 2.

We also use parameters described in Table 2 for measuring yes_big and yes_-
complete. Hit rates results for yes_big dataset are shown in Fig. 6 and yes_complete
dataset in Fig. 7.

Fig. 2. Hit rates for the window size is 5 on
yes_small

Fig. 3. Hit rates for the window size is 25 on
yes_small

Fig. 4. Hit rates for the window size is 125
on yes_small

Fig. 5. Hit rates for the window size is 250 on
yes_small

Table 2. According to yes_small, parameters of first five best average hit rate

Windows size Vector size Average hit rate

1 125 50 0.7282
2 125 200 0.7276
3 125 100 0.7270
4 125 300 0.7266
5 125 500 0.7260
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5 Conclusion and Future Works

The study presented in this paper proposed a novel playlist generation method. The
evaluations and tests proved that the proposed recommendation system can easily assist
music audiences to discover their personalized playlists with an easy and performance
efficient way. In this study, we also showed that Word2vec algorithm can be used with
Apache Spark big data framework and run on distributed vector representation of songs
to produce a playlist reflecting a person’s personal tastes.

Recommender systems are broad and challenging area to research, so the elasticity
of Word2vec model provides exciting opportunities for future works. However, our
model cannot solve the cold start problem, so this model can be combined with tra-
ditional models like content-based systems for solving cold start problem or an
advanced new approach based on vectors.
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Abstract. Social networks have become big data production engines and their
analytics can reveal insightful trending topics, such that hidden knowledge can
be utilized in various applications and settings. This paper addresses the problem
of popular topics’ and trends’ early prediction out of social networks data
streams which demand distributed software architectures. Under an online time
series classification model, which is implemented in a flexible and adaptive
distributed framework, trending topics are detected. Emphasis is placed on the
early detection process and on the performance of the proposed framework. The
implemented framework builds on the lambda architecture design and the
experimentation carried out highlights the usefulness of the proposed approach
in early trends detection with high rates in performance and with a validation
aligned with a popular microblogging service.

1 Introduction

Big data threads are rapidly produced in social networks, with emerging textual data
streams, evolving unpredictably, in a non pre-determined manner. Such data threads
offer fertile ground for analytics which can reveal trends, phenomena, and knowledge.
Already in social networks, such as in Twitter microblogging service1, data threads
unfolding over time are characterized as trending topics when they exhibit viral cas-
cading data patterns.

This work is motivated by the fact that predicting whether a social network’s topic
will become a trend, prior it is declared as a trend by the social network itself (i.e.
Twitter) can be addressed as a classification problem, tackling with evolving big data
requirements. Predicting topics which will actually end up as trends in social networks
has as major obstacles the real time, often bursty, data production, along with the
missing exemplar time series to ignite data processing.

While previous research has analyzed trending topics mostly on a long term, recent
efforts have focused on detection of tweets’ trend, in an almost real time fashion due to
ongoing and continuous social networks events [1, 2]. Setting the appropriate dis-
tributed frameworks to support trend detection in social networks, embeds big data
demands and real time requirements coverage [3, 4]. Such frameworks must be tunable

1 https://twitter.com/whatstrending.
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to offer the appropriate testbeds for important applications highly related with trend
detection, such as fraud and emergencies [5, 6].

This paper addresses the problem of popular topics and trends prediction out of
social networks data streams, under an online time series classification model, which is
implemented over a flexible and adaptive distributed framework. Trend prediction is
employed in a real time fashion, utilizing big data principles and technologies, under a
framework designed in Lambda architecture outline. Lambda architecture has been
chosen due to its flexibility in processing both evolving and static data threads, based
on a tunable latent source model. The proposed model sets the so called latent source
“signals” corresponding to an exemplar event of a certain type, and a clustering process
is combining with the classification tasks of labeling the data threads over specific
categories (either detected as trends or not). Different similarity measures are used to
support classification via the latent source model. The proposed work is validated under
an experimentation setting with actual Twitter large scale data threads, having the
Twitter declared trending topics, as the ground truth for detected viral topics evalua-
tion. Under the experimentation carried out on the proposed distributed architecture,
trending topics prediction has reached an accuracy of 78.4 %, while in more than one
third of studied cases the prediction is successful in advance of the respective Twitter
trends declaration.

The structure of the paper is as follows. Next section outlines the principles of both
early trend detection in social networks and of the suitability of the architecture to carry
out such a process. Section 3 has the details for the proposed micro-blogging trending
topics prediction implementation, while experimentation and results are discussed in
Sect. 4. Section 5 has conclusions, indicating future work.

2 A Framework for Early Trend Detection in Social
Networks

Trend detection problem as a time series classification problem has been studied in
several earlier efforts [7, 8], with a focus on classifying a topic as a trend based either
on the Euclidean distance of topic’s time series and the time series of trend (or not
trend) training sets, respectively or streaming time series into a vector which is then
used for clustering over the evolving time series. Social networks (Twitter in particular)
data stream emergence in real time, has set the floor for research approaches capable of
predicting phenomena, such as disease outbreaks, emergencies, and opinions shifts [9–
11]. Popularity alone is not adequate for a topic to break into the trends list since
Twitter favours novelty over popularity. It is the velocity of interactions around a
specific topic which should be monitored in relation to a baseline interactions level
[12], [1]. To resolve such issues earlier efforts have focused on the so called latent
source model for time series, which naturally leads to a “weighted majority voting”
classification rule, approximated by a nearest-neighbor classifier [7]. The proposed
work is inspired by this latent classification model which is advanced here with novel
distributed data processing methodologies, with the inclusion of social features related
to a process favoring the early detection of a trending topic. To support this approach
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two distance metrics of cosine and squared Euclidean are utilized advancing earlier
efforts which have favored the use of only Euclidean space metrics.

Complex architectures have been designed and tested on evolving big data man-
agement use cases extracting useful insights from large scale data collections [13, 14].
Among such distributed frameworks, in this work Lambda Architecture2 is proposed
since it gains ground due to its well defined set of architecture principles allowing both
batch and real-time stream data processing [15, 16]. The three Lambda architecture’s
layers, i.e. the Batch, the Serving, and the Speed layer support the proposed work’s
framework since they enable processing of high volumes of data in either batch or on a
real time mode. Data streams initially enter the system and are dispatched to batch the
speed layer.

In our case, since data are collected from social networks, data arrival originates
from the Twitter streaming API, and at the batch layer side, a master dataset, proceeds
with an immutable, append-only set of raw data, computing arbitrary views. Hadoop3

and its implementation of MapReduce model has been chosen since it is ideal for this
batch layer, leveraging on HDFS. Serving layer gets the output from the batch layer as
a set of flat files containing pre-computed views and exposes views for querying.
Bridging among these layers and the support of a fast database is handled with specific
tools (like Apache Drill4) in combination with an in-memory key-value datastore.
Speed layer computes data views as well, but it does so incrementally by balancing
high latencies of the batch layer with real time views computations. Real time views are
of transient nature along with the data propagation rates (from the batch and serving
layers), under the so called “complexity isolation” process which pushes into the layer
only temporary results [17]. In response to users queries, merging results from batch
and real-time views are delivered to the user under an integrated common interface.
This architecture is next exploited for the specific social networks trend detection
problem, due to its capabilities of handling both static and evolving big data threads.

3 A Micro-blogging Trending Topics Prediction
Implementation

The proposed framework builds on Lambda Architecture, with a batch, a speed and a
serving layer. However, the key difference between them arises from the framework’s
execution work flow which is depicted in Fig. 1. Both batch and speed layers are fed
with the same incoming data stream, but batch layer executes periodic processing on
the whole of the dataset, until the specified time, while speed layer performs the same
processing, in real time, in the part of data acquired while the former layer is busy.
Finally, the results of the batch layer processing stored in the serving layer are
aggregated with the results of the serving layer processing and the outcome are global
views of the dataset in response to specific queries. Data processing procedure on batch

2 http://lambda-architecture.net/.
3 https://hadoop.apache.org/.
4 https://drill.apache.org/.
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and speed layers of the implemented framework differ in that batch layer is used for
both the creation of the training set and the periodic update of the training set, while
speed layer covers the topics classification into trends through a series of execution
steps. Big volume of tweets is used to define the training set, in an asynchronous
execution at the speed layer, accessing results stored at the service layer.

In this work, early prediction of Twitter’s trending topics involves a series com-
parison process, requiring a sample of the overall tweets dataset over a specific period.
This sample is built on the basis of the Twitter declared trending topics and by per-
forming retrospective analysis on the dataset, to generate the time series for each topic.
For each topic, the ratio of summarized distances is calculated and once it is above a
threshold the topic is classified as a potential trending topic. Proposed execution
approach novelty is due to the next key points:

• training set’s time series are constructed by a small rate of the overall tweets dataset;
• the time series of topics to be tested are not static, but are generated in real time in a

form of a sliding window, maintaining low percentage of tweets for constructing the
time series.

Creation of the final form of time series is given in Fig. 2, which visualizes the flow
of a time series generation example, in line with the next proposed steps:

• timestamps and exact date of the topic being declared as a trending topic;
• definition of a time range from the moment just before the topic became trended, i.e.

the time of the last kept time slot;
• removal of all time slots preceding the one that signifies the start of the afore-

mentioned time range;
• production of the final form of the time series by applying a set of normalization

filters.

Time series of non trending topics is generated under a similar procedure. Density
of time series to be chosen may range from too sparse to too dense, and the normal-
ization filters proposed here also range from baseline to spike ones, accordingly [7].

Fig. 1. Twitter trend prediction framework
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4 Experimentation and Results

The overall framework (depicted in Fig. 2) has been installed at the GRNET’s Cloud
service, called Okeanos5, and it consisted of a Hadoop cluster (batch layer), a Storm
cluster (speed layer) and a single node (serving layer). The available resources from
Okeanos were 48 CPU cores, 46 GB of RAM and 600 GB of disk storage and in total,
14 virtual machines have been created, using these resources, for the implementation of
above clusters and servers.

The proposed framework has been stress tested under various big data tweets
threads collected via Twitter streaming API, over several time windows. Due to lack of
space, here a sample of 1 month period (Nov-Dec 2013) is discussed, of its total size
exceeding 300 GB, along with the Twitter trending topics announced for the same time
window. The parallel collection of tweets and the trending topics followed the pro-
posed time series generation, by dividing the time window of the one month in fine
grained time slots of 2 min. The evaluation of the proposed methodology implemented
on the lambda inspired architecture has reached improved performance since almost
80 % of the actual trending topics were classified as potential trending topics by the
method (Fig. 3a). Specifically, 79 % of the correctly classified trending topics, were
claimed as trending topics by the method under cosine similarities, and this was

Fig. 2. Trending topic’s time series generation example

5 https://okeanos.grnet.gr.
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actually performed earlier than the Twitter API, with the mean time to be 1.43 h earlier
and only 4 % of the potential trending topics were false positive. Figure 3(b–d), also
depicts the rates of trending detection ignition for true positives prior and upon Twitter
trending topics declaration, with the similarities estimation based on either Euclidean or
cosine metrics, in the regular intervals of 24th, 36th, and 48th execution hours.

The percentage of the reports of trending topics by the implemented framework
been done before the respective reporting from Twitter follows a downward path
throughout the execution (as partially depicted in Fig. 4) which illustrates the whole of
the execution flow.

On the contrary, mean times of the true positive’s early reporting in comparison to
the timing of Twitter’s reports, are quite satisfactory and such improved performance is
enhanced by the fact the mean times of the later reports, in comparison to Twitter’s, are
significantly smaller.

(a) true positives percentages at the end of the 
48 hour execution, for Cosine and Squared Eu-
clidean 

(c) 36 hours of execution

(b) 24 hours of execution (d) 48 hours of execution

Fig. 3. Rates of trending detection prior and upon Twitter declaration
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5 Conclusion and Future Work

In summary, the overall percentage of the trending topics of the proposed framework
validates its positive performance which flows similarly to Twitter’s respective per-
centages of trending topics detection, its strong contribution lies in its ability to early
detect trending topics, and it can further be extended and improved.

Use of different distance metrics for the time series comparison can be beneficial
since time series oriented distance metrics like, edit distance with Real Penalty,
move-split-merge and sparse dynamic time wrapping are currently under experimen-
tation in the proposed framework. Normalization and filtering of the time series can
also be extended and refined while the implemented algorithms execution workflow,
can also become more “loyal” to the principles of the Lambda Architecture. In such a
case a more powerful infrastructure and the inclusion of a distributed NoSQL database
to serve the scope of the serving layer are under consideration. In terms of its appli-
cability, observing and analyzing social networks textual threads as evolving time
series, has many future relevant applications, such as recommenders and other per-
sonalized services.

(a) (b) 

Fig. 4. Hourly Percentages (a) and Mean times (b) fluctuation for trends detection prior and after
Twitter declaration
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Regarding the infrastructure part of the current work, a challenging attempt would
be the usage of more recent technologies and tools. While the presented architecture is
heavily based on [17], other frameworks could be more effective. Indicatively, Apache
Spark6 could be used as the batch layer and Apache Flink7 as the serving layer, in
Lambda Architecture.
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Abstract. Automated annotation of free-text cancer pathology reports is a
critical challenge for cancer registries and the national cancer surveillance
program. In this paper, we investigated deep neural networks (DNNs) for
automated extraction of the primary cancer site and its laterality, two funda-
mental targets of cancer reporting. Our experiments showed that single-task
DNNs are capable of extracting information with higher precision and recall
than traditional classification methods for the more challenging target. Fur-
thermore, a multi-task learning DNN resulted in further performance improve-
ment. This preliminary study, indicate the strong potential for multi-task deep
neural networks to extract cancer-relevant information from free-text pathology
reports.

Keywords: Multi-task learning � Deep neural network � Cancer pathology
report � Natural language processing

1 Introduction

Pathology reports are free-text documents containing information about human tissue
specimens. They are a standard component of cancer patient clinical reporting and
management. Extraction of information from pathology reports is a critical but largely
manual process performed by cancer registries as part of the national cancer surveil-
lance program. In the past few years there has been tremendous interest in developing
natural language processing (NLP) methods to automate this time-consuming process
and ease the burden of manual abstraction [1, 2]. However, due to the nature of the
pathology report, simple text matching is not effective. Some well-known challenges
are missing punctuation, clinical findings interspersed with explanations, as well as
complex information about multiple specimens mentioned throughout the report.

Due to these challenges, machine learning-based NLP methods have been explored
as a promising approach. Martinez and Li applied Naïve Bayes, Support Vector
Machine (SVM), and AdaBoost classifiers to identify information from pathology
reports including primary cancer site, with feature selections from Bag-of-Words,
lemma, and annotations of lexical databases [3]. Jouhet also applied Naïve Bayes and
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SVM to classify the topographical and morphological codes using the Term Frequency
with Inverse Document Frequency (TF-IDF) of the Bag-of-Words features [4].
Kavuluru proposed n-gram features to identify 14 primary cancer sites using Logistic
Regression classifier [5]. Reported results vary widely depending on study, information
target, classifier, and feature selection method with F-scores ranging from 0.4 to 0.9.

Recently, there is growing interest in exploring deep learning (DL) methods for
NLP tasks [6–8]. Applications range from low-level tasks such as part-of-speech
tagging and named entity recognition to high-level tasks such as information retrieval,
semantic analysis, and sentence relation modeling. DL methods bypass laborious
hand-engineered feature extraction while often boosting NLP task performance by
learning high-level abstractions of word-level representations and sentence-level rep-
resentations. In the biomedical domain, DL-based NLP has been applied for analysis of
biomedical articles and electronic medical records [9, 10].

In this study we focused on automated information extraction from cancer
pathology reports, and specifically extraction of two key parameters, primary cancer
site and its laterality. First, we explored the application of deep neural networks
(DNNs), a cascade of hidden representations known to be able to learn complex
mappings between the input features and the output. Then, we studied the use of a
multi-task learning (MTL) paradigm to improve upon the DNN performance. MTL is a
learning framework designed to exploit commonality of different but related classifi-
cation tasks as a means to achieve higher classification performance [11]. Specifically,
we performed comparative analysis between an MTL-based DNN classifier versus
single-task DNN classifiers. In addition, we applied Naïve Bayes classifiers and
Logistic Regression, two common classification choices.

The paper is organized as follows: Sect. 2 provides a brief description of the
pathology report structure; Sect. 3 describes the available dataset, the feature extraction
methods, the classifiers, experimental design, and the performance evaluation protocols
employed in this study; finally, Sects. 4 and 5 describes results and discussion from our
studies.

2 Cancer Pathology Reports

The Surveillance, Epidemiology, and End Results (SEER) program began collecting
data on cancer cases since 1973, in seven US states, and has expanded to 18
population-based cancer registries [12]. The SEER program collects incidence and
survival of patients with malignant tumors, representing approximate 30% of the US
population. Cancer pathology reports are a primary information source for cancer
registries.

A sample pathology report is shown Fig. 1. A typical report is divided into sections
marked by angle-bracketed tags listed in Table 1. As Fig. 1 shows, not all the sections
are filled, therefore simply reviewing few sections to match keywords is not an
effective and reliable information extraction strategy.
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Fig. 1. Screenshot of sample free text pathology report. Note that not all sections are filled, e.g.,
<TEXT_PATH_COMMENTS>.

Table 1. List of tags on pathology reports.

Tag
<PATIENT_DISPLAY_ID>
<TUMOR_RECORD_NUMBER>
<RECORD_DOCUMENT_ID>
<TEXT_PATH_CLINICAL_HISTORY>
<TEXT_PATH_COMMENTS>
<TEXT_PATH_FORMAL_DX>
<TEXT_PATH_FULL_TEXT>
<TEXT_PATH_GROSS_PATHOLOGY>
<TEXT_PATH_MICROSCOPIC_DESC>
<TEXT_PATH_NATURE_OF_SPECIMENS>
<TEXT_PATH_STAGING_PARMS>
<TEXT_PATH_SUPP_REPORTS_ADDENDA>
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3 Methods

3.1 Dataset

In this study, we used de-identified data obtained with an IRB-approved protocol from
the National Cancer Institute. The acquired data consisted of 1,976 de-identified free
text pathology reports of breast and lung cancers from five SEER cancer registries with
human-annotated gold standards. Of those, we used 985 reports for which the anno-
tations clearly stated their primary site category (breast, lung) and laterality (left, right).
There were 313 cases of left breast, 285 cases of right breast, 156 cases of left lung, and
231 cases of right lung. To mitigate case prevalence bias, we generated a dataset with
300 cases per primary (P) cancer site and laterality (L) grouping by either
over-sampling the under-represented or by randomly selecting 300 cases from the
over-represented group in the available data. This process resulted in 1,200 cases
(=2 primary sites × 2 laterality categories × 300 cases per (P,L) group).

3.2 Feature Extraction

First, we applied a few straightforward pre-processing steps to delete patient display
IDs, tumor record numbers, and record document IDs. We also removed
angle-bracketed tags, and replaced Unicode escape sequences into appropriated ASCII
characters if any.

Next, we converted the reports to lowercase letters and we removed stop words and
words of non-alphabet characters (i.e., numbers). Then, we adopted n-grams for feature
representation with n ¼ 1; 2, namely unigrams and bigrams. N-gram is a popular text
representation approach in computational linguistics capturing contiguous sequences of
n items (e.g., phonemes, syllables, letters, words) from a given text corpus [13]. The
total number of n-grams found in our dataset was 418,346. Last, we collected the 400
most frequently used word-based n-grams for composing features. Table 2 shows the
30 most frequently occurring n-grams. Feature vectors of the pathology reports were

Table 2. Top 30 most frequently occurring n-grams and their number of occurrence in the
pathology report data.

n-gram Frequency n-gram Frequency n-gram Frequency

Specimen 2128 Carcinoma 1574 Number 1325
Submitted 2062 Description 1479 Adenocarcinoma 1319
Tissue 1931 Biopsy 1477 Grade 1295
Diagnosis 1916 Gross 1455 Patient 1281
cm 1850 Negative 1431 Tan 1277
Labeled 1771 Formalin 1427 Present 1268
Microscopic 1741 Histologic 1403 Identified 1254
Received 1656 Signed 1377 Positive 1221
Tumor 1649 Case 1325 Gross description 1166
Clinical 1591 Performed 1325 Invasion 1166

198 H.-J. Yoon et al.



represented by the term frequency–inverse document frequency (TF-IDF) of the
n-grams. TF-IDF measures how important an n-gram is to a document (e.g., a
pathology report) relative to whole data corpus [14].

3.3 Deep Neural Networks

A Deep Neural Network (DNN) [15] is a feed-forward artificial neural network that has
more than one hidden layers between its input and output layers. On the hidden layers,
DNN computes the activations of conditionally independent hidden units hj given the
input vector hj�1 as follows

hj ¼ r
X

i

hj�1wij

 !
þ bj

where wij is the weight on a connection to output unit j from input unit i, bj is the bias
input of unit j, and r xð Þ ¼ 1

1þ e�x. The output layer k produces class probability pk over
all classes N by using the softmax nonlinearity

pk ¼ exp hkð Þ
PN

n¼1 expðhnÞ
:

DNN is trained using Stochastic Gradient Descent (SGD) [16], where the com-
putation of derivatives is made with random mini-batch of training cases for updating
the weights in proportion to the gradient. In the context of our study, two separate
single-task DNNs were developed for text analysis of pathology reports, namely one
for extracting the primary cancer site and another to extract cancer site laterality.

3.4 Multi-task Learning

Multi-task learning (MTL) is a machine learning paradigm way that learns a series of
different but related tasks in parallel using a shared representation [17]. This paradigm
is particularly applicable when there is a primary task and one or more secondary tasks.
Because MTL exploits the potential commonality among the tasks, it is generally
accepted that it can outperform single-task learning models. Several studies reported
great results using MTL for automated speech recognition [17] and natural language
processing [18]. When MTL is used with a DNN, the main and the secondary tasks
share the same hidden representations. In other words, MTL is configured with two
Deep Neural Network (DNN) classifiers sharing the same input and hidden neurons.

In this study, the main task is to classify the primary cancer site while the secondary
task is to classify the primary site’s laterality. Both tasks are solved simultaneously
leveraging the same n-gram feature representation extracted from the cancer pathology
reports. Conveniently, the MTL framework is trained with the same optimization
techniques as a single-task DNN. Therefore, its implementation is straightforward. The
first DNN is trained one epoch using the training set of the first task, and then the
second DNN is trained one epoch using the training set of the second task.
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3.5 Performance Evaluation

To compare the performance of the various DNN classifiers we performed 10-fold
cross-validation experiments, where the sample data is randomly partitioned into 10
equal sized subsamples, so that each subsample was retained as the validation for
testing the model while the remaining 9 subsamples were used as training the model.

Both micro and macro F-scores were used for evaluation of the methods, as typical
done with biomedical NLP applications. For given precision, recall, and F-score of the
classi,

Precisionclassi ¼
TPclassi

TPclassi þFPclassi
;Recallclassi ¼

TPclassi

TPclassi þFNclassi

Fclassi ¼
2 � Precisionclassi � Recallclassi
Precisionclassi þRecallclassi

where TPclassi , FPclassi , and FNclassi are true positives, false positives, and false nega-
tives of the classi, macro F-score is defined as

Macro-F ¼ 1
N
�
XN

i¼1

Fclassi :

On the other hand, micro precision, recall, and F-scores are defined as follows:

Precision
0 ¼

PN
i¼1 TPclassiPN

i¼1 TPclassi þFPclassið Þ ;Recall
0 ¼

PN
i¼1 TPclassiPN

i¼1 TPclassi þFNclassið Þ

Micro-F ¼ 2 � Precision0 � Recall0
Precision0 þRecall0

:

4 Results

The MTL-DNN algorithm was implemented with the PDNN [17] software package
running on Theano 0.8.2 [19] deep learning library on Python 2.7.11 environment. The
network architecture shared across tasks was 400 × 400 × 100 nodes, and task-
specific individual networks were specified by 100 × 50 × 20 × 2 nodes. The sigmoid
activation function was selected. The learning rate was 0.08.

For comparison purposes, we divided the primary and secondary tasks and repeated
the study using individual single-task Deep Neural Networks with the same network
configuration and learning rule used to train the MTL-DNN. In addition, we imple-
mented single task classifiers using Logistic Regression and Naïve Bayes classifiers
using the Weka [20] software package.

Results are shown in Table 3.
The classification performance for the primary cancer site classification task was

almost identical and nearly perfect for all classifiers. Notable performance differences
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were observed for the secondary, laterality classification task. The MTL classifier
achieved substantially higher macro and micro F-scores than the other classification
methods suggesting that MTL can effectively leverage the commonality between the
two tasks using a shared representation.

Further analysis of the laterality classification was performed using the area under
the Receiver Operating Characteristic (ROC) curve as the performance metric (Fig. 2).
ROC curve fitting and calculation of the Area Under ROC Curve (AUC) were based on
Wilcoxon statistics and obtained by JROCFIT [21] software.

AUC of MTL was 0.9762 (±0.0045), which is dramatically higher than the AUCs
of Naïve Bayes, 0.7061 (±0.0149), and Logistic Regression, 0.9102 (±0.0087).
However, it was not significantly higher than the AUC of DNN, 0.9731 (±0.0048).

Table 3. Macro and micro F-scores of the two classification tasks, primary site category and
laterality, based on Naïve Bayes, Logistic Regression, Deep Neural Networks, and Multi-Task
Learning of DNN.

Task Classifier Macro F-score Micro F-score

Primary site Naïve Bayes 0.987 0.988
Logistic Regression 0.997 0.998
DNN 0.997 0.998
MTL 0.998 0.998

Laterality Naïve Bayes 0.648 0.654
Logistic Regression 0.899 0.899
DNN 0.929 0.929
MTL 0.948 0.948

Fig. 2. Receiver Operating Characteristic (ROC) curves of the laterality classification task. Area
Under ROC Curves (AUC) of the classifiers based on Wilcoxon statistics are 0.7061 for Naïve
Bayes, 0.9102 for Logistic Regression, 0.9731 for DNN, and 0.9762 for MTL.
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To evaluate scalability, we performed an additional experiment by augmenting the
original pathology dataset. By oversampling the set, we generated an augmented
dataset of 100,000 pathology reports. Then, we evaluated DNN training scalability for
the primary site laterality task. First, we selected 2,000 n-grams for feature represen-
tation as described in the previous section. Then, DNN training experiments were
performed on the TITAN supercomputer at the Oak Ridge Leadership Computing
Facility. TITAN features 18,688 compute nodes, where each node contains an
advanced 16-core 2.2 GHz AMD Opteron processor and an NVIDIA Tesla K20
accelerator. The DNN was implemented by Torch [22]. We tested Downpour SGD
[23], an asynchronous stochastic gradient descent algorithm. We analyzed scalability
by arbitrarily choosing a fixed test set accuracy (92%), and measured the training time
each method took to reach the pre-selected test accuracy. Scalability test results are
illustrated in Fig. 3.

5 Discussion

This study presents a novel application of deep learning for information extraction from
cancer pathology reports. Using two different but closely related information extraction
tasks, the study showed that deep learning outperforms traditional classifiers for the
more challenging task. Furthermore, the study demonstrated the value of multi-task
learning for boosting further classification performance. Although the improvement
was not statistically significant (mainly due to the relatively small size of the available
dataset), MTL appears to be a promising approach for analysis of pathology reports,
which tend to include several related pieces of clinical information. Compared to other
published studies on the topic, our information extraction algorithms perform com-
petitively, with F-scores on the high end of the reported spectrum (0.58 to 0.97).
However, no further conclusions can be drawn since in depth analysis requires
implementation on the same clinical text corpus. Our future studies will focus on
expanding the dataset size as well as extending the scope of the information extraction
task to multiple cancer types and multiple clinical attributes.

Fig. 3. Time to reach a fixed classification accuracy (92 %) for different architecture and
number of computing nodes.
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Abstract. Wireless multimedia sensor networks are of interest to
researchers from different disciplines and many studies have been pro-
posed in a wide variety of application domains, such as military surveil-
lance systems, environmental monitoring, fault monitoring and distrib-
uted smart cameras in the last decade. In a wireless sensor network, a
large number of sensors can be deployed to monitor target areas and
autonomously collect sensor data. This produces a large amount of raw
data that needs to be stored, processed, and analyzed.

In this paper, we propose a graph-based big data model for simulat-
ing multimedia wireless sensor networks. The big sensor data is stored
in a graph database for the purpose of advanced analytics like statis-
tics, data mining, and prediction. A prototype implementation of the
proposed model has been developed and a number of experiments have
been done for measuring the accuracy and efficiency of our solution. In
addition, we present a case study using the military surveillance domain
with a number of complex experimental queries by using our prototype.
The experimental results show that our proposed multimedia wireless
sensor network model is efficient and applicable in large-scale real life
applications.

1 Introduction

A wireless multimedia sensor network (WMSN) is a distributed wireless net-
work that consists of a set of multimedia sensor nodes which are connected to
each other or connected to leading gateways. Nowadays, smart devices such as
mobile phones, smart televisions and smart watches are equipped with sensors
and network connections. Hence, with the advances in wireless communication
technologies, multimedia sensor networks are expected to be one of the major
components in the Internet of things (IoT).

A typical application for a WMSN would be a surveillance system or a
monitoring system. Smart city surveillance cameras with 7/24 recording, or
one million sensor nodes reporting meteorological data produce data in vari-
ous formats as video, audio, and text [4]. All those huge amount of structured

c© Springer International Publishing AG 2017
P. Angelov et al. (eds.), Advances in Big Data, Advances in Intelligent
Systems and Computing 529, DOI 10.1007/978-3-319-47898-2 22
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or unstructured data is considered as big data, which is defined by a number
of Vs; Volume, Velocity, Variety, Veracity, and Value. Min et al. [3] present
a comprehensive survey of big data and they identify “defining the structural
model of big data” as a fundamental problem. Fusing and analyzing big data
are challenging tasks and there are many research studies that are related to big
data from different points of view in recent years. Many researchers state that
relational database management systems (RDBMS) are inadequate for big data
and as a solution, NoSQL databases are mostly utilized [1,2,16]. There are four
main types of NoSQL databases, which are key-value store (e.g. Amazon’s Sim-
ple DB), big table (e.g. Apache Cassandra), document-oriented (e.g. MongoDB)
store and graph based model (e.g. Neo4j) [15].

Graph databases consist of nodes and edges (relations between nodes) which
store data as properties. Graph databases are very efficient and convenient to
handle social networks, fraud detection, graph-based operations, real-time rec-
ommendations and hierarchical relations. While storage of the big data is an
important task, processing the streaming data and taking action for mission-
critical applications are also crucial. Arkady et al. [6] conclude that analyzing
and extracting the valuable data from dirty raw data is an important research
topic. In order to process that kind of data, we need to identify the data flow.

In this paper, we propose a graph based big data model in a generic manner
for handling multimedia wireless sensor network data. Graph based data model
suits well for advanced analytics like graph mining, and prediction using the
complex relationships between data [19]. For that purpose, big sensor data is
stored in a graph database in such a way that proposed graph model represents
both the sensor network topology and the data flow among the nodes. The
applicability of our solution is illustrated with a prototype implementation and
a case study in the military surveillance domain. A number of experiments have
been done for measuring the accuracy and efficiency of our solution. Simulation
results show that our proposed multimedia wireless sensor network model is
applicable in large-scale real life scenarios.

The contribution of this work is to store the multimedia sensor network data
in a well-defined graph-based big data model for analyzing, filtering, aggregating
and correlating by using an open-source graph database, and simulating multi-
media wireless sensor networks to run a number of complex experimental queries.
Although there have been some related studies in literature about surveillance
systems in the big data context, to the best of our knowledge, there has not been
an applicable graph database on a graph-based big data model for WMSNs yet.

This paper is organized as follows: next section provides related work. Then
we propose our graph-based big model in Sect. 3. Implementation of our model is
presented in Sect. 4. Section 5 illustrates a case study in the military surveillance
domain and Sect. 6 presents the experimental results and evaluations. Finally,
conclusions are drawn in Sect. 7.
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2 Related Work

Over the years, various methods are used for wireless sensor network data rep-
resentation and management [12–14,17]. Yang et al. [10] propose a hybrid data
model to store their wireless sensor network data. NoSQL part of the hybrid
model is stored with a key-value structure to provide higher scalability and bet-
ter performance. Christine et al. [18] discuss big data with spatial data received
from wireless sensors using real life scenarios.

Renzo et al. [9] present a survey paper on graph database models. They
compare graph database models to other database models like a relational model
and then compare the representative graph database models. Mark et al. [8]
introduce a graph based model which is called HyperNode. They also define a
language HNQL (HyperNode Query Language) to query and update their model.
Arati et al. focus on the information retrieval from sensor networks and propose
hybrid protocol which is called APTEEN [11]. They have noticed that achieving
an efficient model needs to replace the conventional flat topology with a graph
based model.

PipeNet [20] is multi layered wireless sensor network application on pipeline
scenario which is the similar multi layer architecture as we propose but in another
domain. They have developed the system to analyze the collected multi-modal
data for detection of the leaks. Another research about WSN related to surveil-
lance domain is a survey paper written by Felemban [21]. His survey research
enlists the literature for experimenting work done in border surveillance and
intrusion detection using the technology of WSN. Our research differs from the
existing works by employing a graph based approach for surveillance domain
and focusing on the simulation of the big data.

3 The Graph-Based Big Data Model

Our graph-based big data model is built on the multimedia sensor networks
topology. There is a sink node in the base station and there are a number of
clusters connected to the sink. Each cluster consists of a gateway, which can be
called the cluster head, and a set of sensor nodes.

The data flow occurs from the sensor nodes to gateways and from gateways
to the gateways and sink. Each sensor node holds a set of data sensed by the
sensors and camera of the node. Sensor nodes apply algorithms like correlation
and transformation on the raw data, which is called first level fusion. The sensor
fused data are reported to the leading gateway by all of its connected sensor
nodes.

The gateway waits for all sensor nodes to report. When all reports are ready,
the gateway applies an aggregation or filtering on the received data. The second
level fusion is done at this point and the output of the fusion is like a summary
of that cluster. The gateway fused data are forwarded to the Sink node for a final
decision. Similar to the second-level fusion, the sink waits for all gateways’ fused
data. By applying some patterns to detect anomalies or other kinds of analysis
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are done at the third level fusion. The output of the last level fusion is an action
like triggering an alarm or a notification message to another system.

A graph database is our storage environment and data model is designed as
a graph-based big data model in parallel to our NoSQL database selection. Data
stored in graph database is used for further analytical processes like tracking
and event detection.

4 Model Implementation over Graph Database

Our research includes applying the currently available databases to our graph-
based big data model. Salem et al. [7] compare a set of databases like Cougar
and TinyDB. Li-Yung Ho et al. [5] propose a distributed graph database based
on an open-source graph database which is called Neo4j. The options are limited
if you are looking for a graph database. Neo4j, Titan and OrientDB are featured
open-source graph databases.

Neo4j is a well-known graph database and used by many researchers. In
addition, Neo4j is relatively easier to be used rapidly by developing some small
pieces of code. Spring Framework support is really helpful to put things together
very fast. Titan is another open-source option for a graph database but its
development is stopped and discontinued in early 2015. Therefore we did not
prefer to utilize Titan. OrientDB is another open-source graph database which
is not as popular as Neo4j for now but has many advantages over it. OrientDB’s
official website includes the comparison of OrientDB and Neo4j databases. From
all those compared features, Multi-Master Replication and SQL and operational
database are the important capabilities for us.

Nodes (vertices) and relations (edges) are defined in graph databases to store
data. Compared to the traditional RDBMS approach, every row in a table is
replaced with a node and its properties. There are edges to represent cross-table
references. Node types are; Sink, Gateway, SensorNode, SensorRawData, Sen-
sorFusedData, GatewayFusedData and SinkFusedData. Edge types are; Lead,

Algorithm 1. Sample First Level Fusion Algorithm
1: procedure firstLevelFusion(pir, seismic, acoustic) � Sensed raw data values
2: if pir = true and seismic ≥ THRESHOLD and acoustic ≥ THRESHOLD

then
3: video ← startV ideoRecording().
4: frame ← selectFrames(video).
5: lowLevelFeaturesFrame ← findLowLevelFeatures(frame).
6: foreground ← selectForeground(frame).
7: lowLevelFeaturesForeground ← findLowLevelFeatures(foreground).
8: silhouette ← extractSilhouette(foreground).
9: weight ← calculateWeight()

10: end if
11: end procedure
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Collect, LastCollected, Next, Fusion, FusedBy, LastFusion, Reported and For-
warded. The edge types are defined for the usage between specific nodes.

Sample algorithms for all three levels of fusion are given in Algorithms 1, 2
and 3 which provides the proof of concept execution of all phases of the simulated
environment.

Algorithm 2. Sample Second Level Fusion Algorithm
1: procedure secondLevelFusion � all connected sensor nodes reported fusion

data
2: fusedData[] ← {}.
3: normalizedData[] ← {}.
4: for all concepts reported by sensor nodes do
5: diff ← current.acoustic − previous.acoustic.
6: diffRate ← current.acoustic ∗ THRESHOLD-DUPLICATE/100.
7: if diff < diffRate then
8: mark concept as duplicate and drop.
9: else

10: fusedData[] ← concept.
11: end if
12: end for
13: for all concepts fusedData do
14: diff ← current.acoustic − previous.acoustic.
15: diffRate ← current.acoustic ∗ THRESHOLD-NORMALIZE/100.
16: if diff < diffRate then
17: mark concept as normalized.
18: else
19: normalizedData[] ← concept.
20: end if
21: end for
22: end procedure

Algorithm 3. Sample Third Level Fusion Algorithm
1: procedure thirdLevelFusion � all gateways forwarded detected concepts
2: normalizedData[] ← {}.
3: for all forwarded concepts do
4: diff ← current.acoustic − previous.acoustic.
5: diffRate ← current.acoustic ∗ THRESHOLD-NORMALIZE/100.
6: if diff < diffRate then
7: mark concept as normalized.
8: else
9: normalizedData[] ← concept.

10: end if
11: end for
12: notifyOperator(maxWeightedConcept).
13: end procedure
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5 A Case Study in the Military Surveillance Domain

Surveillance systems need robust and scalable infrastructure. To achieve that,
all data flow and data itself are needed to be analyzed and modeled. Data flow
is provided by a set of sensors and video cameras. Assume that, we cluster the
sensors and cameras according to the districts and each cluster forwards sensed
data to the HQ (Head Quarter) which is the operation center. At the HQ, an
alarm is triggered, or a notification is sent to the officers to early detection of
violence.

Sensor types can be seismic, acoustic and PIR (Passive Infrared) which are
scalar sensors. In addition to them, video cameras or thermal cameras can be
added to critical locations. As the default, cameras are switched off. Accord-
ing to the sensed information from scalar sensors, predefined conditions can be
extracted using rule based approaches. The motion or environmental change
may be detected and interpreted to activate the camera by providing a rough
prediction of the moving object.

We categorize the moving object as; Animal, Human, and Vehicle. The data
collected from scalar sensors are analyzed to guess the category of the objects
according to predefined thresholds (Table 1).

Table 1. Sample thresholds to identify objects

Object type PIR Seismic (Hz) Acoustic (dB)

Animal True 5 - 20 5 - 30

Human True 21 - 55 31 - 50

Vehicle True >35 >50

6 Experimental Work

We setup a test environment to make some experiments on our graph model.
Test environment hardware specifications are;

• Intel i7-4710HQ Quad Core CPU
• 16 GB DDR3 RAM
• 240 GB SSD storage
• 4 GB NVIDIA 860GTX GPU

Test environment has three database systems which are OrientDB v2.1.2
(Graph database), Neo4j v2.3.2 (Graph database) and MySQL v5.7.1 (Relational
database). We have simulated a sensor network with synthetic raw data for all
three databases. Sensor nodes are placed in a square shaped area. Gateways are
located in the center of each group of sensor nodes. The sink node is placed in
the center of the whole area. Total count for specific node types are;
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• 1 Sink
• 2,500 Gateway (Each gateway leads 10,000 sensor nodes)
• 25,000,000 Sensor Node

6.1 Comparison to Relational Data Model

A number of experiments are done on all three databases installed in our test
environment. We have run many queries on both our graph data model and
relational data model. Below some of the queries are randomly selected as sample
queries and Table 2 shows the performance test results of the experiment.

1. Detected Concepts Query: This query finds the specific type of objects
with the highest probability of its detection time and location.
OrientDB Query:
SELECT concept , weight , fus ionDate , out (” fusedby ”) . indexX , out (” fusedby ”) .

indexY FROM fuseddata WHERE weight >0.90 AND concept = ”Vehic l e ” ORDER

BY fus ionDate

Neo4j Query:
MATCH (b : fuseddata ) − [ : fusedby ]−>(sd : sensornode ) WHERE b . concept = ”Human”

AND b . weight >0.90 RETURN b . concept , b . weight , b . fus ionDate , sd . indexX ,

sd . indexY

Relational SQL Query:
SELECT b . concept , b . weight , a . fus ion Date , sd . indexx , sd . indexy FROM

sink fuseddata a , gatewayfuseddata g , s enso r fu seddata b , sensornode sd

WHERE a . concept = ’ Vehic le ’ AND a . weight >0.90 AND a . id = g . f u s i on AND

g . id = b . f u s i on AND b . fusedby = sd . id ORDER BY a . fus ion Date ASC

2. Explosion Videos Query: This query finds the possible explosions by iden-
tifying continued high volume around the surveillance area with their recorded
video paths and video duration. The value bigger than 15 is assumed to be a
high volume sound.
OrientDB Query:
SELECT in (” c o l l e c t ”) . name [ 0 ] , in (” c o l l e c t ”) . indexX [ 0 ] , in (” c o l l e c t ”) . indexY

[ 0 ] , acoust i c , out (” video ”) . videoPath [ 0 ] , out (” video ”) . v ideoDurat ionSec

[ 0 ] FROM sensorrawdata WHERE acoust i c >15 AND out (” next ”) . a c ou s t i c [0]>15

AND out (” next ”) . out (” next ”) . a cou s t i c [0]>15 ORDER BY name

Neo4j Query:
MATCH ( sn : sensornode ) − [ : c o l l e c t ]−>(sa : sensorrawdata ) − [ : next ]−>(sb :

sensorrawdata ) − [ : next ]−>( sc : sensorrawdata ) − [ : v ideo ]−>(sv :

sensorrawvideodata ) WHERE sa . acoust i c >15 AND sb . acoust i c >15 AND sc .

acoust i c >15 RETURN sn . name , sa . acoust i c , sn . indexX , sn . indexY , sv .

videoPath , sv . v ideoDurat ionSec ORDER BY sn . name

Relational SQL Query:
SELECT s . name , s . indexx , s . indexy , ra . co l l e c tDate , ra . acoust i c , v .

v ideo path , v . durat ion FROM sensornode s , sensorrawdata ra ,

sensorrawdata rb , sensorrawdata rc , sensorrawvideodata v WHERE ra .

acoust i c >15 AND rb . acoust i c >15 AND rc . acoust i c >15 AND s . id = ra .

s enso rnode id and ra . id = rb . nex t id and rb . id = rc . nex t id and rc .

v i d eo i d = v . id ORDER BY s . name ASC

3. Distance of Nodes Recursive Query: This query finds the detected
“Human” typed objects with high accuracy and calculates the distance of
the sensor node to the sink node.
OrientDB Query:
SELECT $nodeId , out (” fusedby ”) . name [ 0 ] , fus ionDate , $deep . count FROM

fuseddata LET $nodeId = out (” fusedby ”) . @rid , $deep = (SELECT COUNT(∗ )

FROM (TRAVERSE in ( ’ lead ’ ) FROM $nodeId ) ) WHERE concept = ”Human” AND

weight >0.9
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Neo4j Query:
MATCH p=(a : s ink ) − [ : l ead∗]−>(b : gateway ) WITH b . name as gname , l ength (p) AS

depth MATCH ( s fd : fuseddata ) − [ : fusedby ]−>(sn : sensornode )<−[: l ead ]−(g :

gateway ) WHERE s fd . concept = ”Human” AND s fd . weight >0.9 AND

g . name = gname RETURN gname , sn . name , s fd . fus ionDate , depth

Relational SQL Query:
WITH RECURSIVE search graph ( id , name , lead , depth ) AS (SELECT g . id , g . name ,

g . lead , 0 FROM gateway g WHERE g . l ead i s nu l l UNION ALL SELECT g . id , g

. name , g . lead , sg . depth + 1 FROM gateway g , search graph sg WHERE g .

l ead = sg . id ) SELECT s . name , s2 . name , s2 . indexX , s2 . indexY , s . depth

FROM search graph s inner j o i n ( s e l e c t d i s t i n c t sn . id , sn . name , sn .

indexX , sn . indexY , sn . l ead FROM sink fuseddata sfd , gatewayfuseddata gfd

, s enso r fu seddata sr fd , sensornode sn WHERE s r f d . f u s i on = gfd . id AND

gfd . f u s i on = s fd . id AND s r f d . fusedby = sn . id AND s fd . concept = ’Human’

AND s fd . weight >0.9) s2 ON s2 . l ead = s . id

Table 2 shows the performance results of our example queries. For the first
query, OrientDB beats Neo4j and graph model is better than the relational
model. For the second query, Neo4j performs better than OrientDB and the
graph model is again better than the relational one. The last query is to test
the recursive SQL like query. The graph based model is much better than the
relational model. But Neo4j fails for this query, maybe there is other functions
of the Cypher (the query language of Neo4j).

Table 2. Test results

Query OrientDB (ms) Neo4j (ms) MySQL (ms)

Detected concepts 209 618 938

Explosion videos 355 145 422

Distance of nodes 4,293 79,812 36,469

6.2 Doubling Sensed Raw Data Size

An OrientDB graph database is selected for the execution of experiments. The
previous experiments were applied on generated synthetic data of one month
where each sensor node can sense data with 5 min of period. Now we increase
the simulation duration from 1 month to 5 months step by step and diagnosed
the query performance.

Figure 1 shows the performance of queries in terms of “query execution time”.
The results are not bad as the increase ratio of the “query execution time” is
better than linear time which is fairly well compared to the doubled data size.
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Fig. 1. OrientDB query execution time/simulation duration chart

7 Conclusions

We have developed a graph-based big data model to represent the multimedia
sensor networks. We have implemented our proposed graph data model and sim-
ulated multimedia wireless sensor networks with synthetic data to generate big
multimedia sensor data. As an application area, we have selected the surveil-
lance systems. The sensor data retrieved from the network and the video data
streamed from cameras are treated like big data. The storage environment of
aforesaid big data is selected as a graph database which suits well to our graph
model.

As our performance test results show that the graph model performs much
better than the relational model. In order to decide on the graph-based big
database for our implementation, we have compared two very well-known graph
databases, Neo4j and OrientDB. OrientDB generally performs better than Neo4j
in our experiments. On the other hand, Neo4j’s master-slave approach is not
scalable because only one single node is active at a time. From the point of big
data view, it is not suitable for us.

Our graph-based big data model successfully survives even with millions of
data nodes. We have tested many complex query scenarios on our synthetic data
and millions of data can be efficiently queried, in a few seconds. As our ongoing
research work, our big data graph database will be used for advanced analytics,
more complex database queries, object tracking, and early detection of events.

Acknowledgements. This work is supported in part by a research Grant from
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2 Università della Svizzera Italiana, Lugano, Switzerland

Abstract. The effectiveness of change-detection algorithms is often
assessed on real-world datasets by injecting synthetically generated
changes. Typically, the magnitude of the introduced changes is not con-
trolled, and most of experimental practices lead to results that are dif-
ficult to reproduce and compare with. This problem becomes particu-
larly relevant when the data-dimension scales, as it happens in big data
applications.

To enable a fair comparison among change-detection algorithms,
we have designed “Controlling Change Magnitude” (CCM), a rigorous
method to introduce changes in multivariate datasets. In particular, we
measure the change magnitude as the symmetric Kullback-Leibler diver-
gence between the pre- and post-change distributions, and introduce
changes by applying a roto-translation directly to the data. We present
an algorithm to identify the parameters yielding the desired change mag-
nitude, and analytically prove its convergence. Our experiments show
the effectiveness of the proposed method and the limitations of tests run
on high-dimensional datasets when changes are injected following tradi-
tional approaches. The MATLAB framework implementing the proposed
method is made publicly available for download.

1 Introduction

Change detection is an important problem in machine learning and data mining.
Change-detection tests [5,12,13,17] and outlier/anomaly detectors [9,16] provide
precious information for adaptation and data-analysis purposes, like revealing
unforeseen evolutions of the process generating the data or anomalous events.
One of the issues to be considered when using change-detection algorithms in
big data applications concerns the assessment of detection performance, which
requires special care when the data dimension scales.

To get stable performance measures, change-detection algorithms need to be
executed on a large number of datasets, and to study the detection performance
when data dimension scales, datasets having different number of components
are needed. Moreover, all these datasets should be affected by changes at known
locations. Unfortunately, there are not many real-world datasets exhibiting real

c© Springer International Publishing AG 2017
P. Angelov et al. (eds.), Advances in Big Data, Advances in Intelligent
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changes that satisfy these requirements. As such, experiments typically involve
few real-world datasets, and results have often to be interpreted by visual inspec-
tion, as in the tests on financial time series in [17]. While these experiments
indicate whether the algorithm is successful or not, visual inspection does not
provide a sound quantitative assessment of the performance, and is not viable
when dimension increases.

In practice, experiments are often performed on either synthetically gener-
ated data or on real-world datasets that have been manipulated introducing
changes at known locations. The first option consists in choosing two different
distributions, φ0 and φ1, to generate the pre- and post-change data, respectively
(see e.g. [3,17]). In online classification problems, changes (concept drifts [11])
can be also introduced by modifying the label assignment-criteria, rather than
the distribution of the raw data [4,10,19]. Generating synthetic datasets is often
the easiest option to arbitrarily increase the number of datasets to be tested,
thus achieve the desired accuracy in the performance measures. However, syn-
thetic data rarely represent realistic monitoring scenarios, as they follow quite
simplistic distributions.

Manipulating real-world data is certainly more appealing, since this allows
testing change-detection algorithms in more realistic monitoring conditions.
However, special care should be taken when introducing changes, to make sure
that their magnitude is in a reasonable range. Controlling the change magnitude
is important to make experiments reproducible, and to fairly compare the results
among different datasets. In particular, controlling the change magnitude is nec-
essary to study how change-detection performance vary when data dimension
scales [2]. Most of the papers in the literature resort to introducing arbitrary
shifts/scaling [3], swapping few components of the original dataset [13], or mix-
ing different datasets [7]. Unfortunately, these practices yield changes having
magnitude that cannot be easily controlled as it depends on the data dimension
and distribution.

We here describe “Controlling Change Magnitude” (CCM), a rigorous
method to introduce changes having a controlled magnitude. The method is flex-
ible and allows to operate on real-world datasets having arbitrary dimensions.
In particular, we approximate φ0 by a Gaussian mixture (GM), and measure the
change magnitude by the symmetric Kullback-Leibler (sKL) divergence between
φ0 and φ1. We introduce changes by roto-transalating the data, and the transfor-
mation parameters are estimated through an iterative algorithm (Sect. 3) which
yields constant change magnitude.

This method was briefly introduced in [2], where it was used to gener-
ate datastreams for investigating the detectability-loss, a problem that affects
change-detection algorithms monitoring the log-likelihood w.r.t. φ0. We here
provide a detailed description of the method and proof the convergence of algo-
rithms used for estimating the roto-translation parameters (Sect. 4). We also
illustrate the main functionalities of our software framework1 (Sect. 5) that can
be used to prepare datastreams for change-detection purposes from datsets of

1 publicly available for download at: http://home.deib.polimi.it/carrerad.

http://home.deib.polimi.it/carrerad
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popular machine learning repositories like the UCI one [14]. Finally (Sect. 6),
we demonstrate the effectiveness of the proposed method, showing that changes
introduced by other methods can yield considerably different magnitude where
data dimension scales, as in big data scenario.

2 Problem Formulation

We consider a dataset S of stationary data, i.e. containing independent and
identically distributed (i.i.d.) random vectors s ∈ R

d. We assume that S is
generated by a probability density function (pdf) φ0 that is possibly unknown.
We want to generate a datastream X = {x(t), t = 1, . . . } affected by a change
at time t = τ as

x(t) ∼
{

φ0 t < τ

φ1 t ≥ τ
, where φ1(x) := φ0(Qx + v) , (1)

where v ∈ R
d and Q ∈ R

d×d is an orthogonal matrix, i.e. Q′Q = QQ′ = I.
This change model allows us to assemble X by simply selecting x(t) from S
when t < τ , and roto-translating the remaining s ∈ S after the change point, i.e.
x(t) = Q′(s−v) for t ≥ τ . This is quite a general model which includes changes
in the mean as well in the correlation among the data components.

Our goal is to define Q and v such that the change in (1) features a specific
magnitude, which we measure by the symmetric Kullback-Leibler divergence
(also known as Jeffreys’ divergence) between φ0 and φ1

sKL(φ0, φ1) := KL(φ0, φ1) + KL(φ1, φ0)

=
∫

Rd

log
φ0(x)
φ1(x)

φ0(x)dx +
∫

Rd

log
φ1(x)
φ0(x)

φ1(x)dx .
(2)

In practice, given φ0 and the desired magnitude κ, we have to estimate v ∈ R
d

and Q ∈ R
d×d such that

sKL (φ0, φ1) = sKL (φ0, φ0(Q · +v)) = κ . (3)

The symmetric Kullbach-Leibler divergence is quite a natural choice in the
change-detection scenario, as discussed in [2]. We observe that (2) is well posed
if and only if the supports of φ0 and φ1 coincide. For this reason, we here assume
that φ0 is strictly positive on R

d, and so φ1.

3 Method Description

In this section we describe two algorithms that iteratively compute the rotation
matrix Q and the translation vector v yielding sKL(φ0, φ1) ≈ κ. To compute
sKL(φ0, φ1) in (2), both φ0 and φ1 are necessary; however, since φ0 is typically
unknown, we replace it with a GM estimate φ̃0, which is computed on the whole
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1. Input: φ̃0 and κ, the target value of sKL(φ̃0, φ1)

2. Output: Initial roto-translation parameters θ(0), P, ρ(0), u

3. Set ρ(0) = 1.
4. repeat

5. Randomly generate m angles θ(0) in [−π/2, π/2]m and a unitary vector u.

6. Generate a matrix A ∈ R
d×d with Gaussian entries.

7. Set P as the orthogonal matrix of the QR decomposition of A.

8. Set Q(0)(θ(0), P ) = PS(θ(0))P ′ and v(ρ(0),u) = ρ(0)u.

9. Compute s(0) = sKL(φ̃0, φ1), where φ1 = φ̃0(Q
(0) · +v(0))

10. ρ(0) = 2ρ(0).

11. until s(0) > κ;
Algorithm 1. Definition of initialization parameters.

dataset S. We also adopt a suitable parametrization for Q and v, that are ran-
domly initialized as in Algorithm 1. These parameters are then adjusted using a
bisection method, described in Algorithm 2, such that sKL(φ0, φ1) approaches
the target value κ up to a tolerance ε.

Fitting Pre-Change Distribution: To define φ1 satisfying (3) we need to
know φ0, which is typically unknown. Therefore, we compute its estimate φ̃0 by
fitting a GM on the whole dataset of stationary data S. We adopt GM since
these are flexible models that can well approximate skewed and multimodal
distributions even in high dimensions [13].

The pdf φ̃0 of a GM is a convex combination of k Gaussian functions

φ̃0(x) =
k∑

i=1

λi

(2π)d/2det(Σi)1/2
e− 1

2 (x−μi)
T Σ−1

i (x−μi), (4)

where
∑k

i=1 λi = 1 and λi ≥ 0, i ∈ 1, . . . , k are the weights of each Gaussian
having mean μ1 and covariance Σi. We estimate the weights λi and the parame-
ters of the Gaussians using an Expectation-Maximization (EM) algorithm [15],
and select the best value of k via cross validation.

Parametrization: To ease calculations, we express Q with respect to its angles
of rotation. We stack m := �d/2� angles θ1, . . . , θm in a vector θ, and define the
matrix S(θ) ∈ R

d×d as

S(θ) =

⎡

⎢
⎢
⎢
⎣

R(θ1) · · · 0 0
...

. . .
...

...
0 · · · R(θm) 0
0 · · · 0 1

⎤

⎥
⎥
⎥
⎦

, R(θi) =
[
cos θi − sin θi

sin θi cos θi

]

. (5)

where R(θi) ∈ R
2×2 defines a counterclockwise rotation of angle θi around the

origin in R
2. When d is even, the last column and the last row of S(θ) are

dropped. The matrix S(θ) defines a rotation in R
d whose planes of rotation are
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1. Input: θ(0), P ,ρ(0), u from Algorithm 1, φ̃0, κ and tolerance ε

2. Output: Q and v defining the roto-translation yielding sKL(φ̃0, φ̃0(Q ·+v)) ≈ κ

3. Set the lower bounds parameters θ
(1)
l = 0, ρ

(1)
l = 0.

4. Set the upper bounds parameters θ
(1)
u = θ(0), ρ

(1)
u = ρ(0).

5. Set j = 1.
6. repeat

7. Compute θ(j) = (θ
(j)
l + θ

(j)
u )/2, and Q(j)(θ(j), P ) as in (6).

8. Compute ρ(j) = (ρ
(j)
l + ρ

(j)
u )/2, and v(j)(ρ(j),u) as in (7).

9. Compute s(j) = sKL(φ̃0, φ
(j)
1 ), where φ

(j)
1 (·) = φ̃0(Q

(j) · +v(j)).

10. if s(j) < κ then

11. θ
(j+1)
l = θ(j), ρ

(j+1)
l = ρ(j).

12. else

13. θ
(j+1)
u = θ(j), ρ

(j+1)
u = ρ(j).

14. end
15. j = j + 1;

16. until
∣
∣∣s(j) − κ

∣
∣∣ < ε;

17. Set Q = Q(j), v = v(j).
Algorithm 2. Computation of the roto-translation yielding sKL ≈ κ.

generated by the coordinate axes: rotation matrices Q referring to different coor-
dinate axes can be obtained by multiplying S(θ) against an orthogonal matrix
P ∈ R

d×d. Thus, the rotation matrix is parametrized as

Q(θ, P ) = PS(θ)P ′. (6)

The translation vector v is parameterized by its norm and direction:

v(ρ,u) = ρu, where ‖u‖2 = 1, ρ = ‖v‖2 . (7)

Initialization: Algorithm 1 is meant to define Q(0) and v(0) satisfying
sKL(φ̃0, φ̃0(Q(0) ·+v(0))) > κ. We initially set ρ(0) = 1 ([LINE 3]) and randomly
generate a vector u having unitary norm ([LINE 5]), as in [1], Algorithm 11.
Moreover, we randomly define the angles of rotation θ(0) in [−π/2, π/2]m ([LINE
5]) and randomly select an orthogonal matrix P ([LINES 5-7]). We then compute
the rotation matrix Q(0)(θ(0), P ) and translation vector v(0)(ρ(0),u) as in (6)
and (7), respectively ([LINE 8]). If the corresponding sKL(φ̃0, φ̃0(Q(0) · +v(0)))
is larger than κ, the algorithm terminates and we use Q(0) and v(0) to initial-
ize Algorithm 2. Otherwise, we double ρ(0) and repeat this procedure until the
condition is satisfied. Convergence of Algorithm 1 is proved in Sect. 4.

Iterations: Algorithm 2 implements a bisection method to compute θ and ρ
yielding the desired sKL value. The algorithm is initialized from θ(0), P , ρ(0),
and u provided by Algorithm 1, and iteratively adjusts θ and ρ, while P and
u are fixed. We use the subscripts l and u to denote the parameters yielding
sKL(φ̃0, φ1) values that are smaller and larger than κ, respectively.
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Initially, θl and ρl are set to 0 ([LINE 3]), while θu = θ(0) and ρu = ρ(0),
([LINE 4]). As in any bisection method, we set θ(j) to the average of θ

(j)
l and

θ
(j)
u ([LINE 7]), and ρ(j) to the average of ρ

(j)
l and ρ

(j)
u ([LINE 8]). Then, if the

corresponding value of sKL, namely s(j) ([LINE 10]), is smaller than the target
value κ, we update θl and ρl ([LINE 11]), otherwise we update θu and ρu ([LINE
13]).

4 Proofs of Convergence

To proof the convergence of the proposed method we demonstrate first that
Algorithm 1 terminates after a finite number of iterations (Theorem 1), and
then that Algorithm 2 actually converges (Theorem 2).

Theorem 1. Let φ̃0 be a Gaussian mixture. Then, for any κ > 0, Algorithm 1
converges in a finite number of iterations.

Proof. It is enough to show that sKL(φ̃0, φ̃0(Q(0) · +v)) → ∞ as ‖v‖2 → ∞,
or that it admits a lower bound that diverges as ‖v‖2 → ∞. The lower bound
follows from the definition of sKL and the Jensen’s inequality:

sKL(φ̃0, φ̃0(Q(0) · +v)) ≥
∫

Rd

φ̃0(x) log

(
φ̃0(x)

φ̃0(Q(0)x + v)

)

dx

≥
∫

Rd

φ̃0(x) log(φ̃0(x))dx − log
(∫

Rd

φ̃0(x)φ̃0(Q(0)x + v)dx
)

.

(8)

We now define f(v) :=
∫
Rd φ̃0(x)φ̃0(Q(0)x + v)dx, which we observe is a con-

tinuous function (see Lemma 16.1 of [6]). We prove the theorem demonstrating
that f(v) ∈ L1(Rd), as this implies that f(v) → 0 when ‖v‖2 → ∞, thus that
the lower bound (8) diverges. Thus, it follows:

∫

Rd

|f(v)| dv =
∫

Rd

f(v)dv =
∫

Rd

∫

Rd

φ̃0(x)φ̃0(Q(0)x + v)dxdv

=
∫

Rd

φ̃0(x)
[∫

Rd

φ̃0(Q(0)x + v)dv
]

dx = 1.

(9)

��
Theorem 2. Let φ̃0 be a Gaussian mixture. Then, for any κ > 0, Algorithm 2
converges in a finite number of iterations.

Proof. The thesis follows from the Intermediate Value Theorem [18] (Theorem
4.23) applied to the function used in the bisection procedure, i.e.

sKL(a) := sKL(φ̃0, φ̃0(Q(θ(a), P ) · +v(a))), (10)

where θ(a) = (1 − a)θ(1)
l + aθ

(1)
u and ρ(a) = (1 − a)ρ(1)l + aρ

(1)
u are convex com-

binations of the initialization parameters (Algorithm 2, lines 2–3). We observe
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that sKL(0) < κ (since sKL(0) = 0) and sKL(1) > κ, thus it is enough to show
that sKL(·) is continuous in [0, 1] to prove that there exist a value of s̄ such that
sKL(s̄) = κ, thus that θ(s̄) and ρ(s̄) yield sKL equal to κ, thus, that bisection
method converges (see [8], Theorem 2.1).

To show that sKL(·) in (10) is continuous, we show that KL(·) =∫
Rd g(·,x)dx is continuous, where

g(a,x) := φ̃0(x) log

(
φ̃0(x)

φ̃0(Q(θ(a), P )x + v(ρ(a),u))

)

, (11)

It is clear that g is continuous in [0, 1] × R
d, thus g(·,x) is continuous in [0, 1]:

to show that KL(·) is also continuous, we leverage Lemma 2.1 in [6] and prove
that |g(a,x)| admits a dominant integrable function that does not depend on a.
To this purpose, we exploit the following upperbound2

∣
∣
∣log(φ̃0(x))

∣
∣
∣ ≤ c1 + c2 ‖x‖22 , ∀x s.t. ‖x‖2 > r. (12)

that holds for some constants c1, c2, r > 0. Then, for a sufficiently large r

|g(a,x)| = φ̃0(x)
(
log(φ̃0(x)) − log(φ̃0(Q(θ(a), P )x + v(ρ(a),u)))

)

≤ φ̃0(x)(c1 + c2 ‖x‖22)(c1 + c2 ‖Q(θ(a), P )x + v(ρ(a),u)‖22) .
(13)

The exponential decay of GM implies that
√

φ̃0(x)(c1 + c2 ‖x‖22)(c1 + c2

∥
∥
∥Q(aθ(0), P )x + v(aρ(0),u)

∥
∥
∥
2

2
) < c

for some c > 0. Thus, the function that dominates |g(·,x)| for ‖x‖2 > r is

c

√

φ̃0(x) which obviously belongs3 to L1(Rd) . ��

5 The Framework

We implement the proposed method in a MATLAB framework which is publicly
available for download at http://home.deib.polimi.it/carrerad. The main func-
tion of the framework is generateDatastreams, which manipulates a dataset S
containing i.i.d. data and generates multiple datastreams affected by a change as
in (1). At first, this function performs a random shuffling of the dataset to obtain
different datastreams everytime the function is invoked. Then it estimates the
pdf φ̃0 over the whole S and generates a change having magnitude κ at time τ
by performing a roto-translation of the data implementing Algorithms 1 and 2.

The pdf φ̃0 is implemented as the object gmDistr, which includes fit and
symmetricKullbackLeibler among its methods. The method fit estimates
2 This bound is trivial for Gaussian pdfs and follows from basic algebra in case of GM.
3 There is no need to find a dominant function for ‖x‖2 ≤ r since there g(·,x) is

bounded.

http://home.deib.polimi.it/carrerad
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φ̃0 over the dataset S and is based on the EM algorithm [15] in MATLAB.
The method symmetricKullbackLeibler takes as input the φ1 and estimates
sKL(φ̃0, φ1) via a Monte Carlo simulation which involves the computation of the
log-likelihood with respect to φ̃0 and φ1 on synthetically generated samples. To
prevent severe numerical issues raising when computing the log-likelihood of a
GM via (4) (in particular when d � 1), we adopt the following upper-bound
that approximates φ̃0(x) as in [2]

φ̃0(x) ≤ −kλi∗

2

(
log

(
(2π)ddet(Σi∗)

)
+ (x − μi∗)′Σ−1

i∗ (x − μi∗)
)

(14)

where i∗ = argmax
i=1,...,k

(
λi

(2π)d/2det(Σi)1/2
e− 1

2 (x−μi)
′Σ−1

i (x−μi)
)
. The matrix Q and the

vector v are computed by computeRotoTranslation, which implements both
Algorithms 1 and 2, as in Sect. 3.

6 Experiments

Experiments are meant to demonstrate the effectiveness of CCM showing the
limitations of methods typically used in the literature which do not control the
change magnitude. In our experiments we use the MiniBooNE Particle Dataset
from the UCI repository [14], which contains measurements from a physical
experiment designed to distinguish electron neutrinos from muon neutrinos. We
consider only the data from the muon class, obtaining a dataset of dimension 50
with 93108 samples. We fit a mixture φ̃0 of k = 2 Gaussians, where k is selected
by 5-fold cross-validation. To avoid numerical issues, we preprocess the dataset
by standardizing each component (i.e. subtracting the sample mean and dividing
by the sample standard deviation). We generate 1000 datasets for each value of
d = 1, . . . , 50, by randomly choosing d components out of the 50 available.

We consider three methods to synthetically introduce changes:

CCM: it was configured to yield constant sKL(φ̃0, φ1) = 1∀d.
Offset: an offset ν = 1 is added to each component of the data (after preprocess-
ing ν equals the standard deviation of each component). With respect to (1) this
change model has Q = Id and v = ν1d.
Swap: two components, randomly chosen, are swapped. This change can be
described as in (1), where Q is the corresponding permutation matrix and v = 0.

We measure the magnitude of the introduced changes by computing
sKL(φ̃0, φ1), where φ̃0 (k = 2) is fitted on each d-dimensional dataset and φ1

is set as in (1) using the parameters defined by the change model. Figure 1(a)
shows the distribution of sKL(φ̃0, φ1) for several d. While CCM clearly preserves
sKL = 1, the Offset and Swap methods do not, and sKL increases with d. More-
over, the dispersion of sKL also increases, indicating that arbitrarily introducing
changes using Offset and Swap methods can lead to considerably different mag-
nitudes when d increases.
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Fig. 1. (a) Values of sKL(φ̃0, φ1) obtained using CCM, Swap and Offset methods to
introduce changes when d ∈ {1, . . . , 50}. Solid, dashed and dash-dotted lines represent
the median values, while the dotted lines represent the first and the third quartiles.
(b) The estimated powers of t-tests on the log-likelihood values.

Controlling the change-magnitude is important as this determines to a large
extent the change-detection performance. As an example, we perform t-test on
the mean value of the log-likelihood computed over two windows WP and WR

containing 200 pre- and post-change samples, respectively. The log-likelihood is
computed with respect to a GM estimated on a training set of pre-change data
having 200d samples. Figure 1(b) reports the estimated power of the t-test when
changes are introduced by the different methods and for different values of d.
While changes introduced by CCM report a decreasing power, coherently with
the study in [2] that demonstrates the detectability-loss problem. The power
in case of changes introduced by Swap and Offset increases with d, and this
fact indeed prevents to correctly study how d influences the change-detection
performance.

7 Conclusions

We have presented CCM, a rigorous method to control the change magnitude
in multivariate datasets. The algorithms at the core of CCM are sound and a
proof of their convergence is given. Our experiments remark the importance of
generating datasets by using CCM to control the change magnitude, rather than
more heuristic experimental practices that are commonly adopted. Most impor-
tantly, CCM enables to fairly assess the detection performance and investigate
the change-detection challenges raising in high dimensional data, as it typically
happens in big data scenarios. Future works concern extending CCM to include
also change models affecting the data dispersion.
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Abstract. Spark has been established as an attractive platform for big
data analysis, since it manages to hide most of the complexities related to
parallelism, fault tolerance and cluster setting from developers. However,
this comes at the expense of having over 150 configurable parameters, the
impact of which cannot be exhaustively examined due to the exponential
amount of their combinations. In this work, we investigate the impact of
the most important of the tunable Spark parameters on the application
performance and guide developers on how to proceed to changes to the
default values. We conduct a series of experiments and we offer a trial-
and-error methodology for tuning parameters in arbitrary applications
based on evidence from a very small number of experimental runs. We
test our methodology in three case studies, where we manage to achieve
speedups of more than 10 times.

1 Introduction

Spark [9,10] has emerged as one of the most widely used frameworks for mas-
sively parallel data analytics. In summary, it improves upon Hadoop MapReduce
in terms of flexibility in the programming model and performance [6], especially
for iterative applications. It can accommodate both batch and streaming applica-
tions, while providing interfaces to other established big data technologies, espe-
cially regarding storage, such as HDFS and NoSQL databases. Its key feature is
that it manages to hide the complexities related to parallelism, fault-tolerance
and cluster setting from end users and application developers. To support all
these, Spark execution engine has been evolved to an efficient albeit complex
system with more than 150 configurable parameters. The default values are usu-
ally sufficient for a Spark program to run, e.g., not to run out of memory without
having the option to spill data on the disk and thus crash. But this gives rise to
the following research question: “Can the default configuration be improved?”

The aim of this work is to answer the above question in an efficient manner.
Clearly, it is practically impossible to check all the different combinations of
parameter values for all tunable parameters. Therefore, tuning arbitrary Spark
applications by inexpensively navigating through the vast search space of all

c© Springer International Publishing AG 2017
P. Angelov et al. (eds.), Advances in Big Data, Advances in Intelligent
Systems and Computing 529, DOI 10.1007/978-3-319-47898-2 24



Spark Parameter Tuning via Trial-and-Error 227

possible configurations in a principled manner is a challenging task. Very few
research endeavors focus on issues related to understanding the performance of
Spark applications and the role of tunable parameters [1,4,7]. For the latter,
Spark’s official configuration guides and tutorial book [3] provide a valuable
asset in understanding the role of every single parameter.

Understanding the role of a parameter does not necessarily mean that the
impact of each parameter on the performance of arbitrary applications is under-
stood as well. Moreover, such an understanding does not imply that tuning is
straightforward. An added complexity stems from the fact that most parameters
are correlated and the impact of parameters may vary from application to appli-
cation and it will also vary from cluster to cluster. In this work, we experiment
with the MareNostrum petascale supercomputer at the Barcelona Supercom-
puting Center. After configuring the cluster in an application-independent way
according to the results in [7], we examine the impact of configurable parameters
on a range of applications and derive a simple trial-and-error tuning methodol-
ogy that can be applied to each application separately. We test our methodology
using three case studies with particularly encouraging results.

The summary of our contributions is as follows. (i) We provide an overview of
the known results to date on configuring Spark applications. (ii) We identify the
most important parameters in terms of their potential impact on performance
and we test them on the Marenostrum petascale supercomputer. The number
of these parameters is 12. (iii) Based on our results, we propose a novel tuning
methodology to be applied on an individual application basis (summarized in
Fig. 1). The methodology treats applications as black boxes, follows an efficient
trial-and-error approach that involves a low number of experimental runs for
just 10 different configurations at most, and takes into account the correlation
between different parameters. (iv) We evaluate our methodology in practice using
three case studies and we show that we can achieve significant speedups (up to
more than 10 times). A more extended version is in [5].

2 Overview of Existing Results for Spark Configuration

In this work, we target parameters belonging to the Shuffle Behavior, Compres-
sion and Serialization, and Memory Management categories. Note that there
are several other parameters belonging to categories such as Application Proper-
ties, Execution Behavior and Networking that may affect the performance, but
these parameters are typically set at the cluster level, i.e., they are common to all
applications running on the same cluster of machines, e.g., as shown in [7]. Next,
we summarize the known results to date with regards to Spark configuration.

Optimization of Spark on MareNostrum. The work in [7] sheds lights onto
the impact of configurations related to parallelism. The main results, which are
reused in our work, are summarized as follows. First, the number of cores allo-
cated to each Spark executor has a big impact on performance and should be
configured in an application-independent manner. Second, the level of paral-
lelism, i.e., the number of partitions per participating core, plays a significant
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role. A range of additional aspects, e.g., using Ethernet instead of Infiniband,
have been investigated, but their significance was shown to be small. Finally,
the type of the underlying file system affects the performance, however, this is
a property of the infrastructure rather than a tunable parameter.

Guides from Spark documentation. Spark official documentation presents a
summary of tuning guidelines that can be summarized as follows. (i) The type of
the serializer is an important configuration parameter. The default option uses
Java’s framework, but if Kryo library is applicable, it may reduce running times
significantly. (ii) The memory allocated to main computations and shuffling and
the memory allocated to caching is important. It is stated that “although there
are two relevant configurations, the typical user should not need to adjust them
as the default values are applicable to most workloads”. Memory-related configu-
rations are also related to the performance overhead of garbage collection (GC).
(iii) The level of parallelism, i.e., the number of tasks in which each RDD is split
needs to be set in a way that the the cluster resources are fully utilized. (iv) Data
locality, i.e., enforcing the processing to take place where data resides, is impor-
tant for distributed applications. Apart from the tuning guidelines above, certain
other tips are provided by the Spark documentation, such as preferring arrays
to hashmaps. Also, similar guidelines are discussed more briefly in [3]. In our
work, we explicitly consider the impact of serialization and memory allocation.
Tuning the parallelism degree is out of our scope, but we follow the guidelines
in [7]. Also, we do not deal with GC and locality-related thresholds, because they
have not seemed to play a big role in our experiments, where memory was not a
scarce resource. Based on these guidelines, Alpine Data has published online a
so-called cheat-sheet, which is a tuning guide for system administrators (available
from http://techsuppdiva.github.io/spark1.6.html). The guide is tailored to the
YARN cluster manager. Compared to our tuning model, it is more complex, and
contains checks from logs and tips to modify the application code and setting
of configuration parameters per application. By contrast, we focus only on the
latter aspect considering each application as a black box requiring significantly
fewer comparisons and considering more tuning parameters.

Other sources. In [1], the impact of the input data volume on Spark’s appli-
cations is investigated. The key parameters identified were related to memory
and compression, although their exact impact is not analyzed. By contrast, we
examine a superset of these parameters. The work in [8] is similar to [7] in that it
discusses the deployment of Spark on a high-performance computing (HPC) sys-
tem. In the described its evaluation, it identifies also four key Spark parameters
along with the application-dependent level of parallelism. All these parameters
are included in our discussion.

Profiling Spark applications and other related work. A thorough inves-
tigation of bottlenecks in Spark is presented in [4]. The findings are also very
interesting, since it is claimed that many applications are CPU-bound and mem-
ory plays a key role. In our experiments, we perform memory fine-tuning, since
we also identify memory management as one of the most important parameters.

http://techsuppdiva.github.io/spark1.6.html
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The work in [2] deals with the issue of parameter optimization in workflows,
but may involve far too many experimental runs, whereas we advocate a limited
number of configuration runs independently from the application size.

3 Parameters of Interest

Navigating through the vast search space is one the biggest challenges in para-
meter testing and tuning, due to the exponential increase of different configura-
tions in the number of properties and their valid values. Based on evidence from
(i) the documentation and the earlier works presented in Sect. 2 and (ii) our own
runs (for which we do not present results due to space constraints), we narrow
our focus on 12 parameters, the configuration of which needs to be investi-
gated according to each application instance separately. As already explained,
the application-independent parameters that need to be specific for a specific
data-center and those related to data parallelism are out of our scope. Finally,
we do not consider parameters related to YARN or MESOS.

1. spark.reducer.maxSizeInFlight: If this value is increased, reducers
would request bigger output chunks. This would increase the overall per-
formance but may aggravate the memory requirements. So, in clusters that
there is adequate memory and where the application is not very memory-
demanding, increasing this parameter could yield better results. On the other
hand, if a cluster does not have adequate memory available, reducing the
parameter should yield performance improvements.

2. spark.shuffle.compress: In general, compressing data before they are
transferred over the network is a good idea, provided that the time it takes
to compress the data and transfer them is less than the time it takes to
transfer them uncompressed. But if transfer times are faster than the CPU
processing times, the main bottleneck of the application is shifted to the CPU
and the process is not stalled by the amount of data that are transferred
over the network but from the time it takes for the system to compress the
data. Clearly, the amount of data transmitted during shuffling is application-
dependent, and thus this parameter must not be configured to a single value
for all applications.

3. spark.shuffle.file.buffer: The role of this parameter bears similarities
to the spark.shuffle.maxSizeInFlight parameter, i.e., if a cluster has
adequate memory, then this value could be increased in order to get higher
performance. If not, there might be performance degradation, since too much
memory would allocated to buffers.

4. spark.shuffle.manager: The available implementations are three: sort,
hash, and tungsten-sort. Hash creates too many open files for certain inputs
and aggravates memory limitations. However, combining the enabling of
the spark.shuffle.consolidateFiles parameter with the Hash manager,
may mitigate this problem. Tungsten-sort is reported to yield the highest
performance in general provided that certain requirements are met. Overall,
there is no clear winner among the shuffle manager options.
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5. spark.io.compression.codec: Three options are available, namely
snappy, lz4, and lzf. Although there are many tests conducted by vari-
ous authors for the generic case, the best performing codec is application-
dependent.

6. spark.shuffle.io.preferDirectBufs: In environments where off-heap
memory is not tightly limited, this parameter may play a role in perfor-
mance.

7. spark.rdd.compress: The trade-offs with regards to this parameter are
similar to those for shuffle compress. However, in this case, the trade-off lies
between CPU time and memory.

8. spark.serializer: In Spark’s documentation, it is stated that KryoSeri-
alizer is thought to perform much better than the default Java Serializer
when speed is the main goal. However, the Java serializer is still the default
choice, so this parameter needs to be considered.

9. spark.shuffle.memoryFraction: If, during shuffling, spills are often, then
this value should be increased from its default. Since this parameter is
directly linked to the amount of memory that is going to be utilized, it may
have a high performance impact. However, any increase is at the expense of
the next parameter.

10. spark.storage.memoryFraction: Since this parameter is directly linked to
the amount of memory that is going to be utilized, it affects the performance.

11. spark.shuffle.consolidateFiles: This parameter provides the option of
consolidating intermediate files created during a shuffle, so that fewer files are
created and performance is increased. It is stated however that, depending
on the filesystem, it may cause performance degradation.

12. spark.shuffle.spill.compress: As for the previous compression options,
a trade-off is involved. If transferring the uncompressed data in an I/O
operation is faster than compressing and transferring compressed data, then
this option should be set to false. Provided that there is a high amount of
spills, this parameter may have an impact on performance.

4 Sensitivity Analysis

We employ three benchmark applications: (i) sort-by-key; (ii) shuffling and (iii)
k-means. K-means and Sort-by-key are also part of the HiBench benchmark and
where selected because they can be considered as representative of a variety
of applications. The shuffling application generates the data according to the
terasort benchmark, but does not perform any sorting; it just shuffles all the
data in order to stress the shuffling component of the system, given that shuffling
in known to play a big role in the performance of Spark applications. To avoid
the interference of the underlying file system, in all applications, the dataset was
generated at the beginning of each run on the fly. The MareNostrum hardware
specifications are described in [7]. 20 16-core machines are used, and the average
allocated memory per core is 1.5 GB. The version of Spark at the time of the
experiments was 1.5.2.
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For each of the selected parameters, we perform a separate set of tests, and in
each test we examine a different value. Then, the performance is compared with
the performance of the default configuration after modifying the serializer, as
argued below. If there is a big difference between the results, then the parameter
can be considered as having an impact on the overall performance.

The parameter values are selected as follows. If the parameter takes a binary
value, for instance a parameter that specifies whether to use a feature or not, then
the non-default value is tested. For parameters that have a variety of different
values that are distinct, for instance the compression codec that will be used
(snappy, lzf, lz4 ), all the different values are tested. Finally, for parameters that
take numeric values in a wide range, e.g., spark.io.file.buffer, the values
close to the default are tested. Each experiment was conducted five times (at
least) and the median value is reported.

Sort-by-Key experiments. The setup of the sort-by-key experiments is as
follows. 1 billion key-value pairs are used, and each key and value have a length
of 10 and 90 bytes, respectively. Also there are both 1000000 unique values for
both keys and values. The degree of partitioned is set to 640, which is the optimal
configuration according to the results in [7].

We first assess the impact of spark.serializer. KryoSerializer performs
significantly better than the default Java Serializer, yielding approximately 25 %
lower times. Since this gap is big, and in order to be able to extract insights
regarding the performance of the rest of the parameters, the experiments that
follow were conducted with the KryoSerializer. The impact of all the remaining
parameters is summarized in Table 1 (2nd column). As baseline, we use the
KryoSerializer performance, which is approximately 150 s.

We see that both the non-default shuffle managers perform better than the
default. Hash performs at 127 s and Tungsten-sort at 131 s, nearly 30 s faster
than the default. Regarding the memory fraction parameters, the values for
shuffle.memoryFraction and storage.memoryFraction both set to 0.4 pro-
vide a less significant speedup (139 s). One would expect these parameters to
have a bigger impact, given that sort-by-key is a shuffling-intensive application.
Interestingly, the second test for these parameters, with values of 0.1 and 0.7,
respectively, led to application crash. spark.reducer.maxSizeInFlight does
not appear to be have a significant impact on performance. Increasing this para-
meter’s value at 96 mb yields the nearly same performance with the default
(167 s) but decreasing it to 24 mb gives a small performance improvement (149 s).
A similar observation can be drawn for shuffle.file.buf-fer; here, increasing
the value yields slightly better results (140 s). The biggest impact on performance
however can be seen in the shuffle.compression test runs. Disabling the com-
pression degrades the performance by more than 100 %. It is worth noting that
this may not always be the case, since the behavior of this parameter heavily
relies on network and hardware details. Regarding the compression codecs, there
is not any noteworthy impact, since both lzf and lz4 seem to be performing sim-
ilarly to the default codec, snappy. Also, the file consolidation implementation
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Table 1. Impact of parameters (in seconds)

Configuration Sort-by-key Shuffling k-means k-means

(100 M) (200 M)

spark.serializer = KryoSerializer 160 890 22 36

spark.shuffle.manager = Hash 127 994 21 39

spark.shuffle.manager =

Tungsten-sort

131 737 23 36

shuffle.memoryFraction = 0.4,

storage.memoryFraction = 0.4

139 912 21 42

shuffle.memoryFraction = 0.1,

storage.memoryFraction = 0.7

N/A N/A 21 39

spark.reducer.maxSizeInFlight =

96 mb

167 880 20 40

spark.reducer.maxSizeInFlight =

24 mb

149 845 21 44

spark.shuffle.file.buffer = 64 k 140 870 21 37

spark.shuffle.file.buffer = 16 k 160 950 23 42

spark.shuffle.compress = false 380 2300 21 36

spark.io.compress.codec = lzf 159 882 20 37

spark.io.compress.codec = lz4 152 1057 23 39

ppark.shuffle.consolidateFiles =

true

139 905 21 40

spark.rdd.compress = false 167 810 21 38

spark.shuffle.io.preferDirectBufs

= false

169 734 21 36

spark.shuffle.spill.compress =

true

154 896 22 38

does not appear to provide any significant improvement either. This could be
attributed to a variety of reasons, one being the fact that the sort-by-key appli-
cation does not generate a very high number of files during shuffling. The last
three parameters, shuffle.spill.compress, shuffle.io.preferDirectBufs
and rdd.compress do not seem to significantly affect the performance too. For
the former, this can be attributed to the fact that the spills conducted are few.
For Rdd.compress, there is a small performance degradation as expected, since
the RDD can fit into the main memory and CPU time is unnecessarily spent for
the compression.

Shuffling Experiments. In this set of experiments, the cluster setting was
kept as in the previous one. The raw dataset is 400 GB. Since the RDDs occupy
more space, and the overall available memory in the executors is approximately
400 GB for all RDDs and shuffling, accesses to the local storage take place.
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Again, we first test the impact of spark.serializer and compare it with
the default performance. KryoSerializer performs approx. 10 % better than the
default Java serializer. In the experiments that follow, we use the performance
of the KryoSerializer as the baseline performance, which is 815 s. In Table 1 (3rd
column), the results for the performance impact of the rest of the parameters
are presented. Contrary to the previous experiments, the Hash shuffle manager
performs worse resulting in performance degradation of 200 s. This could prob-
ably be attributed to the fact that because the input much larger than the
available memory for shuffling. On the other hand, the Tungsten-sort manager
yields a speedup of 90 s. Similarly to sort-by-key, increasing the memory available
for shuffling at the expense of the storage.memoryFraction does not benefit
the performance. Also, doing the opposite does not leave enough memory for
shuffling and the application crashes. Regarding the reducer.maxSizeInFlight
parameter, there seems to be no significant impact on the application. Changing
this parameter seems to affect systems that have very small amounts of memory
available. The same applies to shuffle.file.buffer parameter. The only dif-
ference however is that, when reducing the buffer size from 32 KB to 15 KB, the
performance degrades by about 135 s, which is more than 10 % from the initial
execution. This might happen for the following reason. The buffers reduce the
number of disk seeks and system calls made during the creation of intermediate
shuffle files. When the input is big enough and the buffers are relatively small,
the number of system calls and disk seeks increases thus leading to performance
degradation. In addition, disabling the shuffle compression offers no improve-
ment and greatly increases completion time. Regarding the compression codec
parameter, the lzf codec does not seem to have any impact on the overall per-
formance. However, the lz4 codec increases the application completion time by
about 200 s, i.e., incurring 25 % extra overhead. Finally, the last three parame-
ters configuration produce runtimes near the default value as was the case in the
sort-by-key experiments. As such, they considered as not having any significant
impact on the performance. As stated before though, this may be specific to the
infrastructure used, and in other environments, they may behave differently.

K-means experiments. The final series of experiments tests the impact of
the parameters on the performance of k-means. We experimented with two data
inputs with 100 M and 200 M 100-dimensional records, respectively. The number
of centers was 10 and the amount of iterations was fixed to 10 to allow for fair
time measurements. In these cases, the impact of the KryoSerializer (chosen as
default) is very small. The impact of all the other parameters is shown in Table 1.
An initial observation is that the impact of all parameters is less significant than
in the previous two applications. From the fourth column we can see that, in
absolute times, the differences are at most 2 s, which is less than 10 %. This
also applies, to a slightly less extent, to the fifth column as well, where the
differences are up to 3 s. However, although we conclude that the parameters
selected do not affect the performance of the k-means benchmark significantly,
we can note the fact that the parameter shuffle.compress that dramatically
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Table 2. Average parameter impact

Sort-by-key Shuffling K-means Average

spark.serializer 26.6 % 9.2 % <5 % 12.6 %

shuffle/storage.memoryFraction 13.1 % 11.9 % 8.3 % 11.3 %

spark.reducer.maxSizeInFlight 5.5 % 5.7 % 11.5 % 7.5 %

spark.shuffle.file.buffer 6.3 % 11.6 % 6.9 % 8.2 %

spark.shuffle.compress 137.5 % 182% <5 % 107.2 %

spark.io.compress.codec <5 % 18% 6.1 % 8.9 %

spark.shuffle.consolidateFiles 13 % 11% 7.7 % 10.5 %

spark.rdd.compress <5 % <5 % 5% <5 %

spark.shuffle.io.preferDirectBufs 5.6 % 9.9 % <5 % 5.9 %

spark.shuffle.spill.compress <5 % 6.1 % <5 % <5 %

degraded the performance in the previous experiments, has no overall impact on
the test k-means instances. This is actually expected, since it mostly affects the
data shuffling part of the application, which plays a small, non-dominant role in
k-means. The same reasoning, i.e., data shuffling is not prominent in k-means,
explains the less impact of the other parameters, too.

Summary Statistics. In Table 2, the average impact of each parameter can
be seen for each benchmark. All percentages refer to the mean deviation from
the default runtime, regardless of whether the deviation is for the better or
worse performance. The default is enabling the KryoSerializer, apart from when
testing the impact of this serializer itself. The lowest quartile of the parameters
in terms of the magnitude of their incurred average impact are disregarded in the
following tuning methodology, so that the latter remains as simple as possible.
We make an exception for spark.shuffle.spill.compress, as explained later.

5 The Proposed Tuning Methodology

Based on (i) the results of the previous section, (ii) the expert knowledge as
summarized in Sect. 2 and (iii) our overall experience from running hundreds
of experiments (not all are shown in this work), we derive an easily applicable
tuning methodology. This methodology is presented in Fig. 1 in the form of a
block diagram. In the figure, each node represents a test run with one or two
different configurations. Test runs that are higher in the figure are expected to
have a bigger impact on performance and, as a result, a higher priority. As such,
runs start from the top and, if an individual configuration improves the perfor-
mance, the configuration is kept and passed to its children replacing the default
value for all the test runs on the same path branch. If an individual configu-
ration does not improve the performance, then the configuration is not added
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Fig. 1. Our proposed spark parameter tuning methodology

and the default is kept. In other words, each parameter configuration is propa-
gated downstream up to the final configuration as long as it yields performance
improvements. Contrary to the previous experiments, the methodology test runs
investigate the combined effect of tuning.

Overall, as shown in the figure, at most ten configurations need to be eval-
uated referring to nine of the parameters in Sect. 3. Note that, even if each
parameter took only two values, exhaustively checking all combinations would
result in 29 = 512 runs. Finally, the methodology can be employed in a less
restrictive manner, where a configuration is chosen not only if it improves the
performance, but if the improvement exceeds a threshold, e.g., 5 % or 10 %.

The rationale of the diagram blocks, itemized by the main parameter they
target, is as follows:

– spark.serializer: This parameter had the highest impact in our series of
experiments, and using the KryoSerializer was the default baseline for all
the other parameters. We keep the same rationale in our methodology, so we
perform this test first.

– spark.shuffle.manager: As shown in the results of the previous section, the
shuffle manager has a high impact on performance, so it should be included in
the methodology. Since, based on documentation, tungsten-sort works better
with the lzf compression codec, we combine the test of these two settings. Also,
the test run for the other option of this parameter, the hash shuffling manager,
is conducted in combination with the implementation of consolidating files
during a shuffle, to avoid problems from the creation of too many intermediate
files.

– spark.shuffle.compress: In our parameters, disabling it led to serious per-
formance degradation (by default it is enabled). This means that it has an
impact. Interestingly, the best results presented by Spark’s developers for the
terasort benchmark are produced when this is disabled, which further supports
our choice to include it in our methodology.
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– storage/shuffle.memoryFraction: The memory fraction allocated is inher-
ently important in Spark, due to its main memory-oriented execution model.
However, this parameter is also tightly connected to the hardware character-
istics of the cluster infrastructure.

– spark.shuffle.spill.compress: While this parameter appears not to have
any significant impact on the performance in the experiments that we con-
ducted, it is closely linked to the shuffling memory fraction. Since the latter
is taken into consideration, we also include this one.

– spark.shuffle.file.buffer: In our experiments, the impact of this para-
meters is rather small. However, it is included for completeness. A shorter
version of our methodology with two required runs less, would omit it.

We test the effectiveness of our methodology using three case studies.
More specifically, the methodology is applied to the sort-by-key, k-means and
aggregate-by-key benchmark applications, respectively. For the former, we keep
the same input as previously. For k-means, we use a different data input, which
leads to radically different performance than previously, i.e., this instance of k-
means cannot be deemed as used for constructing our methodology. Aggregate-
by-key is a new application.

Sort-by-key. For Sort-by-key over 1 billion 100-byte records, the default per-
formance is 218 s. We set a performance improvement threshold at 10 % of
this value, i.e., 21.8 s. The final configuration: advocated by our methodol-
ogy is spark.serializer= KryoSerializer and shuffle.manager= hash and
shuffle.consolidateFiles= true and shuffle/storage.memoryFraction =
0.4/0.4: 120 s. Overall, the running time in this case study, decreased from 218 s
down to 120 s (44 % performance improvement).

K-Means. Next, we apply the methodology on K-Means for 10 centers, 10
iterations, 100 million points and 500 columns. The runtime with the default
configuration is 654 s. The final configuration does not include the KryoSe-
rializer and is as follows: shuffle/storage.memoryFraction = 0.1/0.7 and
shuffle.spill.compress=false. Overall the running time dropped by more
than 91 %, from 654 to 54 s. An interesting note is that in the profiling experi-
ments in Sect. 4, k-means did not exhibit such high speedups. This is due to the
fact that the performance of k-means is sensitive to its input dataset.

Aggregate-by-key. The running time for the default configuration is 77.5 s.
As input, we use 2 billion key-value pairs with length of 10 and 90, respec-
tively. In this case study, we set the threshold to a lower values, at 5 %. For
aggregate-by-key, the overall performance improvement is about 21 %, and the
configuration is shuffle.manager= hash and shuffle.consolidateFiles= true
and shuffle/storage.memoryFraction = 0.1/0.7.

6 Conclusions

This work deals with configuring Spark applications in an efficient manner. We
focus on 12 key application instance-specific configurable parameters and assess
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their impact using real runs on a petaflop supercomputer. Based on the results
and the knowledge about the role of these parameters, we derive a trial-and-
error methodology, which requires a very small number of experimental runs.
We evaluate the effectiveness of our methodology using three case studies, and
the results show that we can achieve up to more than a 10-fold speedup. Although
our results are significant, further research is required to investigate additional
infrastructures, benchmark applications, parameters and combinations.
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Abstract. In this paper, a novel online clustering approach called Par-
allel TEDA is introduced for processing high frequency streaming data.
This newly proposed approach is developed within the recently intro-
duced TEDA theory and inherits all advantages from it. In the proposed
approach, a number of data stream processors are involved, which collab-
orate with each other efficiently to achieve parallel computation as well
as a much higher processing speed. A fusion center is involved to gather
the key information from the processors which work on chunks of the
whole data stream and generate the overall output. The quality of the
generated clusters is being monitored within the data processors all the
time and stale clusters are being removed to ensure the correctness and
timeliness of the overall clustering results. This, in turn, gives the pro-
posed approach a stronger ability of handling shifts/drifts that may take
place in live data streams. The numerical experiments performed with the
proposed new approach Parallel TEDA on benchmark datasets present
higher performance and faster processing speed when compared with
the alternative well-known approaches. The processing speed has been
demonstrated to fall exponentially with more data processors involved.
This new online clustering approach is very suitable and promising for
real-time high frequency streaming processing and data analytics.

Keywords: High frequency streaming data · TEDA · Parallel compu-
tation · Clustering · Real time

1 Introduction

The amount and scale of the data streams grow rapidly because of the more
mature technologies and lower prices of various electronic devices as well as
wider distributed sensor networks. As the world has already entered the Era of
Big Data, data-intensive technologies have been extensively used in the devel-
oped economies and numerous international organizations and companies are
c© Springer International Publishing AG 2017
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now much more frequently getting involved in Internet-based activities. All of
these have largely increased the demand for developing advanced intensive data
processing/analysis methodologies and technologies.

Traditional clustering methods more often share several common problems
[1–8], for example, they require the number of clusters [2,3] or thresholds
[4–6] or radii [7]. Most of the existing methods are offline [9], require itera-
tive calculations. The minority of online, incremental, one pass approaches [10]
still require user-defined parameters like radii, thresholds which makes them
not fully autonomous and unsupervised. Very recently, completely autonomous
approaches were proposed [11,12], however, they do not consider the big data,
high frequency, parallel computation aspects. In this paper, we propose Paral-
lel TEDA approach which is addressing precisely these aspects. It is memory-
and computation-efficient. Indeed, a single data processor might also have diffi-
culties in handling data samples which arrive in a very high speed.

Some published algorithms [13–16] try to improve computation efficiency by
dividing the streaming data chunk by chunk and processing them separately.
Then the algorithms fuse the individual clustering results together. However,
such algorithms [13–16] lack the ability to detect the evolutions and transitions
of the clusters, which sometimes lead to the fusion of non-related clusters [17].

TEDA (Typicality and Eccentricity Data Analysis) was introduced in [18–20]
as a fully data-driven and prior-assumptions-free framework for data analysis.
Moreover, TEDA supports the recursive form of calculation and is parameter-
free. Therefore, TEDA is a suitable algorithm for real-time streaming data
processing.

In this paper, we propose a novel online clustering approach for big data
streams called Parallel TEDA, which is developed on the basis of TEDA [18–20].
As a result, the proposed approach inherits all its advantages, including no
requirement of user input or assumptions, regardless the shape of clusters, recur-
sive computation, self-adaptation to the data pattern. Meanwhile, the idea of
parallel processing [13–16] is involved to make it suitable for high frequency
data streams processing. Within the Parallel TEDA framework, a number of
data streams processors and a fusion center are involved to collaborate with each
other to process the high frequency data stream. As a result, the processing speed
is largely improved because of its parallel computation structure. Within the pro-
posed approach, the high frequency data stream is split into data chunks, which
are passed to different processors. Once the data samples are being processed
by the processors, they are discarded to improve the memory-efficiency and only
the key information is stored. The fusion center automatically gathers all the
key information from the individual processors and fuses together into the final
clustering results. Because of the computationally lean recursive expression, the
calculations are very fast and no iterations or search is involved which makes
possible for real time processing of high frequency data streams. Moreover, com-
pared with the traditional parallel processing techniques [13–16], the proposed
Parallel TEDA is able to follow the ever changing data pattern and successfully
avoids the problem of meaningless fusion because of advantages of TEDA.
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Additionally, we use the time tag, age [21] to monitor the quality of the
existing clusters stored in the data stream processors and enhance its ability
to self-evolve. Thus, Parallel TEDA is able to follow the changes of the data
pattern and avoid the accumulation of error. Because of the time tag, when the
Parallel TEDA approach is dealing with multi-data streams, there is no need to
wait for processing the data streams sequentially one by one. Once, there is any
free processor, the next data stream can be processed seamlessly. In addition,
several data streams can be processed together at the same time because of the
multi-processors structure.

The remainder of this paper is organized as follows: Sect. 2 introduces the
theoretical basis of the TEDA framework. The details of the proposed Par-
allel TEDA approach are described in Sect. 3. In Sect. 4, the algorithm of the
proposed Parallel TEDA approach is presented. Section 5 is for numerical exper-
iments as well as analysis and the conclusions are presented in Sect. 6.

2 Theoretical Basis of the TEDA Framework

Typicality and Eccentricity based Data Analytics (TEDA) was introduced
recently [18–20] as a non-parametric, assumption-free methodology for extract-
ing information from data. In its nature, it is close to statistical learning; how-
ever, traditional statistical methods assume random variables and try to approxi-
mate these prior assumptions with the experimental data. TEDA is free from the
range of assumptions made in traditional probability theory and statistical learn-
ing and is entirely data-driven. No assumption is made for data (in)dependence,
number, nature (determinative or stochastic). The main quantities (measures)
of mutual (ensemble) properties of the data, namely, typicality can be seen as
similar to probability and membership function in fuzzy sets, but it is objective
and assumptions and parameters free.

2.1 Cumulative Proximity

Cumulative proximity [18,19,22] is the sum of distances from a particular data
sample to all the available data samples. The cumulated proximity of x i to all
other data samples is expressed as:

πk(x i) =
k∑

l=1

d2(x i,x l); i = 1, 2, . . . , k; k > 1 (1)

where d(x i,x l) denotes any distance measure between x i and x l. For clarity, in
this paper, we use the most commonly used Euclidean type of distance, namely
d(x i,x l) = ‖x i − x l‖.

2.2 Standardized Eccentricity

Eccentricity and its standardised form [18–20] are derived by normalising the
cumulative proximity and are very useful for anomaly detection, image process-
ing, fault detection, etc.
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The eccentricity of x i is calculated as [18,19].

ξk(x i) =
2πk(x i)

∑k
l=1 πi

k(x l)
; i = 1, 2, . . . , k; k > 1 (2)

Standardized eccentricity is derived directly from the eccentricity [18,19].

εk(x i) = kξi
k(x i) =

2kπk(x i)
∑k

l=1 πk(x l)
; i = 1, 2, . . . , k; k > 1 (3)

It is obvious that the sums of the eccentricity and standardized eccentricity
are 2 and 2k, respectively. Compared with eccentricity, standardized eccentricity
is a more convenient measure because when k tends to be infinity, its mean value
does not drop fast, namely more stable than eccentricity. Using it, the well-known
Chebyshev inequality [24] obtains a very elegant form.

2.3 Typicality

Typicality is the main measure introduced within TEDA [18–20]. It can be con-
sidered as a form of centrality or the normalized inverse cumulative proximity
[20]. The typicality of x i (j = 1, 2, . . . , k; k > 1) is [20]:

τk(x i) =
1

πk(x i)
∑k

l=1
1

πk(x l)

) = [πk(x i)[
k∑

l=1

(πk(x l))−1]]−1 (4)

Typicality represents spatial distribution pattern of the data and resembles
the probability distribution function [19].

2.4 Recursive Form of Calculation

It is very important in the context of working with high frequency live data
streams to have one pass type of algorithms and recursive calculations. In this
case, all quantities considered within the TEDA framework, namely, the cumula-
tive proximity, standardized eccentricity and typicality can all be updated recur-
sively. With Euclidean distance, the cumulated proximity of new coming data
sample xk+1 at the (k + 1)th time instance is recursively calculated as follows
[18,22]:

πk+1(xk+1) = (k + 1)(
∥
∥xk+1 − µk+1

∥
∥2 + Xk+1 − ∥

∥µk+1

∥
∥2)

where µk+1 = k
k+1µk + 1

k+1xk+1;µ1 = x 1

Xk+1 = k
k+1Xk + 1

k+1 ‖xk+1‖2; X1 = ‖x 1‖2
(5)

The corresponding sum of cumulated proximity can be updated as follows
[20]:

k+1∑

j=1

πk+1(x j) =
k+1∑

j=1

k+1∑

l=1

(x j − x l)T (x j − x l) = 2(k + 1)2(Xk+1 − ∥
∥µk+1

∥
∥2) (6)
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Using Eqs. (5) and (6), the recursive form of the standardized eccentricity
can be obtained as:

εk+1(xk+1) =

∥
∥xk+1 − µk+1

∥
∥ + Xk+1 − ∥

∥µk+1

∥
∥2

Xk+1 − ∥
∥µk+1

∥
∥2 = 1 +

∥
∥xk+1 − µk+1

∥
∥

Xk+1 − ∥
∥µk+1

∥
∥2 (7)

The recursive update of the typicality τk(x j) can obviously be achieved using
Eq. (5).

Before and independently of TEDA, the clustering quality and monitoring
parameter, age, was introduced in 2005 [21].

2.5 Cluster Age

Since the proposed approach is for live streaming data, the data pattern of the
stream will potentially change along with time elapse, as a result, the old existing
clusters may not be able to represent well the ensemble properties of the data
samples following a possible shift or drift [22,23]. Cluster age [22] allows to decide
whether a cluster is outdated. Cluster age [21] is an accumulated relative time
tag which allows to decide whether a cluster is outdated and is expressed as
follows:

Ac
k = k −

∑Sc
k

l=1 Ic
l

Sc
k

; c = 1, 2, ...C; Sc
k ≥ 1; k > 1 (8)

where the sub-label c denotes the cth cluster and C is the number of existing
clusters in the clustering result; Sc

k is the support of the cth cluster at the time
instance k (number of data samples associated with it).

2.6 Chebyshev Inequality

The well-known Chebyshev inequality [24] describes the probability of the dis-
tance between a certain data sample x i and the mean value to be larger than n
times the standard deviation, namely nσ. For Euclidean type of distance it has
the following form:

P (‖x i − µk‖ ≤ n2σ2) ≥ 1 − 1
n2

(9)

In TEDA, this condition is expressed regarding standardized eccentricity and
in a more elegant form [19]:

P (εk(x i) ≤ 1 + n2) ≥ 1 − 1
n2

(10)

That means, we can directly check the value of the standardized eccentricity,
εk and see if it is less than 10 for the “3σ” case.
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3 The Proposed Approach Parallel TEDA

First of all, let us denote the data stream in the Hilbert space Rd as
{x 1,x 2, . . . ,xk, . . .}, where the index k indicates the time instance at which the
kth data sample arriving. The continuously arriving data samples are divided into
chunks and sent to different data stream processors (assuming there are processors
and the chunk size is K) according to the time instance of arrival, namely:

X =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

x 1,x 2, . . . xK︸ ︷︷ ︸
chunk1→processor1

xK+1,xK+2, . . . x 2K
︸ ︷︷ ︸

chunk2→processor2

...
x (N−1)K+1,x (N−1)K+2, . . . xNK
︸ ︷︷ ︸

chunkN→processorN

xNK+1,xNK+2, . . . x (N+1)K
︸ ︷︷ ︸

chunk(N+1)→processor1

x (N+1)K+1,x (N+1)K+2, . . . x (N+2)K
︸ ︷︷ ︸

chunk(N+2)→processor2

...

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(11)

For each data chunk, once it is sent to the data stream processor, it will be
processed separately and the current processing result will only be influenced by
the previous data chunks processed within the same data stream processor and
will also influence the future output of the processor. Therefore, for the remainder
of this section, all the basic elements of Parallel TEDA approach introduced are
considered to be within the same particular data stream processor.

The collection of data samples entered the ith data processor are denoted as
Xi = {x i

1,x
i
2, . . . ,x

i
K} (i = 1, 2, . . . , N), and the number of samples, which can

also be viewed as time instance, is k and will keep growing with time. The number
of data samples processed by each processor is considered to be the same.

Parallel TEDA approach is divided into two stages. The first stage is the clus-
ters and parameters updating within the individual data stream separately. We
consider this stage to be a separate processing. The second stage is for merging
the separate clustering results of all existing data streams together, called clusters
fusion. The architecture of the proposed approach is presented in Fig. 1.

In the remainder of this section, the proposed approach will be described in
detail.

3.1 Separate Processing Stage

In this stage, all the data chunks separated from the data stream are processed
separately in their corresponding processors. For the ith data stream proces-
sor, at each time instance a new data sample arrives, denoted as x i

k+1,
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Fig. 1. The architecture of Parallel TEDA

their standardized eccentricity per cluster is calculated using Eq. (7). Then, we
monitor εi,c

k+1(x
i
k+1); c = 1, 2, . . . , Ci, here Ci denotes the number of existing

clusters in the ith processors.
For every cluster, the standardized eccentricities of all its members sum to

2Si,c
k , and the average standardized eccentricity is εaverage = 2. Combining the

Chebyshev conditions in terms of the standardised eccentricity (Eq. (10)) [19], we
use n = 2 to achieve a balance between sensitivity to anomalous data and toler-
ance to the intra-cluster variance, namely, εo = 5. The condition for associating
a data sample with a particular cluster can be expressed as follows:

IF (εi,c
k+1(x

i
k+1) ≤ εo) THEN (x i

k+1 ∈ c) (12)

For each new data sample x i
k+1, if the condition to a particular existing

cluster is met, it is associated with this cluster. If χi
k+1 is associated with two

or more clusters, it is associated with the cluster that satisfies the following
condition:

cselected = argminCi
c=1ε

i,c
k+1(x

i
k+1) (13)

Once, the cluster that x i
k+1 should be assigned to is decided, the correspond-

ing mean (center) µi,cselected
k+1 , the mean of the scalar product Xi,cselected

k+1 , age
Ai,cselected

k+1 and support Si,cselected
k+1 of the cluster need to be updated accordingly:

µi,cselected
k+1 ← ( S

i,cselected
k

S
i,cselected
k +1

µi,cselected
k + 1

S
i,cselected
k +1

x i
k+1)

Xi,cselected
k+1 ← ( S

i,cselected
k

S
i,cselected
k +1

Xi,cselected
k + 1

S
i,cselected
k +1

∥
∥x i

k+1

∥
∥2)

Ai,cselected
k+1 ← (k + 1 − S

i,cselected
k (k−A

i,cselected
k )+k+1

S
i,cselected
k +1

)

Si,cselected
k+1 ← (Si,cselected

k + 1)

(14)
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In contrast, if there is no cluster that meets the condition (Eq. (12)) for a
particular data sample, x i

k+1, the new data sample x i
k+1 forms a new cluster.

The parameters of the new cluster are then initialised as follows:

Ci ← (Ci + 1); µi,Ci

k+1 ← x i
k+1; Xi,Ci

k+1 ← ∥
∥x i

k+1

∥
∥2

; Ai,Ci

k+1 ← 0; Si,Ci

k+1 ← 1
(15)

For the existing clusters which do not have new member at the (k + 1)th

time instance, their age should be updated using Eq. (16) All other parameters
do not change.

Ai,Ci

k+1 ← (Ai,Ci

k + 1), c ∈ Other (16)

After the parameters updating, before the processor handles the next input
data sample, every existing cluster needs to be checked whether it is already out
of date according to its age using the following ageing condition:

IF (Ai,Ci

k+1 > μi
A + σi

A) AND (Ai,Ci

k+1 > K) THEN (The cth cluster is out of date)
(17)

where μi
A is the average value of the ages of all clusters within the processor,

σi
A is standard deviation of all clusters’ages within the ith processors.

Once, the processor detects a stale cluster, the stale cluster is removed auto-
matically because it may have adverse influence on the future clustering results.
After the stale clusters cleaning operation, the data stream processor will be
ready for the next data sample and begin a new round of data processing and
parameters updating. Based on the needs of users, the clustering results can be
viewed and checked at any time. Once requested by users, all the processors
will send the existing clusters and the corresponding parameters stored in their
memories to the fusion center, and the fusion center will fuse all the clustering
results together and give the final output. However, this user inference is entirely
optional. The algorithm is designed to work fully autonomously and will perform
fusion anyway unless specifically prompted not to.

3.2 Clusters Fusion Stage

In this stage, the clustering results from all the data stream processors will
be fused together to generate the final output of the proposed Parallel TEDA
approach.

Once we get all the clusters from all the processors and re-denote their
parameters as: centers µj , means of scalar product Xj and supports Sj , j =
1, 2, . . . , C0(C0 =

∑N
i=1 Ci), the fusion process will start. The clusters fusion

stage begins from the cluster with the smallest support and ends with the largest
one. For each cluster, starting from its closest neighboring cluster to the farthest
cluster away from it, we check the condition to decide whether this cluster should
be merged with the neighboring cluster:

IF (εl(µj) ≤ εo) AND (εj(µl) ≤ εo)
THEN (The jth and lth clusters should merge together) (18)
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where µj and µl are the centers of the jth and lth clusters, εi and εj are
calculated using the following equations:

εl(µj) =
S2
l ‖(µj−µl)‖2

+(Sl+1)(SlXl+‖µj‖2
)−‖µj+Slµl‖2

(Sl+1)(SlXl+‖µj‖2
)−‖µj+Slµl‖2

εj(µl) =
S2
j‖(µl−µj)‖2

+(Sj+1)(SjXj+‖µl‖2)−‖µl+Sjµj‖2

(Sj+1)(SjXj+‖µl‖2)−‖µl+Sjµj‖2

(19)

If the merging condition is met, the two clusters merge together:

µnew ← ( Sj

Sj+Sl
µj + Sl

Sj+Sl
µl); Xnew ← ( Sj

Sj+Sl
Xj + Sl

Sj+Sl
Xl);

Snew ← (Sj + Sl); C0 ← (C0 − 1)
(20)

After the merging, there may be some trivial clusters (with small support)
left satisfying the following condition:

IF (Si <

∑Co
j=1 Sj

5Co
) THEN (Merge the ithcluster with the nearest larger cluster) (21)

where the nearest larger cluster is determined as follows:

cmerge = argminCo

l=1(‖µi − µl‖); l �= i; Sl ≥
∑Co

j=1 Sj

5Co
(22)

Then, Eq. (20) is used to merge the minor cluster with the larger one.

4 Parallel TEDA Procedure

In this section, the proposed Parallel TEDA approach is summarized in a form
of pseudo-code in two parts according to the structure given in Fig. 1.

The first part of this approach is executed in every processor independently,
namely the separate processing stage. The second part of the proposed algorithm
is executed in the fusion center, namely clusters fusion stage.

1. Parallel TEDA Algorithm Part 1:

– While the data sample of the ith data stream is available (or until nor inter-
rupted):
• If (k = 1) Then:

Ci ← 1; µi,Ci

k ← x i
k; Xi,Ci

k ← ∥
∥x i

k

∥
∥2; Ai,Ci

k ← 0; Si,Ci

k ← 1;
• Else:

1. Calculate εi,c
k+1(x

i
k), c = 1, 2, . . . , Ci using Eqs. (5) and (7);

2. If (Association Condition is met (Eq. (12)) Then:
* Find the target cluster cselected using Eqs. (12) and (13);
* Update µi,cselected

k+1 , Xi,cselected
k+1 , Si,cselected

k+1 , Ai,cselected
k+1 using Eq. (14);

* Update the ages of other clusters using Eq. (16);
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3. Else
* Add a new cluster and its corresponding parameters using Eq. (15);
* Update the ages of other clusters using Eq. (16);

4. End If
• End If

– End While

2. Parallel TEDA Algorithm Part 2:

– While the existing clusters exhibit the potential of merging
• Calculate εl(µj) and εj(µl) using Eq. (19).
• If (Merging Condition is met) Then:

* Merge the two clusters using Eq. (20);
– End While
– Merge the minor clusters with the nearest larger clusters using Eqs. (21), (22)

and (20)

5 Numerical Experiments

In this section, several numerical experiments using benchmark datasets from
[25] are conducted to study the performance of the newly proposed Paral-
lel TEDA approach. The details of the benchmark datasets are given in Table 1.

Table 1. Benchmark dataset description

DataSet Details

Number of Number of Number of Maximum Minimum

data samples clusters attributes cluster size cluster size

A1 3000 20 2 150 150

A2 5250 35 2 150 150

A3 7500 50 2 150 150

S1 5000 15 2 350 300

S2 5000 15 2 350 300

The Parallel TEDA approach was developed into a software which run within
MATLAB R2015a. The performance was evaluated on a PC with dual core
processor with clock frequency 3.6 GHz each and 8 GB RAM. The first exper-
iment is conducted to verify the correctness and effectiveness of the Paral-
lel TEDA approach. Datasets A1 and A2 are used together to testify the ability
of the parallel computation as well as handling multi-data streams. In this exper-
iment, 11 data stream processors are involved and the data chunk size is set to be
250. The processing procedure of the data chunks of the three datasets is given
in Fig. 2. The time-varying clustering results of each process cycle are presented
in Fig. 3.
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Fig. 2. The processing procedure of first experiment (DC is short for data chunk)

As it is clearly shown in Fig. 3, the proposed approach can successfully follow
the changes of the data pattern including the shift leading to creation of new
clusters (evolving the structure). Parallel processors automatically discard the
stale clusters which cannot represent adequately the latest ensemble properties
of the data. Moreover, it also shows that the proposed approach is capable to
seamlessly handle multiple data streams.

The dataset A3 is used to investigate the relationships between execution
time and the number of processors as well as the chunk size. The amount of time
consumed (in seconds) for processing the dataset A3 are listed in Table 2 with
different number of processors and chunk sizes. The amount of the time consumed
by the two processing stages are presented separately for easier analysis. The
relationship between average processing time and the number of processors is
additionally depicted in Fig. 4 for visual clarity.

Table 2 and Fig. 4 show that, the processing speed becomes higher and the
time required, respectively, becomes lower when more processors are involved.
It is also interesting to notice that, when more processors are involved in the task,
there will be an approximately exponential decrease of the execution time used
by the first stage of the proposed approach. However, the fusion center needs
time to fuse all the clusters together as there will be more clusters generated by
individual processors. Correspondingly, the execution time of stage 2 of the pro-
posed approach will increase with the larger chunk size because the larger chunk
size will lead to more clusters generated in the processors in each process cycle,
which in turn, also cost more time in processing the future data chunk as well as
in fusing clustering results together. Nonetheless, the number of processors has
the most significant influence on the overall processing speed. Combining the
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Fig. 3. The time-varying clustering result (The green dots are the data samples from
A1 dataset, blue dots are the ones from A2 dataset and red circles are centers of the
clusters).
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Table 2. Execution time study (in seconds)

Chunk size Stages Number of processors

2 3 4 5 6 7 8

100 1 0.5746 0.4093 0.3137 0.2517 0.2097 0.1911 0.1715

2 0.0088 0.0111 0.0105 0.0237 0.0115 0.0289 0.0132

200 1 0.6018 0.4276 0.3141 0.2698 0.2213 0.2018 0.1773

2 0.0091 0.0118 0.0125 0.0149 0.0135 0.0158 0.0248

300 1 0.6359 0.4468 0.3317 0.2900 0.2308 0.2018 0.1829

2 0.0100 0.0140 0.0166 0.0127 0.0162 0.0175 0.0215

400 1 0.6764 0.4739 0.3447 0.291 0.2389 0.2159 0.1916

2 0.0222 0.0148 0.0140 0.0186 0.0166 0.0308 0.0389

500 1 0.7438 0.5316 0.3721 0.3047 0.2602 0.2196 0.1996

2 0.0114 0.0133 0.0178 0.019 0.0418 0.0523 0.0550

Fig. 4. The relationship between processing time and number of processors (The blue
bars represent the time consumed in stage 1 and the green ones represent the time
consumed in stage 2)

two stages of the approach, there is still an approximately exponential decrease
of the processing time (see Fig. 4).

In order to further study the performance of the proposed approach, the
well-known subtractive [6,7] and ELM clustering approaches [10] were used for
comparison purpose.

Since Parallel TEDA approach is for live data streams, no processed data
samples will be kept in memory, we consider the following alternative measures as
indicators of clustering performances: (1) Number of clusters, C0; (2) Maximum
support of the clusters, Smax; (3) Minimum support of the clusters, Smin; and
(4) Execution time, texe.

For a better comparison, in the following experiments, Parallel TEDA app-
roach will not discard old clusters, and each time these approaches only handle
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Table 3. Performance comparison (PTE denotes Parallel TEDA; SuC denotes
subtractive clustering)

Clustering approaches User input Data set Measures

C0 Smax Smin texe

PTE None A1 20 166 135 0.1388

SuC R=0.3 9 560 152 0.3728

R=0.1 31 153 27 0.3445

ELM R=600 4 2532 2 0.8820

R=200 63 914 1 5.6551

PTE None A2 35 176 125 0.2741

SuC R=0.3 11 712 166 0.6811

R=0.1 35 157 143 0.6954

ELM R=600 9 3583 1 1.7233

R=200 105 914 1 14.8939

PTE None A3 50 176 125 0.4956

SuC R=0.3 13 884 298 1.1141

R=0.1 50 165 140 1.1323

ELM R=600 4 3583 1 2.7453

R=200 132 818 1 28.0227

PTE None S1 15 359 294 0.3372

SuC R=0.3 10 670 323 0.6281

R=0.1 15 355 296 0.6114

ELM R=10000 4 2532 2 0.8820

R=3000 63 914 1 5.6551

PTE None S2 15 359 286 0.3288

SuC R=0.3 10 833 319 0.6313

R=0.1 15 351 289 0.6215

ELM R=10000 13 1700 1 2.4259

R=3000 102 358 1 14.9862

one data stream. We use 4 processors in the proposed Parallel TEDA approach
in comparative experiments and the chunk size is set to 200 data samples/points.
The comparison results are presented in Table 3. As it is shown in Table 3, com-
pared with the two comparative clustering approaches, Parallel TEDA approach
exhibits more accurate clustering results. Note that, both subtractive and ELM
clustering approaches require the radius (r or R, respectively) to be pre-defined.
Moreover, its choice heavily influences the result (see Table 3). The proposed
Parallel TEDA approach does not require such parameter to be pre-defined.
Yet, it is able to identify the correct number of clusters and is the fastest of
them. The subtractive clustering approach can be comparable with the proposed
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approach in terms of clustering accuracy, but its performance heavily relies on
the proper user input. In addition, it is offline and iterative. Moreover, even
though only 4 processors are involved, Parallel TEDA algorithm is already the
fastest among the three. Apparently, the proposed Parallel TEDA approach has
clear advantages because of the high performance and the potential for even
higher processing speed.

6 Conclusions

In this paper, we proposed a novel real-time clustering approach for high fre-
quency streaming data processing, called Parallel TEDA. This approach inher-
its the advantages of the recently introduced TEDA theoretical framework and
has the ability of parallel computation due to its multi-processors structure. In
addition, it can successfully follow the drifts and/or shifts in the data pattern.
Within the TEDA framework, the streaming data samples are divided into a
number of data chunks and sequentially sent to the data processors for cluster-
ing. Each generated cluster is additionally assigned a time tag for online cluster
quality monitoring. The fusion center gathers the clustering results from each
data processor and fuses them together to obtain the overall output. Numerical
experiments show the superior performance of the proposed approach as well
as the potential for an even higher processing speed. This approach will be a
promising tool for further applications in online high frequency data processing
and analysis.
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Abstract. The need to search for specific information or products in the ever
expanding Internet has led the development of Web search engines and rec-
ommender systems. Whereas their benefit is the provision of a direct connection
between users and the information or products sought within the Big Data, any
search outcome will be influenced by a commercial interest as well as by the
users’ own ambiguity in formulating their requests or queries. This research
analyses the result rank relevance provided by the different Web search engines,
metasearch engines, academic databases and recommender systems. We propose
an Intelligent Internet Search Assistant (ISA) that acts as an interface between
the user and Big Data search engines. We also present a new relevance metric
which combines both relevance and rank. We use this metric to validate and
compare the performance of our proposed algorithm against other search
engines and recommender systems. On average, our ISA outperforms other
search engines.

Keywords: Intelligent Internet Search Assistant � Random Neural Network �
Web search � Search Engines � Recommender Systems � Big Data

1 Introduction

The extensive size of the Big Data does not allow Internet users to find all relevant
information or products without the use of Web Search Engines or Recommender
Systems. Web users can not be guaranteed that the results provided by search appli-
cations are either exhaustive or relevant to their search needs. Businesses have the
commercial interest to rank higher on results or recommendations to attract more cus-
tomers while Web search engines and recommender systems make their profit based on
their advertisements and product purchase. The main consequence is that irrelevant
results or products may be shown on top positions and relevant ones “hidden” at the very
bottom of the search list. As the size of the Internet and Big Data increasingly expands,
Web Users are more and more dependent on information filtering applications.

We describe the application of neural networks in recommender systems in Sect. 2.
In order to address the presented search issues; this paper proposes in Sect. 3 an
Intelligent Internet Search Assistant (ISA) that acts as an interface between an indi-
vidual user’s query and the different search engines. We have validated our ISA against
other Web search engines and metasearch engines, online databases and recommender
systems on Sect. 4. Our conclusions are presented on Sect. 5.
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2 Related Work

The ability of neural networks to learn iteratively from different inputs to acquire the
desired outputs as a mechanism of adaptation to users’ interest in order to provide
relevant answers have already been applied in the World Wide Web and recommender
systems. S. Patil et al. [1] propose a recommender system using collaborative filtering
mechanism with k-separability approach for Web based marketing. They build a model
for each user on several steps: they cluster a group of individuals into different cate-
gories according to their similarity using Adaptive Resonance Theory (ART) and then
they calculate the Singular Value Decomposition matrix. M. Lee et al. [2] propose a
new recommender system which combines collaborative filtering with a
Self-Organizing Map neural network. They segment all users by demographic char-
acteristics where users in each segment are clustered according to the preference of
items using the neural network. C. Vassiliou et al. [3] propose a framework that
combines neural networks and collaborative filtering. Their approach uses a neural
network to recognize implicit patterns between user profiles and items of interest which
are then further enhanced by collaborative filtering to personalized suggestions.
K. Kongsakun et al. [4] develop an intelligent recommender system framework based
on an investigation of the possible correlations between the students’ historic records
and final results. C. Chang et al. [5] train the artificial neural networks to group users
into different types. They use an Adaptive Resonance Theory (ART) neural network
model in an unsupervised learning model where the input layer is a vector made of
user’s features and the output layer is the different cluster. P. Chou et al. [6] integrate a
back propagation neural network with supervised learning and feed forward architec-
ture in an “interior desire system”. D. Billsus et al. [7] propose a representation for
collaborative filtering tasks that allows the application of any machine learning algo-
rithm, including a feed forward neural network with k input neurons, 2 hidden neurons
and 1 output neuron. M. Krstic et al. [8] apply a single hidden layer feed forward neural
network as a classifier tool which estimates whether a certain TV programme is rele-
vant to the user based on the TV programme description, contextual data and the
feedback provided by the user. C. Biancalana et al. [9] propose a neural network to
include contextual information on film recommendations. The aim of the neural net-
work is to identify which member of a household gave a specific rating to a film at a
specific time. M. Devi et al. [10] use a probabilistic neural network to calculate the
rating between users based on the rating matrix. They smooth the sparse rating matrix
by predicting the rating values of the unrated items.

3 The Intelligent Internet Search Assistant Model

The search assistant we design is based on the Random Neural Network (RNN) [11–
13]. This is a spiking recurrent stochastic model for neural networks. Its main analytical
properties are the “product form” and the existence of the unique network steady state
solution. It represents more closely how signals are transmitted in many biological
neural networks where they actual travel as spikes or impulses, rather than as analogue
signal levels, and has been used in different applications including network routing
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with cognitive packet networks, using reinforcement learning, which requires the
search for paths that meet certain pre-specified quality of service requirements [14],
search for exit routes for evacuees in emergency situations [15, 16] and network
routing [17], pattern based search for specific objects [18], video compression [19],
image texture learning and generation [20] and Deep Learning [21].

Gelenbe, E. et al. have investigated different searchmodels [22–24]. In the case of our
own application of the RNN [25]; our ISA acquires a query from the user and retrieves
results from one or various search engines assigning one neuron per each Web result
dimension. The result relevance is calculated by applying our innovative cost function
based on the division of a query into a multidimensional vector weighting its dimension
terms with different relevance parameters. Our ISA adapts and learns the perceived user’s
interest and reorders the retrieved snippets based in our dimension relevant centre point.
Our ISA learns result relevance on an iterative process where the user evaluates directly
the listed results. We evaluate and compare its performance against other search engines
with a new proposed quality definition, which combines both relevance and rank. We
have also included two learning algorithms; Gradient Descent learns the centre of rele-
vant dimensions and Reinforcement Learning updates the network weights based on
rewarding relevant dimensions and punishing irrelevant ones.

4 Validation

4.1 Web Search Validation

We can affirm the superior search engine has the higher density of better scoring results
on top positions based on the result master list. In order to measure numerically Web
search quality or to establish a benchmark from we can compare search performance;
we propose the following algorithm, where results showed at top positions are
rewarded and results showed at lower positions are penalized. We define quality, Q, as:

Q ¼
XY

result¼1

RML � RSE ð1Þ

where RML is the rank of the result in the master list that represents the optimum result
relevance order, RSE is the rank of the same result in a particular search engine and Y
is the number of results shown to the user, if the result order is larger than Y, we
discard the result in our calculation as it is considered irrelevant.

We define normalized quality, Q, as the division of the quality, Q, by the optimum
figure which it is when the results provided are ranked in the same order as in the
master list; this value corresponds to the sum of the squares of the first Y integers:

Q ¼ Q
YðYþ 1Þð2Yþ 1Þ

6

ð2Þ

where Y the total number of results shown to the user.
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The Intelligent Internet Search Assistant we have proposed emulates how Web
search engines work by using a very similar interface to introduce and display infor-
mation. We validate our proposed ISA with current Metasearch engines, we retrieve the
results from the Web search engines they use to generate the result master list and then
compare the results provided by the Metasearch engines against this result master list.
This proposed method has the inconvenience that we are not considering any result
obtained from Internet Web directories neither Online databases from where Meta-
search engines may have retrieved some results displayed. We have selected both
Ixquick and Metacrawler as the Metasearch engines we can compare our ISA. After
analysing the main characteristics of both Metasearch engines we consider Metacrawler
uses (Google Yahoo and Yandex) and Ixquick uses (Google Yahoo and Bing) as their
main source of search results. We have run our ISA to acquire 10 different queries
based on the travel industry from a user. The ISA then retrieves the first 30 results from
each of the main Web search engine driver programmed (Google, Yahoo, Bing, and
Yandex), we have therefore scored 30 points to the Web site result that is displayed in
the top position, 1 point to the Web site result that is shown in the last position and 0
points to each of the result that belongs to the same Web site and it is shown more than
once. After we have scored the 120 results provided by the 4 different Web search
engines, we combine them by adding the scores of the results which have the same
Web site and rank them to generate the result master list. We have done this evaluation
exercise for each high level query. We then retrieve the first 30 results from Meta-
crawler and Ixquick and benchmark them against the result master list using the Quality
formula proposed. We present the average Quality values for the 10 different queries on
the below table (Table 1).

4.2 Online Academic Database Validation

In order to measure search quality we can affirm a better Online Academic Database
provides with a list of more relevant results on top positions. We propose the following
quality description where within a list of N results we score N to the first result and 1 to
the last result, the value of the quality proposed is then the summation of the position
score based of each of the selected results. Our definition of Quality, Q, can be defined as:

Q ¼
XY

i¼1

RSEi ð3Þ

where RSEi is the rank of the result i in a particular search engine with a value of N if
the result is in the first position and 1 if the result is the last one. Y is the total number
of results selected by the user. The best Online Academic Database would have the

Table 1. Web search validation

10 Queries
Google Yahoo Bing Yandex MetaC Ixquick ISA

0.67 0.66 0.66 0.68 0.59 0.42 0.65
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largest Quality value. We define normalized quality, Q, as the division of the quality,
Q, by the optimum figure which it is when the user consider relevant all the results
provided by the Web search engine. On this situation Y and N have the same value:

Q ¼ Q
NðNþ 1Þ

2

ð4Þ

We define I as the quality improvement between our Intelligent Search Assistant
against an Online Academic Database:

I ¼ QW � QR
QR

ð5Þ

Where I is the Improvement, QW is the quality of the Intelligent Search Assistant
and QR is the quality reference; we use the Quality of Google Scholar, IEEE Xplore,
CiteseerX or Microsoft Academic as QR in our validation exercise in the first iteration
and on further iterations, we use as Quality reference the value of the previous iteration.

Our Intelligent Internet Search Assistant can select between the main Online
Academic (Google Scholar, IEEE Xplore, CiteseerX or Microsoft Academic) and the
type of learning to be implemented. Our ISA then collects the first 50 results from the
search engine selected, reorders them according to its cost function and finally shows to
the user the first 20 results. Our ISA reorders results while learning on the two step
iterative process showing only the best 20 results to the user. We have searched for 6
different queries. We have used the four different Online Academic Databases for each
query, 24 searches in total. We have selected Gradient Descent and Reinforcement
Learning for 3 queries (12 searches) each. The table shows the average Quality value of
the Database search engine and ISA. The first I represents the improvement from ISA
against the Online Academic Databases; the second I is between ISA iterations 2 and 1
and finally the third I is between the ISA iterations 3 and 2 (Table 2).

Table 2. Online academic database validation

Gradient Descent Learning: 12 Queries

Iteration 1 Iteration 2 Iteration 3
Web ISA I Web ISA I Web ISA I

0.44 0.56 29 % 0.48 0.64 13 % 0.50 0.66 3.6 %

Reinforcement Learning: 12 Queries

Iteration 1 Iteration 2 Iteration 3
Web ISA I Web ISA I Web ISA I

0.41 0.51 25 % 0.44 0.61 19 % 0.46 0.64 5.2 %
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4.3 Recommender System Validation

We have implemented our Intelligent Search Assistant to reorder the results from three
different independent recommender systems: GroupLens film database, Trip Advisor
and Amazon. Our ISA reorders the films or products based on the updated result
relevance calculated by combining only the value of the relevant selected dimensions.
The higher the value the more relevant the film or product should be. ISA shows to the
user the first 20 results including its ranking. The user then selects the films or products
with higher ranking; this ranking has been previously calculated by adding user
reviews to the same products and calculating the average value. We have included
Gradient Descent and Reinforcement Learning for different queries in our validation.
Experimental results are shown on the following table (Table 3).

Table 3. Recommder system validation

GroupLens film dataset - Gradient Descent Learning - 5 Queries
First (Q) Iteration 1 (I) Iteration 2 (I) Iteration 3 (I)

0.71 17.45 % 0.145 % 1.79 %

GroupLens film dataset - Reinforcement Learning - 5 Queries

0.76 5.26 % 9.14 % 6.05 %

Trip advisor car dataset - Gradient Descent Learning - 5 Queries

0.94 0.0328 % 0.017 % 0.0007 %

Trip advisor car dataset - Reinforcement Learning - 5 Queries

0.94 0.798 % 0.004 % 0.0165 %

Trip advisor hotel dataset - Gradient Descent Learning - 5 Queries

0.94 0.54 % –0.0607 % –0.0395 %

Trip advisor hotel dataset - Reinforcement Learning - 5 Queries

0.94 0.728 % 4.658 % 0.139 %

Amazon dataset - Gradient Descent Learning - 5 Queries

0.15 33.89 % 8.39 % –6.97 %

Amazon dataset - Reinforcement Learning -5 Queries
First (Q) Iteration 1 (I) Iteration 2 (I) Iteration 3(I)

0.15 30.36 % 13.05 % 0.503 %
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5 Conclusions

We have proposed a novel approach to Web search and recommendation systems
within Big Data; the user iteratively trains the neural network while looking for rele-
vant results. We have also defined a different process; the application of the Random
Neural Network as a biological inspired algorithm to measure both user relevance and
result ranking based on a predetermined cost function. Our Intelligent Search Assistant
performs generally slightly better than Google and other Web search engines however,
this evaluation may be biased because users tend to concentrate on the first results
provided which were the ones we showed in our algorithm. Our ISA adapts and learns
from user previous relevance measurements increasing significantly its quality and
improvement within the first iteration. Reinforcement Learning algorithm performs
better than Gradient Descent. Although Gradient Descent provides a better quality on
the first iteration; Reinforcement Learning outperforms on the second one due its
higher learning rate. Both of them have a residual learning on their third iteration.
Gradient Descent would have been the preferred learning algorithm if only one itera-
tion is required; however Reinforcement Learning would have been a better option in
the case of two iterations. It is not recommended three iterations because learning is
only residual.

Acknowledgment. This research has used Groupfilms dataset from the Department of
Computer Science and Engineering at the University of Minnesota; Trip Advisor dataset from the
University of California-Irvine, Machine Learning repository, Centre for Machine Learning and
Intelligent Systems and Amazon dataset from Julian McAuley Computer Science Department at
University of California, San Diego.

References

1. Patil, S., Mane, Y., Dabre, K., Dewan, P., Kalbande, D.: An efficient recommender system
using collaborative filtering methods with k-separability approach. Int. J. Eng. Res. Appl.,
30–35 (2012)

2. Lee, M., Choi, P., Woo, Y.T.: A hybrid recommender system combining collaborative
filtering with neural network. In: de Bra, P., Brusilovsky, P., Conejo, R. (eds.) AH 2002.
LNCS, vol. 2347, pp. 531–534. Springer, Heidelberg (2002)

3. Vassiliou, C., Stamoulis, D., Martakos, D., Athanassopoulos, S.: A recommender system
framework combining neural networks & collaborative filtering. In: International Conference
on Instrumentation, Measurement, Circuits and Systems, pp. 285–290 (2006)

4. Kongsakun, K., Kajornrit, J., Fung, C.: Neural network modelling for an intelligent
recommendation system supporting SRM for universities in Thailand. In: International
Conference on Computing and Information Technology, vol. 2, pp. 34–44 (2013)

5. Chang, C., Chen, P., Chiu, F., Chen, Y.: Application of neural networks and Kanos’s method
to content recommendation in Web personalization. Expert Syst. Appl. 36, 5310–5316
(2009)

6. Chou, P., Li, P., Chen, K., Wu, M.: Integrating Web mining and neural network for
personalized e-commerce automatic service. Expert Syst. Appl. 37, 2898–2910 (2010)

260 W. Serrano



7. Billsus, D., Pazzani, M.: Learning collaborative information filters. In: International
Conference of Machine Learning, pp. 46–54 (1998)

8. Krstic, M., Bjelica, M.: Context aware personalized program guide based on neural network.
IEEE Trans. Consum. Electron. 58, 1301–1306 (2012)

9. Biancana, C., Gaspareti, F., Micarelli, A., Miola A., Sansonetti, G.: Context-aware movie
recommendation based on signal processing and machine learning. In: The Challenge on
Context Aware Movie Recommendation, pp. 5–10 (2011)

10. Devi, M., Samy, R., Kumar, S., Venkatesh, P.: Probabilistic neural network approach to
alleviate sparsity and cold start problems in collaborative recommender systems. Comput.
Intell. Comput. Res., 1–4 (2010)

11. Gelenbe, E.: Random neural network with negative and positive signals and product form
solution. Neural Comput. 1, 502–510 (1989)

12. Gelenbe, E.: Learning in the recurrent Random Neural Network. Neural Comput. 5, 154–164
(1993)

13. Gelenbe, E., Timotheou, S.: Random neural networks with synchronized interactions. Neural
Comput. 20(9), 2308–2324 (2008)

14. Gelenbe, E., Lent, R., Xu, Z.: Towards networks with cognitive packets. In: Goto, K.,
Hasegawa, T., Takagi, H., Takahashi, Y. (eds.) Performance and QoS of Next Generation
Networking, pp. 3–17. Springer, London (2011)

15. Gelenbe, E., Wu, F.J.: Large scale simulation for human evacuation and rescue. Comput.
Math Appl. 64(12), 3869–3880 (2012)

16. Filippoupolitis, A., Hey, L., Loukas, G., Gelenbe, E., Timotheou, S.: Emergency response
simulation using wireless sensor networks. In: Proceedings of the 1st International
Conference on Ambient Media and Systems, p. 21 (2008)

17. Gelenbe, E.: Steps towards self-aware networks. Commun. ACM 52(7), 66–75 (2009)
18. Gelenbe, E., Koçak, T.: Area-based results for mine detection. IEEE Trans. Geosci. Remote

Sens. 38(1), 12–24 (2000)
19. Cramer, C., Gelenbe, E., Bakircloglu, H.: Low bit-rate video compression with neural

networks and temporal subsampling. Proc. IEEE 84(10), 1529–1543 (1996)
20. Atalay, V., Gelenbe, E., Yalabik, N.: The random neural network model for texture

generation. Int. J. Pattern Recognit Artif Intell. 6(1), 131–141 (1992)
21. Gelenbe, E., Yin, Y.: Deep learning with random neural networks, In: International Joint

Conference on Neural Networks (IJCNN 2016) World Congress on Computational
Intelligence. IEEE Xplore, Vancouver (2016). Paper Number 16502

22. Gelenbe, E.: Search in unknown random environments. Phys. Rev. E 82(6), 061112 (2007)
23. Gelenbe, E., Abdelrahman, O.H.: Search in the universe of big networks and data. IEEE

Netw. 28(4), 20–25 (2014)
24. Abdelrahman, O.H., Gelenbe, E.: Time and energy in team-based search. Phys. Rev. E 87,

032125 (2013)
25. Gelenbe, E., Serrano, W.: An intelligent internet search assistant based on the random neural

network. In: Iliadis, L., Maglogiannis, I. (eds.) AIAI 2016, IFIP AICT, vol. 475, pp. 141–
153. Springer, Switzerland (2016)

A Big Data Intelligent Search Assistant Based on the RNN 261



RandomFIS: A Fuzzy Classification System
for Big Datasets

Oscar Samudio, Marley Vellasco(&), Ricardo Tanscheit,
and Adriano Koshiyama

Department of Electrical Engineering, Pontifical Catholic University
of Rio de Janeiro, Rio de Janeiro, RJ, Brazil

{oscarsam,marley,ricardo}@ele.puc-rio.br,

as.koshiyama@gmail.com

Abstract. One of the main advantages of fuzzy classifier models is their lin-
guistic interpretability, revealing the relation between input variables and the
output class. However, these systems suffer from the curse of dimensionality
when dealing with high dimensional problems (large number of attributes and
instances). This paper presents a new fuzzy classifier model, named
RandomFIS, that provides good performance in both classification accuracy and
rule base interpretability even when dealing with databases comprising large
numbers of inputs (attributes) and patterns (instances). RandomFIS employs
concepts from Random Subspace and Bag of little Bootstrap (BLB), resulting in
an ensemble of fuzzy classifiers. It was tested with different classification
benchmarks, proving to be an accurate and interpretable model, even for
problems involving big databases.

Keywords: Fuzzy inference system � Classification � Bootstrapping �
RandomSubspace � Bag of little Bootstrap

1 Introduction

Classification systems based on fuzzy rules are useful and well known tools for rep-
resenting and extracting knowledge from data bases involving uncertainty, inaccuracy
and nonlinearity [1]. Approaches based on fuzzy logic have the ability to provide
accurate models and, at the same time, interpretable linguistic rules to inform the end
user of the relationship between input variables and output classes [2]. In order to build
models that consider both accuracy and interpretability, most studies have used
(i) evolutionary algorithms [3] to elaborate fuzzy rules and (ii) Evolving Fuzzy
Inference Systems [4] to create and adapt a fuzzy rule base by gathering new
observations.

In [5], a simpler approach, known as AutoFIS-Class, was proposed to automatically
generate a Fuzzy Classifier System that provides good accuracy but also favors lin-
guistic interpretability. AutoFIS-Class was compared to other fuzzy-evolutionary
models [5] and performed very well in terms of accuracy and interpretability. However,
for big data bases AutoFIS-Class suffers from the curse of dimensionality [6], espe-
cially with respect to computational time and memory consumption.
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In order to improve the performance of AutoFIS-Class in classification problems
involving big data bases, this paper proposes a new model, named RandomFIS, which
is based on a combination of multiple fuzzy classifiers [1], also known as ensembles
[7], and techniques such as Bootstrapping (Bagging), and Random Subspace [8].
RandomFIS automatically extracts fuzzy rules from big databases comprising large
numbers of inputs (attributes) and patterns (instances). It makes use of concepts from
Random Subspace and Bag of little Bootstrap (BLB) [9], which is a scalable version of
Bootstrapping, resulting in an ensemble of classifiers. This combination provides an
interpretable as well as an accurate classifier model.

This paper is organized into three additional sections. Section 2 describes in details
the proposed model and how it handles high dimensional datasets. Section 3 presents
the experiments carried out for different datasets. Finally, Sect. 4 concludes the work
and suggests some lines for future work.

2 RandomFIS

The RandomFIS model is an extension of AutoFIS, specially developed to deal with
big databases, whether in terms of number of attributes or of instances (patterns). The
main objective is to obtain a scalable classification fuzzy inference system that provides
good accuracy but maintains the necessary interpretability.

In order to deal with big databases, RandomFIS is based on the creation of multiple
classifiers, developed from databases with reduced number of attributes and instances.
It consists of the main blocks shown in Fig. 1.

2.1 Generating Multiple Training Sets

In this module, RandomFIS creates different datasets, composed of a reduced amount
of instances and variables from the original database, to train multiple classifiers, as
illustrated in Fig. 2. The generation of those multiple datasets makes use of concepts
from Bag of Little Bootstrap (BLB) and RandomSubspace.

The generation of multiple training sets employs 2 levels of processing: Subsam-
pling and Resampling, with random selection of a subset of the input attributes. The
first level uses the original database of size n and generates s subsets of size b, so that

b ¼ nc ð1Þ

where n is the number of patterns (instances) in the original database, b is the size of the
reduced dataset and c is a constant (0:5\c� 0:9). The Subsampling technique is used
to generate s sets by randomly selecting patterns based on an uniform distribution

Fig. 1. The main blocks of the RandomFIS model
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without repetition. The second level generates, from each Seti, i2{1, …s}, a Boot-
strapping (Resampling) Subsetj, j2{1,…, r}, now with repetition. Each of the r subsets
contains a reduced number (J*) of randomly selected attributes (known as Ran-
domSubspace), given by Eq. (2):

J� ¼ log2ðJÞþ 1b c ð2Þ

where J is the total number of attributes in the original database and J* is the number of
variables that are selected in each Subsetj.

2.2 Creation of Multiple Classifiers

The following sections describe the steps taken in the creation of s groups of r clas-
sifiers. Each of these is trained with one Subsetj, following the procedure established
for the AutoFIS model [5].

2.2.1 Fuzzification
In classification, the main information consists of n patterns xi ¼ ½xi1; xi2; . . .; xiJ � of J
attributes Xj present in the database ði ¼ 1; . . .; ne j ¼ 1; . . .; JÞ. A number of L fuzzy

sets Ajl ¼ xij; lAjl
ðxijÞ

� �
jxij 2 Xj

n o
is associated to each jth attribute, where lAjl

: Xj !
½0; 1� is a membership function that associates to each observation xij a membership
degree lAjl

ðxijÞ to the fuzzy set Ajl. Each pattern is associated to a class Ci out of K
possible ones, that is Ci 2 1; 2; . . .k; . . .;Kf g: The Fuzzification stage takes into
account three aspects: membership function format, the support of each member
function lAjl

ðxijÞ and the appropriate linguistic label. RandomFIS uses the Tukey
approach [5], which considers the information from the quartiles.

2.2.2 Rules Extraction
This stage consists of Formulation of the rules’ premises and Association of each
premise to a specific consequent.

Fig. 2. Process of generating multiple training datasets
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A. Formulation: This first step consists of building rule premises. In mathematical
terms, a premise is usually defined as:

lAd
xið Þ ¼ lA1l

xi1ð Þ � . . . � lA1l
xij
� � � . . . � lAJl

xiJð Þ ð3Þ

where lAd
xið Þ is the joint membership degree of pattern i in premise d, ðd ¼ 1; . . .;DÞ,

and ∗ is a t-norm. More generally, a premise can be built from a combination of the
lA1l

xij
� �

through the use of t-norms, t-conorms, negation operators and linguistic
hedges. The negation operator acts upon each element in a premise.

Regarding interpretability, it is desirable to have few rules with few antecedent
elements. Thus, a limit is imposed on the maximum size of premises and these are
generated in an organized way: initialization with size-1 premises, creation of size-2
premises from the size-1 viable ones, generation of size-3 premises from viable size-2
premises and so on. Besides, a premise viability is evaluated through a set of filters:
support, similarity and conflict in classification.

(a) Support Filter: aims at building premises that cover a large number of patterns in
the database. The Relative Support of a premise lAd

xið Þ is given by:

Supd ¼
Pn
i¼1

lAd
xið Þ

n
ð4Þ

Given a user-defined tolerance eSup, a premise is deemed viable if Supd [ eSup.

(b) Similarity Filter: its objective is to reduce the occurrence of similar or identical
premises. Given two premises lAd

xið Þ and lAv
xið Þ, the similarity between them can be

computed by:

Simd;v ¼
Pn

i¼1 min lAd
xið Þ; lAv

xið Þ� �
Pn

i¼1 max lAd
xið Þ; lAv

xið Þ� � ð5Þ

Given a user-defined tolerance esim, two premises are similar if Simd;v [ esim. If the
similarity is identified, the premise with the lower Relative Support is removed.

(c) PCD Filter: this filter aims at reducing the occurrence of similar or conflicting rules
by computing the Penalized Confidence Degree (PCDk) [10]:

PCDk ¼ max

P
i2k lAd

xið Þ �P
i 62k lAd

xið ÞPn
i¼1 lAd

xið Þ ; 0
� 	

ð6Þ

A premise is not viable if PCDk ¼ 0 for all K classes.

B. Association: This step determines the consequent class that is most compatible to a
given premise lAd

xið Þ. Premise d associated to class k (i.e. a fuzzy rule) is denoted by
lAdðkÞ xið Þ, which describes, in linguistic terms:
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``If X1 is A1l and . . . and Xj is Ajl and . . . and Aj is Ajl; then xi is Class k''

The Weighted Average estimated through Restricted Least Squares (RLS) is used
here. For each dth premise, a linear configuration of weights in the range [0, 1] is
determined. This can be formulated as:

min
Xn

i¼1
lCi2k xið Þ �

XK

k¼1
bklAd

xið Þ
� �2

subject
XK

k¼1
bk ¼ 1 e bk � 0

ð7Þ

where lCi2k xið Þ 2 0; 1f g is the membership degree of pattern xi to class k (binary
representation of class k), bk is the degree of influence of class k on premise lAd

xið Þ. If
bk ¼ 0, then premise lAd

xið Þ is eliminated.

2.3 Rules Pruning

As mentioned in Sect. 2.1, each Seti, i2{1, …s} generates r fuzzy classifiers, trained
with a different Subsetj, j2{1, …, r} that contains a reduced number of attributes. In
this module all rules generated by the r classifiers, obtained from Seti, are inspected and
combined to obtain a more compact rule base for each class k.

In the pruning process, rule bases created by each classifier, RB1, RB2,…, RBr are
grouped according to the rule’s consequent (class) and identical rules are eliminated.
Figure 3 exemplifies this process. From a certain Seti dataset, r independent fuzzy rule
bases are generated. Rules in blue, associated to Class 1, are identical, as well as the
one in red associated to Class 2. Only one instance of blue rules and red rules are
considered in the final rule base extracted from dataset Seti. This process is performed
for each dataset Seti, i = {1, … s}, resulting in s different classifiers, comprising fuzzy
rules for each class k.

Fig. 3. Example of the Rules Pruning Process
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2.4 Combination of Classifiers

Different methods have been proposed to combine the results of an ensemble of
classifiers [7]. Two methods are proposed here to combine the ensemble composed of
s fuzzy classifiers: (i) Combination by Average (RandomFIS_Ave) and (ii) Combina-
tion by Rules (RandomFIS_Rules).

In Combination by Average, rules are aggregated per classifier, i.e. the membership
degree of x�i to each class k is computed for each of the s classifiers and then divided by
the number of classifiers in the ensemble. With the predicted average membership
degree of pattern x�i for each one of the K available classes in the dataset, the Decision
block of RandomFIS model defines which class x�i belongs to.

The Combination by Rules method, on the other hand, benefits from the diversity of
the classifiers generated from subsampling, bootstrapping and randomsubspace sub-
sets. In this case, all rules related to one class, from all different s classifiers, are
aggregated before entering the Decision stage.

The aggregation procedure for both cases is described below.

2.5 Rule Aggregation

Given a new pattern x�i , the aggregation stage combines the activation degree of rules
related to a same class. Consider DðkÞ as the number of rules related to class k. Given an

aggregation operator [11], g: 0; 1½ �DðkÞ
, the membership degree of x�i in each of the K

classes ðl̂Ci2k x�i
� �Þ will be:

l̂Ci2k x�i
� � ¼ g lA1 1ð Þðx�i Þ; . . .; lAD 1ð Þðx�i Þ

h i
ð8Þ

l̂Ci2k x�i
� � ¼ g lA1 2ð Þðx�i Þ; . . .; lAD 2ð Þðx�i Þ

h i
ð9Þ

..

.

l̂Ci2k x�i
� � ¼ g lA1 Kð Þðx�i Þ; . . .; lAD Kð Þðx�i Þ

h i
ð10Þ

Based on the results obtained with AutoFIS [5], RandomFIS uses Weighted Average
estimated through Restricted Least Squares (RLS) as the aggregation operator [11]:

l̂Ci2k x�i
� � ¼ XD 1ð Þ

d 1ð Þ¼1

wd 1ð ÞlAd 1ð Þ xið Þ ð11Þ

..

.
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l̂Ci2k x�i
� � ¼ XD Kð Þ

d Kð Þ¼1

wd Kð ÞlAd Kð Þ xið Þ ð12Þ

where wdðkÞ is the weight, or the degree of influence, of lAdðkÞðxiÞ in the discrimination
of patterns related to class k. The same process described in the Association stage is
used for finding the weights.

2.6 Decision

The decision on the membership of pattern x�i to class k is computed by:

Ĉi ¼ argkmax l̂Ci21 x�i
� �

; . . .; l̂Ci2k x�i
� �

; . . .; l̂Ci2K x�i
� �� � ð13Þ

where Ĉi is the predicted class: result of the k-th argument that maximizes Eq. (13).
Therefore, this method associates pattern x�i to the most pertinent class according to the
existing rule base. In case of a tie, x�i will be associated to the majority class.

3 Experiments

In order to evaluate RandomFIS, five databases were selected from the UCI machine
learning repository [12]: KDD Cup 1999, Poker Hand, Covertype, Census-Income
(KDD), Fatality Analysis Reporting System (FARS). Table 1 presents their main
features in terms of number of attributes (J), number of instances (patterns) (n) and
number of classes. All databases were evaluated using 10-fold crossvalidation.

In the comparison of results for the models presented in [13], all multiple classes
datasets have been transformed into binary classification problems. The labels of the
datasets in Table 1 indicate the classes used in the binary classification problem.

The parameters used to create each fuzzy classifier have been defined according to
the best results obtained in [5]: number of membership for each attribute = 3; product
t-norm; active negation; maximum size of premise = 2; eSup = 0,075 and esim = 0,95.

Parameters such as number of Subsamples ðsÞ, number of Bootstraps ðrÞ and c,
were empirically determined after some preliminary tests, based on results presented in
[9]. Best results were obtained for c ¼ 0:7 and r ¼ 100. In order to compare the
performance of RandomFIS to those of other similar models, three different

Table 1. Main features of benchmark databases

Datasets J n #Patterns per class

Kddcup_DOS_vs_normal 41 4856151 (3883370; 972781)
Poker_0_vs_1 10 946799 (513702; 433097)
Covtype_2_vs_1 54 495141 (283301; 211840)
Census 41 141544 (133430; 8114)
Fars_Fatal_Inj_vs_No_Inj 29 62123 (42116; 20007)
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Subsamples values were considered: s ¼ 8; 16; 32, as in [13]. In that work, the
Chi-MapReduce model was proposed to deal with high dimensionality problems.

Results are compared in terms of number of fuzzy rules generated and Classifica-
tion Accuracy, computed as:

Accuracy ¼
Pn

i¼1 Ci � Ĉi



 


n

ð14Þ

where Ci is the real class of pattern x�i , and Ĉi is the predicted class. In Eq. (14),
Ci � Ĉi



 

 ¼ 0 if Ci ¼ Ĉi; and 1 otherwise.

3.1 Results

Tables 2, 3 and 4 present the results in terms of Accuracy, average Number of Rules and
Computational Time for configurations RandomFIS_Ave and RandomFIS_Rules, for 8,
16 and 32 Subsamples. In terms of Accuracy, Table 2 indicates that RandomFIS_Rules
provides better results than RandomFIS_Ave. Additionally, the configuration with 32
partitions tends to produce better Accuracy. Regarding the average number of rules
generated (Table 3), RandomFIS_Rules outperforms RandomFIS_Ave. The former
provides a significant reduction in the final number of rules, considerably enhancing
interpretability while maintaining classification accuracy. The average computational
time presented in Table 4, for each partition configuration, refers to the time needed for

Table 2. Average accuracy results for RandomFIS versions with 8, 16, 32 partitions.

Datasets RandomFIS_Ave RandomFIS_Rules
8 16 32 8 16 32

Kddcup_DOS_vs_normal 99.61 99.71 99.75 99.91 99.9 99.92
Poker_0_vs_1 57.07 56.77 56.98 58.46 59.27 60.02
Covtype_2_vs_1 73.15 73.23 73.18 76.58 76.54 76.66
Census 94.29 94.31 94.29 94.53 94.56 94.58
Fars_Fatal_Inj_vs_No_Inj 100.0 100.0 100.0 100.0 100.0 100.0
Average 84.05 84.04 84.08 85.90 86.05 86.24

Table 3. Average Number of Rules results for RandomFIS versions with 8, 16, 32 partitions.

Datasets RandomFIS_Ave RandomFIS_Rules
8 16 32 8 16 32

Kddcup_DOS_vs_normal 103.80 192.50 402.70 43.8 50.1 70
Poker_0_vs_1 623.00 1271.10 2522.90 111.2 104.2 96
Covtype_2_vs_1 97.00 186.70 384.60 31.5 35.4 44.7
Census 252.70 505.20 1012.90 54.6 66.7 76.6
Fars_Fatal_Inj_vs_No_Inj 360.90 734.40 1447.70 194.3 328.5 525.8
Average 287.48 577.98 1154.16 87.08 116.98 162.62
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processing both RandomFIS models in an Intel Core i7-5820 K CPU @ 3.30 GHz,
RAM 32 GB, Windows 7 × 64 PC.

The best RandomFIS model – RandomFIS_Rules – was compared to two similar
models, proposed in [13]: Chi-FRBCS and Chi-MapReduce. Figures 4 and 5 show the
results in terms of Classification Accuracy and Average Number of Rules.

Table 4. Average runtime elapsed for RandomFIS versions with 8, 16, 32 partitions.

Datasets Partitions
8 16 32

Kddcup_DOS_vs_normal 126777.77 250116.3 442169.25
Poker_0_vs_1 84356.87 167628.51 330257.05
Covtype_2_vs_1 3284.65 6013.94 11536.96
Census 7148.62 14666.95 29682.78
Fars_Fatal_Inj_vs_No_Inj 10865.68 22299.52 44596.19
Average 46486.72 92145.04 171648.45

Fig. 4. Comparison of classification performance for RandomFIS_Rules

Fig. 5. Comparison of average number of rules for RandomFIS_Rules

270 O. Samudio et al.



As can be seen from Fig. 4, RandomFIS_Rules provides better Accuracy in most
databases. Results for Poker_0_vs_1 and Kddcup_DOS_vs_normal are inferior to
those presented in [13]. However, Fig. 5 shows that RandomFIS is significantly
superior to Chi-FRBCS and Chi-MapReduce regarding the Average Number of Rules.

4 Conclusions

This paper presented a new classification model, called RandomFIS, that is able to deal
with high dimensionality problems. The proposed model was evaluated for five dif-
ferent binary databases and results demonstrate that it provides good accuracy with a
reduced number of fuzzy rules. This enhances its interpretability when compared to
other similar models in the literature. Future work will involve the application of
RandomFIS to benchmarks with multiple classes, as well as to real big datasets.
Additionally, feature selection methods shall be added to improve its performance, as
well as some other ways of combining the generated fuzzy classifiers.
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Abstract. As the volume data grows exponentially, more and more big data
handling approaches are also applied in the linked data cloud. Thus, semantic
triplets which are nucleus of the Resource Description Framework (RDF) must
be harmonized to the demanding needs of the 4 Vs. This paper presents the
architecture and the main components of a big linked data repository named
LinkedEconomy. The scope of the platform is to collect, process, interlink and
publish unprecedented high-detailed economic data in machine-readable format,
in order to (a) provide a new data corpus for enriching research efforts in
Economic, Statistics and Business studies, and (b) contribute to Big data ana-
lytics for corporate decision making.

Keywords: Big data � Linked data � Open data � Semantic web � Ontology �
Economy � Public finance � Prices

1 Introduction – Related Works

The present paper describes the underlying structure and functionality of LinkedE-
conomy1, which stands as a co-funded project under the National Strategic Reference
Framework (NSRF). LinkedEconomy could be considered as a basic component of
Web economy providing a universal access to Greek and international economy data,
as well as at promoting the benefits of linking heterogeneous sources under the concept
of big, open and reusable data in this critical domain [1]. These data flows are of high
added value not only for exploration purposes, but also for exploiting the benefits of
transparency and openness to the citizens, the research and business communities, and
the government itself.

Related research approaches are characterized by a two-fold approach. In the first
fold, there are efforts that analyse the benefits of using open data in economy, trying in
parallel to provide a unified framework and modelling strategy [2, 3] and [4]. In the

1 http://linkedeconomy.org/en/.
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second fold, can be found initiatives that integrate the benefits of openness, thus
creating a flourishing linked ecosystem of economy data [5–7] and [8].

Through our developed platform, we aim at tackling the challenge of building a
common terminology for the basic financial and economy activities, which will -in
turn- facilitate the research over new linked data and sources. All described compo-
nents that are analyzed in the following sections, form a system capable of linking
economy-related data at large scale, creating in parallel a framework for collect, val-
idate, clean and publish linked big data streams. According to our knowledge,
linkedeconomy.org is quite innovative effort and consist some of the cutting edge
semantic and big data handling approaches.

2 Process Model and Infrastructure for Handling Big Data

Open economic data related to public budgeting, spending and prices are characterized
by high volume, velocity, variety and veracity. Thus, we have decided to build custom
components under the common logic of transforming static data to linked and big open
data streams. This decision was made for the benefit of flexibility that helps us to
address the 3 V’s of economic data and cannot be found at Linked (Open) Data
Management Suites (e.g. UnifiedViews2).

The big picture of our approach is depicted in Fig. 1. As shown, data are stored in
raw (as harvested from sources), in RDF and JSON formats. Enriched data are dis-
tributed though five channels: data dumps (CKAN open source data portal software3),
SPARQL queries, Web, social media and structured inputs to Business Intelligence
(BI) systems. Additionally, data can be further analysed and exchanged with relevant
platforms (e.g. SPARQL to R). The validation component runs through out the whole
process to safeguard high data quality by detecting errors. The messaging component
works as an internal messaging and alert system for all components. It also produces
and automatically posts messages to Twitter related to data availability (e.g. Daily
#opendata for public financial decisions (2/16) @diavgeia @YDMED @CKANproject
@OpenGovGr @ODIAthens #diavgeia http://goo.gl/oGmfDP).

As core infrastructure we use okeanos4, which is an established cloud-based service
provided for the Greek research and academic community. Moreover, our computa-
tional stack consists of 12 virtual machines with memory and storage capacities that
span from 4 GB to 16 GB RAM and 100 GB to 500 GB respectively, as well as a
non-commodity (physical) server of 12 CPUs, 128 GB RAM and a storage capacity of
more than 8 TB. The first column of Table 1 indicates the nodes of our infrastructure;
the second column highlights their distinct role and functionality provided (in both
internal and external procedures), while the last column depicts the third-party
dependencies and services employed, as well as the stored data sources.

2 https://www.semantic-web.at/unifiedviews.
3 http://ckan.org/.
4 https://okeanos.grnet.gr/home/.
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Fig. 1. LinkedEconomy process layers

Table 1. LinkedEconomy general infrastructure

Functionalities/Components Services/Data sources

VM1 Linkedeconomy.org Apache, PHP, MySQL, Drupal
VM2 SPARQL endpoint, demo

site
OLV, Apache, PHP, MySQL, Drupal

VM3 Harvester CouchDB, Lucene, Apache, MySQL/ CKAN
(Greek Datasets)

VM4 Harvester, Messenger MySQL, LinkedEconomy Dropbox
VM5 Storage - Secondary

triplestore
CouchDB, OLV, CouchDB-Lucene, Docker,
4store

VM6 Harvester Apache, PHP, MySQL, Drupal/ CKAN
(Foreign Datasets)

VM7 SPARQL endpoint OLV (Foreign graphs), 4store
VM8 Management JIRA, MySQL, Tomcat
VM9 Dashboard front-end, CMS, INSPINIA
VM10 System administration VPN, firewalls
VM11 Core Triplestore 4store
VM12 Core Triplestore 4store
Physical Storage - Core Triplestore OLV (Greek graphs)
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As large triplestore infrastructure, we use Open Link Virtuoso for 15 different
sources of nearly 1B triples, while during the last couple of months we support the pilot
inclusion of nearly ten extra data sources per month by employing parallel processing
nodes of the Garlik 4store5 under the GPLv3 license.

In the context of the Big Data Europe project (funded by EU to develop the main
Big Data infrastructure for European organisations6) we are testing a more robust
software for handling real time Big data streams and producing analytics.

Figure 2 illustrates the processes involved when handling in real time loads from
three different sources (A: Diavgeia, B: E-Procurement and C: National Strategic
Reference Framework or in short NSRF) in order to deal with variety, veracity, velocity
and volume with million triples. As data acquisition agents against the respective
sources, we employ Apache Flume7, which is a distributed open service for efficiently
collecting, aggregating, and moving large amounts of source log data in cooperation
with Apache Kafka8. As a result, data streams are partitioned and spread over a
dedicated cluster of our VMs, thus supporting larger data streams. Unified views of
aggregated results are directly handled by Spark9 through our OLV triplestore, while
the user receives them as a easy-to-consume web page.

In LinkedEconomy.org, as unified view we define the result of a rich-content web
page, which is enhanced with semantified aggregated information derived from

Fig. 2. Handling Big Data in LinkedEconomy infrastructure

5 https://github.com/garlik/4store.
6 https://www.big-data-europe.eu/.
7 https://flume.apache.org/.
8 http://kafka.apache.org/.
9 http://spark.apache.org/.
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multiple sources and according to the processes of Fig. 2. We next present an instance
of a unified view for organizations (see Fig. 3, case: Greek Ministry of Culture, http://
linkedeconomy.org/en/page/paymentAgents?=afm=090283815). It consists of the tabs
DIAVGEIA, E-Procurement (KHMDHS) and NSRF. Each tab presents related data
concerning the organization according to each source A, B, and C described above. In
this way, the user can have the “big picture” of the provided information in a single
web point.

More analytically, the first tab shows aggregated information of a buyer and/or a
seller in respect to payments as it is published in DIAVGEIA. The user can see the
basic information of a buyer/seller (e.g. name, vat id, address), as well as payments and
procurements from 2010 up to the current year. Also, the user is informed with detailed
data on payments (such as commitments, approvals and finalized decisions) and pro-
curements (e.g. assignments, notices and awards). The second tab shows information
about a buyer or seller, as published in the Central Electronic Public Procurement
Register (e-Procurement). Similarly to the above tab, the user can see the basic
information about a buyer or a seller, as well as the respective tenders, contracts and
payments from 2013 to this year. For these issues more details are also provided, such
as the date, the name of the seller (or buyer), the amount, the common procurement
vocabulary and source. The third tab displays information about the NSRF (National
Strategic Reference Framework) subsidies received by a beneficiary. The user receives
the basic information of each beneficiary (e.g. name, vat id, address), and the infor-
mation about the respective subsidies, such as budget, contracts and payments. Finally,
the user also receives detailed information on subsidies, such as the budget, the related
contracts and payments.

In a similar way, LinkedEconomy.org provides unified profiles for other cases, such
as the statistics based on the Common Procurement Vocabulary (CPV)10 and on
Diavgeia11,12, as well as profile pages based on single data sources. Some examples are
the profiles and the statistics of the Central Market of Thessaloniki (KATH)13,14, as
well as profiles and statistics from products15,16 or shop/market points17,18.

10 http://linkedeconomy.org/en/page/cpv?=cpv=09000000-3.
11 http://linkedeconomy.org/en/diaugeia/stats-diaugeia.
12 http://linkedeconomy.org/en/diaugeia/errorsvat-diaugeia.
13 http://linkedeconomy.org/en/kathprices?=product=16.
14 http://linkedeconomy.org/en/kath-stats.
15 http://linkedeconomy.org/en/page/eprices-product?=id=107.
16 http://linkedeconomy.org/en/page/eprices-product-stats.
17 http://linkedeconomy.org/en/page/eprices-shop?=id=1090.
18 http://linkedeconomy.org/en/page/shops-stats.
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3 Basic Components for Dealing with Big Open Economic
Data

In this section, we present the basic components and processes that mutually inter-
operate in order to support LinkedEconomy.org as an ecosystem of big data, web
technologies and semantics in the economy domain. All kinds of our data are textual
based information that is related with the economy field, supporting both static and
dynamic streaming threads, while the adaptation of the 3Vs in our paradigm can be
summarized as:

Variety refers to the different types and nature of data we can now use. This helps
people who analyze it to effectively use the resulting insight. In the past, we focused on
structured data that neatly fits into tables or relational databases such as financial data
(for example, sales by product or region). In fact, 80 percent of the world’s data is now
unstructured and therefore cannot easily be put into tables or relational databases.

Fig. 3. The result of a unified view instance - the Greek Ministry of Culture
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Veracity refers to the messiness or trustworthiness of the data in terms that the
quality of captured data can vary greatly, affecting accurate analysis. Big data and
analytics technology now allows us to work with these types of data. The volumes
often make up for the lack of quality or accuracy.

Volume refers to the vast amount of data generated and stored in a small time unit,
in a sense that no traditional database can efficiently store it. With big data technology
we can now store and use these data sets with the help of distributed systems, where
parts of the data is stored in different locations, connected by networks and brought
together by software when needed.

3.1 Variety: Harvest Data from Several Economic Sources in Different
Formats

In LinkedEconomy.org the Harvester Component is a software module that gathers
online information in an automated way, storing it in a machine-readable format
(preferable as tabular data).

Harvester function is two-fold. It either fetches data from publicly available web
sites that use APIs or from web sites that do not offer data via an API. Thus, in the later
case, the harvesting procedure differs from source to source, due to the different ways
of data storage and data provision in each source. Moreover, there are sites that store
their data on excel files formats, others where data are presented in HTML tables, while
in other cases data are presented in a tabular format where filtering and shorting is
allowed, usually through the Flash technology. The most trivial case is when a data
source shares a link for data provision. Yet, depending on our needs and the way we
want to use the data, we usually transform the data from one form to another (e.g. from
excel to Comma Separated Value/CSV format) by employing some third party libraries
(e.g. JXLS19), and then we save the fetched data to a plain-text CSV file. A simply
harvesting case is when we read tabular data in HTML format.

The use of dedicated libraries facilitates the procedure since data in table rows can
be stored as programming arrays for advanced processing. The most complicated
procedure for the Harvester Component is the one that needs some kind of manual
actions from our part when fetching the data from its source. An example for this case
is the sources that provide budget information for the city of Thessaloniki20 and the city
of Kalamaria21. In both of cases, the information is served through interactive functions
(radio buttons, dropdown menus), thus making necessary manual adjustments prior to
any automating harvesting procedure. For tackling the issue we use advanced pro-
gramming techniques (e.g. the UI4 J22 Java library) that gives us the ability to automate
all manual actions.

19 http://jxls.sourceforge.net/.
20 http://www.thessaloniki.gr/egov/budget.html.
21 http://opendata.kalamaria.gr:8080/accounting/opendata/budgetView.
22 https://github.com/ui4j/ui4j.
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3.2 Veracity: Normalize, Validate and Map the Data

The phase following the data acquisition is the modeling of a data source or, in other
words, the generic conceptualization (abstract definition) of its information. The
modeling is performed according to the semantification component where we apply the
domain experts’ knowledge, in order to convert the input data of the data sources into a
semantically enriched knowledge graph. The input of the semantification component
varies according to the source type and the way the data are provided to the end-users,
such as through APIs, open tabular formats (e.g. CSV) or even through specific
source-oriented harvesting procedures. Often, the data need validation and therefore
external services and third-party dependencies are employed. Figure 4 illustrates the
role of the Semantification Component and the related processes in all data life-cycle
from their modeling up to their provision in LinkedEconomy.

For the semantification component, the core programming technology is Java and
more specific the Apache Jena23, which is a free and open source Java framework for
building Semantic Web and Linked Data applications. This framework provides all the
necessary methods for creating resources, literals and properties, in order to model the
input data and to generate RDF graphs. These graphs are then stored in an OpenLink
Virtuoso (OLV) that serves as a semantic triplestore. Then through SPARQL queries
users can satisfy their information needs. Finally, the results (in many cases combined
from multiple linked data sources) are transformed in JSON format and then are stored
in NoSQL back-end infrastructures (CouchDB) for supporting efficiently the front-end
data provision in our platform.

Fig. 4. The semantification process in LinkedEconomy data life-cycle

23 https://jena.apache.org/index.html.
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3.3 Volume: Handle the Data: Storage, Indexing and Publish the Data

LinkedEconomy data are stored in a CouchDB24 instance in document format.
CouchDB is a consistent document-oriented DB that stores data in JSON format with a
RESTful HTTP API for executing create, read, update and delete (CRUD) commands.
In our case, we maintain more than 50 folders containing up to 300.000 documents.
The updates occur weekly or monthly by using the Bulk Document API25.

For full-text search we use CouchDB-Lucene26, which integrates CouchDB and
Lucene text-based search engine. The related CouchDB document fields are indexed,
while the queries are submitted to the created Inverted Indices27, thus providing fast
responses.

Finally, in LinkedEconomy, we use CKAN data portal to store and serve the data
after the harvesting procedures. In order to fully automate the procedure, the CKAN
component uploads periodically the data (in zip format). For each dataset that needs to
be handled and uploaded to CKAN, the user (member of our team) creates two distinct
files with all necessary manual settings. The first one contains the parameters that are
needed for choosing the right data and creating the compressed file, while the second
contains information that is needed for basic CKAN functionalities.

4 Discussion - Future Work

This paper presents the basic components and process flows of LinkedEconomy, which
lead to publishing data of high added value not only for exploration purposes, but also
for exploiting the benefits of transparency and openness to the citizens, the research
community, and the government itself. Our efforts produced a CKAN repository, which
publishes datasets from sources that are being updated regularly and contain valuable
information in respect to social and economic research28. Citizens and economy
stakeholders (government, local authorities) can exploit 27 datasets from 14 classified
data sources in many different formats (XLSX, CSV, RDF). Examples include econ-
omy data, such as public procurements, budgets, prices, expenditures, taxes and fines.

Finally, users of LinkedEconomy receive high-level aggregated information
through the traditional Web 2.0 paradigm (web pages with rich-content, social media,
online community) with the help of advanced search capabilities and intelligent
Structure Data Markup provision for the returned results. However, apart from tradi-
tional client-server model techniques, our platform: (a) employs big data handling
procedures in terms of variety, veracity and high volume data, (b) envisage the use of
Web 3.0 technologies by offering a publicly available SPARQL endpoint29 (offering
machine-readable results from a fast growing semantic repository of more than 1B

24 http://couchdb.apache.org/.
25 https://wiki.apache.org/couchdb/HTTP_Bulk_Document_API.
26 https://github.com/rnewson/couchdb-lucene.
27 https://lucene.apache.org/core/3_6_0/api/all/org/apache/lucene/search/Similarity.html.
28 http://ckan.linkedeconomy.org.
29 http://linkedeconomy.org/sparql.
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triplets in total), and (c) supports the open community by sharing all ontological
schemas and related specifications in GitHub30.

Having the necessary expertise and based in the same processes and components,
we currently work on modeling a long series of global economic datasets. We expect to
support really soon the provision of more than 15 different economic datasets from
Europe, UK, Australia, USA and Canada, while we plan to further extend this economy
linked data cloud in the near future.
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Abstract. The smart data integration approach is proposed to compose data and
knowledge of the different nature, origin, formats and standards. This approach
is based on the selective goal driven ontology learning. The automated planning
paradigm in a combination with a value of the perfect information approach is
proposed to be used for evaluating the knowledge correspondence with the
learning goal for the data integration domain. The information model of a
document is represented as a supplement to the Partially Observable Markov
Decision Process (POMDP) strategy of a domain. It helps to estimate the
document a pertinence as the increment of the strategy expected utility. A sta-
tistical method for identifying the semantic relations in the natural language
texts for their linguistic characteristics is developed. It helps to extract the
Ontology Web Language (OWL) predicates from the natural language text using
data about sub semantic links. A set of methods and means based on ontology
learning was developed to support the smart data integration process. A tech-
nology uses the Natural Language Processing software Link Grammar Parser,
WordNet Application Programming Interface (API) as well as the OWL API.

1 Introduction

Authors of the EU Horizon-2020 program confess that there is an underdeveloped data
sharing culture. An industry needs a systematic transfer of knowledge and technology
across different sectors. Using data across sectors for offering new services opens the
new opportunities to meet the business and societal challenges. A lack of agreed
standards and formats, and the low rates of publishing data assets in machine dis-
coverable formats further hold back the data integration. A fact that textual data appear
in many languages creates an additional challenge for sharing and linking such data.
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The issue of the integration data assets, knowledge and technologies is tremendous,
and it has many solutions and consists of many significant sub-problems. The most
promising solution maybe should be connected with both an agent approach and a
semantic web, because big amounts of data interconnect as a whole in different aspects
and for different purposes only by means of logically defined semantic relations. Their
implementation ultimately depends on ontology of a particular domain – its content,
volume, structure, adaptivity and learning method. We are considering the ontology as
the formal explicit representation of the common terminology and its logical interde-
pendence for a certain subject domain. The ontology formalizes the intensional
meaning of the domain - e.g. set of rules in terms of formal logic, while its extensional
meaning is defined in the knowledge base as a set of facts about instances of concepts
and relationships between them.

The process of filling the knowledge base is called knowledge markup, or ontology
population. In return the ontology learning (OL) methods are methods for automatic
(semi-automatic) ontology structure development, based on natural language process-
ing (NLP) and machine learning. Far less attention is paid to the approaches developed
in the field of automated planning (AP) in particular to the hierarchical task network
(HTN) approach.

The bottleneck of the smart data integration approach lays in an effective OL
technology. A manual OL is too expensive and time-consuming. On the other side, the
ontology structure should fit needs of domain tasks. The methods of simple collecting
of facts, implemented by most ontology population tools, are not effective enough. The
absence of the logical structure causes a lack of integrating the collected data. They are
classified only, and it’s not enough for decision making in the domain problem solving.
A key issue of smart data integration therefore is to build the OL strategy that could
take into account the particular domain tasks, their solving methods and tools. It means
the ontology structure should include (during an OL process) all related terms and
semantic relations. For this purpose the OL method must recognize the measure of
“usefulness” of logical (semantic) structures of data, detected by applied NLP method –
knowledge pertinence.

We suppose the AP approach could provide such infrastructure to estimate the
knowledge pertinence. Therefore including AP into ontology structure, based on the
planning paradigm, should solve the problem of the selective OL with the ultimate aim
of smart data integration.

2 Relative Works

A very first approach of data integration in a field of text mining using NLP was based
on the processing text documents (classification, ranking by relevance) [1]. There were
used not the systematic metadata about the document but the whole body of a
unstructured text document and it was presented as a set of words or concepts (i.e. “bag
of words”) [1, 2].

The first systematic researches of the ontology automatic construction (ontology
learning) considered the three main aspects of the problem (1) methodology;
(2) assessment; (3) using the scenarios in the particular subject area. A modern
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information retrieving paradigm was implemented at the existing digital indexing,
retrieval, and navigation resources: PubMed [3], Web of Science [4], CiteSeer, Scopus,
Google Scholar and Textpresso [5].

Formalization techniques of actions and measures, that person can perform, were
proposed by applying the methodology of automatic planning, or more precisely, the
approach based on the POMDP model [6].

Artificial Intelligent (AI) planning techniques were employed to automate the
composition of web services using the semantic web ontology [7], it was proposed to
combine services using the description logic reasoning and OWL descriptions of their
preconditions and effects.

In [8] the domain-independent knowledge-engineering and planning framework is
described to integrate the planning process with the description logic (DL) reasoning.
A state of the world is presented as a set of OWL facts using the Resource Description
Framework (RDF) graph. Actions are described as a RDF graph transformations,
planning goals – as RDF graph patterns.

More general approach was proposed in [9] using the ontology to represent plan-
ning tasks and developing the algorithms to convert specifications from OWL to HTN,
and vice-versa. To operate by ontology and write the transformed planning tasks as a
JSHOP file the OWL API was used [10]. This approach in combination with the
previous one should serve as the evidence of a possibility to build the domain ontology
as the general domain HTN, useful to estimate the new knowledge pertinence.

3 Goal Driven Ontology Learning (GDOL)

The key difference between an ordinary and a goal driven ontology learning consists in
the selective updating ontology only by data with the high enough pertinence.

A problem facing the developers of GDOL methods and tools is extremely complex
because it includes the following sub-problems:

• Natural Language (NL) text linguistic analysis;
• building the message model, identified in text document, using a formal knowledge

representation language;
• constructing the ontology and knowledge base of the intelligent agent as a model of

information needs (interests) for a client of the information retrieval system;
• automatic constructing the optimal strategy of the intelligent agent;
• numerical evaluating the pertinence of the message, detected in text document, for

the client of the information retrieval system;
• numerical evaluating the reliability of the received message.

Only a combination of the above tools allows us to start solving the problem facing
the developers of GDOL tools.

The interdisciplinary nature of the GDOL makes us to consider the process of the
knowledge extraction from NL texts as the technology engineering in the field of
knowledge engineering similar to the design of vehicles, or, when attempting to build a
prototype of an artificial intelligence system - similar to the design of an aircraft. This
similarity is due to the need to use different technology nodes (i.e., different IT) as a
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subsystems of an entirely integrated mechanism for the discovery of new knowledge,
its storing and ordering to identify and solve the most actual problems with the aim of
max effectiveness. In this regard, it is difficult to rely on existence of the problem
universal solution for automatic construction of ontology or, respectively, the united
metric for assessing the pertinence of the new knowledge. Instead, at this point it is
important, firstly, to identify principles based on which it is possible to create a system
of recognition of meaning of NL text and search for new knowledge in it, and secondly,
to determine the performance criteria of such system, which in turn will provide an
opportunity to seek ways to improve its structure and functions with the aim to achieve
the certain optimal performance.

3.1 NL Text Linguistic Analysis

The case study was produced using the information retrieving system CROCUS,
designed on the basis of Protege-OWL API with help of Carnegie Mellon Link
Grammar Parser (further – LGP) [11], Word Net [12] and a few other open sources of
software libraries. In the linguistic subsystem of CROCUS the semantic relation
recognition process is running using the Bayesian method for recognition of signs set,
stored in patterns ontology of known semantic relations.

Learning d signs of j-th semantic relation is running according to a formula:

pðXjCjÞ /
Yd
k¼1

p XkjCj
� �

: ð1Þ

To recognize the j-th semantic relation by the d revealed signs we use:

pðCjjXÞ / pðCjÞ
Yd
k¼1

p XkjCj
� �

: ð2Þ

The results of parsing the NL sentence using LGP parser onto pairs of words linked
by meta-semantic links were used as the descriptors (signs) of certain semantic links
with object and subject as the parameters.

As an example, for the simple test sentence:

[(a)(test.n)(is.v)(an)(example.n)].

LGP parsing result:

[[0 1 0 (Ds)][1 2 0 (Ss)][2 4 0 (Ost)][3 4 0 (Ds)]].

The results of Bayesian recognizing the semantic relation using (2) after the short
learning:

(1) cause: 1.0882684165532656E-4;
(2) caused-by: 0.013810506200916856;
(3) is-a: 0.024124901979118252;
(4) is-about: 0.0;
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(5) part-of: 0.0022765542079946285;
(6) same-as: 0.0;
(7) similar-to: 1.0261341731138478E-6.

The same parsing data were used to recognize the whole triplet with its subject and
object. A set of such semantic triplets forms the RDFT-form axioms for ontology of the
message author, or directly the RDFA graph of the message as it mentioned in [8].

3.2 Building a Formal Model of the Message

A message has usually the two main parts: a stating part as the preamble and a
constructive part with an essence. A first part would help an addressee of the message
to find out the adequate context to that message in author’s ontology. A second part
should be used to update information in that context (Fig. 1).

A formal OWL-DL model of the message, contained in the processed NL text
document, is the RDFA graph. The process of its building includes the following
stages:

– text preprocessing, where all pronouns are substituted by correspondent nouns
(noun groups);

– dividing the complex sentences onto simple with connection them by basic logical
dependencies;

– creating the model of ontology for author of the NL text document on the basis of
simplified own ontology, completed by RDFT data from the document;

– building an initial model of the message as a RDF graph of semantic triplets,
connected between each other by logical links, defined in previous stages;

– supplementing the created RDF model with concepts and relations from model
ontology of the message author with the aim to understand (i.e. formulate) which
problem is solved;

– eliminating the logical redundancy and inconsistency of the model.

Fig. 1. Message model consisting of two main components: stating and constructive part.
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Resulting OWL model of a message which is contained in a NL text document
could be used by a potential user for evaluation message pertinence.

3.3 Goal Driven Learning Process

The process of ontology learning was widely discussed last years [12]. But all elab-
orated approaches don’t take into account the problem of reaching the optimal structure
and dimension of ontology. It is known that computational complexity of graph pro-
cessing algorithms doesn’t enable to work, at least, in the real time scale, with the
especially large ontology, for example in a case of solving tasks of eliminating the
knowledge inconsistency. Therefore it’s extremely important not just simply add the all
accessible relevant knowledge data to the ontology, but to refine the existing knowl-
edge structures inside of the defined optimal volume. This task must follow some
criteria of optimality, most valuable of which is the data usefulness, applicability or,
other words, knowledge pertinence.

To estimate the data usefulness as the optimality main criterion is possible to count
the mention frequency of connected concepts and relations in ontology. This is a formal
evidence of the data importance, because the ontology represents a sphere of agent
interests if the learning procedure is correct enough [13]. The more precise approach
has take into account the main task of agent’s activity [14] or, to be more specific, the
tasks hierarchy and a gain from its solving as the most adequate criterion of the
information usefulness. It’s possible to solve this task because the ontology should
contain an explicit specification of that task hierarchy. Moreover, if a first dimension of
ontology structure is the taxonomy, a second one must be built as a HTN.

The HTN ontology concept is described in [8]. The ontology learning process is
based on NLP procedures with the aim to find out subtasks of the agent’s main task, the
appropriate task solving strategies and their components – resources, actions (opera-
tors), methods, preconditions, effects, dependencies and etc. It’s performed on different
levels of text coverage – from separate found term definitions up to the whole message
meaning as a problem solving recipe.

The goal driven learning process includes next stages: (i) a task from own ontology,
which is appropriate to the task described in a message, extracted from NL text doc-
ument, must be selected; (ii) a new approach taken from message is applied to solve the
selected task; (iii) a maximum expected utility of a new strategy is estimated and
compared to the previous one; (iv) if the utility value is changing significantly and the
message reliability is high enough then the ontology is corrected, otherwise the mes-
sage data is stored in a knowledge base as a reference information about it’s source.

An agent learns also the different task solving patterns - decision making using
different heuristics. In one of them for simplicity each task could be represented as the
POMDP model. It is a generalization of the standard completely observable Markov
Decision Process (MDP) that allows estimating the optimal strategy using the imperfect
(incomplete) information about the system state. Such formalism possesses well by
developed solving algorithms, and it’s useful therefore for implementation [15].
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3.4 Knowledge Pertinence Evaluation

All needed procedures for evaluating the knowledge are contained in the analyzed
message. It depends on message context which is explicitly expressed in the agent
ontology and the optimal strategy for reaching its goal. The evaluation method is based
on the Expected Value of Perfect Information

EVPI ¼ EVjPI� EMV, ð3Þ

where EMV is the probability weighted sum of possible payoffs per each alternative;

EMV ¼ max
i

X
j

pjRij;
X
j

pjRij� is the expected payoff for action i;

EV|PI is the expected or average return if we priori have the “perfect” (i.e. new)
information for best i choice:

EVjPI ¼
X
j

pjðmax
i

RijÞ: ð4Þ

To estimate new knowledge EVPI we must have the EMV value for each solving
approach (action for (3)) to each task from HTN of our ontology. To obtain them all we
have create and solve the appropriate POMDP task:

EMVi � UðSiÞ ¼ RðSiÞþ c �max
Aik

X
k

PðSi;Aik; SjÞUðSjÞ: ð5Þ

An Eq. (5) describes the reward for taking the action giving the highest expected
return. The additional information decreases the model uncertainty and the expected
common reward (utility) is not less than without such information.

If we use POMDP algorithms, such as value and policy iteration as well as gradient
ascent algorithms [16, 17] for particular domain model, then we may evaluate the
expected utility for both cases: with new information and without it.

3.5 Reliability Evaluation

All obtained information is verified for its consistency. If any contradiction appears
then a logical conflict is solving by rejecting data with less reliability. In such case the
reliability of the source D also decreases:

Dn;iþ 1 ¼ Dn;i

2� sð Þ þ
1� Dn;i

2
� s ð6Þ

where: s is the truth of the statement. It takes a value 1 if the statement is true or 0 –

otherwise; i is the step number confirmation/denial of the truth of the one statement of
n-th source.
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4 Implementation

The presented OL concept above was implemented in the system of Cognition Rela-
tions Or Concepts Using Semantics (CROCUS). The system is built on Java Protégé-
OWL API using OWL-DL as a knowledge representation language. The WordNet API
was added there for providing the recognition of new domain concepts at the interactive
learning mode. Using the DBMS MySQL in the CROCUS system it’s possible to store,
process and employ a statistics for many domains and users simultaneously and
independently during the learning process (Fig. 2).

It performs two main interdependent functions: learning the ontology in both
supervised and unsupervised modes, and searching the new knowledge in articles
abstracts using ontology to recognize and estimate a measure of its importance (Fig. 3).
CROCUS structure includes a set of tools preparing the training texts for ontology
learning. Standard means allow tuning all basic interfaces on needed language.
A whole system is an open-source product with a free license.

5 Conclusions

A new approach to the data integration as a goal driven ontology learning is proposed
and the pertinence evaluation method as the key technology was elaborated. It’s shown:
if the pertinence of the new information is under the threshold value then such

Fig. 2. CROCUS main interface.

Fig. 3. Data search results interface.
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information will be rejected from the ontology learning process as the irrelevant one to
the goal of the domain. To build the agent optimal strategy for solving the defined task
means for automated ontology learning were elaborated. It’s implemented in the Java
programming language as the semantic analysis package CROCUS and tested on
English educational texts.

A whole framework could serve as a prototype for developed knowledge discovery
means. That helps to supply ontology learning tools with the pertinent information and
use such learned ontology to evaluate the information pertinence.

The elaborated approach of the goal driven ontology learning in the framework of
the hierarchical task network-OWL planning can be widely implemented using the
existing open source software libraries. Their fast development presages an appropriate
development of the all relevant scientific fields: natural language processing, automated
planning and ontology learning. That changes revolutionary the information search
technique and means. But before the developed approach can be widely used, a
developing the new ontology architecture and ontology learning paradigm are the main
challenges on that way.
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Abstract. In recent years, insurance organizations have turned their attention to
tapping into massive amounts of data that are continuously produced across their
IT ecosystem. Even though the concept of Big Data provides the needed
infrastructure for efficient data management, especially in terms of storage and
processing, the aspects of Value and Variety still remain a topic for further
investigation. To this end, we propose an infrastructure that can be deployed on
top of the legacy databases of insurance companies. The ultimate aim of this
attempt is to provide an efficient manner to access data on-the-fly and derive
new value. In our work, we propose a Property and Casualty ontology and then
exploit an OBDA system in order to leverage its power.

Keywords: Insurance sector � Big data � Ontology � Linked data � OBDA

1 Introduction

In recent years, an impressive growth of generated data has been considered across
business and government organizations. New information is constantly added, and
existing information is continuously changed or removed, in any format and coming
from any type of data sources (internal and external). So, the manipulation of these
massive amounts of data went beyond the power and the performance of conventional
processes and tools. At the same time, the volume of data offers greater and broader
opportunities for developing existing business areas or driving new ones by improving
on insight, decision-making and detecting sources of profit [15, 17].

Big Data [18], designated among the most common buzzwords dominating the IT
world, can cover efficiently and effectively the aforementioned need and thus they are
currently influencing most aspects of business units. In brief, the new technological
achievement can be thoroughly described by the following characteristics: Variety (the
number of types of data), Velocity (the speed of data generation and processing),
Volume (the amount of data) [21] and Value (the knowledge). However, the lack of
semantics seems to be restrictive towards the 4th V of Big Data. The aspect of the 1st V
of Big Data also remains a topic for further discussion.

© Springer International Publishing AG 2017
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Insurance is a sector with traditionally high dependency in data availability as well
as knowledge-based decision making. Managing big volumes of insurance information
not only has to face associated technical limitations, but also requires expressive
knowledge analysis strategies to become valuable. Semantic technologies, including
either the more lightweight (Linked Data) or the most expressive (ontology) version,
can have considerable repercussions in addressing the Variety and the Value of Big
Data for insurance. Regarding the Linked Data principles [11] the whole data man-
agement can be easily simplified. For example, data coming from unstructured data-
bases and agents can be linked to data in traditional OLTP and OLAP stores without
changing existing schemas.

On the other side, an ontology, by default, defines a common set of terms that are used
to describe and represent the basic concepts in a domain and the relationships among
them. With the power of reasoning, new facts, which are unexpressed explicitly in an
ontology, can then be derived. Therefore, by exploiting the notion of ontology in the
context of big data, new perspectives are added such as providing semantics to raw data,
connecting data in various concept levels across domains and giving knowledge for
further analysis, including more accurate risk identification and assessment. Customized
insurance policies, fraud detection and marketing are only a few of the areas that can be
identified as benefiting from applying semantic analytics methods over Big Data [9].

In this work, we make an attempt to take advantage of all the aforementioned
benefits that Semantic Web technologies provide in terms of Big Data by implementing
a real usage scenario in the Insurance sector. More precisely, based on the Property &
Casualty Ontology [6] and a big dataset coming from an existing insurance company,
we develop an infrastructure that could easily consume various data and infer
knowledge in reasonable time and without sacrificing performance. The key compo-
nent of the proposed infrastructure is an OBDA (Ontology Based Data Access [13, 19])
system that ensures (i) scalable big data infrastructure, (ii) end-to-end processing of
data and (iii) managing the diverse roles of people in the data life cycle.

The rest of this paper is organized as follows. In Sect. 2, we start by discussing the
usage of Ontologies in Insurance Business and providing some broad definitions and
concepts about semantic technologies over Big Data and the approach of OBDA.
Furthermore, in Sect. 3, we present in short the P&C ontology. Section 4 elaborates the
architecture of our proposed system and the data manipulation strategy that we adopt.
Next, Sect. 5 outlines several intelligent queries performed over real insurance data in
order to illustrate the ability for knowledge inference. Finally, Sect. 6 summarizes our
conclusions.

2 Background

2.1 Big Data Ontology Access

In recent years, quite a few data storage and processing technologies have emerged in
terms of Big Data. Platforms like NoSQL, Yarn, Hadoop, MapReduce, HDFS are now
some of the most familiar terms within this growing ecosystem [22]. On the semantic
technologies’ side, the “traditional” triplestores are continually evolving by following
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the vision of exploring large data sets. Oracle Spatial and Graph with Oracle Database
12c, AllegroGraph, Stardog, OpenLink Virtuoso v6.1 are only some examples that
expand their scalability and performance features to meet these premium requirements.

A lot of initiatives and synergies are on progress, having as main purpose the
smooth integration of the widely-known Big Data technologies with whatever is
coming from the area of semantic technologies. For example, AllegroGraph 6, has
recently been released with a certification on Cloudera Enterprise1, among the leader
companies of Apache Hadoop-based software. Furthermore, AllegroGraph has
implemented extensions allowing users to query MongoDB databases using SPARQL
and to execute heterogeneous joins [10].

Besides all the above notable new features of triplestores, the issue of querying data
from various legacy relational databases still stumbles on the required ETL (Extract –
Transform - Load) processes [20]. In these cases, the data flows can be summarized in
extracting the data from the database, transforming into triples and then storing in
conventional RDF stores. The approach of OBDA systems seems to cope well with this
scenario by leveraging the pure nature of ontology notion. With OBDA, an ontology is
used so as to expose data in a conceptual manner by abstracting away from the
schema-level details of the underlying data. The connection between data and ontology
is performed via mappings. The combination of ontology and mappings allows to
automatically translate queries posed over the ontology into data-level queries that can
be executed by the specific underlying database management system. Ontop2, Mastro3,
Stardog4 are among the most popular OBDA systems.

2.2 Modeling the Insurance Sector

The necessity for big data manipulation and analysis is only currently emerging in the
insurance industry, possibly due to the tight margin profits and increasing competition
[8]. A starting point for the semantic formalization of the business functions and
associated processes of the Insurance sector can be offered by the Property and Casualty
Data Model [5], developed by the Object Management Group [16]. Organizations that
incorporate the aforementioned data model into their procedures can be substantially
benefited. P&C data model can be applied in a wide variety of warehousing, business
intelligence, and data migration projects. In addition, this model can be leveraged to
improve the use of data and to support data governance within the enterprise.

The major components of the P&C data model are the entities, attributes and
relationships. An Entity can stand for a person, organization, place, thing, or concept of
interest to the enterprise by covering a very broad and varied set of instance data, or
something very specific. This idiom is referred to as levels of abstraction.

1 http://franz.com/about/press_room/ag-6.0_2-8-2016.lhtml.
2 http://ontop.inf.unibz.it/.
3 http://www.dis.uniroma1.it/*mastro/?q=node/2?.
4 http://stardog.com/.
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Α Relationship should be a verb or a verb phrase that is always established between
two entities. A relationship is used in order to form a sentence between its two entities.
Moreover, the type of relationship can be ‘Identifying’, ‘Non-identifying’ or ‘Subtype’.

Attributes are usually defined within an entity and are considered as properties or
descriptors for this entity. An attribute is meaningless by itself. Every attribute in the
data model is connected to a domain that provides for consistent names, data types,
lengths, value sets, and validity rules. The main elements in order to define an attribute
for an entity are the Attribute Name, Entity Name and Data Type.

Figure 1 illustrates how several entities, such as Insurable Object, Vehicle, Claim
and Claim Folder, can be specified in terms of attributes and how they can be linked to
each other via relationships in the context of the P&C data model.

3 Insurance Ontology

In this section, we describe briefly how an ontology, fully expressed in the Web
Ontology Language (OWL) [2], can be designed by considering the Property and
Casualty model. We present how data entities representing most of P&C insurance
business processes can be converted into ontology components. Taking into account
the InfoSphere Data Architect guidelines [14], we can simply correlate logical data
model’s data types to OWL data types, logical data model’s entities to ontology ele-
ments as well as logical data model’s relationships to OWL object properties. In detail,
Table 1 gathers all the restrictions that must be followed for an effective conversion of
these relationships.

Figure 2 depicts part of the neighborhood of the InsurableObject, Claim, Agree-
ment, Person and other major entities of the model, presented as classes in the resulting
ontology, based on the class hierarchy and property relations that may associate
instances of one class with another.

Fig. 1. A snippet of the P&C data model.
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4 Architecture

4.1 Data Manipulation Strategy

In our experiments, we considered large volumes of offline data originating from the
data archives of a well-known vehicle insurance company. Data were actually SQL
dumps into CSV files, each corresponding to a separate relational table. Each of the 5
tables includes about 0.5M tuples containing between 16–56 columns, resulting in 31
columns on average. For a trivial mapping, a single column of each tuple can form a
seperate RDF triple, therefore the resulting graph would contain about 77M triples.

To facilitate access to these data and to enable intelligent queries on top of them, we
use an OBDA system, namely Ontop [4]. Ontop was selected based on its ease of use,
intuitive mapping support, and high performance capabilities. In addition, Ontop
supports reasoning at the OWL 2 - QL level, which is a lightweight reasoning profile,
but expressive enough to support inferences on very large volumes of instance data [7].

Table 1. Logical data model to OWL object mappings.

Logical data model OWL ontology elements

Entity owl:Class
Entity - Name rdf:about
Entity - Label rdfs:label
Entity - Namespace Namespace of owl:Class
Entity - Definition rdfs:comment
Entity - Primary Key owl:hasKey
Relationship owl:ObjectProperty
Relationship – Name rdf:about
Relationship – Label rdfs:label
Relationship – Owner rdfs:domain
Relationship – Namespace Namespace of owl:ObjectProperty
Relationship – Child Entity rdfs:domain
Relationship – Parent Entity rdfs:range
Relationship – Annotation rdfs:seeAlso, rdfs:DefinedBy,

owl:FunctinalProperty,owl:InverseFunctionalProperty
owl:AnnotationProperty

Attribute owl:DatatypeProperty
Attribute – Name rdf:about
Attribute – Label rdfs:label
Attribute – Namespace rdfs:domain
Attribute – Data Type rdfs:range
Attribute – Length/Precision xsd:maxLength, xsd:length, xsd:totalDigits
Attribute – Scale xsd:fractionDigits
Attribute – Primary Key owl:hasKey
Attribute – Documentation rdfs:comment
Attribute – Annotation rdfs:seeAlso, rdfs:isDefinedBy, owl:AnnotationProperty
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In systems such as Οntop, there are two main elements, an ontology which models
the application domain by using a shared vocabulary, and the mappings, which relate
the ontological terms with the schemata of the underlying data sources. Therefore, the
ontology and mappings combined, expose a setting, so that end-users can formulate
queries without deeper understanding of the data sources, the relation between them, or
the encoding of the data.

The outcome of the mappings in conjunction with the defined ontology can be
thought as an RDF view, which can be materialised or not. In the materialization case,
the data are triplified and then are directly used within an RDF triplestore without
requiring additional interaction with the initial data sources. In the second case, which
is the one followed by our approach, the RDF view is called a virtual graph and can be
queried at query execution time, therefore allowing for on-the-fly ontology based
access to and inference on data. At the same time, this approach relieves from the
burden of data replication.

In our setting, the ontology is offered by our implementation of the P&C model into
OWL, described in the previous section. To construct the mappings, we used the
mapping tool integrated within the ontop Protégé plugin. Some of the mappings
designed to create the virtualized graph are shown in Table 2 in the form of ID, Source
and Target.

4.2 Infrastructure

After the ontology definition and the design of mappings, the next step is to set up how
raw data are consumed. Ontop can be configured to access DBMS data or other

Fig. 2. The mapping of InsurableObject and other entities in the P&C ontology.
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sources, through the Teiid data virtualization platform5. For our purposes, we inter-
faced the data dumps through a JDBC driver, by means of a H2/MySQL database.
Given the appropriate mappings, it is also possible to include data flows from other
sources as well, such as federated databases, insurance brokes, agents filling in claims,
vehicle sensors and other possibly unstructured data, in a similar manner.

Having established the connection to data, queries can then be performed using
SPARQL. To this purpose, Ontop exposes a SPARQL interface via the Protégé plugin.
For query evaluation, the system parses the query and communicates with its internal
reasoner module, which has already loaded the ontology, in order to infer any implicit
semantic implications. Next, the original query is internally transformed into one or
more SQL queries addressed to the federation of data sources, by considering the
mappings already defined and the outcomes of the reasoning proccess.

As a result, query answering and reasoning take place on-the-fly, without the need
to replicate data into ontology instances first or materialize the graph resulting from the
mappings. This also means that online updates to data are directly reflected into the
answers received by SPARQL queries, as all evaluation occurs during query execution
time. Ontop can also be used as a standard SPARQL HTTP endpoint by extending the
Sesame Workbench, a web application for administering RDF repositories [3]. The
data flow and the query evaluation process are depicted in Fig. 3.

5 Intelligent Queries on Insurance Data

A set of example queries over the insurance dataset is presented in this section. All
three queries involve some form of reasoning, so as to demonstrate the added-value
ontology-based inferences can have on insurance data. They are also indicative of the
expressivity of logical axioms allowed in OWL 2 - QL, like inheritance, hierarchy,
inverse property and existential restriction.

Table 2. A partial set of mappings used for the semantic modeling of insurance data.

ID Source (SQL query) Target (Triples template)

1 SELECT plate, contract FROM
InsuredItemVehicle

:{plate} a :Vehicle ; :hasInsurance :
{contract} . :{contract} a :Policy.

2 SELECT customerCode as c, iv.plate
FROM InsuredItemCustomer as ic,
InsuredItemVehicle as iv WHERE
ic.contract = iv.contract;

:{c} a :Person ; :isOwnerOf :{plate}.

3 SELECT policyNumer as pol,
ClaimNumber as r, totalPayAmount as
amnt, iv.contract, plate FROM Claims,
InsuredItemVehicle as iv where
pol = iv.contract;

:Amount_{pol}_{r} :hasAmount
{amnt}^^xsd:decimal . :Claim_{pol}
_{r} a :Claim ; :settlementResultsIn :
Amount_{pol}_{r} . :{plate} :
involvedIn :Claim_{pol}_{r}

5 http://teiid.jboss.org/.
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In the first query, shown in Fig. 4, even though we have not designed a mapping
rule defining instances of the InsurableObject classes, the instances of Vehicle are
automatically classified as such, due to Vehicle being defined as subclass of Insura-
bleObject in the ontology (see Fig. 2).

The next example, shown in Fig. 5, retrieves the insurance policies for all vehicles
that are owned by a specific Party. Note that we are able to use the isInsuranceOf
property in the query, instead of hasInsurance as specified by mapping #1 in Table 2,
because they are defined as inverses in the ontology (see Fig. 2).

Fig. 3. Architecture of the experimental setup for data flow and query answering.

Fig. 4. SPARQL query – Example 1.
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With mapping #3, we relate a Vehicle to a Claim and the Claim to its resulting
settlement ClaimAmount. The following query (Fig. 6) discovers vehicles involvedIn
Claims that have already been settled with a ClaimAmount through settlementResultsIn.
This is possible using the auxiliary class AlreadySettled, specified as an existential
restriction on the settlementResultsIn property.

6 Conclusions and Future Work

Nowadays, the data ecosystem of a typical insurance enterprise is significantly
expanded by including not only internal databases but also third-party data sources
such as social media, smartphones, sensors and other consumer and industrial devices.
To this data heap, the public-sector data, recently available in the form of “Open Data”
[12], can be appended. Even though such proliferation and variety of data can con-
siderably profit the insurance sector by providing additional inputs to alleviate fraud

Fig. 5. SPARQL query – Example 2.

Fig. 6. SPARQL query – Example 3.
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and risk management, the obstacle of data gathering from different access points in
different formats, as well as its semantic analytics, still remains.

In this work, we have exploited the capabilities of OBDA systems so as to highlight
the contribution of semantic technologies in the industry of vehicle insurance. Having
at our disposal a voluminous dataset from an existing insurance company, we set an
infrastructure to inference knowledge in an efficient manner. The key component is our
proposed P&C ontology and a set of logical axioms and mappings that correlate the
data with the ontology. We have shown that the ontology can be utilized as an inter-
mediate level for accessing directly legacy, existing databases and perform
reasoning-enabled queries on them.

While graph materialization appears to perform well with Ontop, there is some
delay when importing raw data into the relational schema. This may prove a bottleneck
further on, so it might be worth investigating further concurrent data flow approaches
for RDF virtualization and SPARQL querying, like C-SPARQL [1].
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Abstract. Instagram could be considered as a tagged image dataset
since it is reach in tags -known as hashtags- accompanying photos and,
in addition, the tags are provided by photo owners/creators, thus, express
in higher accuracy the meaning/message of the photos. However, as we
showed in a previous study, only 30% of Instagram hashtags are related
with the visual content of the accompanied photos while the remaining
70% are either related with other meta-communicative functions of the
photo owner/creator or they are simply noise and are used mainly to
increase photo’s localization and searchability. In this study we call the
latter category of Instagram hashtags as ‘stophashtags’, inspired from
the term ‘stopwords’ which is used in the field of computational linguis-
tics to refer to common and non-descriptive words found in almost every
text document, and we provide a theoretical and empirical framework
through which stophashtags can be identified. We show that, in contrary
to descriptive hashtags, stophashtags are characterized by high normal-
ized subject (hashtag) frequency on irrelevant subject categories while
normalized image frequency is also high.

Keywords: Instagram · Hashtags · Image tagging · Noise · Stopwords ·
Machine learning

1 Introduction, Motivation and Related Work

Photo sharing is a common phenomenon in the Web. About 300 million pho-
tos are uploaded on Facebook per day1 and another 80 million are uploaded
on Instagram2. Instagram users from January 2011 onwards have the possibility
to annotate their photos with hashtags [2] and since April 2015 they are able
to use emoji as hashtags. Hashtags are tags or words prepended with # and
used to indicate the content of pictures allowing their localization and increas-
ing their visibility through the Instagram search engine. Emoji are pictograms,
which presents emotions a user wants to give to a picture. Instagram hash-
tags can describe the visual content of an image but there are also noisy tags
1 The Top 20 Valuable Facebook Statistics. Online at: https://zephoria.com/

top-15-valuable-facebook-statistics/.
2 Instagram: Stats. Online at: https://www.instagram.com/press/?hl=en.
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and hashtags related to metacommunicative use. For instance, Instagram users
sometimes follow the trends and what are the most popular hashtags in Insta-
gram discussions/searches in order to annotate their photos. Moreover, quite
frequently users give hashtags a metacommunicative use. According to Daer et
al. [5] metacommunicative usage of hashtags can be grouped into five code cat-
egories: (a) Emphasizing, used to give emphasis or call attention, (b) Iterating,
used to expresses humor, (c) Critiquing, expressing judgment or verdict, (d) Iden-
tifying, employed to refer to the author of the post, and (e) Rallying, used to
bring awareness or support to a cause. Finally, it is quite common nowadays that
Instagram users annotate their photos with ‘noise’ hashtags in order to increase
the visibility their photo posts. Chua et al. [4] found that, approximately, 50 %
of the tags Instagram users use to comment their images correspond to ‘noise’
(spam) hashtags while half of the ‘true’ labels are missing. Giannoulakis and
Tsapatsoulis [8] in their effort to evaluate the descriptive value of Instagram
hashtags concluded that only 30 % of hashtags can be clearly related with the
visual content of photos posted in the Instagram.

Despite the previous discussion, Instagram remains a rich source of anno-
tated photos that can serve Automatic Image Annotation(AIA) in the context
of ‘learning by example’ paradigm [16]. AIA refers to the process of automati-
cally attaching tags to images with the aid of concept models [11,14]. The latter
represent visual objects learned from image examples and are developed with
the aid low-level feature extraction and machine learning algorithms. AIA tech-
niques calculate the correlation between image features and textual words from
example datasets in order to predict keywords for unseen images [10]. The first
step of AIA, is, therefore, the creation of good training examples, i.e., pairs of
images and relevant tags. Since manual, i.e., performed by humans, creation
of such training examples for a variety of concepts is extremely tedious and
inefficient, automatic creation of training examples via crawling is an attrac-
tive alternative. Instagram contains images along with labels provided, through
hashtags, by their creators/owners. Although, a large part of hashtags are not
directly related with image’s visual content, tagging information for photos still
exist and the key is to find effective and efficient means to locate it. In this
context and given that hashtag collections can be seen as a primary form of text
we can apply natural language processing techniques for mining those hashtags
that serve the AIA needs. Hashtag filtering is a first step towards this goal. In
an analogy to document indexing, where stopwords are removed [3], in this work
we suggest an innovative framework through which ‘stophashtags’ can be iden-
tified and filtered out. We define as ‘stophashtags’ usually meaningless hashtags
that appear quite frequently in different, and in many cases, irrelevant hashtag
categories [1].

To the best of our knowledge this is the first work that attempts to locate
meaningless hashtags in Instagram for automating the process of hashtag selec-
tion for AIA. However, this problem falls under a broader category dealing with
stopwords or spamwords removal and filtering. Armano et al. [1] in their research
to locate stopwords in different document categories they propose novel metrics
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analyzing the informative content of each term and measuring the discriminant
and characteristic capability, so in order a term to be discriminant has to dis-
tinguish in a category against the others and in order to characterize a words as
a stopword has to be common all over the categories. In addition to these hash-
tags that promote glorification of self-harm are no longer searchable according
to Instagram community guidelines [9].

Drewe [6], with the aid of Instagram API and a list of popular hashtags,
created a list of unsearchable hashtags. This list, however, is unofficial, incom-
plete and needs regular update since it is created using ad-hoc processes and not
a scientific methodology. Sedhai and Sun [13] in their research to locate spam
tweets concluded that 40 % of spam tweets have three or more hashtags and it is
more likely to use the word ‘follow’ as part of the tweet hashtags. Fan et al. [7]
dealt with the problem of spam hashtags in Flickr and developed an algorithm
to clean spam tags through cross-modal tag cleansing and junk image filtering.

Fig. 1. An example of Instagram image along with its hashtags. Note the presence of
meaningless hashtags such as #likeforlike, #instapic, #instalike.

Yang and Lee [17] extract descriptive keywords from web pages and they
measure the relatedness between web pages and tags in order to detect spam
tags in social bookmarking. Tang et al. [15] in their research to eliminate noise
tags in a folksonomy system they propose a two-stage semantic-based method.
First, they remove non-descriptive tags and then the semantic similarity between
tags is examined in order to remove noise tags. Zhu et al. [18] in their approach
for tag refinement they propose a form of convex optimization which considers,
tag characteristics, error sparsity, content consistency and tag correlation.

According to a previous study [8] only 30 % of Instagram hashtags are rele-
vant to the visual content of posted photos. The remaining 70 % can be attributed
to metacommunicative use, trends mimicry and/or users’ effort to fool Instagram
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search engine so as to attract views for their photos. Figure 1 shows an indica-
tive example depicting hashtags belonging to the above categories. The picture
depicts a pittbull along with the hashtags the creator/owner used to annotate
it. Hashtags such as #mydog, #pitbullchocolate are quite descriptive regarding
the visual content of this image while #pitbullisnotacrime is a hashtag, used in a
metacommunicative way, expressing rallying. On the other hand, hashtags such
as #likeforlike, #instapic, #instalike are meaningless ‘trendy’ hashtags without
any actual descriptive or metacommunicative value. These hashtags can be con-
sidered as stophashtags since they appear in many, visually irrelevant, images
in a similar manners as common words in irrelevant documents are considered
stopwords and discarded in document indexing and classification.

2 Methodology

In order to derive concrete conclusions in our study we suggest a mathematical
framework which allows us to extract the results, i.e., candidate stophashtags,
combined with social science research methodology to evaluate the obtained
results. Moreover, we propose a novel and innovative Algorithm for calculating
hashtag score and locating stophashtags.

As already mentioned we consider as stophashtags hashtags that are mean-
ingless and appear in different images retrieved by different and generally non-
related hashtag categories. We select N subjects / hashtags that have no obvious
thematic relation (e.g. the subjects ‘food’ and ‘gadgets’) and retrieve all images
related with these subjects. We argue that common hashtags that appear in
the retrieved images have no obvious relation with images’ visual content; thus,
they would not have descriptive value. The proposed methodology is analyti-
cally presented in the form of pseudocode in Algorithm3. It involves six basic
steps: (1) Create a list N of independent hashtags, (2) for each hashtag H collect
relevant images, (3) for each image I find all hashtags, (4) for each hahstag H
compute the stophashtag score SH , (5) compute threshold T of SH scores with
the aid of Otsu method, (6) if SH > T add to H Stophashtag List.

2.1 The Stophashtag Score

Let us denote with NH the number of subjects/hashtags in whose retrieved
photos we locate a specific hashtag H. A total of N , randomly selected for
investigation, subjects is selected for this purpose. As already explained it is
better these subjects to be unrelated and independent each other. We also denote
with IH the number of distinct photos we locate the aforementioned hashtag H
and I the total number of photos retrieved through these N subjects. In order
to formally estimate the likelihood of a hashtag to be a stophashtag we define
a score, SH , that combines the normalized subject frequency of a hashtag, SF ,
and the normalized image frequency of a hashtag, IF , as follows:

SF =
NH − 1
N − 1

(1)
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Algorithm 1. Locating Stophashtags

1: procedure Hashtags(HList)

2: /* HList = {H1, H2, ..., HN}: N independent hashtags given by the user */

3: H ← [] � H: an empty hash table

4: for Hi in HList do:

5: H[Hi] ← List of URLs of Instagram images tagged with Hi

6: for Ij in H[Hi] do:

7: H[Hi][Ij ] ← list of hashtags of image Ij

8: return H

9:
10: procedure HashtagLists(H, HList)

11: /* H: hash table obtained by procedure Hashtags */

12: /* HList: List of N independent hashtags given by the user */

13: /* h[s] ⊆ HList: List of hashtag topics in whose images hashtag s appears in */

14: /* p[s]: List of images, obtained by HList topics, that have s as a hashtag in */

15: S ← set of distinct hashtags in hash table H

16: P ← set of distinct image URLs in hash table H

17: for s in S do:

18: h[s] ← {}, p[s] ← {}
19: for Hi in HList do:

20: for Ij in H[Hi] do:

21: if s ∈ H[Hi][Ij ] then

22: if Ij /∈ p[s] then

23: p[s] ← p[s] + {Ij}
24: if Hi /∈ h[s] then

25: h[s] ← h[s] + {Hi}
26: return h, p, S, P

27:
28: procedure HashtagScore(h, p, S, P, HList)

29: /* HList: List of N independent hashtags given by the user */

30: /*S: set of distinct hashtags in hash table H */

31: /* h: Hash table showing for each hashtag the list of hashtag topics it appears in*/

32: /* p: Hash table showing for each hashtag the list of images it appears in*/

33: N ← length of HList � Total number of topics / subjects

34: I ← length of P � Total number of distinct image URLs retrieved

35: SH ← [];SF ← []; IF ← []; aN ← 0.8 � aN : a weighting factor indicated in Eq. 3

36: for s in S do:

37: NH ← length(h[s]); IH ← length(p[s])

38: SF [s] ← (NH − 1)/(N − 1)

39: if NH == 1 then

40: IF [s] ← 0

41: else

42: IF [s] ← IH/I

43: SH [s] ← aN · SF [s] + (1 − aN ) · IF [s]

44: return SH , SF , IF

45:
46: procedure StopHashtagList(SH , S)

47: /*SH : list of hashtag scores */

48: /*S: set of distinct hashtags in hash table H */

49: SHL ← {} � Empty stophashtag list

50: T ← Otsu threshold of SH list values

51: for s in S do:

52: if SH > T then

53: SHL ← SHL + {s}
54: return SHL
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where N > 2. We use NH −1 in the nominator of Eq. 1 to indicate that the hash-
tag used to retrieve the photos within a subject (lets call it retrieval keyword) is,
by definition, relevant to the content of photos retrieved within this particular
subject and cannot be considered as stophashtag. For instance assume that one
of the N subjects/hashtags used to collect photos is the hashtag #car. In order
to estimate the normalized subject score for the hashtag #car itself we should
count its frequency of appearance in the remaining subjects excluding the one
it was used as a retrieval keyword. In this respect the number of independent
subjects (used in the denominator of Eq. 1) is N − 1.

IF =

⎧
⎪⎨

⎪⎩

0, NH = 1

IH
I , NH > 1

(2)

SH = aN · SF + (1 − aN ) · IF (3)

where 0 < aN < 1 is a weighting factor indicating the relative importance of
normalized subject and image frequencies. Recommended values, found through
experimentation, for aN lie in the interval [0.75 1).

2.2 Data Collection

In order to apply our methodology first we had to define the N subjects/hashtags
we would examine to locate the stophashtags (in our case 30). Then for each
subject image URLs appeared in the results page were automatically collected
using the Beautiful Soup3 library of Python. Results page includes up to 35
images; from those we chose, manually, only those images that according to
our interpretation, are more related to the hashtag, i.e., retrieval keyword, we
used for retrieving the photos. We then collected automatically all hashtags that
accompany the selected photos for each subject. The photos and the related
hashtags were gathered between 20–25 March 2016.

3 Experimental Results and Evaluation

The stophashtag list we got applying the proposed methodology is shown in
Table 1. In order to define which hashtags are stophahstags we used the Otsu
method [12] to calculate the threshold T that would be applied to stophashtag
score SH . It appeared that a value of T around 0.20 provides the best classifica-
tion of hashtags into descriptive (SH � 0.20) and stophahstags (SH > 0.20). We
see in Table 1 that 45 hashtags were identified as stophashtags. However, human
evaluation was required to confirm which of them are not related with the visual
content of images to which they appear as hashtags.

Human judgement was designed as follows: Users were asked to choose among
hashtags associated with a photo the ones that describe the visual content of the
3 http://www.crummy.com/software/BeautifulSoup/bs4/doc/.

http://www.crummy.com/software/BeautifulSoup/bs4/doc/.
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Table 1. Stophashtag list identified using the proposed methodology (with * are
denoted stophashtags that confirmed through human evaluation - see Table 2)

Hashtag Score(SH) Hashtag Score(SH) Hashtag Score(SH)

love* 0.53 like4like* 0.49 likeforlike* 0.49

l4l* 0.49 likes4likes* 0.49 likesforlikes* 0.49

Like4Like* 0.49 L4L* 0.49 l4like* 0.49

instagood* 0.46 beautiful* 0.45 photooftheday 0.42

follow4follow* 0.37 f4f* 0.37 followforfollow* 0.37

picoftheday* 0.35 follow* 0.34 photo 0.34

instalike* 0.32 instalikes* 0.32 igers 0.32

instagramers* 0.32 instagram* 0.29 amazing 0.29

style 0.26 followme* 0.26 travel 0.25

vscocam* 0.24 vsco* 0.24 vscophile 0.24

vscogood 0.24 vscogram 0.24 vsco hub 0.24

nature 0.24 sun 0.24 spring 0.24

instamood* 0.24 fun 0.24 cute 0.22

food 0.22 handmade 0.22 girl 0.21

photography 0.21 like* 0.21 likes* 0.21

photo in question. From the retrieved, through the N subjects, photos 30 were
randomly selected and included in a online questionnaire which was delivered to
users through SurveyMokey4. Participants had to select among eight hashtags,
including both descriptive hashtags and stophashtags but all of them assigned
to the photo by its owner/creator, for each one of the questionnaire photos.

The 30 photos were put into two separate questionnaires, containing 15 pic-
tures each, in order to reduce the fill in time and avoid fatigue effects. Among the
eight choices given for each photo of 2–3 correspond to descriptive hashtags and
the rest to stophashtags. In any case, participants were not aware that any of the
given choices were considered either descriptive or stophashtags; thus, they were
free to select as many of them as they wished according to their interpretation
of the shown photo. Choices not selected by participants are likely to corre-
spond to stophashtags since participants consider them as not descriptive for
the photo presented to them. In that context we can use effectiveness measures
such as Precision and Recall to identify which of the identified by the algorithm
stophashtags were also -indirectly- classified as such by humans and vice versa.
For this purpose, however, we needed to create the list of stophashtags according
to human judgement.

Let us denote HT the times that a hashtag was selected by the users and HS

the times that users had the possibility to choose it as descriptive for a picture’s
visual content for the 30 pictures presented to the users. In order a descriptive
score DH for each hashtag H score we can use the following formula:

4 http://www.surveymonkey.com/.

http://www.surveymonkey.com/
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Table 2. Stophashtags identified through human judgement

Hashtag Recall Hashtag Recall Hashtag Recall

cunard 0.00 detailersofinstagram 0.00 flex 0.00

instacool 0.00 iphoneonly 0.00 likealways 0.00

lotr 0.00 motorsport 0.00 police 0.00

phonephotography 0.00 recentforrecent 0.00 tagstagram 0.00

teamfollowback 0.00 tv transport 0.00 tweegram 0.00

vsco 0.00 webstagram 0.00 igdaily 0.02

F4f (Follow4follow) 0.02 vscocam 0.02 follow 0.03

followme 0.03 artesanal 0.04 corn 0.04

likers 0.04 paint 0.04 string 0.04

insane 0.04 sick 0.04 followforfollow 0.05

instagood 0.05 instadaily 0.05 instafollow 0.06

australiagram 0.06 igersaustria 0.06 instagramers 0.06

scratchmap 0.06 tagsforfollow 0.06 tv sea 0.06

L4l (Like4like(s)) 0.08 instagram 0.07 bestoftheday 0.08

instalike(s) 0.08 crocodile 0.08 facebook 0.08

followers 0.08 tagsforlike(s) 0.08 instamood 0.11

corncobpipe 0.12 frenchieoftheday 0.12 gourmet 0.12

landscape 0.12 instaphotos 0.13 lionporn 0.13

pic(ture)oftheday 0.15 instapic(ture) 0.16 instacolourful 0.16

love 0.17

DH =
HT

HS
(4)

For instance consider that a hashtag was selected two times and that hashtag
was given to the users as a choice only for one image. In case this photo was
accessed 25 times, that is appeared in 25 filled questionnaires, then DH equals
2/25. Based on DH and by using a threshold TD computed with aid of Otsu
method [12] we classified the hashtags to descriptive (DH > TD) and stophash-
tags (DH � TD) according to human judgement. TD was found to be 0.17.

Table 2 shows the stophashtags identified through human judgement with
the procedure explained above. By comparing Tables 1 and 2 we can see that 26
hashtags appear in both tables while the 17 hashtags with the highest stophash-
tag score SH , shown in Table 1, were -indirectly- verified by human judgement.
Thus, we have a clear indication about the effectiveness of the proposed method
especially as fas as the definition of stophashtag score (see Eq. 3) is concerned.
On the other hand, there are some hashtags identified by the proposed algorithm,
such as #picoftheday, #vscogood, #vsco hub, etc., that were not confirmed by
human judgement although it is clear that they lack descriptive power.
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For a typical information retrieval based evaluation we consider the list of
hashtags in Table 2 as the benchmark set and compute the recall R, precision
P and F -scores. This gives us R = 26/58 = 0.448, P = 26/45 = 0.578 and
F = 0.505. From the above discussion we conclude that the thresholds obtained
through the Otsu method are not optimal in terms of precision and F -score.
For instance a value of T equal to 0.30 would lead to R = 20/58 = 0.345,
P = 20/22 = 0.909 and F = 0.521.

4 Conclusion

In this study we proposed a methodology for filtering Instagram hashtags as per
their descriptive value for the photos they accompany. We defined a stophashtag
score which proved to be very effective in modeling the likelihood for an Insta-
gram hashtag to be a stophashtag. In an attempt to evaluate the effectiveness of
the proposed method 30 subjects/hashtags were chosen and one photo contain-
ing descriptive hashtags and stophashtags was selected from each subject. Then
eight hashtags, 2–3 descriptive and the rest stophashtags, were chosen among
the hashtags used by the image owner. Two online questionnaires containing 15
images each were distributed to evaluators so they can choose the best suitable
hashtag for every image according to their interpretation. Our hypothesis was
that evaluators would not select stophashtags as descriptive to the questionnaire
photos. From the results and the evaluation process we find that 26 out of 45
as stophashtags identified by the proposed algorithm coincide with -indirect-
human judgement. Three (sun, girl, food) out of the 45 were erroneously con-
sidered as stophashtags while for 16 out of 45 we were are unable to conclude
because they were not evaluated by the users as options in the questionnaires.

Overall, it appears that thresholding the stophashtag score for identifying
the list of hashtags was not so effective at least when compared to human judge-
ment. This is caused partially by the fact that Instagram users tend to consider
as descriptive many hashtags that clearly lack descriptive power; thus, bench-
marking the proposed method against indirect human evaluation, as we did in
this study, may not be the most appropriate way of evaluation. In the near
future we will try evaluate the hashtags for all retrieved photos and not only
a randomly selected subset of them. The scalability of the proposed method in
more subjects (N >> 30) will be also investigated.
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Abstract. Presently there are many disruptive technologies and philosophies
that will change the way we learn from accidents and carry out safety man-
agement on the railway. These ideas and technologies include Big Data,
Safety II, the Digital Railway, and Simulation. These have all come to the fore
in the last 5 years or so to produce a potential virtuous circle that will provide
significant synergy between them. This offers all railway stakeholders emergent
opportunities including greater safety, better system reliability and efficiency.
This paper is concerned with railway safety and how it has improved over

many years, yet requires new thinking to get further gains. A Big Data Analytics
approach is described using the ELBowTie tool and the type of data available.
Analytics are discussed and how a digital railway will provide a backbone for
this based upon an Internet of Things architecture. Simulation and the use of
digital information is discussed and how this can close the virtuous circle.

Keywords: Simulation � Railway safety � Accidents learning � Big Data �
Digital rail

1 Introduction

Railways safety has improved over the years often as a result of learning hard lessons
from railway catastrophes. The modern approach is to try to envisage the accident
before it happens and put in place mitigations. We are entering an age now where we
have complex socio-technological systems that rely upon computer control and
human-machine interfaces. This is particularly true in the railway industry which is
moving towards more sophisticated automatic train protection (ATP). This could mean
that the human workers who are still involved will find that a full understanding of the
systems and operations is almost an intractable problem (Hollnagel 2015).

The situation is not all bad news though as there are other technologies and
philosophies emerging that could, when taken together actually help take the railway to
a new low level in accident and incident occurrence. These opportunities are described
in this paper as a digital virtuous circle, which is illustrated in Fig. 1.

The key elements are: a new way of considering safety termed Safety II (Hollnagel
2015), the advent of Big Data (BD) and the Internet of Things (IoT) (Parkinson and
Bamford 2016), the Digital Railway initiative (Network Rail 2015), and the potential

© Springer International Publishing AG 2017
P. Angelov et al. (eds.), Advances in Big Data, Advances in Intelligent
Systems and Computing 529, DOI 10.1007/978-3-319-47898-2_32



innovation of simulation, virtual and augmented reality and how they might fit
together.

The next section contains a brief discussion of the philosophy behind railway safety
and why we may need a new approach. Section 3 contains a discussion of Safety II,
and how the existing techniques are no longer adequate. Section 4 provides an over-
view of the disruptive technologies that are around at present affecting our approach to
safety.

Section 5 introduces an approach to assessing risk, building in the potential of Big
Data. Section 6 describes how the digital rail initiative coupled with Systems Engi-
neering (SE) and Computer Aided Design (CAD) data would provide a foundation for
the Big Data approach. Section 7 describes how simulation using all the aforemen-
tioned techniques might close the digital virtuous circle and Sect. 8 reviews how this
all can support the intent of Safety II.

2 Railway Safety

The unique characteristics of railway safety are that there is a vehicle with a large mass
travelling at high velocity with low friction, steel wheel to steel rail contact, making for
very long braking distances that are often longer than the driver’s field of vision. Also,
the train travels on guiding track which allows no opportunity to avoid collision by
steering action. High collision speeds and high kinetic energy makes for high severity
consequences. To make risks acceptable, therefore, it is necessary to reduce the
probability of train accidents to a vanishingly small number.

Railway tragedies over many years have led to numerous safety improvements
which include (Erdos 2004):

• Braking Systems: Vacuum brakes, compressor based braking systems, the West-
inghouse Brake system,

• Communication Systems: Electric telegraph, telephone and radio systems,
• Vehicle Design: Crashworthiness avoiding telescoping,
• Signalling: Absolute Block Sections, Multiple-Aspect Signals, Track Circuits,

Interlocking, Automated level crossings, ATP,

Fig. 1. The digital virtuous circle
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• Platform Interface: Screen doors, Door to traction interlocking

Figure 2 depicts the downward trend in fatal railway train accidents. A plateau
seems to have been reached with technical failures and individual worker errors being
reduced to very low levels. For example, no track worker fatalities occurred last year in
the UK (RSSB 2015). The largest number of deaths result from suicides and tres-
passers, which swamp the all other causes.

There is, of course, still the danger of large unexpected railway accidents such as
the recent ones in Bavaria (BBC 2016) and Santiago de Compostela in Spain (RSSB
2015) together resulting in over one hundred deaths. These are attributable to organ-
isational type accident factors and are always complex in nature and usually the result
of human error (Hollnagel 2015). The railway appears to be catching people out with
more and more complex systems and rules.

So, in the railway as in other industries, there are tightly coupled technologies with
non-linear functioning, producing ‘outlier’ events that usually result in significant
impacts which human supervisors find difficult to control in the normal and degraded
operation. The next section contains a discussion of these implications in a little more
detail and what might be needed to control them.

3 Safety II

Hollnagel (2015) has suggested that instead of focusing upon failure we focus upon
how the system actually works in the real world and not as it is imagined to work by a
development team. Having an understanding of how the system interacts with humans,
it can then be established how best to safely manage them. Hollnagel (2015) has
described this as Safety II which would supersede the traditional Safety I approach,
which would still be suitable for non-complex systems.

Figure 3 taken from Hollnagel (2015) illustrates the imbalance that occurs when the
focus is on what goes wrong and not on how things go right.

Fig. 2. Train accidents with passenger or workforce fatalities (RSSB 2015)
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Safety I has its focus on analysing failure and has evolved from the analysis of
more simple electro/mechanical system though 3 ages as describe by (Hale and Hovden
1998), i.e. the age of technology, the age of human factors and the age of safety
management. Many of the techniques still used are founded in simpler times such as,
failure mode and effect analysis (FMEA) and fault tree analysis (FTA) amongst others.
A thorough understanding by the practitioner of past incidents is essential in all these
processes. Without this knowledge it will be impossible to understand errors, failures,
and how hazards propagate into accidents.

As technical failures have been reduced, and as the complexity and difficulty in
understanding complex systems has increased, more and more accidents are being
attributed to human error. It is becoming increasingly difficult to train workers to
respond to the various hazardous states that these complex systems can find themselves
in. So, new approaches are needed to understand, analyse and optimise day-to-day
safety management. Modern systems are very reliable and focussing upon failure is the
wrong way to analyse these systems in order to achieve the next step change in safety.

As stated earlier new techniques, data and initiatives are available that will enable a
new focus upon how systems actually work. In addition, technologies to simulate
environments exist to help increase the ability of the human worker to deal with system
perturbation and increase the resilience of the safety system. The next section contains
an overview of some of these new technologies.

4 Disruptive Technologies

It is a widely held belief that we are entering a revolution in technology and computer
intelligence, driven primarily by increases in computing power and the development of
intelligent algorithms. This is being described as the 3rd Industrial Revolution (Ford
2015). There are several so-called disruptive technologies present which include a Big
Data (BD), the Internet of Things (IoT), Virtual Reality (VR), Augmented Reality
(AR), and Machine Learning (ML) to name a few.

This interaction of disruptive technologies can be viewed as a key part of the
virtuous circle. The pace at which ML is happening is now hard to deny (Parkinson,

10-4 := 1 failure in 

10 000 events

1-10-4 := 9999 

non- failures

in 10 000 

Fig. 3. The imbalance between things that go right and things that go wrong (from Hollnagel
2015).
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Bamford and Kandola 2016). Many of these technologies have promised great things in
the past and not delivered. For example, neural networks were very much the flavour in
the 1990 s, however, due to the lack of computational power and the lack of under-
standing of the how to combine them with other approaches, they did not deliver the
required accuracy for safety related predictions (Iwnicki and Parkinson 1999). Gartner
(2016) has identified a curve that describes this trend in the uptake of new technology
as shown in Fig. 4.

Many of these disruptive technologies are now beginning to climb the slope of
enlightenment and are approaching the plateau of productivity.

5 Big Data Approach

We are now in the Big Data Analytics (BDA) age where mountains of data should
enable us to understand how complex socio technical systems actually work. This is a
central idea of Safety II.

In addition, visualisation will be the key to providing the ‘users’ with a view of
system dynamics. Data/information overload is a problem that will need to be over-
come. Possibly by only presenting information critical to the business or the individual.
This new area of critical visualisation is being called the Internet of Me - what matters
for you view of the world (IET Turing lecture 2016).

Spending in railway systems in the next twenty years is set to explode, and it is
critical that best practices in safety, data analysis and systems engineering are employ.
(Parkinson and Bamford) have defined a BDA approach to learning from accidents
which will enable the identification of heightened risk. The approach uses an accident
causation model called an ELBowTie, illustrated in Fig. 5. This model is based upon
the bowtie methodology that is already well utilised in the safety engineering world
(Yaneira 2013).

(Parkinson and Bamford) first establish a railway Enterprise Data Taxonomy
(EDT) which lists the available sources of data that can be linked to railway operational
risks. These include, for example: condition based monitoring information from sensors,
either analogue or digital, that would provide digital information, including vibration
(accelerometers), machine vision, heat, displacement, strain, humidity, particle ingress,
etc. which would be classified as ‘Real Time, remote monitoring’, which is already an

Fig. 4. The Uptake in New Technology (Gartner 2016)
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accepted means of classifying this type of data. Other data types are less well defined, for
example, data from industry reports, staff morale, organisational culture, but can be
equally as important in safety evaluations.

The EDT is aimed at providing a mechanism for systematically classifying data
related to safety incidents to facilitate assessment of data sources in a traceable and
consistent manner, giving the new approach its name: “Enterprise data taxonomy
Linked Bow-Tie” (ELBowTie),

The research by (Parkinson and Bamford) looked a series of railway accidents and
established their potential hazardous causes and conditions. These causes and condi-
tions were then linked to the EDT. The EDT is then linked to the bowtie elements to
predict heightened railway risk. It will be necessary to develop a bowtie for every
railway hazard to develop the full risk picture.

At the heart of the tool are a series of Machine Learning algorithms that will be
trained to analyse a stream of data and recognise when the system is outside of its
normal bounds. These outputs are then amalgamated to take into account the complex
interaction of the typical accident scenario (Parkinson, Bamford and Kandola 2016).
The data is linked to the barriers on either side of the bowtie to enable real time
interventions to take place either to prevent hazards occurring or to prevent hazards
propagating into accidents. When a red flag situation transpires, the particular initiators
are known and thus enabling automated warnings to be activated. Figure 6 depicts this

Fig. 5. ELBowTie Big Sat Railway Risk Assessment Tool (Parkinson and Bamford 2016)

Fig. 6. Proposed Structure for Combining Data (Parkinson, Bamford and Kandola 2016)
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relationship. The paper by Parkinson, Bamford and Kandola (2016) also has an
extensive discussion of the various machine learning approaches that might be taken
and how these could be amalgamated.

6 The Digital Railway

The Digital Railway is an initiate in the UK mainly driven by Network Rail (Network
Rail Ltd 2015) and is depicted in Fig. 7. Network Rail are the organisation responsible
for maintaining the mainline railway infrastructure in Great Britain. Several other
organisations called TOCs (Train Operating Companies) are responsible for running
trains and there are a myriad of private maintenance contractors and engineering
support companies.

The core element of the Digital Railway will be the ERTMS (European Rail Traffic
Management System) which, simplistically, comprises an on-board computer that
provides automatic train protection by calculating a safe train movement authority
based upon track conditions and the status of the railway. The interlocking sends
signals to the train, relating whether a route is set and whether other trains are present.
Around this core system all the communication, passenger information, status, etc. will
be provided.

The Digital Railway will provide a platform for an IoT approach with enhanced
communication systems and inbuilt sensors in assets.

7 Simulation and Training

Finally, we have moved into areas of simulation and training. With the aid of the digital
models created during system development, and using AR and VR, we can cre-
ate scenarios for workers to investigate how systems really function. This allows

Fig. 7. Digital Rail Architecture (Network Rail 2015)
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managers and designers to communicate with the various stakeholders about how
the system works in all its complexity and not simply how they “think” it will work.
This will enable effective training to be designed.

To build upon the ability to simulate systems, the recent training development of
gamification is useful. Research suggest this is the optimum approach (Kapp 2012) to
training were trainees are stimulated to learn through competition, collaboration and
reward. E-learning has struggled to deliver on its promise due to lack of good training
design and creativity. However, the latest simulation technology and gamification
opportunities for blended delivery will improve the situation. Blended delivery is the
combination of face to face delivery with e-learning and online training interventions.

Training and simulation enables the understanding of safety concepts and the
working principles to be properly laid out. The training coarse attendees discover the
skills and knowledge by playing the game and come away more motivate and better
able to apply the principles.

8 Closing the Virtuous Circle

A virtuous circle has been described that could take railways to a lower level of safety
risk. Disruptive technologies could be threats to the way the railway is operated and its
continual viability but if the chances for efficiencies and improvements in safety are
taken then the railway’s prospects are improved. Machine learning and supporting
technologies (Ford) are coming together now that will make the way we undertake
much white collar work radically different in 5 years’ time and much potentially
redundant in 10 years’ time. This is likely to apply to railway risk and safety man-
agement activities too.

How does this affect the future of safety management? It will mean the replacement
of risk assessment with real data. The sacred cow of risk assessment and quantification
no longer works for socio technological systems as the world of railways is becoming
too complex. Quantification is ineffective as it seeks to model the world using a gross
simplification by deriving numbers that imply a large level of accuracy. Approaches
like the (RSSB) safety risk model, which uses historical data to determine quantified
risk figures for hazards on the railway, would be made redundant as the approach
described in the ELBowTie would use real data in real time.

A data driven approach will replace “conventional safety engineering”. If one looks
through the railway safety and reliability standards, CENELEC EN50126 and the
recommended activity at each life-cycle stage it can be seen that nearly all the items are
data driven. By using Big Data and Machine Learning the majority of the work
undertaken now by safety engineers could be eliminated.

9 Conclusion

The railway industry has advanced a long way with safety methods over the past fifty
years and accidents are at a record low, but now there must be a major change if further
improvements are to be realised. The approach of blaming 80 % of our accidents on
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human error (Hollnagel 2015) is clearly not right. Safety II, Big Data, the Digital
Railway, and Simulation have all come along in the last 5 years or so to produce
a virtuous circle that will provide massive synergies. The complexity of modern socio
technological systems requires that a new approach is required and the elements dis-
cussed in this paper provide a way forward. This will offer railway stakeholders striking
opportunities including greater safety, happier workers, better reliability, greater effi-
ciency and less waste.
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Abstract. With the huge growth of big data, effective information retrieval
methods have gained research focus. This paper addresses the difficulty of
retrieving relevant information for a large system that involves fusion of data. We
propose a retrieval model to enhance and improve the retrieving process along
with the user’s metadata learning to develop and enhance a retrieval system.
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1 Introduction

Recently, there is exponential increase in the amount of information being produced in
the web. Web data is broadly distributed in different formats and is prone to extremely
frequent changes. Every day, millions of web pages with different formats are added or
updated (around 44 million pages). This rapid and uncontrollable change to the web
data is what makes the World Wide Web a distinct source of information, and therefore
the retrieval techniques associated with traditional data sources do not work appro-
priately in the case of the web. Effective decision-making based on such huge amounts
of data can be achieved only if useful knowledge is extracted automatically from them
[1]. Hence, effective information retrieval methods are warranted for an efficient
assimilation of such information leading to timely and productive decision-making.
These retrieval models are using suitable user profiles that provide the means to cat-
egorize data. This facilitate in the reuse and organization of data for synthesizing
knowledge required for recommender systems [2].

Ideally, the capable aspects of social recommender retrieval model should be
adopted to provide decision support as it attempts to discover patterns, trends and
correlations hidden in data to help in making effective decisions. However, traditional
retrieval model techniques are not capable of combining text, image and user profile
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data to retrieve pertinent and relevant information for providing good recommender
systems for effective and timely decision-making [4–6].

This paper addresses the overview of the big data including its structure and
analysis techniques in Sect. 2. In Sect. 3 we discuss the retrieval models approaches
along with the big data. Some issues and challenges of big data in developing an
effective retrieval model will be explained in Sect. 4. Sect. 5 provides the proposed
effective information retrieval model. This retrieval model is based on user’ metadata
learning by combining TPO information’ (Time, Position, Occasion) from user’s
location by using some GPS techniques that facilitate in arriving at a reduced data set
intelligently. Finally, conclusion will be presented in Sect. 6.

2 Big Data Overview

We are awash in a flood of data today every day we create about 2.5 quintillion bytes of
data. This big data comes from everywhere and everyone: machines such like sensors
which used to gather climate information, posts to social media sites, digital pictures and
videos, purchase transaction records, and cell phone GPS signals to name a few [7, 8].

Big data refers to data sets or combinations of data sets whose size (volume),
complexity (variability), and rate of growth (velocity) make them difficult to be cap-
tured, managed, processed or analysed by conventional technologies and tools, such as
relational databases and desktop statistics or visualization packages, within the time
necessary to make them useful [9–11]. While the size used to determine whether a
particular data set is considered big data is not firmly defined and continues to change
over time, and it is expected that the rate of growth of big data will continue to increase
for the foreseeable future [40]. When big data is effectively and efficiently captured,
processed, and analysed. It is influencing the way of doing business, and drive real
business value. Big data can support value creation for organizations as following:

1. Creating transparency by making big data openly available for business and
functional analysis (quality, lower costs, reduce time to market).

2. Supporting experimental analysis in individual locations that can test decisions or
approaches, such as specific market programs.

3. Assisting, based on customer information, in defining market segmentation at more
narrow levels.

4. Supporting Real-time analysis and decisions based on sophisticated analytics
applied to data sets from customers and embedded sensors.

5. Facilitating computer-assisted innovation in products based on embedded product
sensors indicating customer responses [12, 13, 28].

2.1 Big Data Characteristics

1. Volume: volume measures the amount of data available to an organization, which
does not necessarily have to own all of it as long as it can access it [14–16]. As data
volume increases, the value of different data records will decrease in proportion to
age, type, richness, and quantity among other factors.
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2. Velocity: velocity measures the speed of data creation, streaming, and aggregation
that is the speed at which this data moves from endpoints into processing and
storage. Ecommerce has rapidly increased the speed and richness of data used for
different business transactions (for example, web-site clicks). Data velocity man-
agement is much more than a bandwidth issue; it is also an ingest issue (extract
transform- load) [17–19].

3. Variety: variety is a measure of the richness of the data representation – text, images
video and audio. From an analytic perspective, it is probably the biggest obstacle to
effectively using large volumes of data [21, 22]. Incompatible data formats,
non-aligned data structures, and inconsistent data semantics represents significant
challenges that can lead to analytic sprawl [23, 24].

4. Complexity: Complexity measures the degree of interconnectedness (possibly very
large) and interdependence in big data structures such that a small change (or
combination of small changes) in one or a few elements can yield very large
changes or a small change that ripple across or cascade through the system and
substantially affect its behaviour, or no change at all [25, 27, 29].

2.2 Big Data Analysis

There are several approaches to collecting, storing, processing, and analysing big data
(unstructured data). Unstructured data refers to information that either does not have a
pre-defined data model or does not fit well into relational tables. Unstructured data is
the fastest growing type of data. MapReduce, in conjunction with the Hadoop Dis-
tributed File System (HDFS) and HBase database, as part of the Apache Hadoop
project is a modern approach to analyse unstructured data [3, 30, 31].

1. MapReduce: It is a framework for distributed computing and large datasets on a
scale-out shared-nothing architecture to address processing large unstructured data sets.
Hadoop is an open source Apache project, which was implemented on these concepts.
Hadoop is both a distributed file system modeled, a distributed processing framework,
using MapReduce concepts and a distributed database called HBase [33–35].

2. Hadoop Distributed File System (HDFS): The premise of Hadoop was to bring
processing to the data in a distributed file system fashion. Therefore, a single file is
split into blocks and the blocks are distributed in the Hadoop cluster nodes. The
input data in HDFS is treated in write-once fashion and processed by MapReduce,
and the results are written back in the HDFS [36, 37]. The data in HDFS is
protected by a replication mechanism among the nodes. This provides reliability
and availability despite node failures. There are two types of HDFS nodes: Data-
Node, which stores the datablocks of the files in HDFS; and NameNode, which
contains the metadata, with enumeration of blocks of HDFS and a list of DataNodes
in the cluster [38].

– Hadoop MapReduce: It provides a mechanism for programmers to leverage the
distributed systems for processing data sets. MapReduce can be divided into two
distinct phases:
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• Map Phase: Divides the workload into smaller subworkloads and assigns
tasks to Mapper, which processes each unit block of data. The output of
Mapper is a sorted list of (key, value) pairs. This list is passed (also called
shuffling) to the next phase.

• Reduce: Analyzes and merges the input to produce the final output. The final
output is written to the HDFS in the cluster [39].

2.3 Big Data Structure

The defining processing capabilities for big data structure are to meet the volume,
velocity, variety, and value requirements. Unique distributed (multi-node) parallel
processing architectures have been created to parse these large data sets. There are
differing technology strategies for real-time and batch processing requirements. For
real-time, key-value data stores, “NoSQL”, allow for high performance, index-based
retrieval. For batch processing, a “Map Reduce,” filters data according to a specific data
discovery strategy. After the filtered data is discovered, it can be analysed directly,
loaded into other unstructured databases, sent to mobile devices, or merged into tradi-
tional data warehousing environment and correlated to structured data [41, 42] (Fig. 1).

3 Retrieval Model Approaches in Big Data

Information Retrieval “IR” refers to the retrieval of unstructured and semi-structured
data, especially textual documents, in response to a query or topic statement. Of course,
other kinds of data can also be unstructured, e.g., photographic images, audio and
video. However, the main focus of the IR research is the text-based approach. IR
typically seeks to find documents in a given collection that are “about” a given topic or
that satisfy a given information need [43, 44]. The topic or information need is
expressed by a query, generated by the user. Documents that satisfy the given query in
the judgment of the user are said to be “relevant.” Documents that are not about the
given topic are said to be “non-relevant” [18, 45].

Information retrieval (IR) systems are based, either directly or indirectly, on models
of the retrieval process. These retrieval models specify how representations of text
documents and information needs should be compared in order to estimate the likeli-
hood that a document will be judged relevant. The estimates of the relevance of

Fig. 1. Big data structure capabilities [41]
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documents to a given query are the basis for the document rankings that are now a
familiar part of IR systems [46].

Generally, there are two major categories of IR technology and research: semantic
and statistical. Semantic approaches attempt to implement some degree of syntactic and
semantic analysis [47, 48]. In statistical approaches, the documents that are retrieved or
that are highly ranked are those that match the query most closely in terms of some
statistical measure. Statistical approaches fall into a number of categories: Boolean,
vector space, and probabilistic. Statistical approaches break documents and queries into
terms. These terms are the population that is counted and measured statistically [20].

4 Big Data Issues and Challenges in Retrieval Models

A major challenge for IT researchers and practitioners is that the growth rate of data is
very fast and exceeds the ability to handle and analyse data effectively. Many issues
and challenges raised regarding retrieving these data.

4.1 Issues

There are many issues raised while dealing with retrieving big data. The most fun-
damentals are three: storage, management, and processing issues [26]. Each one has its
own technical problems and challenges that need to deal with.

1. Storage Issues: Previously, the quantity of data exploded when each new storage
medium is introduced. On the other hand, nowadays the most recent explosion,
which is due to social networks and media, has been evolved without introducing
any new storage medium. Moreover, data is created by everyone and everything,
not by only professionals like before.

2. Management Issues: Management may be the most difficult issue to deal with big
data. This is because the sources of these data are varied, temporally and spatially,
by format, and by method of collection. Not all these data sources have adequate
metadata descriptions. Actually, there is no perfect big data management solution
until know, and this raise an important research challenge.

3. Processing Issues: When big data is needs to be processed entirely in an effective
manner, extensive parallel processing and new analytical algorithms are needed in
order to provide timely and actionable information [49–51].

4.2 Challenges

Retrieving information from big data faces many challenges regarding its dynamic design
and analytics. Under each challenge there are many issues and concerns [1, 26, 28].

• Design

1. Quality versus Quantity: As users acquire and have access to more data
(quantity), they often want even more. On the other hand, a big data user may be
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concerned more on quality which means not having all the data available, but
having a (very) large quantity of high quality data that can be used to figure
specific and high-valued conclusions. The level of precision that the user
requires is important to solve this issue.

2. Structured versus Unstructured Data: Translation between structured and
unstructured data suitable for analytics can delay end-to-end processing per-
formance. The emergence of non-relational, distributed, analytics oriented
databases such as NoSQL, MongoDB, and SciDB provides dynamic flexibility
in representing and organizing information.

3. Data Ownership: Data ownership presents a critical and ongoing challenge,
particularly in social media. While huge amount of social media data reside on
the servers of Facebook and Twitter for example, it is not really owned by them,
although they may compete so because of residency. Actually, the owners of the
pages or accounts believe they own the data, and this is a dichotomy which
needs to be solved by law.

4. Security: In certain domains, there is a fear that certain organizations will know
too much about individuals, as more data is accumulated about them. A key
research problem is to randomize personal data among a large data set enough to
ensure privacy. Perhaps the biggest threat to personal security is the unregulated
accumulation of data by numerous social media companies. Clearly, some big
data must be secured with respect to privacy and security laws and regulations
[26, 52].

4.3 Analysis

1. Scale: Managing large and rapidly increasing volumes of data has been a chal-
lenging issue for many decades. A critical issue is whether or not an analytic
process scales as the data set increases by orders of magnitude. Data volume is
scaling faster than compute resources, and CPU speeds are static. Over the last five
years the processor technology has made a dramatic shift. Also the move towards
cloud computing, which now aggregates multiple disparate workloads with varying
performance goals [1].

2. Timeliness: The opposite side of size is speed. The larger the data set to be pro-
cessed, the longer it will take to analyze. The design of a system that effectively
deals with size is likely also result in a system that can process a given size of data
set faster. There are many situations in which the result of the analysis is required
immediately. It is obviously impractical to scan the entire data set to find suitable
elements. Rather than this, index structures are created in advance to permit
finding-qualifying elements quickly [1, 28].

3. Privacy: The privacy of data is another huge concern, and one that increases in the
context of Big Data. There is great public fear regarding the inappropriate use of
personal data, particularly through linking of data from multiple sources. Managing
privacy is effectively both a technical and a sociological problem, which must be
addressed jointly from both perspectives to realize the promise of big data [54].
The wealth of individual-level information that Google, Facebook, and some
mobile phone and credit card companies would jointly hold if they ever were to
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group their information is in itself a concern [32]. Another privacy issue rises with
big data recommendation systems that use the user location for better prediction.
This affect the user privacy by tracking his location and may cause many critical
problems to the user, although in some systems, the user himself is the one who
publish his location on a social network site like Foursquare, Google Latitude or
Facebook Places [53, 55].

5 Proposed Retrieval Model

The proposed retrieval model based on the idea of: using the user’s metadata to filter
the results and get more valuable responds for the user. To search the contents through
the Internet, search engines should make use of some information such as current time,
user’s location, common occasions and so on (Metadata). We propose an information
retrieval model to effectively use both user’s query and database of metadata based on
(Time, Position, Occasion).

In this model, query part is reducing user’s overload information by choosing the
relevant metadata. And a user becomes possible to retry sorting the matching results.
Then, in the matching part, the search engine compares user’s metadata with database’
metadata to judge whether both of metadata are matching or not along with the user’s
query. The quantity of matching functions should be sufficient to compare any user’s
metadata and database’s metadata. Matching functions compare values of user’s metadata
and database’s metadata. When a lot of metadata are stored into user’s storage, a mech-
anism automatically selecting metadata is desired. These metadata can be gathered by
using some techniques related to the GPS (Global Position System) to determine the exact
location of the user. After that, the results are ranked according to some scoring methods;
static or dynamic scoring functions. Finally, the respond is sent to the user (Fig. 2).

Fig. 2. Information retrieval Model based on the user’s metadata
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This retrieving model solves a lot of the traditional retrieving models’ issues; it
reduces the storage size and allows the scaling part to be done more effectively and
efficiently. Also, it increases the speed of responding the results to the user.

6 Conclusion

This paper discussed the importance of demonstrating efficient retrieving model in the
huge big data with proposed an effective retrieval model.

The system framework was implemented in automating the process of a physical
search in the web. As the huge data comprises of many formats it has become
mandatory to perform intelligent automation and to devise the methods of retrieving the
information, which is relevant, and fast with respect to a user’s metadata information.

The proposed model shows the process of providing the more relevant results for
the user, considering user’s metadata along with the user’s query information. It
contains capability of narrowing to the user’s needs and preferences and based on them
considering user current place.

The real-life implementation has demonstrated that analysing a user-query along
with his/her metadata makes the retrieval system highly effective.
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Abstract. One of the direct consequences of climate change lies in the spread
of invasive species, which constitute a serious and rapidly worsening threat to
ecology, preservation of natural biodiversity and protection of flora and fauna. It
can even be a potential threat to the health of humans. These species, do not
appear to have serious morphological variations, despite their strong biological
differences. Due to this fact their identification process is often quite difficult.
The need to protect the environment and safeguard public health, requires the
development of advanced methods for early and accurate identification of some
particularly dangerous invasive species, in order to plan and apply specific and
effective management measures. The aim of this study is to create an advanced
computer vision system for the automatic recognition of invasive or other
unknown species, based on their phenotypes. More specifically, this research
proposes an innovative and very effective Extreme Learning Machine
(ELM) model, which is optimized by the Adaptive Elitist Differential Evolution
algorithm (AEDE). The AEDE is an improved version of the differential evo-
lution (DE) algorithm and it is proper for big data resolution. Feature selection is
done by using deep learning Convolutional Neural Networks. A Geo Location
system is used to detect the invasive species by Comparing with the local
species of the region under research.

Keywords: Big data � Invasive species �Adaptive Elitist Differential Evolution �
Extreme Learning Machine � Machine vision � Convolutional Neural Networks

1 Introduction

1.1 Invasive Species

The potential impacts of climate change are evident at various levels of biological
organization and especially in disorders found in Biodiversity, in changes done in the
level of biocoenosis and in the extinction of organisms with the simultaneous
appearance of invasive species [1]. Invasive species are the ones that enter into new
unfamiliar habitats, they overwhelm native flora or fauna and they damage the envi-
ronment. Their impacts are considered as extremely serious. The consequences are
related to human health, agriculture, fisheries and food production. The usual reason for
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moving is searching for colder climate conditions. A typical reason is the fact that their
physical environment does not meet the temperature range in which they can survive.
Also they follow different plant species or organisms which migrate to cooler habitats.
Although not all migrating species are harmful, the preparation of proper invasive
species management plans (depending on their risk profile) is imposed preemptively
and also institutionally. Their control and potential eradication should be a parallel
process with the restoration of ecosystems affected by them.

The identification and classification of the invasive species, exclusively with the
use of phenotypic markers, is an extremely difficult and dangerous process, as in this
case there might be neither major morphological differences nor significant similarities
capable of reflecting the affinity or not of the organisms (species problem) [2]. How-
ever, it is a necessary and an extremely important process in the overall strategy to
address alien species. Specifically, the above method is a key preventive mechanism, as
it can be used easily in low cost devices e.g. Smart phones without significant
expenses, unlike the genetic methods of identification, like DNA barcoding, or methods
using comparison with biochemical or molecular markers [3]. Moreover, it can be used
by personnel without specialized knowledge, such as farmers or breeders.

1.2 Machine Vision and Big Data

Machine vision [4] is a scientific field of artificial intelligence which algorithmically
attempts to reproduce the sense of sight. It is associated with the theoretical background
and the design-manufacturing technologies of data analysis systems when data is
derived from digital images, video, views from multiple cameras, multi-dimensional
shapes and others. In machine vision there is a high probability of information loss,
especially when converting from two to three dimensions, which is due to the trans-
formation of the image perspective. Also, the brightness is given by the natural for-
mation of the image, which is quite complicated. This fact makes its representation a
quite complex and laborious process [5].

Some other important peculiarities to be taken into account when designing the
algorithmic approach to machine vision systems are related to the change of angle, the
variation of the optical scale of the objects, the deformation, the intracategorical
variance of the displayed objects and the possibility of noise being [6]. Thus, the results
obtained from the analysis of an image with different scenes and geometrical proper-
ties, but with different lighting conditions or with similar colors could result in mis-
leading the system and towards incorrect categorizations.

Under this light, this is a case of big data processing, as data extracted from images
require large storage space (especially if the images are in high resolution) and they
should be solved by a deterministic polynomial time automaton [7]. They also require
dynamic assigning of computing resources and coordination of complex data analysis
procedures.
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1.3 Literature Review

The authors in [8] presented a computer vision-based system that reliably classifies dif-
ferent fish species based on length measurement and weight determination. In [9], an
ANN-based platform for fish species identification is presented that uses several statistical
methods such as discriminate function analysis and principal component analysis. Rova
et al. in [10] applied SVM algorithm to fish recognition and constructed a texture-based
mechanism that distinguishes between the Striped Trumpeter and the Western Butterfish
species. Lee et al. in [11] carried out shape analysis offish and developed an algorithm for
removing edge noise and redundant data point base on nine species with similar shape
features. Also in [12] a SVM-based technique for the elimination of the limitations of
some existing techniques and improved classification of fish species is proposed. In [13],
an ANN and Decision Tree-based platform for fish classification based on feature
selection, image segmentation and geometrical parameter techniques is presented. On the
other hand, to find the near optimal network parameters of ELM, several methods have
been proposed [14–18]. Also, many scholars have combined ELM with other intelligent
optimization algorithms, such as particle swarm optimization (PSO) [19], differential
evolution (DE) [20], cuckoo search (CS) [21], firefly algorithm (FA) [22], Grey Wolf
optimizer (GSO) [23], harmony search (HS) [24], biogeography-based optimization
(BBO) [25], animal migration optimization (AMO) [26], gravitational search algorithm
[27], ant colony optimization [28] and interior search [29].

1.4 Innovation of the Project

An innovative element of this work is the development of a hybrid model that employs
Extreme Learning Machines combined with the optimization Adaptive Elitist Differ-
ential Evolution algorithm (AEDE) [30] aiming in the optimal selection of the input
layer weights and the bias. This is done in order to achieve a higher level of gener-
alization. Another interesting point is the performance of feature extraction using
Convolutional Neural Networks (CNN) [31] (ELM classifier) and the optimization with
the AEDE approach. This hybrid method combines two highly effective, biologically
inspired, machine learning algorithms, for solving a multidimensional and complex
machine vision problem. Another important issue that supports the autonomous
operation of the system is the addition of geolocation capability (using global position
systems) of the identified species and the performance of comparisons with native ones.
The system is pouring artificial intelligence to digital cameras that can easily (quickly
and at low cost) identify invasive or rare species on the basis of their phenotypes. This
would result in strengthening biosecurity programs.

2 Materials and Methods

2.1 Data

The fish image data set [32] (currently consisting of 3,961 images) is related to 469
species. This data consists of real-world images of fish captured in conditions defined
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as “controlled”, “out-of-the-water” and “in-situ”. The “controlled”, images consist of
fish specimens, with their fins spread, taken against a constant background with con-
trolled illumination. The “in-situ” ones are underwater images of fish in their natural
habitat and so there is no control over background or illumination. The
“out-of-the-water” are related to fish specimens, taken out of the water with a varying
background and limited control over the illumination conditions. A tight red bounding
box is annotated around the fish. Sketch images are not used in this paper. There are
two main difficulties when performing classification on the fish imagery.

In many cases, different species are visually similar, as shown Fig. 1(a)–(d). Also
many times, there is a high degree of variability in the image quality and environmental
conditions (see Fig. 2). Approximately half of the images have been captured in the
“controlled” condition, where the image of the fish has been captured out-of-the-water
with a controlled back-ground. The “in-situ” condition consists of images taken
underwater with no control over the background and with significant pose and illu-
mination variations. Approximately one third of the data was captured in this manner.
Finally, the remaining images are captured “out-of-the-water”, but without a controlled
background and may contain some minor pose variation [32].

2.2 The Curse of Dimensionality and Feature Simplification

Convolution Neural Networks are a case of Feed Forward Neural Networks (FFNN).
Their particularity lies in the neuronal levels preceding the FFNN which are viewed as
filters in particular subsets of the available data. The neuronal levels commonly used in
CNN networks are divided into the following main categories namely: Convolutional
Layers (CL), Max-Pooling Layers (MaxPL), Feed Forward Layer (FFL) [31]. In the
Machine Vision applications of Deep Learning architectures, the input parameters are
the pixels. Each pixel is considered as a distinct feature. The classification by this
method is too complex, since assuming a 200 × 200-pixel image it actually contains
40,000 pixels which correspond to the input data features. In this case 40,000 neurons
are required to form a fully connected topology. The final result is the employment of
1,600,000,000 parameters. It is obvious that the computational cost with the described
architecture is huge and that the application of an effective feature simplification
method would offer invaluable services.

A CNN model is commonly applied in Machine Vision cases for this purpose. In
this research effort, CNN has been employed as a method of feature simplification [31]
and the extracted data have been fed in the input layer in standard machine learning
systems.

Fig. 1. Example images of four different fish species. All of them have similar visual appearance
despite being distinct species. (Images taken by J.E. Randall) [30]
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The dimensions of the pictures used in this research were 81 × 42 and 96 filters
were applied (feature map). The picture was divided in frames of 9 × 7 pixels (in order
to avoid the frame of 1 × 1 pixels that would lead to an intangible to handle feature
vector. To perform feature extraction, the following procedure was used:

The dimensions of the convolution layer were 81 × 42 × 96 which means that it
contained 81 × 42 = 3402 neurons for each one of the 96 used filters, which leads to a
total number of neurons equal to 81 × 42 × 96 = 326,592. Each one of these neurons
had 9 × 7 × 3 + 1 = 190 weights plus a bias, (the number 3 is used due to the RGB
color model used that requires 1 channel for each color), which gives a total number of
326,592 × 190 = 62,052,480 weights and biases values which corresponds to an
intangible number of input data to be analyzed.

In order to avoid this huge problem, we accepted that the neurons belonging to the
same filter were assigned the same weights. This means that a filter with 3402 neurons
can have only 190 weights instead of 3402 × 190 = 646,380. In this way the weights
plus bias were reduced significantly to 96 × (9 × 7 × 3 + 1) = 18,240. This
assumption is not arbitrary but it is based on the logical statement that the application of
a filter can have useful results (obtained characteristics) regardless the position in which
it may be applied [33, 34].

A determining factor for delivering high precision and low uncertainty in machine
vision metrology is the resolution of the acquired image. As a gauge, the smallest unit
of measurement in a machine vision system is the single pixel. As with any mea-
surement system, in order to make a repeatable and reliable measurement one must use
a gauge where the smallest measurement unit (as a general rule of thumb) is one tenth
of the required measurement tolerance band [6].

3 The Proposed Algorithm

3.1 Extreme Learning Machines (ELM)

Extreme Learning Machines are a kind of the Single-Hidden-Layer feed forward
Neural Networks (SLFNs). ELMs are characterized by the possibility to establish the

Fig. 2. The three different capture conditions: “controlled”, “in-situ” and “out-of-the-water”.
Significant variation in appearance due to the changed imaging conditions (session variation) is
evident. Ground truth bounding boxes are shown in red [32].
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parameters of hidden nodes at random, before they see the training data vectors. They
are extremely fast and effective and they are capable of handling a wide range of
activation functions (e.g. stopping criterion, learning rate and learning epochs [35]. The
output of an ELM with a training set xi; tið Þf gNi¼1 consisting of N discrete samples
(xi 2 Rn and ti 2 RmÞ with an activation function g xð Þ and l hidden nodes is given by
the following function 1 [35]:

ti ¼
Xl

j¼1
bjg xjxi þ bj

� �
; i ¼ 1; 2; . . .;N; ð1Þ

Where bj ¼ bj1; bj2; . . .; bjm
� �T

is the weight vector connecting the output neurons

and the j-th hidden neuron, xj ¼ xj1;xj2; . . .;xjm
� �T

is the weight vector connecting
the input neurons and the j-th hidden neuron, bj is the bias of the j-th hidden neuron,
and xj:xi indicates the inner product of xj and xi. Function 1 can also be written as
follows:

Hb ¼ T ; ð2Þ

where

H xj; bj; xi
� � ¼

gðx1x1 þ b1Þ � � � gðxlx1 þ blÞ
..
. . .

. ..
.

gðx1xN þ b1Þ � � � gðxlxN þ blÞ

2
64

3
75
N�l

; ð3Þ

Also Η is called the hidden layer output matrix of the network. Before training, the
input weights matrix ω and the hidden biases vector b are created randomly in the

interval [−1, 1], where xj ¼ xj1;xj2; . . .;xjm
� �T and bj ¼ bj1;bj2; . . .; bjm

� �T
:

Then the hidden layer output matrix H is calculated by the activation function and
by using the training set based on the function H ¼ g xxþ bð Þ:

Finally, the output weights matrix β is estimated by the equation b ¼ H þ T , where
H þ is the Moore–Penrose generalized inverse of matrix H and T ¼ t1; t2; . . .; tN½ �T
[35].

3.2 Adaptive Elitist Differential Evolution (AEDE)

In evolutionary computation, Differential Evolution (DE) [36] is a method that opti-
mizes a problem by iteratively trying to improve a candidate solution with regard to a
given measure of quality. In the DE, the parameters such as mutant factor F and
crossover control parameter CR and trial vector generation strategies have significant
influence on its performance. To overcome the common limitations of optimization
algorithms such as the use of a huge volume of resources (e.g. high computational cost)
the Adaptive Elitist Differential Evolution algorithm (AEDE) [30] introduces two
alternatives. The first one is applied in the mutation phase and the second one in the
selection phase, in order to enhance the search capability as well as the convergence
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speed of the DE algorithm. The new adaptive mutation scheme of the DE uses two
mutation operators. The first one is the ‘‘rand/1” which aims to ensure diversity of the
population and prohibits the population from getting stuck in a local optimum. The
second is the ‘‘current-to-best/1” which aims to accelerate convergence speed of the
population by guiding the population toward the best individual. On the other hand, the
new selection mechanism is performed as follows: Firstly, the children population
C consisting of trial vectors is combined with the parent population P of target vectors
to create a combined population Q. Then, NP best individuals are chosen from the Q to
construct the population for the next generation. In this way, the best individuals of the
whole population are always stored for the next generation. This helps the algorithm to
obtain a better convergence rate [30]. The elitist selection operator is presented in the
following Algorithm 1.

Algorithm 1.  Elitist selection operator [30] 
1: Input: Children population C and parent population P
2: Assign 
3: Select NP best individuals from Q and assign to P
4: Output: P

The AEDE method is summarily shown as in Algorithm 2 below [30]:
where tolerance is the allowed error; MaxIter is the maximum number of iterations;
and randint(1, D) is the function which returns a uniformly distributed random integer
number between 1 and D.

3.3 Adaptive Elitist Differential Evolution ELM (AEDE-ELM)

Given that ELMs produce the initial weights (weights) and (bias) randomly, the process
may not reach the optimal result, which may not imply as high classification accuracy
as the desired one. The optimal choice of weights and bias, create the conditions for
maximum potential accuracy and of course the best generalization performance of the
ELMs. To solve the above problem, we recommend the use of the AEDE optimization
method for the optimal selection of weights and bias of the ELMs. Initially, each
individual in the first generation is obtained randomly, and it is composed of the input
weights and hidden biases: x ¼ x1;x2; . . .;xl; b1; b2; . . .; bl½ �.

Secondly, the corresponding output weights matrix for each individual is calculated
in the manner of the ELM algorithm. Then, we apply AEDE to find the fitness for each
individual in the population. Finally, when the evolution is over, we can use the
optimal parameters of the ELM to perform the classification.

The procedure of AEDE-ELM algorithm is shown by Algorithm 3.
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3.4 GPS Country Location

The Global Positioning System (GPS) can locate stationary or moving users, based on a
“grid” of 24 Earth satellites equipped with special tracking devices, called “GPS
transceivers”. These transceivers are providing accurate coordinates for the position of
a point (Longitude - Latitude). For the accurate determination of the country to which
the coordinates (reported by a GPS device) belong, the system follows a process which
considers the global borders of the countries as they originally appear in the shapefiles
which are free available online at the following link: http://thematicmapping.org/
downloads/world_borders.php. In the following script example, the shapefile is
imported through the Python platform and the coordinates 39.35230, 24.41232
belonging to Greece are checked [37]:

import countries
cc = countries.CountryChecker('TM_WORLD_BORDERS-0.3.shp')
print cc.getCountry(countries.Point(39.35230, 24.41232)).iso

print Greece
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Algorithm 3.  aeDE-ELM algorithm 
Input: 

Training set, testing set; 
aeDE algorithm parameters, NP; 

1: Create a random initial population; 
2: Evaluate the fitness for each individual with training set;
3: while (stopping criteria not met) do
4:           Randomly generate Fi and CRi

5:  for i=1 to NP do
6:                 Call the Algorithm 2; 
7:                 Use the optimal parameters of ELM; 
8:           end for 
9:   end while 
10: Evaluate the optimized model by testing set; 
Output: 

Classification result; 

4 Algorithmic Steps of the Proposed Hybrid Approach

The algorithmic approach of the proposed hybrid scheme includes (in the first stage)
the feature extraction process using CNN, in order to extract features from each photo
of the fish dataset. In the second stage, these features are introduced in the proposed
ELM, which is optimized by the AEDE approach, to yield the maximum classification
accuracy in order to identify the type of fish detected by the machine vision system.
Having identified the type, the coordinates are obtained by the GPS and they are
mapped to the country where they belong. Then a crosscheck is made to find out
whether the type identified is indigenous in this country, or otherwise it is labeled as
invasive species. The lists of indigenous and invasive species were exported from the
Invasive Species Compendium (http://www.cabi.org/isc/) [38], the most authoritative
and comprehensive database on the subject that exists worldwide. The algorithm for
identifying as invasive species a species is presented below (Fig. 3):

Algorithm 4. Geolocation Process
Input:

Recognized_Fish; 
Country;
Country_Native_Fishes; 

1: Read Recognized_Fish, Country, Country_Native_Fishes; 
2: for i=1 to Country_Native_Fishes [max]do
3: if Country_Native_Fishes[i]= Recognized_Fish then
4: Recognized Fish=! Recognized Fish; 
5: Recognized Fish=Native_Fish
6: else
7: Recognized Fish=Invasive_Fish
8: end if
9: end
Output:
Fish Identity;
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5 Results and Comparative Analysis

It is extremely comforting and hopeful, the fact that the proposed hybrid system
manages to solve a particularly complex computer vision problem with high accuracy,
regardless the fact that the dataset used for training and evaluation of the proposed
AEDE-ELM is highly complex, given the similarity between the species tested and the
specificities resulting from the feature extraction process using CNN. It is also char-
acteristic that in the process of categorization of the species tested, the accuracy rate in
all cases (“controlled”, “in-situ”, “out-of-the-water”) was very high. This fact suggests
and confirms the generalization capabilities of the proposed system.

The following Table 1, presents the analytical values of the predictive power of the
AEDE-ELM by using a 10 Fold Cross Validation approach (10-FoldCV) and the
corresponding results when competitive algorithms were used, namely: Differential
Evolution ELM (DE-ELM), Artificial Neural Network (ANN) and Support Vector
Machine (SVM).

The Precision measure shows what percentage of positive predictions where cor-
rect, whereas Recall measures what percentage of positive events were correctly pre-
dicted. The F-Score can be interpreted as a weighted average of the precision and
recall. Therefore, this score takes both false positives and false negatives into account.
Intuitively it is not as easy to understand as accuracy, but F-Score is usually more
useful than accuracy and it works best if false positives and false negatives have similar

Fig. 3. The proposed architecture of the proposed machine vision system
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cost, in this case. Finally, the ROC curve is related in a direct and natural way to
cost/benefit analysis of diagnostic decision making. This comparison generates
encouraging expectations for the identification of the AEDE-ELM as a robust classi-
fication model suitable for difficult problems. This method was tested with great suc-
cess in the control and automatic recognition of the highly dangerous for the public
health Mediterranean invasive species fish “Lagocephalus Sceleratus” (Table 2).

6 Discussion and Conclusions

An innovative biologically inspired hybrid computational intelligence approach suit-
able for big data was presented in this research paper. It is a machine vision system
which can recognize various fish species in order to rank them as to whether they are
invasive in the region identified or not. Specifically, the hybrid and innovative
AEDE-ELM algorithm was suggested which uses the innovative and highly effective
algorithm AEDE in order to optimize the operating parameters of an ELM. The CNN
feature extraction method was also used for the training of the model. The system can
operate in an autonomous mode, because it estimates the geolocation of the species and
it decides if it can be considered local or invasive. The wide application of the proposed
method which simplifies and reduces to a minimum the computation cost and the
identification time and the wide collection of respective data vectors are prerequisites
for the establishment of an effective management and risk prevention system.

Table 1. Performance metrics and comparisons

Classifier Classification accuracy (ACC) & Performance metrics
ACC RMSE Precision Recall F-Score ROC Evaluation

ΑΕDE-ELM 94.81 % 0.1673 0.948 % 0.948 0.949 % 0.985 10-Fold CV
DE-ELM 93.97 % 0.1711 0.940 % 0.940 0.940 % 0.985 10-Fold CV
ELM 93.13 % 0.1726 0.932 % 0.932 0.932 % 0.982 10-Fold CV
ANN 92.89 % 0.1804 0.930 % 0.929 0.929 % 0.978 10-Fold CV
SVM 91.35 % 0.2031 0.914 % 0.914 0.914 % 0.960 10-Fold CV

Table 2. Performance metrics and comparisons of “Lagocephalus Sceleratus”

Classifier Classification accuracy (ACC) & Performance metrics
ACC RMSE Precision Recall F-Score ROC Evaluation

ΑΕDE-ELM 97.52 % 0.1247 0.972 % 0.972 0.972 % 0.993 10-Fold CV
DE-ELM 97.01 % 0.1289 0.970 % 0.970 0.971 % 0.990 10-Fold CV
ELM 95.86 % 0.1461 0.960 % 0.958 0.959 % 0.965 10-Fold CV
ANN 95.70 % 0.1482 0.957 % 0.957 0.957 % 0.957 10-Fold CV
SVM 95.62 % 0.1502 0.956 % 0.956 0.957 % 0.957 10-Fold CV
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A future extension would be the use and incorporation to the system, of other
methods for similar characteristics determination like: Representational Similarity
Analysis, Local Similarity Analysis, Isoperimetry and Gaussian Analysis. Finally, it
would be very important to use and test the performance of the Deep Extreme Learning
Machines technology for this specific case.
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